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Editorial on the Research Topic
 Human decision-making behaviors in engineering and management: A neuropsychological perspective




Due to volatile, uncertain, complex, and ambiguous (VUCA) project context, human decision-making behaviors can affect the performance of engineering project. Therefore, understanding the process of perception, cognition, and decision caters to minimizing the risks that attribute to behaviors (Albert et al., 2020). Although traditional psychological/self-reporting approaches (e.g., survey, structured interview, etc.) are cost-effective, they have been criticized for the distortion caused by social desirability and subjectivity, which weakens the reproducibility and robustness of scientific findings. Recent development in physiological and neuropsychological techniques (e.g., EEG, fNIRS, eye-tracking, etc.), which deciphers the signals of the central nerve system, furnishing opportunities to untangle the mechanism of human decision-making behavior. These approaches can further promote the project performance in planning, organizing, executing, and ensure the success of engineering project. To acquire the focus of such research domain, this Research Topic focuses on human decision-making behaviors and management in engineering from a neuropsychological perspective. Seventeen of the twenty-two papers submitted to the journal were considered suitable for publication after a thorough double-blind peer-review process. The following is a summary of the key research findings of these research works.

Amongst the non-original research articles, Suomala and Kauttonen explained human behaviors and contextual decisions by applying intuitive models and Bayesian inference principles. Besides, they elaborate how behaviors arise in biological systems and how a better understanding of this biological system can lead to advances in the development of human-like AI. Three other review studies of neuroscience tools used in the areas of building construction and driving safety. Cheng et al. systematically reviewed the issues of eye-tracking research on construction hazard recognition, including participant selection, experiment design, device parameters, and analytical techniques (e.g., feature extraction, performance metrics, etc.). Peng et al. focused on safety behaviors in transportation systems. They introduced theories of electroencephalogram (EEG) and the utilization of EEG in scenarios of fatigued driving, distracted driving, and emotional driving. Lastly, Wang et al. utilized bibliometric methods to summarize the interdisciplinary applications of neuroscience tools in building construction. The results show that EEG and eye-tracking techniques are the predominant neuroscience tools in building construction studies, while functional near-infrared spectroscopy (fNIRS), functional magnetic resonance imaging (fMRI), and trigeminal nerve stimulation (TNS) are still at the adoption stage (Wang et al.).

Thirteen original research articles published within the Research Topic use various neuroscience tools [e.g., EEG, eye tracking, fNIRS, transcranial direct current stimulation (tDCS), etc.] to promote management efficiency in the engineering industry. EEG, for instance, has been used in five of all thirteen original research articles. Among them, Fan C. et al. regard EEG signals as the gold standard of cognitive status and proposed an end-to-end brain-computer interface framework named EEG-TNet for mental workload estimation of workers. The event-related potential (ERP) is a kind of real-time EEG signal related to the stimuli events (Chen et al., 2022). Therefore, ERP analysis techniques are widely used to explore the neural mechanisms of decision-making behaviors (Fu et al., 2022). Liu et al. from the Laboratory of Neuromanagement in Engineering, Xi'an University of Architecture and Technology, explored the public stereotypes of owning and renting a house by designing an ERP experiment. Zhang et al. conducted an ERP experiment to investigate the influence of the building narrative on individuals' approach-avoidance responses toward the stadium and the corresponding neural correlates. Hu et al. applied the ERP method to examine the effect of safety signs on cognitive control by taking the monitoring ability of conflicts and errors into account. Qian et al. proposed a lightweight multimodal cognition-aware computing framework integrating EEG, eye-tracking, heart rate, and video data under the VUCA environment. The multimodal cognition-aware computing framework provides specific technological solutions for the potential troubles of utilizing multimodal physiological and neuropsychological techniques in open VUCA environments.

Two studies using eye-movement parameters were presented in the Research Topic. Qu et al. proposed a method to identify human-computer interaction intention and cognitive state based on eye movement and EEG parameters to solve the unsmooth and inefficient problems in human-computer interaction. Equipment teleoperation is a powerful solution for hazardous construction environments and attracted researchers' attention. Fan J. et al. investigated the effect of eye movement on teleoperation performance in excavating tasks. They built eye-tracking heatmaps with virtual annotations, representing operators' visual attention allocation. Based on these heatmaps, they concluded that visual attention is influenced by the excavating tasks and the shape of virtual annotations plays a critical role in visual attention allocation.

The association between engineering decision-making and neuro-cognition was examined in two studies using fNIRS. Hu and Shealy  used fNIRS to measure the neuro-cognition changes of the engineers when they were asked to evaluate the implementation of conventional stormwater and green stormwater design options. So as to test whether design engineers think about the environmental and social sustainability benefits of green infrastructure can influence what attributes engineers consider and how they weigh these attributes during the design decision-making process. Ding et al. focused on the problem of the increasing hazards caused by construction and demolition (C&D) waste in the construction industry. In order to explore measures that could mitigate the problem, fNIRS has been used to investigate whether the media can influence consumers' willingness to pay for C&D waste recycling products and thus increase consumers' choices.

Yang et al. attempted to explore the role of the right temporoparietal junction in the effects of the CEO-to-employee pay ratio on potential investors' perceived investment potential in the construction industry. The mechanisms underlying these effects of tDCS in the right temporoparietal junction on the perceived investment potential are also explored in the study.

Lastly, three papers in this Research Topic use different tools to explore the measures to increase the efficiency of engineering education and the construction industry. Zhao, Ao, et al. found that the experience of home-based learning significantly influenced the attitudes of university students of civil engineering, which in turn had a positive influence on their intention to continue online education. Chen et al. developed a whole-process digital management system platform and used a variety of advanced digital construction hardware and three-dimensional model software to coordinate the measurement, design, construction, and inspection work in the process of highway engineering construction. Zhao, Wang, et al. explored the key influencing factors of urban intelligent transportation construction and proposed a root cause analysis method based on a fuzzy cognitive map to model the construction process.

We appreciate the contributions of all the authors, the reviewers, and the editorial board members for contributing to this Research Topic. We hope that this Frontiers Research Topic can enrich the body of knowledge and encourage the utilization of cognitive neuroscience theories, methods, and tools in the Architecture, Engineering, and Construction Industries.
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The safety sign is important in our daily life and workplace to prevent potential safety issues. However, it remains undetermined whether the safety signs would influence the cognitive control ability of the people, which serves to guide the behaviors in a goal-directed manner. Therefore, this study aimed to examine the effect of safety signs on cognitive control by uncovering the behavioral performance and neural manifestations underlying the monitoring of conflict and error. The participants performed a flanker task after watching low- and high-hazard safety signs with the electroencephalogram (EEG) data recorded continually. The behavioral results indicated a classic congruency effect with higher accuracy rate and faster response time under a congruent condition compared to an incongruent condition. However, no hazard effect on behavioral performances was observed. The results of event-related potentials (ERPs) demonstrated a more negative N2 elicited by the incongruent trials and an increased (error-related negativity) ERN difference between the error and correct responses in the high-hazard condition compared to those in the low-hazard condition, implying that the monitoring of the conflict and error were both enhanced after watching the high-hazard safety signs. This study contributes to the understanding of the relationship between safety signs and cognitive control, and further expand the measurements that can be applied to assess the effectiveness of safety signs design.

Keywords: safety sign, hazard, conflict, error, N2, ERN


INTRODUCTION


Safety Signs

Safety signs, as an important part of the safety management, are widely applied in our daily life and in many industries, such as transportation, manufacturing, construction, and so on. The primary roles of safety signs are to provide information, to influence behaviors, and to serve as a reminder (Laughery and Wogalter, 2014). A well-designed safety sign can provide the hazard information, lead to appropriate behaviors, and reduce potential safety issues (Laughery, 2006; Laughery and Wogalter, 2014; Chen et al., 2018; Bian et al., 2020). For example, many traffic studies find that the ergonomically designed traffic signs have a positive impact in decreasing the violations and accidents during driving (Strawderman et al., 2015; Xu et al., 2018). By contrast, a poorly designed safety sign can confuse the people, and result in many damages, such as injuries and property loss (Laughery and Wogalter, 2014; Matthews et al., 2014).

Given the importance of safety signs in our daily life and workplace, the issues about the design of safety signs and its effectiveness have been the focus of many researchers (Laughery, 2006; Laughery and Wogalter, 2014; Gao et al., 2021). Specifically, a substantial number of studies have investigated the factors consisting of design elements (e.g., size, color, and format) and non-design elements (e.g., target audience characteristics and situational factors) that are related to the effectiveness of the safety signs (Laughery and Wogalter, 2014). The achievement of effectiveness can be reflected in the accurate comprehension of the meaning expressed by the signs and performing the compliance behaviors as the signs’ guide (Laughery, 2006). The majority of previous studies adopt the interview, questionnaire, and neurophysiology approaches to measure and to examine the comprehension process of the safety signs, and to develop some indicators that can be used to assess the effectiveness of the designs. For example, Wogalter and Silver (1990) asked the participants to rate 84 signal words that are usually used in the safety signs on the several dimensions, e.g., understandability, attention-gettingness, strength, severity, and likelihood of injury, and developed a general dimension of “arousal strength,” which can measure the perceived hazard levels as conveyed by words (Wogalter and Silver, 1990). Matthews et al. (2014) conducted the interviews with 472 people about the hazard identification, recall, comprehension, and the shape of the safety signs at beaches. They found that most respondents noticed the hazard above any other information conveyed in the signs (Matthews et al., 2014). In addition to these subjective methods, the measurement of EEG is being widely applied to uncover the perception and the evaluation of safety signs and provides the objective indicators to assess the effectiveness of the safety sign comprehension (Ma et al., 2010; Parasuraman, 2011; Bian et al., 2020; Lu and Hou, 2020; Zhu et al., 2020; Hou and Yang, 2021; Hou et al., 2021. Many of these studies are also concerned about the hazard perception of the safety signs. For instance, Ma et al. (2010) demonstrated the neural mechanism underlying the evaluation of the warning words in the safety signs, and identified two stages during the comprehension, indexed by P2 and LPP, both of which were sensitive to the hazard levels conveyed by the warning words (Ma et al., 2010). Besides, Bian et al. (2020) used the questionnaire and the ERPs to compare the evaluations of three types of safety signs (prohibition, mandatory, and warning signs) and indicated the different levels of hazard perception of these safety signs, as reflected by both the self-reported results and the ERPs including P2, N2, and N4 (Bian et al., 2020). The studies mentioned above imply that a good design of safety signs, indeed, delivers necessary hazard information, which can be noticed and evaluated effectively by the people. The majority of the studies about safety signs mainly explore the psychological and neurophysiological processes, as well as the compliance behaviors that are directly in response to the safety signs (Wogalter et al., 1993; Laughery, 2006; Laughery and Wogalter, 2014). However, whether the hazard information conveyed by the safety signs could influence other cognitive functions that are essential in our daily life and work, remains undetermined. Since people are surrounded by different safety signs, they may be influenced by these signs when they are completing the tasks involving distinct cognitive functions. It is valuable to extend the understanding of the influence of safety signs on other cognitive processes that are not specific to safety signs per se. In the current study, we focused on the cognitive control due to its basic function to conduct various daily decisions and behaviors (Diamond, 2013; Gratton et al., 2018).



The Conflict and Error Monitoring Underlying the Cognitive Control

The cognitive control refers to the function that guides our thoughts and actions to keep it consistent with internal intentions (Botvinick et al., 2001; Miller and Cohen, 2001; Larson et al., 2014). This goal-directed behavior requires the ability to monitor the ongoing actions and performances outcome, which serves to signal the need to change the implementation of control and to flexibly adapt our response (Ridderinkhof et al., 2004; Larson et al., 2014). The monitoring of the conflict in environment (e.g., stimuli conflict) and performance (e.g., erroneous response) are the two central aspects of this cognitive control ability in various tasks (Larson et al., 2014; Vallet et al., 2021). The falter of goal-directed behaviors is mainly attributed to the inefficient monitoring processes. For example, if people could not adequately detect the error they made, they would repeatedly make the same mistakes (Tsai et al., 2005; Duncan et al., 2011; Sozda et al., 2011).

The cognitive control is complex and encompasses a family of top-down mental processes involved in maintaining task goals (Diamond, 2013; Gratton et al., 2018). There are many tasks developed to assess the different subsets of the cognitive control ability. In the current study, we applied a flanker task to measure the interference control, one of the core functions of cognitive control, which describes the ability to resist the distractors and resolves the conflict (Mullane et al., 2009; Diamond, 2013; Gratton et al., 2018). Conflict may stem from the simultaneous activation of competing stimulus that is irrelevant to the task being conducted (Botvinick et al., 2001; Mullane et al., 2009; Larson et al., 2014). For example, in the typical flanker task, participants are instructed to judge the direction of the middle arrow (target stimulus), while simultaneously displaying other four distracting arrows (flanker stimuli) that are either pointing to the same direction (congruent condition, e.g., < < < < <) or to the opposite direction (incongruent condition, e.g., > > < > >) of the target arrow. The conflict is induced in the incongruent condition due to the simultaneous activations of the two competing stimulus properties (e.g., left vs right). Therefore, the conflict monitoring refers to the detection and processing of this competing information, which serves to trigger the recruitment of the cognitive control (Larson et al., 2014). At the behavioral level, this conflict effect would result in the high error rate and longer response time. For example, prior studies with the flanker task illustrate that the participants make more mistakes and slower response time in the incongruent condition compared to the congruent condition (Mullane et al., 2009; Larson et al., 2014). This congruency effect is attributed to the additional attention resource that is recruited to filter out the distracting information from the flanking stimuli in incongruent trials, which is the process of the interference control (Mullane et al., 2009). Error monitoring, as one central aspect of performance monitoring, refers to the detection and processing of the erroneous response in a task (Larson et al., 2014; Vallet et al., 2021). This error processing mechanism is used to signal the cognitive control to adjust the following behaviors in order to avoid further errors, which can be reflected by the slower response time in the trials following an erroneous response trial (Larson et al., 2014).



Neural Manifestations of Conflict and Error Monitoring

Numerous studies have applied functional MRI (fMRI) and ERP methods to directly measure the monitoring processes of the stimuli conflict and the erroneous response (Larson et al., 2014; Gratton et al., 2018). As the conflict monitoring theory posits, both the detections of the conflict and the error could activate the anterior cingulate cortex (ACC) in the brain, and subsequently signal the increased need for cognitive control from the dorsolateral prefrontal cortex (DLPFC) (Botvinick et al., 2001; Yeung et al., 2004; Larson et al., 2014). At the ERP level, the N2 and error-related negativity (ERN) are suggested to have its origin in the ACC and can reflect the similar cognitive control process but at different stages (Larson et al., 2014). Specifically, the conflict monitoring process could be manifested by the activity of the N2, which refers to the negative deflection with a fronto-central scalp distribution that appears in approximately 250–350 ms after the stimulus onset (Yeung and Cohen, 2006; Folstein and Van Petten, 2008; Larson et al., 2014). Generally, N2 is associated with conflict detection and the numerous studies employ the flanker task to demonstrate that the N2 amplitude is more negative in the incongruent trials compared to the congruent trials since the high conflict degree in the incongruent condition (Iannaccone et al., 2015; Yang et al., 2019; Qi and Gao, 2020). The error monitoring process can be manifested by the ERN, which is a negative component peaking within 100 ms after the erroneous response, and mainly distributes in the fronto-central region (Gehring et al., 1993; Gehring and Fencsik, 2001; Vallet et al., 2021). Generally, an erroneous response would elicit more negative ERN amplitude compared to the correct response (Olvet and Hajcak, 2008; Larson et al., 2014).

The ability of the human to monitor the conflict and error can be modulated by several factors, which signifies in the deflections of N2 and ERN amplitudes. For example, in a flanker task, the experience of acute psychological stress could promote the alertness level and conflict detection of the people, and thus, leads to an increased N2 compared to a no stress condition (Qi and Gao, 2020). Yang et al. (2019) indicated that the defensive motivation of people could increase the conflict adaptation by exerting specific facilitatory effects on cognitive control, which was tracked by the conflict-related N2 (Yang et al., 2019). For error monitoring, Hajcak et al. (2004) indicated that participants with a high level of negative emotion exhibited the more obvious ERN amplitude in response to the errors (Hajcak et al., 2004). Another study found that higher arousal pictures preceding the flanker stimuli would increase the ERN following the error (Clayson and Larson, 2019). Furthermore, some studies also used the ΔERN (ERN amplitude difference between erroneous response and correct response) to measure the error processing (Pfabigan et al., 2013; Riesel et al., 2013; Nelson et al., 2017; Imburgio et al., 2020). For instance, Nelson et al. (2017) found that the attention bias modification training can help decrease the threat biases of people, and further reduce the neural responses of error monitoring in the flanker task, as reflected by a smaller ΔERN (Nelson et al., 2017). Taken together, the N2 and ERN are the valid indicators that can signal an abnormal or an enhanced conflict and error monitoring under different situations. However, it was neglected to explore whether the safety signs can, indeed, influence these two monitoring processes underlying the cognitive control. Besides, as many previous studies investigated the conflict and error monitoring separately, it is beneficial to examine the N2 and ERN in concert to provide a comprehensive understanding of the cognitive control (Larson et al., 2014). Therefore, the current study aimed to explore the effect of safety signs conveying the different hazard levels on people’s ability of cognitive control in a flanker task by applying the ERP method. We mainly studied the neural correlates of monitoring the conflict and erroneous response under different safety signs. Additionally, we also revealed the behavioral indices of cognitive control, specifically the interference control in the flanker task.



The Current Study

As the previous studies suggest, a well-designed safety sign should provide the hazard information, which can be effectively evaluated by the people (Matthews et al., 2014; Chen et al., 2018; Bian et al., 2020). The perceived hazard levels of the safety signs can mobilize the psychological states, such as raising the worker’s alertness/vigilance and arousal strength (Wogalter and Silver, 1990; Hellier et al., 2000; Laughery and Wogalter, 2014; Chen et al., 2018; Ma et al., 2018). Some studies also found the associations between the hazard perception and following compliance behaviors, with high hazard leading to safer behaviors (Papastavrou and Lehto, 1996; Ma and Yuan, 2009). As the hazard information remind people about the potential threat to their health and safety, this would enhance the motivation levels, and thus, would promote the appropriate safety behaviors (Laughery, 2006; Laughery and Wogalter, 2014). In sum, the hazard perception during the evaluation of safety signs can elicit the alertness/vigilance, arousal, and motivation of the people, which have been verified to be associated with the monitoring of conflict and error (Tsai et al., 2005; Bonnefond et al., 2011; Clayson et al., 2012; Chu et al., 2019; Qi and Gao, 2020). Therefore, we inferred that the safety signs conveying different levels of hazard may have impacts on the cognitive control. To examine this assumption, the current study applied an arrow-flanker task with an ERP measurement to clarify whether the perception of the hazard information in the safety signs could impair or enhance the monitoring ability of the conflict and error by focusing on the manifestations of the two ERP components including the N2 and ERN. At the behavioral level, differences of accuracy and response time between congruent and incongruent conditions were applied to measure the interference control ability under the low- and high-hazard safety signs.




MATERIALS AND METHODS


Participants

Twenty-four right-handed students from the Zhejiang University of Technology were recruited to attend the experiment, including 12 men and 12 women (M = 20.46 years, SD = 1.50 years). All participants reported normal, or corrected-to-normal visual acuity, and no one have any history of a neurological or mental disease. They provided informed consent and were paid for their participation. This study was approved by the internal review board of the Institute of Neuromanagement at Zhejiang University of Technology. The data from one participant was excluded because of excessive recoding of artifacts. Besides, because of the high accuracy rate and the exclusion of trials in the pre-processing of EEG, data from another three participants did not have enough trials for the analysis of the ERN. Finally, data of 23 participants were used in the analysis of behavioral performance and N2, while data of 20 participants were used in the analysis of ERN.



Experimental Materials and Procedure

We selected forty candidate pictures of safety signs from the list of Chinese National Standard: Safety Signs and Guideline for the Use, which conveyed different levels of hazard. The pictures were processed by Photoshop to keep the same size of 300 × 300 pixel. First, in order to choose the low and high hazard groups of the signs, we recruited 107 participants to rate the hazard levels of each safety sign through a seven-point Likert scale ranging from 1 (lowest hazard) to 7 (highest hazard). Secondly, we chose the ten safety signs with the highest rating scores as the high hazard group, and another ten safety signs with the lowest rating scores as the low hazard group. The paired t-test showed that the mean rating of the high hazard was significantly larger than that of the low hazard group (MLow = 2.49; MHigh = 6.31; t = −41.91, P < 0.001).

As for the flanker task, we applied a modified arrow-flanker task by using the equilateral triangle as the target and flanker stimuli (Iannaccone et al., 2015). Specifically, there were five black equilateral triangles in line, and the arrowhead of the central target was pointing to either left or right side. In the congruent condition, the other four flanker stimuli on both sides of the target pointed the same arrowhead direction to the target. In the incongruent condition, the flankers had the opposite arrowhead direction from the target.

Figure 1 shows the experimental procedure. Each trial started with a fixation cross lasting for 500 ms, followed by a 200 ms blank. Then, the safety sign from the low and high hazard groups was randomly presented for 1,000 ms. After the sign disappeared, another blank showed for 500 ms. The flankers appeared 100 ms prior to the target, and then together with the target on the screen for another 50 ms. This design aimed to increase the distraction and task difficulty (Navarro-Cebrian et al., 2013; Iannaccone et al., 2015). Then, the target and flankers were replaced by five asterisks in the middle of the screen and the participants were instructed to make the judgment whether the middle triangle was directed left or right within 1 s by pressing the corresponding buttons on the keyboard. They were asked to respond as soon as possible. After they made the response, another blank showed for 500 ms before the next trials begun. This experiment task was ran by the E-prime software.


[image: image]

FIGURE 1. Illustration of the experiment procedure in a trial.


In total, there were 480 trials and were divided into 6 blocks with 80 trials in each. Each of the four conditions consisting of low hazard-congruent, low hazard-incongruent, high hazard-congruent, and high hazard-incongruent equally contained 120 trials. When completing a block, the accuracy rate of the current block was shown to the participants. Before the formal experiment, all the participants got practice trials to be familiar with the task. At the end of the experiment, all the participants also rated the hazard levels of the twenty safety signs with the seven-point Likert scale ranging from 1 (lowest hazard) to 7 (highest hazard). Finally, each participant was paid according to their average accuracy rate and the highest payoff was 55 RMB.



Electroencephalogram Data Acquisition

The EEG data were continuously recorded (bandpass 0.05–100 Hz, sampling rate 1,000 Hz) by adopting the Neuroscan Synamp2 Amplifier (Scan 4.5, Neurosoft Labs, Inc., Sterling, VA, United States), with a cap of 64 Ag/AgCl electrodes according to the standard international 10–20 system. The electrode on the cephalic location served as the ground, and the left mastoid was used as the reference. Besides, vertical electrooculograms were recorded with the two electrodes placed above and below the left eye, and horizontal electrooculograms were recorded with the two electrodes placed at 1 cm from the lateral canthi of each eye. Electrode impedance was maintained below 5 kΩ throughout the whole experiment.



Electroencephalogram Data Analysis

The raw EEG data were pre-processed offline with the Scan 4.5 (Neurosoft Labs, Inc., Sterling, VA, United States) and EEGLAB (Delorme and Makeig, 2004). The EEGs were re-referenced to the average of the left and the right mastoids and were filtered with a 30 Hz low-pass filter (24 dB/Octave). Then, the ocular artifacts were corrected. We focused on the neural mechanisms underlying the conflict monitoring after the flanker stimuli and the error monitoring after the response. Therefore, the EEG were segmented into epochs of 1,000 ms from 200 ms before the onset of the flanker stimuli to 800 ms after this onset, with the first 200 ms as a baseline, and were also segmented into epochs of 600 ms from 100 ms before the button press to 500 ms after the response with the first 100 ms as the baseline (Hajcak et al., 2005; Bode and Stahl, 2014). The epochs containing an amplifier clipping, bursts of electromyography activity, or an extreme amplitude (exceeding ± 80 μV) were excluded. Finally, the flanker-locked data were averaged separately for the four conditions consisting of stimuli congruency (congruent vs. incongruent) × hazard (low vs. high), and the response-locked data were averaged separately for the four conditions consisting of stimuli congruency (congruent vs. incongruent) × response accuracy (error vs. correct).

Two ERP components including the N2 and ERN were analyzed. It is necessary to note that since the flankers were presented preceding the target, the latency of the N2 was delayed. Specifically, the time window was 380–430 ms for N2, and the ERN was defined as the most negative peak during the 0–100 ms post-response as previous studies did (Hajcak et al., 2004; Bode and Stahl, 2014; Iannaccone et al., 2015). According to previous studies about the conflict and error monitoring, both N2 and ERN displayed a fronto-central distribution (Larson et al., 2014). Thus, we analyzed the amplitude of N2 and ERN with the pooled electrodes including F1, F2, FZ, FC1, FC2, and FCZ in the frontal-central area. We applied the within-participants repeated-measure ANOVAs on ERP data with the hazard, stimuli congruency, and response accuracy as within-participant factors.




RESULTS


Behavioral Results

The manipulation of the hazard levels of safety signs was successful, with the hazard rating in high group being significantly larger than that in low group (Mlow = 1.95, SElow = 0.18; Mhigh = 5.82, SEhigh = 0.19; t = −16.77, P < 0.001).

We analyzed the accuracy rate and response time under different conditions (see the Figure 2). The 2 (hazard: low, high) × 2 (congruency: congruent, incongruent) repeated-measure ANOVA analysis on accuracy rate indicated that the main effect of congruency was marginally significant [F(1, 22) = 3.81, P = 0.06, η2 = 0.15]. The accuracy rate in incongruent condition was larger than that in congruent condition (Mcongurent = 0.94, SEcongruent = 0.02; Mincongurent = 0.89, SEincongruent = 0.03). But, the main effect of hazard [F(1, 22) = 0.26, P = 0.61, η2 = 0.01] and the interaction effect of congruency and hazard [F(1, 22) = 1.43, P = 0.24, η2 = 0.06] were not significant.
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FIGURE 2. The average accuracy rate (A) and response time (B) in the flanker task. The error bar means the standard error of the mean.


The 2 (hazard: low, high) × 2 (congruency: congruent, incongruent) repeated-measure ANOVA analysis on the response time showed that the main effect of congruency was significant [F(1, 22) = 19.43, P < 0.001, η2 = 0.47]. The RT in incongruent condition was longer than that in congruent condition (Mcongurent = 386.98 ms, SEcongruent = 15.30; Mincongurent = 433.61 ms, SEincongruent = 14.50). But, the main effect of hazard [F(1, 22) = 0.28, P = 0.60, η2 = 0.01] and the interaction effect of congruency and hazard [F(1, 22) = 0.63, P = 0.44, η2 = 0.03] were not significant.



Event-Related Potential Results

As shown in Figure 3A, the 2 (hazard: low, high) × 2 (congruency: congruent, incongruent) repeated-measure ANOVA analysis on N2 revealed that the main effects of hazard [F(1, 22) = 5.77, P = 0.03, η2 = 0.21] and congruency [F(1, 22) = 22.69, P < 0.001, η2 = 0.51], as well as their interaction effect [F(1, 22) = 5.34, P = 0.03, η2 = 0.20], were all significant. The incongruent trials elicited a more negative N2 than that of congruent trials (Mcongurent = 5.18, SEcongruent = 0.72; Mincongurent = 3.19, SEincongruent = 0.66). Besides, the more negative N2 was elicited in the high hazard condition than that in the low hazard condition (Mlow = 4.45, SElow = 0.67; Mhigh = 3.92, SEhigh = 0.67). The simple effect analysis showed that incongruent trials evoked more negative N2 in high hazard condition compared to low hazard condition (incongruent condition: Mlow = 3.63, SElow = 0.70; Mhigh = 2.75, SEhigh = 0.65; P = 0.005), while this hazard effect was not significant for congruent trials (congruent condition: Mlow = 5.28, SElow = 0.70; Mhigh = 5.08, SEhigh = 0.75; P = 0.44). The congruency effect on N2 was significant in both low and high hazard conditions (low hazard: Mcongruent = 5.28, SEcongruent = 0.70; Mincongruent = 3.63, SEincongruent = 0.70; P = 0.002; and high hazard: Mcongruent = 5.08, SEcongruent = 0.75; Mincongruent = 2.75, SEincongruent = 0.65; P < 0.001).
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FIGURE 3. (A) Grand averaged ERP waveforms at Fz and FCz elicited at the stage of conflict processing with the N2 amplitude (from 380 to 430 ms) in conditions of hazard (low vs. high) × congruency (congruent vs. incongruent). (B) Grand averaged ERP waveforms at Fz and FCz elicited at the stage of error processing with the ERN amplitude in conditions of hazard (low vs. high) × response accuracy (error vs. correct). The error bar means the standard error of the mean.


As shown in Figure 3B, the 2 (hazard: low, high) × 2 (response accuracy: correct, error) repeated-measure ANOVA on ERN revealed that the main effect of hazard [F(1, 19) = 1.80, P = 0.20, η2 = 0.09] was not significant. The main effect of accuracy [F(1, 19) = 12.21, P = 0.002, η2 = 0.39] and the interaction effect [F(1, 19) = 4.57, P = 0.046, η2 = 0.19] were significant. The error response elicited a more negative ERN than that of a correct response (Mcorrect = −0.83, SEcorrect = 0.42; Merror = −3.63, SEerror = 0.88). The simple effect analysis showed that although the response accuracy effect was significant both in low and in high hazard conditions, it was more significant in the high hazard condition (high hazard: Mcorrect = −0.68, SEcorrect = 0.44; Merror = −4.53, SEerror = 0.99; P = 0.002) compared to the low hazard condition (low hazard: Mcorrect = −0.98, SEcorrect = 0.46; Merror = −2.72, SEerror = 1.05; P = 0.045). The hazard effect was not significant for error and correct responses, but it revealed the trend that the error response elicited more negative ERN in a high hazard condition than in a low hazard condition (error: Mlow = −2.72, SElow = 1.05; Mhigh = −4.53, SEhigh = 0.99; P = 0.09). Furthermore, we also analyzed the ΔERN (ERN of error—ERN of correct), which was used in previous studies, as an indicator to reflect the ability of error monitoring (Pfabigan et al., 2013; Riesel et al., 2013; Nelson et al., 2017; Imburgio et al., 2020). The paired t-test of the ΔERN indicated that the ΔERN in a high hazard condition was significantly larger than that in a low hazard condition (ΔERNlow = −1.74; ΔERNhigh = −3.84; t = 2.14, P = 0.046).




DISCUSSION

This study aimed to investigate the effect of safety signs with different levels of hazard on the neural correlates of monitoring the environment conflict and performance, which are the two mechanisms to signal the need to implement the cognitive control. The participants performed an arrow-flanker task after watching the high-hazard safety signs or the low-hazard safety signs with the EEG recorded continually. At the behavioral level, the classic congruency effects on accuracy rate and response time were observed. In detail, more erroneous responses and longer response time were found in the incongruent condition compared to those in the congruent condition. However, we did not find any effect of hazard level on the behavioral performance. At the neural level, the conflict and error monitoring were modulated by the safety signs. Specifically, N2 was more negative when processing the incongruent stimuli in the high hazard condition compared to that in low hazard condition. However, this difference in N2 was not obvious for the congruent stimuli. Also, an enhanced ERN amplitude difference between erroneous response and correct response was found in the high hazard condition compared to the low hazard condition. These results indicate that the hazard information of the safety signs, indeed, promote the conflict and the error monitoring underlying the cognitive control in the flanker task, but do not influence the behavioral performance of interference control. This study extended the knowledge about the influence of the safety signs on more cognitive functions by directly revealing the relationships between the hazard perception and both the conflict and error monitoring underlying the cognitive control in the flanker task. According to the conflict monitoring theory, stimuli conflict and error monitoring are the two core processes used to implement the cognitive control in a task (Botvinick et al., 2001; Yeung et al., 2004; Larson et al., 2014). Although both the N2 and ERN are suggested to be generated from the ACC, they represent separable processes and are susceptible to different factors, and even exhibit different reactions to the same factor (Larson et al., 2014). For example, Tsai et al. (2005) demonstrated that error monitoring was impaired by a sleep deprivation, reflected by the decreased amplitude of ERN, but the conflict monitoring reflected by the N2 was not attenuated by sleep deprivation (Tsai et al., 2005). Therefore, it is beneficial to integrate the manifestations of N2 and ERN to understand the general performance of the cognitive control when considering the effects of influential factors (Larson et al., 2014). Compared to previous studies that only demonstrated the effect of alertness on one of these two aspects of cognitive control (e.g., Clayson and Larson, 2019; Qi and Gao, 2020), the findings of our study indicated that the alertness induced by the safety signs had a consistent influence on the conflict and error monitoring, and provided a more comprehensive view on the monitoring process underlying the cognitive control.


The Effect of Safety Signs on the Conflict Monitoring

In line with previous studies, our results of the congruency effect on the accuracy rate and RTs indicated the interference effect induced by the conflict in directions between the target and flankers (Mullane et al., 2009; Larson et al., 2014). In the incongruent condition, the participants needed to devote more effort to resist the distractors, resulting in slower response and high error rate (Mullane et al., 2009; Larson et al., 2014). In parallel with the behavior results, we also observed the significant congruency effect on the N2 in both low and high hazard conditions, which was consistent with the previous studies, indicating that the ongoing conflict detection process happened when performing the flanker task (Folstein and Van Petten, 2008; Larson et al., 2014). The N2 is suggested to signal the dynamic recruitment of cognitive control in different situations (Folstein and Van Petten, 2008). According to the conflict monitoring theory, the more negative N2 in the incongruent condition than congruent condition indicated that more cognitive control was recruited to resist the interference of flanker stimuli (Yeung and Cohen, 2006; Danielmeier et al., 2009; Larson et al., 2014).

Besides, the incongruent trials elicited more negative N2 amplitude in the high hazard condition compared to that in the low hazard condition, suggesting the hazard delivered by the safety signs could promote the conflict monitoring. Hazard information is necessary for an effective safety sign design (Laughery and Wogalter, 2014). Previous studies have found this information can be perceived by the people both in explicit and in implicit ways, with high-hazard safety signs eliciting stronger neural responses than low-hazard safety signs, indicating a higher alertness and arousal level (Ma et al., 2010; Bian et al., 2020). The self-report and other psychology experiments also discover an increased alertness after watching the safety signs with high hazard information (Wogalter and Silver, 1990; Hellier et al., 2000; Laughery and Wogalter, 2014; Chen et al., 2018). Several ERP studies have applied various tasks, such as Flanker task, Stroop task, and have verified that the increasing alertness levels could promote the conflict detection, with the manifestation of more negative N2 in the incongruent condition (Clayson et al., 2012; Chu et al., 2019; Qi and Gao, 2020). The hazard effect on N2 in our study was consistent with these studies, and also provided neural evidence to the attention network theory, which posits that the alerting network in our brain can influence the executive network (Mullane et al., 2009; Asanowicz and Marzecová, 2017). Specifically, various behavioral experiments using the attention network test and its variants yield the common finding that an alerting cue (visual or auditory forms) preceding the stimuli can influence the selective attention processing underlying the cognitive control in the flanker task, resulting in a stronger congruency effect compared to that in the condition without any cues (Weinbach and Henik, 2012; Asanowicz and Marzecová, 2017; Schneider, 2019). In other words, people are distracted more by the flanker stimuli in an alerting state (Weinbach and Henik, 2012; Asanowicz and Marzecová, 2017; Schneider, 2019); this is because alertness induces a global processing bias, which increases the accessibility to more spatial information in the visual field (Weinbach and Henik, 2011, 2012). Such mechanism could be supported by the N2 deflection in our study, since numerous studies indicate that a larger N2 is elicited when people attend more to the task-irrelevant (flanker) information (Yeung and Cohen, 2006; Danielmeier et al., 2009; Larson et al., 2014). In conclusion, the high-hazard information conveyed in the safety signals would induce a higher alerting state of the people, which possibly expands their focus of attention and make them evaluate the flanker stimuli more, i.e., promoting the conflict monitoring. Finally, it leads to a larger conflict level and elicits a more negative N2 amplitude.



The Effect of Safety Signs on Behavioral Performance of Cognitive Control

Contrary to some studies that found the alerting state induced by a cue could enlarge the congruency effect at a behavioral level (e.g., Weinbach and Henik, 2012; Schneider, 2019), no hazard effect on accuracy rate and RTs was observed in our study, and the participants exhibited similar behavioral performances under low and high hazard conditions. We considered two possible explanations for these different patterns. Firstly, most previous studies indicated that the congruency effect on behaviors was larger in the condition with the alerting cue compared to that without any cue (e.g., Weinbach and Henik, 2012; Schneider, 2019), while the current study compared the behaviors in the low hazard (low alerting state) with that in the high hazard (high alerting state). In other words, the low hazard information could induce a certain level of alertness, which was higher than that in no-information condition. There might be more obvious difference of the effects on cognitive control between none and other alertness levels. This speculation was preliminarily supported by a previous study finding that there were significant differences of congruency effects between conditions with and without the alerting cue, but non-significant difference between conditions with single alerting cue and double alerting cue (stronger alerting stimulation) (Asanowicz and Marzecová, 2017). But this assumption still needs further investigation.

Second, another possible explanation might be the influence of the task difficulty. Previous studies suggested that the interactions between different attention networks might depend on the task difficulty (Roca et al., 2011; Asanowicz and Marzecová, 2017). In comparison to results from the standard attention network test, other studies have applied different versions of this task and have discovered inconsistent results. The alerting effect on the congruency effect could be non-significant (e.g., Roca et al., 2011, 2013) or just obvious in RT or accuracy (e.g., Asanowicz et al., 2012; Asanowicz and Marzecová, 2017). Actually, the results about the interactions between alerting and the cognitive control still are not entirely consistent across studies (Asanowicz and Marzecová, 2017; Schneider, 2019). In current study, the flanker task might be less challenging for the participants, and they could keep a high level of behavioral performance. A prior study using the arrow flanker task found that even in the high working memory load condition, the participants could still keep the similar RT and accuracy rate for the incongruent trials compared to that in the low load condition (Wei and Zhou, 2020). Besides, the most effective safety signs are designed less complexly that require less attention resources in order to promote the comprehension rate (Siswandari and Xiong, 2015; Tejero et al., 2018; Babić et al., 2020). Even in an implicit evaluation of the safety signs, people can also effectively distinguish the different levels of the hazard (Bian et al., 2020). Well-designed safety signs can enable the effective performance in multi-tasking (Chen et al., 2018). Therefore, the evaluation of different safety signs may not have recruited too much cognitive resources in our study, which would ensure ample cognitive resources for participants to complete the following flanker task. There were dynamic adjustments of the attention resource between different processes underlying the cognitive control in order to achieve the task goals (Otten and Jonas, 2013; Gratton et al., 2018). This mechanism could account for the inconsistent effects of hazard on behavioral performances and the N2. Although the hazard information could enhance the conflict monitoring reflected by larger N2, it did not mean that the interference control in the flanker task should be enhanced or impaired. The association between N2 and cognitive control performance is still debated. For example, Chu et al. (2019) indicated that the larger N2 amplitude was accompanied by the higher accuracy in the Stroop task (Chu et al., 2019), while Lamm et al. (2006) found the contrary result that a greater N2 was associated with a worse performance in the Stroop task (Lamm et al., 2006). Overbye et al. (2021) found no relationship between the N2 and the performance in the flanker task (Overbye et al., 2021). The implementation of cognitive control is effortful and involves several subprocesses (Miyake et al., 2000; Miyake and Friedman, 2012; Gratton et al., 2018). As the conflict monitoring theory suggests, the successful cognitive control needs the dynamic interaction between ACC and DLPFC (Botvinick et al., 2001, 2004; Yeung et al., 2004). Therefore, the manifestation of N2 just reflects one aspect (i.e., conflict monitoring) of the cognitive control process, and the final behavioral performance could be the result of the combination of more subprocesses and could be modulated by several factors, such as task types, task demand, and individual difference (Gratton et al., 2018). Since the task was easier in our study, even if the participants devoted more to monitor the conflict in the high hazard condition, ample attention resources were left for the next implementation of an interference control. Some previous studies also found the experimental conditions have elicited the difference in N2, but not in the behavioral performance. For example, Otten and Jonas (2013) found the that the social exclusion people exhibited a larger N2 than the no exclusion people, indicating the promotion of the conflict monitoring, but the response performance between these two kinds of people did not differ in the Go/No-Go task. They attributed it to the balance of cognitive control resources between the conflict monitoring and the following response inhibition (Otten and Jonas, 2013). The second explanation should also be examined in further works by applying more difficult tasks. This study provided a suggestion that future studies should carefully consider more degrees of the strengths of alertness induced by different safety signs and the difficulty of the tasks, to deepen the understanding of the interactions between safety signs and cognitive control both at behavioral and neural levels.



The Effect of Safety Signs on the Error Monitoring

In agreement with previous studies, our study also found a larger ERN that was elicited after an erroneous response compared to a correct response in low- and high-hazard conditions, indicating the error detection process during the flanker task (Olvet and Hajcak, 2008; Simons, 2010; Larson et al., 2014). Besides, we discovered the bigger ERN difference between erroneous and correct responses in the high hazard condition compared to that in the low hazard condition, which could also be explained by the increasing alertness level induced by safety signs with the high hazard information. It is suggested by previous studies that the error monitoring is enhanced when the participants were in a high state of alertness/vigilance or arousal (Hajcak et al., 2004; Tsai et al., 2005; Bonnefond et al., 2011; Saunders et al., 2016; Andreu et al., 2017; Clayson and Larson, 2019); it is because the emotionally salient context (e.g., negative affective) would increase the attention and enhance the error monitoring (Larson et al., 2014; Clayson and Larson, 2019). In addition, our results were also in line with the motivational significance theory accounting for the effect of the error saliency on the ERN (Olvet and Hajcak, 2008; Larson et al., 2014). Numerous studies suggest that the deflection of ERN is sensitive to the motivational value of the performance outcomes. For example, a larger ERN was elicited in the situation that the error or accuracy was more emphasized (Gehring et al., 1993; Hughes and Yeung, 2011), because this made the errors more important to the people. Other studies have directly associated the error with the performance incentives, and found that more negative ERN was elicited by the error that resulted in a larger financial loss (Hajcak et al., 2005; Moser et al., 2005; Chiu, 2007; Hajcak and Foti, 2008; Riesel et al., 2012). Moreover, another study found experiencing feelings of helplessness increased the subjective error significance perception and thus elicited a larger ΔERN in a flanker task (Pfabigan et al., 2013). The ΔERN is suggested as a valid indicator across the tasks to measure the ability of the performance monitoring and individual difference (Riesel et al., 2013; Imburgio et al., 2020). For example, some studies found that the training of disengaging attention away from the threat-relevant information would reduce the ΔERN compared to the no training group, indicating the reduced error monitoring (Nelson et al., 2015, 2017). Besides, another study discovered that compared to healthy adults, the multi-problem young adults exhibited a worse performance and impaired error processing, as reflected by a smaller ΔERN (Zijlmans et al., 2019). As prior studies, the important role of the safety signs is to deliver the hazard information and a reminder to the audiences to avoid the potential risk and accidents that are harmful for themselves (Laughery, 2006). Therefore, we thought that the hazard information of safety signs might not only induce the high arousal and alertness level of the people, but also add more motivational significance on the error, thus, resulting in a bigger ΔERN in a high hazard condition than that in a low hazard condition. In sum, both higher alertness and high motivational significance induced by the safety signs with high hazard led to an enhanced error monitoring.




CONCLUSION

This study applied the event-related potential method to investigate the effect of safety signs on the cognitive control of the people by taking into account the monitoring ability of conflict and error. The results illustrated that both the conflict monitoring and the error monitoring, after watching the high hazard safety signs, were enhanced, which were characterized by the larger N2 and ΔERN. It could be attributed to the increased alertness levels induced by high-hazard safety signs that expanded the attention to the distracting information in the conflict processing, and the increased attention as well as the motivational significance in the error processing. This study also demonstrated that the high-hazard safety signs might promote the monitoring ability without impairing the behavioral performance of the cognitive control in the flanker task. Such mechanism is useful in the daily life and work. Specifically, the safety signs can increase the attention to the surrounding events that is helpful in dealing with the threats more efficiently. Besides, the enhanced sensitivity to erroneous response can help to implement more effective and adaptive behaviors to achieve the goal. To our knowledge, this study initially examined the effectiveness of safety signs by uncovering its effect on the following cognitive control, which has the practical values to supplement the measurements in assessing the designs of safety signs. In addition to measuring the accurate comprehension of the safety signs and the compliance behaviors, it is also feasible to apply various psychology tasks and explore the effects of safety signs on more cognitive functions involved in the safety behaviors and decisions, such as the driving.

Although this study provided primary insights regarding the influence of the safety signs on the cognitive control, there were still several limitations that need to be remedied in the future work. Firstly, this study mainly focused on the effect of safety signs on the cognitive control that is implemented on the current trials rather than the influence on the trial-by-trial adjustment. It was limited by the current experiment design. Future work can investigate these issues, such as the conflict adaptation and post-error slowing under the safety signs with different hazard levels. Secondly, this study only revealed the effect of safety signs on the interference control in the flanker task, which might limit the extension of the conclusions to other conflict-related paradigms, such as Stroop task and Simon task, as well as other aspects of cognitive control; for example, the response inhibition in Go/No-Go task or stop-signal task. In the future work, more complex tasks can be conducted by considering more factors, such as task type, task difficulty, and individual difference. Third, the safety signs used in the current study consisted of different types, thus, the pertinence is somewhat weak. Future work can explore the effect of a specific type of safety signs used in a certain industry.
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As coronavirus disease 2019 (COVID-19) swept the world in early 2020, all the Chinese universities and colleges adopted online learning to fulfill the directive saying “classes suspended but learning continues.” Understanding the impact of this large-scale online learning experience on the future online learning intention of Chinese university students can help design better blended-learning activities. This study applies flow experience and theory of planned behavior (TPB) to construct a theoretical framework for assumption making and the assumptions made are validated by data gained from questionnaires. A total of 6,933 students from 54 institutions in China participated in the investigation, with 5,456 valid questionnaires returned. This study employs partial least squares (PLS) regression and confirmative factor analysis (CFA) to analyze and estimate the measurement model and the structural model. The results indicate that the experience of home-based learning significantly influenced the attitudes of Chinese university students, which in turn had a positive influence on their intention to continue online learning. The research findings provide a theoretical framework and practical guidelines on building a scientific online learning platform with appropriate online learning environments and tasks for a post-COVID-19 era blended-learning in Chinese universities.
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INTRODUCTION

During coronavirus disease 2019 (COVID-19) pandemic, many countries suspended classes worldwide, affecting over 1.7 billion students, according to United Nations Educational, Scientific and Cultural Organization (UNESCO) statistics. In China, the Ministry of Education issued a Notice on the Postponement of the Spring Semester on January 27th, 2020, and the State Council held a press conference on the joint prevention and control mechanism and issued a directive, “classes suspended but learning continues” on February 12th, 2020, requiring universities and colleges in China to conduct online education. According to statistics, as of May 8th, 1,454 colleges and universities across the country were engaged in online education, with 1.03 million teachers offering 1.07 million courses, a total of 12.26 million course sessions for both the theoretical and experimental contents. In total, 17.75 million university students participated in 2.3 billion sessions, making online education the main mode of education in China’s colleges and universities during COVID-19 pandemic (MOE, 2020).

Online learning is a form of learning that requires a high degree of independence and autonomy from students and is blended with traditional face-to-face classroom instruction to form a blended learning model. Online learning not only changes the existing curriculum but also creates a new form of teaching and learning (Bonk and Graham, 2005). The online teaching model, based on modern information technology, is beneficial for expanding teaching scale, increasing teaching efficiency, and improving learning outcomes, but it also creates many new problems (Wang et al., 2020). Research indicates that although online learning models give learners a high degree of autonomy, their motivation to continue learning remains low (Kang et al., 2014). The virtuality of the medium makes learners feel disconnected from the real world, resulting in feelings of isolation and reduced learning engagement (Rovai, 2003; Waugh and Su-Searle, 2014). In addition, online learning lacks face-to-face communication, making it difficult to access timely guidance and attention (Guo et al., 2016).

While past online learning experiences were characterized by high self-selection and large differences in individual learning environments (Cao, 2014), online learning during COVID-19 pandemic had two new features: on the one hand, it was highly mandatory and prescriptive as an alternative to offline learning during the pandemic and was consistent with the planned offline classroom in terms of learning contents. On the other hand, online teaching during the pandemic was the first large-scale experiment on a global scale. According to Yan Wu, Director General of the Department of Higher Education of the Ministry of Education of China, “Higher education can no longer and should not revert to the state of teaching and learning before the pandemic, and online education will become the new normal in the future” (MOE, 2020). Therefore, exploring the impact of the large-scale college students’ online learning experience during the epidemic on their willingness to continue online learning has important theoretical and practical implications for the further design of the blended learning model of higher education.

The article is structured as follows: Section “Literature Review” presents a detailed literature review. Section “Research framework and hypothesis” illustrates the research framework and the research hypothesis. Section “Research Methods” explains the research design, followed by data analysis results in Section “Data Analysis Results.” Conclusions are presented in Section “Conclusion.”



LITERATURE REVIEW


Flow Experience Theory in Online Learning

The concept of flow experience was first proposed by psychologist Csikszentmihalyi in the 1970s and 1980s. It refers to the overall feeling people get when they are fully engaged in an activity; i.e., when people are fully absorbed in an activity, they often forget the passage of time and the perception of things around them, or even lose their sense of self-awareness, and feel a constant sense of pleasure (Csikszentmihalyi and LeFevre, 1989). Originally applied to the field of psychology, this theory has been utilized in many different studies, such as those on games, dance, rock climbing, shopping, and sports (Lu et al., 2009). It has now been introduced into the area of online learning (Lee and Choi, 2013), to study the impact of network user experience on usage intention and behavior.

The flow experience model, constructed by a process-driven approach, has been widely used in empirical studies of online learning. For instance, Davis and Wong (2007), who combined the flow experience and technology acceptance model (TAM) theory, discovered that the acquisition of the necessary skills to overcome course-related challenges is critical to students’ ability to generate a flow experience and to continue learning. Shin (2006) verified that the balance of skills and challenges for online learners could significantly affect their flow experience and found that the flow experience greatly affected students’ satisfaction with online learning. The many factors that contribute to the user’s flow experience can be grouped into three dimensions, person (P), artifact (A), and task (T), according to the person-artifact-task model (PAT model) proposed by Finneran and Zhang (2003). The artifact restricts the possibility of the user’s access to new media, while the user’s characteristics and state determine the experience of each use of the product. Only when users have clear task goals and are proficient with the artifact can they generate mental flow and enter a state of ecstasy (Chen et al., 2019).



Behavioral Science in the Online Learning Experience

Existing research shows that learners’ experiences in online environments are influenced by a variety of factors (Liu and Zhang, 2017), and online learning experiences largely influence learners’ intentions and behaviors to continue online learning (Davis and Wong, 2007; Lee, 2010). The online learning environment, online learning resources, teacher–student and peer interactions (Paechter et al., 2010), collaborative learning (Sakulwichitsintu et al., 2015), course tasks, and the design of course activities (Jiang et al., 2019) are considered to be important factors influencing online learning experiences. To predict learning behaviors and explore directions and paths for improvement, researchers have applied influence factor modeling to screen and identify influences on learning behaviors (Alraimi et al., 2015). Behavioral science theory is often used to construct online learning influence factor models and to study human behavior, mainly from the perspective of human needs, desires, motivations, purposes, and other psychological aspects (Liu and Sun, 2005).

Behavioral science is mainly based on theories such as the theory of rational behavior (TRA), theory of planned behavior (TPB), TAM, and expectation confirmation model (ECM-ISC), among others. Different behavioral science theories carry different assumptions about the environment in which learning behavior occurs. For example, TAM and ECM-ISC are only applicable regarding the willingness of adopting information systems or online learning systems, while TRA and TPB apply to a wider range of online and blended learning environments (Kong et al., 2017).

The TRA was originally proposed by American scholars (Fishbein and Ajzen, 1975). In the TRA, behavioral intention is the key factor that causes the individual to perform a certain behavior, which can be understood as jointly determined by the subjective norm and the individual’s attitude toward the behavior to be performed. Attitude is a predictor of behavioral intentions and is an individual’s overall evaluation of the behavior (Conner and Armitage, 1998). Specifically, in the study of online learning behavior, “attitude” can be understood as the predisposition, positive or negative, that learners hold toward online learning behavior, which is determined by the individual’s beliefs about the outcome of the behavior and their assessment of its importance (Kong et al., 2017). The basic assumption of the TRA is that most human behavior is rational and self-controllable and therefore is weak in explaining factors influencing uncontrollable behavior.

Accordingly, Ajzen (1991) extended the TRA by adding a third determinant, namely, perceived behavioral control, and proposed the TPB. Perceived behavioral control is defined as behavior in which beliefs are related to whether a person can successfully obtain the necessary resources and opportunities to perform the completed behavior, weighted by the perceived ability of each factor to facilitate or inhibit the behavior. Perceptions of factors that may facilitate or inhibit behavioral performance are referred to as control beliefs. These factors include internal control factors (information, skills, emotions, etc.) and external control factors (opportunity, dependence on others, barriers, etc.). The new theory constructed by introducing the concept of perceived behavioral control goes beyond the main hypothesis proposed by TRA regarding the complete control of behavior by personal willpower (Sheppard et al., 1988). TPB has been found in different empirical studies to significantly improve the explanatory power of behavior (Ajzen, 1991). In this model, attitudes, subjective norms, and perceived behavioral control are the three main determinants of behavioral intentions. The theory assumes that the more positive the attitude, the greater the subjective norm, and the stronger the perceived behavioral control, the stronger the behavioral willingness and the more likely the actual behavior will occur.



Combination of Theories

Researchers tend to draw on other disciplines and well-established theories to guide their research so that they not only develop and test more comprehensive and integrated models to fill in missing causal relationships but also use other well-established research to supplement their arguments and theoretical foundations (Karahanna and Straub, 1999). Recent research has shown that either extending the original rational choice model theory or combining it with other social psychological theories can yield better results and explanatory power than simply using the original rational choice model (Han, 2015). A major limitation of TPB theory is considered to be its lack of attention to the drivers of belief-based behavioral intentions (Hagger et al., 2002; Hagger and Chatzisarantis, 2009), so researchers often test and develop more complex models to improve the explanatory power of the theory. Lee (2010), for example, has comprehensively integrated and extended the ECM-ISC, TAM, TPB, and theory of flow experience in his research explaining learners’ willingness to continue using online learning. Several past studies have also validated the rationale for integrating the TPB and the theory of flow experience (Alzahrani et al., 2017).




RESEARCH FRAMEWORK AND HYPOTHESIS

As mentioned in Section “Flow Experience Theory in Online Learning,” online learning experiences largely influence learners’ intentions and behaviors to continue online learning and flow experience is an extremely enjoyable psychological state and temporary subjective experience which is deemed to be an intrinsic motivator in explaining learner’s willingness (Davis and Wong, 2007; Lee, 2010). Therefore, an important prerequisite to predicting future learners’ intention to continue engaging in online learning is the flow experience of large-scale online learning during the pandemic.

As explained in Section “Behavioral Science in the Online Learning Experience,” the TPB has been found in different empirical studies to significantly improve the explanatory power of behavior (Ajzen, 1991) and is considered to be one of the most dominant theories in the field of behavior science (Armitage and Conner, 2001). Many studies have also extended the theory, adapting the theoretical framework to enhance its validity and adequacy. Therefore, this study starts from the theory of flow experience which identifies the experience of large-scale online learning during the pandemic and combines it with the TPB to predict learners’ intention to continue to engage in online learning after the pandemic in the Chinese higher education context.

Furthermore, due to the isolation of learners’ home-based learning, the influence of other participants in the teaching session on learners is reduced. Before the formal investigation, we found that the interaction effect between students was really small through network interviews. As such, this study assumes that subjective external pressure (perceptions) has no effect on online learners during the pandemic. With this in mind, this article builds a research framework as shown in Figure 1, taking the perspective of endogenous psychological factors concerning the three dimensions of the PAT model of mental flow (Finneran and Zhang, 2003) and considering primarily the influence on the two elements in the TPB, namely, attitudes and perceived behavioral control, on the students’ intention to further online learning after the pandemic.


[image: image]

FIGURE 1. Research framework.


During COVID-19 pandemic, Chinese universities have made a large-scale transformation from offline learning to online learning, which placed high demands on the teaching platforms and shaped the characteristics of the learners’ experience of using the platforms during this period. The experience of this artifact is the most intuitive in the shifting process of learning mode. In the field of computer-mediated environments, some studies indicate that users can experience mental flow when using artifacts such as spreadsheets and word processors (Webster et al., 1993; Ghani, 1995). According to Csikszentmihalyi (1990), the experience of mental flow is more typical and pronounced when the user interacts with a toy. For online learning, mental flow is facilitated when the learner’s experience of artifacts and platforms is as good and pleasant as that of toys. In the antecedent conditions that produce flow experiences, artifacts and tasks are closely related. Norman (1988) describes the correlation between them in this way: “When I use a direct manipulation system—whether for text editing, drawing pictures, or creating and playing video games—I do think of myself not as using a computer but at doing the particular task. The computer is, in effect, invisible.” This means that when a good artifact experience is matched with a task challenge, it allows the learner to concentrate on the task when facing the challenge. Therefore, this article proposes the following hypotheses:

H1: During the pandemic, learners’ experience with artifacts used in online learning has a significant positive impact on individual learners’ states regarding online learning.

H2: During the pandemic, learners’ experience with artifacts used in online learning has a significant positive effect on task challenges undertaken.

According to the PAT model, artifact factors include system quality (e.g., interface usability, perceived ease of use, controllability, and interactivity), information quality, and service quality (Li and Xiao, 2019). For online learning, the artifact experience mainly includes learners’ perceptions of artifact usability and ease of use when using the platform, while ease of use of the system is influenced by the resource form and task characteristics, and system usefulness is influenced by resource content and source (Ji, 2013). Therefore, the artifact experience also includes learners’ perceptions of the richness and quality of online learning platform resources. Among them, perceived usefulness and perceived ease of use are a pair of concepts developed by Davis (1989) based on the TRA to construct a TAM.

The model assumes that perceived usefulness and perceived ease of use have a direct effect on behavioral attitudes and, consequently, indirectly affect behavioral intentions. The TAM has been proposed for the use of information systems, and existing research has found that usefulness and ease of use act as antecedent variables in the generation of mental flow, which in turn affects attitudes, intentions, and usage behavior (Sánchez-Franco, 2007). This theory is also applicable to the study of online learning systems: if users perceive that online learning platforms have better usefulness, ease of use and powerful features, they will advance their learning process to a certain extent, making them more willing to embrace online learning (Yang and Yan, 2011). In addition, it has been found that when users enjoy using artifacts to look for information, they also regard them as easy to use and are willing to use them in the future (Liaw and Huang, 2003). On this basis, this article proposes the following hypotheses:

H3: During the pandemic, learners’ experience with artifacts used in online learning has a significant positive impact on their attitude toward continuing online learning after the pandemic.

H4: During the pandemic, learners’ experience with artifacts used in online learning has a significant positive effect on their perceived behavioral control.

In the PAT model (Finneran and Zhang, 2003), human factors include skills, motivation (Hoffman and Novak, 1996), curiosity, intrinsic interest (Webster et al., 1993), and other aspects. Characteristics of an individual and psychological states influence the generation of the mental flow experience. Wang et al. (2017) categorized highly focused attention, loss of self-awareness, and time distortion as experiential factors based on the nine dimensions of mental flow experience proposed by Csikszentmihalyi (1997). All of these factors point to the individual state of a person during the mental flow experience. Presence is also a very important individual state in online learning, which is the feeling of being immersed in an environment shaped by a medium and having a sense of reality, or “being personally on the scene” (Kim and Biocca, 1997). The sense of presence in online learning is a feeling like taking a class in a real space, with a strong sense of the presence of the teacher and other students, which reflects the feeling of “being with others.” Social presence helps reduce the sense of loneliness that may appear in the online learning environment, which makes up for this deficiency in online learning (Zhao et al., 2018). It has been shown that presence is an important condition for generating a mental flow experience (Finneran and Zhang, 2005; Nah et al., 2011) and that if learners can enjoy the experience of online learning activities, they will not only engage in online learning but will also be intrinsically motivated to do so by consistently engaging in online learning to acquire these positive feelings (Davis and Wong, 2007). Research shows that increased learning, exploratory, and participatory behaviors, and positive subjective experiences are important outcomes of mental flow (Hoffman and Novak, 1996) and that with the mental flow, learners will devote more time and energy to the learning task, have a more adequate initiative to deal with the challenge, and show significantly enhanced attitudes (Richard and Chandra, 2005; Sánchez-Franco, 2007). Therefore, this article proposes the following hypotheses:

H5: During the pandemic, individual learners’ states of online learning have a significant positive effect on their attitude toward continuing online learning after the pandemic.

H6: During the pandemic, individual learners’ states of online learning have a significant positive effect on online task challenges undertaken after the pandemic.

For the study of flow experience, researchers generally agree on the use of three flow stages as a framework: flow conditions, flow experience, and flow outcomes (Trevino and Webster, 1992; Ghani and Deshpande, 1994; Ghani, 1995). Among the condition factors, Novak (1999) place clear goals, immediate feedback, and the match of challenges with skills as antecedents to the occurrence of mental flow experiences, while Chen et al. (2000) see clear goals, immediate feedback, potential control, and a combination of action and awareness as antecedents to flow. Although the division of antecedents varies, it can be inferred that goals, skills, and challenges are important antecedents, and the achievement of learning goals in the online learning domain must experience the completion of tasks and challenges in the learning process. According to Csikszentmihalyi (1990) definition, the mental flow experience is optimal when challenges and skills are balanced, and this state will promote perceived control. The more motivated the learner is, and the better their self-monitoring of learning time management and task completion, the better the learning process will be to ensure a good experience and thus a high level of satisfaction (Jiang et al., 2017), thereby giving learners a more positive attitude. On this basis, this article proposes the following hypotheses:

H7: During the pandemic, learners’ online task challenges have a significant positive effect on their perceived behavioral control of online learning after the pandemic.

H8: During the pandemic, learners’ perceived behavioral control of online learning has a significant positive effect on their attitude to continuing online learning after the epidemic.

According to the TPB, attitudes, subjective norms, and perceptual behavioral control all have a significant influence on willingness. This theory is also widely used in the field of online learning. During the pandemic, university students’ home-based learning changed from the traditional offline learning style, and others’ opinions could hardly influence students’ online learning norms. Therefore, from the perspective of psychological, internal factors of university students, this article mainly predicts learners’ willingness to engage in future online learning based on their attitude according to planned behavior theory and perceived behavioral control. As is confirmed by many studies, when learners have a positive attitude toward online learning, their willingness to participate in online learning is higher (Yi and Hwang, 2003; Liu et al., 2009; Park, 2009; Sawang et al., 2014; Valtonen et al., 2015; Chu and Chen, 2016). Perceived behavioral control refers to how learners evaluate their ability and resources and is also a key factor in predicting behavioral intention. Ndubisi (2004) found that perceived behavioral control has a significant positive impact on online learning intention. Zhou (2016) found that learning attitude and perceived behavioral control have a significant impact on students’ willingness to use massive open online course (MOOC) in a study of Chinese university students’ acceptance of MOOC. Therefore, this article takes attitude and perceived behavioral control as the intermediary variables of the three elements of flow experience theory to predict the influence that learners have on their willingness to participate in future online learning. The following hypotheses are proposed:

H9: Learners’ attitude toward online learning has a significant positive impact on their willingness to use online learning after the pandemic.

H10: Learners’ perceived behavior control of online learning has a significant positive impact on their willingness to use online learning after the pandemic.



RESEARCH METHODS

This section is divided into two parts: questionnaire design (see section “Questionnaire Design”) and sample selection and preliminary data statistics description (see section “Sample Selection and Data Statistics”).


Questionnaire Design

The questionnaire designed for this study mainly includes three parts, namely, research background, respondents’ basic information, and measurement scale of the theoretical model. The scale of the theoretical model refers to the existing research literature and the online learning environment during the pandemic. It adopts a five-point Likert Scale, where 1 means that the question in the questionnaire is totally inconsistent with the respondent’s situation (feeling), while 5 means it is completely consistent. According to Csikszentmihalyi and LeFevre (1989) description of mental flow, this study adopts the questions about concentration raised by Ghani and Deshpande (1994), those about pleasure raised by Moon and Kim (2001), and another question about sense of immediacy. Artifact experience refers to learners’ feelings about the usability and ease of use of artifacts when using the platform, and their feelings about the richness and quality of resources of the online learning platform (Ji, 2013; Li and Xiao, 2019), for which three questions were developed. According to the framework of three flow stages of mental flow (Trevino and Webster, 1992; Ghani and Deshpande, 1994; Ghani, 1995), goals, skills, and challenges are important conditions for the generation of mental flow, for which four questions of task challenges were developed (Jackson and Marsh, 1996; Guo et al., 2016). In the TPB, the attitude was covered by the three questions raised by Thompson et al. (1991), perceived behavior control covered by three questions based on Taylor and Todd (1995) and Zhou (2016), and the willingness to participate in online learning answered by two questions raised by Davis (1989) and Lung-Guang (2019). Appendix 1 lists the complete questions used in this study. To ensure the quality of questionnaire collection, the research group sets a question in the questionnaire to test whether the respondents fill in the questionnaire carefully, which asks them to select option D among the options presented. If the respondents choose any option other than D, the questionnaire was judged as invalid and excluded.



Sample Selection and Data Statistics

This study took the undergraduate students from 1,243 undergraduate schools and colleges who participated in online learning during the pandemic as the research objects. According to Yemane (1967) formula, the sample size of universities is n = 42.91, and the calculated sampling rate is r = 3.45% [the calculation formula is shown in Formula (1)].
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Here, “n” represents the sample size of universities, “N” is the number of all Chinese universities, and e is the accuracy, set to 15%.

A sample survey was conducted according to the geographical division of Chinese universities (seven regions, namely, Northeast China, North China, East China, South China, Central China, Northwest China, and Southwest China). The research group carried out random sampling for each region whose number was not less than 150%r and conducted a questionnaire survey in universities selected by random sampling. The research group obtained permission from teachers in sampled universities, mainly through telephone or network, and then collected data through a questionnaire that was spread by these teachers. From June 8th to 30th, 2020, the research group picked the sampled universities and collected data. Ultimately, the group received effective responses from 54 universities. Information on the number of universities in each region and their sampling quantity is listed in Table 1. The effective sampling rate of universities in all regions was higher than the calculated sampling rate except that in East China, which is slightly lower than the calculated sampling rate. The distribution of effective sampled universities is given in Figure 2.


TABLE 1. Number of universities in different regions and their sampling numbers.
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FIGURE 2. Distribution of questionnaires. Research-oriented University/College is a University/College that offers a comprehensive bachelor’s degree program, puts Research first, and is committed to high-level talent development and scientific research and development. Applied research-oriented University/College is a new type of research University/College which emphasizes more on practical application ability, practical ability, innovation ability, and creativity than academic research University/College. Application-oriented University/College refers to undergraduate institutions of higher learning with application-oriented orientation rather than scientific research orientation, focusing on undergraduate education, as opposed to the concept of academic University/College.


Thanks to the active cooperation of teachers in randomly sampled universities, the research group finally collected 6,933 questionnaires and excluded 1,477 questionnaires that failed the validity testing question. In the end, 5,456 valid questionnaires were collected, with an effective rate of 78.64%. Among the respondents, 2,341 were male students, accounting for 57.1%, and 3,115 were female students, accounting for 42.9%. A total of 3,550 respondents majored in science and engineering, accounting for 65.1%, and 1,906 respondents majored in culture and management, accounting for 34.9%. The vast majority were freshmen, sophomores, and juniors, accounting for 93.71%. Among the respondents, 45.1% attended 6 to 8 online learning courses during the pandemic and 40.1% spent an average of 5–6 h on online learning every day during the pandemic. Details of respondents are shown in Table 2.


TABLE 2. Profile of respondents.

[image: Table 2]



DATA ANALYSIS RESULTS

This study applied the partial-least-squares regression analysis tool in evaluating the validity and reliability of the measurement model and quality in testing the hypothesis between structural models and in assessing the significance of load and path coefficient.


Measurement Model

This study first calculated the value of the Cronbach’s alpha, which was used to test the overall reliability of the questionnaire. Generally, when the Cronbach’s alpha value is greater than 0.9, the result is highly credible; when it is between 0.7 and 0.9, it is very credible (Wang et al., 2017; Zhao et al., 2018). In this study, the Cronbach’s alpha value of the total scale is 0.984, that of each subscale is greater than 0.7, and the compound reliability (CR) of each variable is greater than 0.7 (Hair et al., 2009). This implies that the scale has high reliability, good stability, and internal consistency. In terms of convergence validity, the factor loading of each variable is greater than 0.7, and the average variance of each variable is also greater than 0.5 (Hair et al., 2014), indicating that the scale has a good convergence effect (Table 3). From the perspective of discrimination validity (Table 4), the correlation coefficients among all variables are less than the square root of AVE, indicating that the scale has good discrimination validity (Fornell and Larcker, 1981; Chin, 1998).


TABLE 3. Factor loading, Cronbach’s α, CR, and AVE of constructs.
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TABLE 4. Simple correlation matrix and discriminatory validity.
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Structural Model

This study repeatedly sampled 5,456 cases using the bootstrapping function of SmartPLS 3.0 software to verify the relationships between model variables. Figure 3 shows all the path coefficients of the model and the variance of interpretation. The data show that the highest R2 value of the task is 0.645. This means that the artifact and person have the greatest influence on the task of Chinese undergraduates’ online learning during the pandemic, as their interpretation variance reached 64.5%. In descending order of interpretation variance, the influence of attitude and perceived behavioral control on intention ranks second at R2 = 0.62. For the influence of artifact and task on perceived behavioral control, R2 = 0.563; for the influence of artifact and perceived behavioral control on attitude, R2 = 0.467; finally, for the influence of artifact on the person, R2 = 0.442. The Standardized Root Mean Square Residual (SRMR) of the model is 0.065 (less than 0.08), which indicates that the model fits well (Hu and Bentler, 1998). The test results of the research hypothesis are shown in Table 5, and the significance of each path reached the level of P < 0.001, indicating that the research hypothesis is well supported.
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FIGURE 3. Structural model and paths coefficient. ***refer to the significance level at 0.01.



TABLE 5. The t-value of research hypotheses and path coefficients.
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DISCUSSION AND IMPLICATIONS

During the pandemic, students in Chinese universities have had intensive access to various online learning platforms through online learning. As learning delivery has shifted from onsite to online, university students have experienced massive online learning activities. Online learning, like other forms of learning, is an experience wrought with emotions (Sharpe and Benfield, 2005). Learners may feel depressed, desperate, happy, warm, lonely, or have a sense of belonging (Xiao, 2020). This study reveals the mental flow experience (artifact experience, respondent’s online learning state, and online learning tasks and challenges) of online learning of Chinese undergraduates during the pandemic. The research results are generally consistent with those of Davis and Wong (2007), Lee (2010), and Wang et al. (2017). Therefore, even in the case of a sudden outbreak, flow experience and TPB still have their applicability.

According to the PAT model (Finneran and Zhang, 2003), the artifact is one of the conditions for creating mental flow. In the context of this pandemic, both large-scale online learning and artifact experience (learning platform and resources) have had a positive impact on the process and results of online learning. This study shows that the online learning artifact experience has had significant and positive impacts on the individual state of Chinese undergraduates during the pandemic (R = 0.665, P = 0.000, H1) and also actively promoted their online learning tasks (R = 0.328, P = 0.000, H2). According to Norman (1988), a good artifact experience enables learners to ignore the artifact itself and focus on the task, thus promoting learners’ task attainment. At the same time, the artifact experience of online learning has also significantly and positively influenced the perceived behavioral control of Chinese undergraduates during the pandemic (R = 0.496, P = 0.000, H4). Through learning platform artifacts, learners become familiar with the functions of the online learning platform, which promotes their control ability of these platforms and is conducive to improving their ability to control the perceived behavior of online learning in future blending learning. According to the empirical results, the positive artifact experience of online learning during the pandemic has significantly and positively influenced students’ attitudes toward further online learning (R = 0.176, P = 0.000, H3). The better the experience of the online learning platform and learning resources, the more students found online learning interesting and the more inclined they were to choose online learning in future learning. This study describes the artifact experience according to the aspects of interactivity (Chen and Jia, 2020), usefulness, resource quality, and richness (Lee, 2010), which constitute important links for learners in using the platform. On the whole, with a good artifact experience, students can significantly improve their learning state (better concentration and happier learning), and be actively driven to complete tasks and challenges. Besides, a good artifact experience also has a positive role in promoting the further use of perceived behavior control and learning attitude in online learning.

For Chinese undergraduates, the individual’s psychological state has a significant positive impact on completing tasks and challenges in online learning (R = 0.546, P = 0.000, H6) and on the attitude to further adopting online learning (R = 0.355, P = 0.000, H5). This is consistent with the research of Richard and Chandra (2005) and Sánchez-Franco (2007). The research of Gong et al. (2016) finds that when students experience positive emotions during engagement with blending learning, they accomplish online learning tasks with better performance and higher satisfaction. These results show that learners’ individual learning state affects their perception of tasks and challenges. Similarly, a positive state during online learning can both improve their ability to cope with tasks and challenges in learning and also effectively facilitate further adoption of online learning. During the pandemic, students’ positive experiences of tasks and challenges in online learning significantly improved their perceived behavior control in online learning (R = 0.316, P = 0.000, H7). When students realize that they have clear goals, they can control learning progress and learning outcomes, satisfaction with online learning is effectively enhanced (Jiang et al., 2017), the subjective initiative in using the online learning platform and learning resources can be improved, ability to solve problems in the face of difficulties can be strengthened, and they will have greater confidence and greater control of their perception and behavior in further adopting online learning platforms and resources (Jiang et al., 2017).

Consistent with most research results, this study concludes that Chinese undergraduates’ perceived behavior control in further adopting online learning has a significant positive impact on their attitude (R = 0.247, P = 0.000, H8) and intention to further adopt online learning (R = 0.184, P = 0.000, H10) (Moon and Kim, 2001; Zhou, 2016). Through the online learning experience during the pandemic, learners’ positive attitude (interest and likeness) to further adopt online learning can significantly enhance their intention to further adopt online learning (R = 0.669, P = 0.000), which is consistent with the research results of Park (2009), Sawang et al. (2014), and Valtonen et al. (2015).

In the context of COVID-19 pandemic, this study provides a new perspective for a wide range of online teaching and learning. It also proves the wide applicability of flow experience and TPB. However, this study only considered the core elements of flow experience and the TPB, in fact, there may be more key influencing factors, such as the impact of COVID-19 itself was not considered. This lays a foundation for further research.



CONCLUSION

Due to the long- and large-scale online education during the pandemic, Chinese higher education is experiencing dramatic changes and this would result in blended learning in the postpandemic era. This study aims to provide theoretical and practical support for a better design of a blended learning model in Chinese higher education institutions in the postpandemic era. The influence of the online learning experience of university undergraduates on their willingness to continue with online learning in the context of COVID-19 pandemic is explored to help shape postpandemic education. This is the first study on the recent reforms in teaching and learning in Chinese higher education in the postpandemic era from a large scale.

To understand the past experience on future intentions for Chinese students to continue online learning, this article integrates the theory of mental flow experience and the TPB, to measure the learning experience of online learners during COVID-19 pandemic and predict the impact on learners’ planned future online learning behavior. This research results in a theoretical basis for the reform of undergraduate education in Chinese universities in the postpandemic era.

The results show that during the pandemic, factors such as learners’ personal learning state, online learning artifacts, and online learning task and challenges all have positive impacts on learners’ perceived behavior control and attitude in further adopting online learning, thus actively promoting their willingness to engage in future online learning. Therefore, to promote educational reform toward a blended learning model in Chinese universities in the postpandemic era, this study offers the following specific recommendations regarding online learning platform design, curriculum task design, and learners’ learning state.

Learners always perceive online learning as a lonely experience (Simpson, 2014). Therefore, it is important to consider how to fully exploit the unique advantages of online learning artifacts, improve the emotional presence of online learning, enhance the individual learning state of learners, and formulate scientific and reasonable online learning tasks and schedules for the good experience of online learning (Cleveland-Innes and Campbell, 2012). In this way, students could gain pleasure, eliminate their loneliness, and improve the learning effect during online learning. First, as for artifacts, online learning platforms should provide functions able to fully meet the learning needs of learners and provide reliable quality and convenient access to learning resources. In terms of interactivity, there are three types of interaction among online participants, namely, teacher–learner, learner–content, and learner–learner (Moore, 1989). Effective interaction in online learning significantly improves online learners’ learning attitude, learning satisfaction, and willingness to continue to adopt online learning (Hrastinski, 2009), so online courses should effectively make use of four-dimensional interactions between learner, teacher, resource, and learning. Second, as is indicated by the significant positive influence of individual learning state on willingness to engage in online learning, the proposals and developers of online learning should beware of making online learning a burden and solely a form of learning. Instead, they should enable learners to fully feel the pleasure of being immersed in it. For example, some researchers find that colorful and personalized learning content in a multimedia environment could successfully trigger students’ positive emotions and improve their academic performance (Plass et al., 2014). Meanwhile, online learners also need to actively organize and adjust their learning state to improve the learning effect. Finally, as for the design of curriculum tasks, it is necessary to give learners clear goals and to consider students’ levels so that curriculum challenges accurately match students’ abilities. The task requirements should conform to students’ cognitive ability, be able to facilitate students to accomplish tasks, and stimulate their internal motivation for online learning (Joo et al., 2013). For example, by associating tasks with students’ real lives and future careers, students can realize the importance and value of learning tasks (Gong et al., 2016), after all, only a good mental flow experience can provide strong support for the normalized development of online learning.
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In order to solve the problem of unsmooth and inefficient human-computer interaction process in the information age, a method for human-computer interaction intention prediction based on electroencephalograph (EEG) signals and eye movement signals is proposed. This approach is different from previous methods where researchers predict using data from human-computer interaction and a single physiological signal. This method uses the eye movements and EEG signals that clearly characterized the interaction intention as the prediction basis. In addition, this approach is not only tested with multiple human-computer interaction intentions, but also takes into account the operator in different cognitive states. The experimental results show that this method has some advantages over the methods proposed by other researchers. In Experiment 1, using the eye movement signal fixation point abscissa Position X (PX), fixation point ordinate Position Y (PY), and saccade amplitude (SA) to judge the interaction intention, the accuracy reached 92%, In experiment 2, only relying on the pupil diameter, pupil size (PS) and fixed time, fixed time (FD) of eye movement signals can not achieve higher accuracy of the operator’s cognitive state, so EEG signals are added. The cognitive state was identified separately by combining the screened EEG parameters Rα/β with the eye movement signal pupil diameter and fixation time, with an accuracy of 91.67%. The experimental combination of eye movement and EEG signal features can be used to predict the operator’s interaction intention and cognitive state.

Keywords: electroencephalograph, eye movement, human-computer interaction, support vector machine, task type and difficulty, intention prediction


INTRODUCTION

As an important part of intelligent human-computer interaction, human-computer interaction intention prediction of the operator according to fuzzy interaction information, and through data mining and analysis can provide cooperative services for operators, so as to improve operator operation efficiency, reduce operational errors, and improve task completion (Dupret and Piwowarski, 2008; Li et al., 2010). At present, intention prediction has been applied in aviation flight operation, weapons and equipment operation, computerized numerical control (CNC) machine tool operation, manufacturing operation system and many other fields, used to solve the operational efficiency and task completion problems of heavy operator interaction task, high information complexity, and large physiological and psychological load (Ganglei, 2021b).

Human-computer interaction intention prediction mainly includes behavioral intention prediction and cognitive intention prediction of operators (Shen et al., 2011; Ganglei, 2021a). The main method of intention prediction is to conduct interaction intention identification by collecting human-computer interaction data and analyzing the data, thus achieving the purpose of interaction intention prediction (Li et al., 2008; Teevan et al., 2008).

Intention is a mental state, a plan or reaction tendency to future behavior. An action is an action executed by an agent that points to its target state, which is envisaged according to the target state it ultimately wants to achieve, even if it may not be achieved in some cases. Cognition is a term referring to the mental processes involved in gaining knowledge and comprehension. In other words, it is the process of information processing of external things acting on people’s sensory organs. It includes feeling, attention, memory, thinking, and other psychological phenomena. Habitually, cognition corresponds to emotion and will.

In terms of behavioral intention prediction, an operation behavior analysis method of inspection robot based on Bayesian network was proposed by Tang et al. (2021). Although the proposed method realizes the function of rapid reasoning about the operation behavior intention of inspection robot, the realized human-computer interaction between robots does not study the human-computer interaction between operators and computers, and the established inspection system for inspection robot operation was subjective. A method of behavior intention recognition for target grabbing was proposed by Zhao et al. (2019). By taking the trajectory of human upper limbs as the main criterion, a user behavior intention model was established. The research on the intention of human-computer interaction between people and computers is realized. This behavior intention integrates the user’s upper limb trajectory into the prediction model, but there is some subjectivity in the modeling process. A multi-information fusion network architecture of human motion intention recognition combining eye movement information, position and attitude information, and scene video information was proposed by Zhang et al. (2021), which effectively reduced the subjectivity of prediction, but the research on user’s behavior intention was relatively simple. Action prediction for a full-arm prosthesis using eye gaze data was proposed by Krausz et al. (2020). A system for controlling the up-and-down movement of artificial limb by using single-channel electroencephalograph (EEG) signal was developed by Haggag et al. (2015), which is convenient and accurate to operate. Yao et al. (2018) combined EEG and eye movement signals to identify different action imagination modes of the same limb, focusing on verifying that the recognition accuracy of EEG combined with eye movement signals is higher than that of a single EEG signal.

The EEG signals are often used in psychological and medical research (Caixia et al., 2021), and also in cognitive intention prediction. The operator’s cognitive intention was successfully predicted by Lu and Jia (2015) and others by visualizing the eye movement data collected during the experiment and using four learning algorithms. A set of eye movement index system to evaluate cognitive load was established by Chen et al. (2011), which realized the prediction of operators’ cognitive intention. Ahern and Beatty (1979) found that with the increase of task difficulty and cognitive load, the pupil diameter will increase. Singh et al. (2020) realized the recognition of online operators’ cognitive intention by using the eye fixation characteristics. By combining EEG signals and eye movement signals to identify the emotions of operators in human-computer interaction system, the components of EEG signals and eye movement signals that have great influence on emotion identification were identified by Lu (2017). Park et al. (2014) explored the influence of EEG and eye movement signals on operators’ implicit interaction intention in the process of interaction, and the experimental results showed that the combination of EEG and eye movement signals was more accurate than a single physiological signal.

In conclusion, intention prediction using behavioral data and physiological indicators is the main research direction of human-computer interaction intention prediction. Behavioral data are predicted through the operator’s past operation experience and do not consider the randomness, universality, and real-time data processing during the operation, so the established intention prediction method has certain subjectivity. Therefore, physiological metrics are commonly applied to behavioral prediction and cognitive prediction. The existing indicators mainly focus on the study of eye movement indicators and EEG indicators. The intention prediction model established based on this one can objectively identify the operation intention of the operator and establish a more accurate intention prediction model.

In recent years, many scholars have also combined eye movement and EEG signals to explore the human-computer interaction intention of operators. Although Wei et al. (2021) also studied the prediction of human-computer interaction intention by combining EEG and eye movement characteristic signals, they focused on demonstrating that the prediction of human-computer interaction intention by using eye movement and EEG characteristic data is more accurate than that by using eye movement data alone, and did not study the prediction performance of specific eye movement and EEG characteristic indicators and their combinations.

This article integrates eye movement and EEG indexes, identifies real-time interaction intention for specific task types and task difficulty, selects significant difference indicators by one-way ANOVA, selects indexes by support vector machine (SVM), constructs task type and difficulty, and compares the prediction results of the prediction method.



METHODOLOGY


Subjects and Equipment


Subjects

A total of 50 college students (25 males and 25 females), aged 19 years old, ∼25 years old, right-handed, and no cognitive impairment were recruited. No central nervous system (CNS) diseases were found in the examination and the EEG showed no abnormalities. Both naked visual acuity and corrected visual acuity were above 5.0. The subjects should rest fully before the start of the experiment to avoid strong reactions and maintain emotional stability. At the same time, the hair should be washed clean and cut short. Medicine should not be taken within 24 h before the start of the experiment. Drinking tea and coffee was not permitted so that it does not to affect the reliability of relevant physiological parameters during the experiment.



Experimental Equipment

The experimental equipment mainly includes SMI-RED eye motor as shown in Figure 1A. The maximum sampling frequency is 250 Hz. Neuroscan-NuAmps EEG, as shown in Figure 1B, with a maximum sampling frequency of 1,000 Hz, is used to collect EEG signals during the experiment.
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FIGURE 1. Physiological signals acquisition equipment. (A) Eye movement equipment. (B) Electroencephalograph (EEG).





Experimental Design About Task Type and Difficulty

In order to reasonably summarize the operator’s operation state in the process of human-computer interaction, this article defines the operator’s operation type and state as five operation types and three operation states in the experiment, combining with the human-computer interaction process in important and complicated fields such as air traffic control.


Task Type Setting

During the experiment, the subject needs to complete the designated operational task in accordance with the requirements of the experiment. In Experiment 1, the subjects need to complete five different experimental tasks. In order to reasonably sum up the operator’s intention of human-computer interaction in the process of operating the computer, this article defines the operator’s operation tasks in the process of human-computer interaction as five types as shown in Figure 2, combining with the human-computer interaction process in important and complicated fields such as air traffic control. The operation interface is shown in Figure 3; the top left ribbon (F1) is the target search task interface, and the induced interaction intention is a target search; the top right ribbon (F2) is the table query task interface, and the induced interaction intention is a table query; the lower left ribbon (F3) is the icon clicking the task interface, and the induced interaction intention is the icon clicks; the lower right row (F4) is the status tracking task interface, and the induced interaction intention is the target tracking. The whole scene (F0) is the monitoring alert task interface, and the induced interaction intention is monitoring alert.
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FIGURE 2. Five kinds of human-computer interaction tasks.
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FIGURE 3. Experimental interface.


“Monitoring alert” means that the operator does not need to complete any human-computer interaction tasks, but only needs to pay attention to the changes of main parameters on the interface and monitor whether there is any abnormality.

“Target search” refers to the process that the operator needs to find out a specific target in the background containing interference icons.

“Table query” refers to the process that the operator needs to query the required information in the table containing the target status parameters.

“Icon click” refers to the process that operators need to click an icon button to trigger corresponding instructions and complete specific operations.

“State tracking” refers to the process that operators need to pay real-time attention to the specific parameters of specific targets and judge whether the operation time is ripe or not.



Difficulty Gradient Design Based on Task Type

Each of the five tasks can be divided into three task difficulties.

In the second experiment, the subjects need to perform tasks in three special cognitive states, as shown in Figure 4.
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FIGURE 4. Three operating states of human-computer interaction.


“Out-of-loop state” refers to the phenomenon that the operator may lose attention during long-term monotonous and boring interactive tasks, which can also be understood as what we usually call “distracted.”

“Quiet state” refers to the state in which the operator normally performs daily interactive tasks, which is similar to the “monitoring alert” mentioned in Experiment 1.

“Stress state” refers to the state in which the operator is at a loss when he/she is under great pressure and when he/she is in an abnormal situation during the execution of a stressful task.

The task interface of the second experiment induced a cognitive state as shown in Figure 5, which can be divided into four regions as the “radar monitoring task” as the background. The top left is the target search area, in which six kinds of targets move randomly, and concentric circles and angle lines can roughly show the distance and orientation information of targets. On the upper right is the state parameter area. All targets in the target search area can find accurate state parameters in the table. You can turn pages with the mouse. At the bottom left is the legend area, which shows the category information of icons in the target search area. On the lower right is the operation area, where the subjects perform corresponding operations according to the prompts in this area, and click the relevant buttons. The experimental interface under stress is shown in Figure 6.
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FIGURE 5. Normal state experimental interface.



[image: image]

FIGURE 6. Stress state experimental interface.




Experimental Process

In the first experiment, in order to collect physiological data with five interaction intentions, all the subjects need to complete five experimental tasks according to the experimental flow shown in Figure 7.
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FIGURE 7. Experimental process.


Before starting the experiment, first introduce the experimental tasks and specific requirements to the subjects, and at the same time, there should be some practice operations to ensure that the subjects have a systematic understanding of the experimental tasks, and then calibrate the eye tracker and wear the electrode cap. All the subjects need to complete five experimental tasks as follows:

Monitoring and alert interaction task: Under this task, all elements of the whole interface will change randomly, and the subjects can pay attention to the content they are interested in at will, and report the specific situation of an element in the interface in time, so as to make the subjects in the monitoring and alert interaction state. The task will be completed in about 1 min, and then the next task will be carried out after a short rest.

Target search interactive task: Under this task, the subjects need to search for specific characters in the function F1 whose character positions change randomly, and judge and report whether the number of characters listed on the right is correct, so that the subjects can be in the target search interactive state until the task of judging all the characters is completed, and then take a short rest and proceed to the next task.

Table query interaction task: Under this task, the content presented by the table in function area F2 is constantly updated. After the main test issues the query task, the subjects will try their best to find the corresponding data and report in time, in order to make the subjects in the form query interaction state, have a little rest after completing ten queries, and then carry out the next task.

Click interactive task: Under this task, the target icon that the subject needs to click will be displayed on the screen. Subjects need to complete the search and click on a large number of icons in functional area F3. The system will judge whether the subject clicks correctly, rest after clicking ten times, and then start the next task.

Interactive task of state tracking: Under this task, the position change of the target (black line segment) on the coordinate axis will be displayed in functional area F4, and the subjects are required to pay attention to the state of the target in real time, and answer the questions of the examiners about the state of the target at any time, so as to keep the subjects in the state tracking state, and the duration of this task is about 1 min.

During the experiment, the eye monitor and the electroencephalonete will automatically collect and save the physiological signals to provide the data for the subsequent analysis and processing. It is worth noting that, because one experiment lasts for a long time, the manual labeling time error generated by performing the time synchronization during signal acquisition is negligible.

Experiment 2 subjects were needed to perform the corresponding task manipulation in three different cognitive states.

The experimental task of calm state requires the participants to complete the normal operation. For example, select the target number they are interested in in the target search area, then query the specific parameters in the state parameter area, and respond to the questions of the main test timely. The task lasts about 1 min, and the next task is carried out after a little rest.

The experimental task in the off-loop state does not require any interactive operation of the subjects, but recalls the learning task in the past period, which also lasts for 1 min, and then goes on to the next task after a short rest.

Under the experimental task of stress state, the interface information is difficult to display normally, and the information is more difficult to obtain. Specifically, the target search area and the state parameter area in the experimental interface will produce the random flashing stripes as shown in Figure 6. However, at this time, the subjects still have to perform an intensive interaction task, such as finding the area of multiple specific numbered targets in the target search area, and clicking the relevant button in the operation area, respectively.





EXPERIMENT 1


Experimental Purpose

A visual interaction experiment that can induce 5 kinds of interaction intention, use eye movements and EEG instruments to collect eye movement characteristics and EEG signals under different interaction intentions, realize the discrimination of different interaction intentions through the classification algorithm, compare the classification effect of eye movement characteristics and EEG signals, and screen out better distinguishing characteristic indicators was designed.



Results

Due to the large differences in the processing methods of eye movement data and EEG signals, they should be discussed and analyzed separately. First, the eye movement indicators and EEG parameters with good classification effect were selected through differential analysis, and then the characteristic combination with the best discriminative effect was further explored.


Analysis of Eye Movement Data Processing

In the normal state, the hot maps of subjects in one set of experiments are shown in Figure 8.


[image: image]

FIGURE 8. Hot map of subjects in normal state. (A) Table query interaction task. (B) Monitoring and alert interaction task. (C) Target search interactive task. (D) Click interactive task. (E) Interactive task of state tracking.


As can be seen from Figure 8, the subject eye stay area greatly concerns the task completed. When completing a task, the subjects point will focus in the corresponding task area and focus on the data or status of the task target. In the table search task, the subjects focus on the F2 area and watch the most on the target number 0498; in the monitoring alert task, the fixation points are distributed in many areas, but ultimately in the F2 area; the target is in the F1 area, and the hot spots are relatively evenly distributed, probably because the target itself is scattered, the target will focus on the red line.

(1) Selection of characteristic components of eye motion.

The SMI RED5 eye moving instrument used in this article can measure dozens of eye movement parameters. In order to improve the efficiency of classification and identification, it is necessary to select better differentiated eye movement indicators through differential analysis. Based on the preliminary analysis results of the BeGaze software, the average pupil diameter (Average Pupil Size [APS]), fixation point abscissa mean (Average Position X [APX]), fixation point longitudinal mean (Average Position Y [APY]), average saccade amplitude (ASA), average saccade speed (Average Saccade Velocity [ASV]), and average fixation time AFD (Average Fixation Duration [AFD]) were selected for this experiment. The results of data processing by one-way ANOVA are shown in Table 1.


TABLE 1. Analysis results of eye movement index differences.

[image: Table 1]
Table 1 shows significant differences in APX [F(4,115) = 34.59, p < 0.05], APY [F(4,115) = 32.78, p < 0.05], and ASA [F(4,115) = 21.84, P < 0.05], while APS [F(4,115) = 3.83, p > 0.05], AAV [F(4,115) = 4.95, p > 0.05], and AFD [F(4,115) = 17.55, p > 0.05] differ significantly. Therefore, this article considers that the fixation point X coordinate PX, fixation point Y coordinate PY, and SA can be used to distinguish the interaction intention at this moment.

After the eye motion index screening is completed, it is necessary to choose the eye motion characteristic components for the interaction intention discrimination. The key is to select the number of sampled gaze points. To avoid the stochasticity of individual sampled fixation points, drawing on the treatment of literature (Fan et al., 2016), in this article, PX, PY, and SA of three consecutive sampled fixation points, namely the nine components shown in Table 2, were used as eye movement feature parameters for determining the interaction intention.


TABLE 2. Eye movement characteristic component.

[image: Table 2]
(2) Identification results of eye movement characteristics.

The training set of this experiment consists of 300 typical data (60 selected each under 5 interaction intentions). The test set consists of 200 typical data (40 selected each under 5 interaction intentions). It uses SVM algorithm and sets category label as (0,1,2,3,4). The SVM algorithm was used to train eye movement features and the parameters of the SVM algorithm were determined by the cross-contrast SVM method. Figure 9 shows the distribution diagram of 500 typical data of PX, PY, and SA.


[image: image]

FIGURE 9. A total of 500 Distribution of typical data.


As can be seen from Figure 9, under the five kinds of interaction intentions, there is a large number of cross-overlap in the range of the three kinds of indicators, which makes it difficult to effectively distinguish the five interaction intentions for a single indicator. Therefore, it needs to be more accurate through the combination of eye movement indicators. Considering that PX and PY represent the positional information of the sampled fixation points, this experiment was analyzed as a whole.

The MATLAB classification results for feature combinations of “PX and PY,” and “PX, PY, and SA” are as follows:

PX and PY:

Accuracy = 76.00%(152/200) (classification);

PX, PY, and SA:

Accuracy = 92.00% (184/200) (classification).

Figures 10A,B show the specific results of the combination discrimination classification of “PX and PY,” and “PX, PY, and SA,” respectively. The discriminant classification was shown in Table 3. Obviously, the former has a very poor classification effect on monitoring alert, seriously misjudged the monitoring alert as the other four intentions, and has a good classification effect on the other four intentions. After the addition of the saccade range SA, the discrimination accuracy of the monitoring alert is significantly improved, and the classification effect of the other four intentions has also been strengthened to a certain extent, which shows that the saccade range directly affects the inference results of the surveillance alert. At the same time, there are a few cases in which target search, table query, icon click, and status tracking are misjudged as surveillance alert. The reason may be that the location parameters PX and PY of the gaze point in the surveillance alert state overlap with the other four states.


[image: image]

FIGURE 10. The discriminant classification results for the test set. (A) “PX and PY.” (B) “PX,PY and SA.”



TABLE 3. The discriminant classification results for PX and PY.
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Analysis of the Electroencephalograph Signal Processing

(1) Preprocessing of EEG signals.

The EEG signals have strong individual variability, so the commonly used characteristic indicators are the proportion of average power to total power in each frequency segment, or the ratio of average power between different frequency bands, such as (α + β)/θ,α/β, (α + θ)/β, etc. But these indicators also have certain individual differences (Alazrai et al., 2019; Pei et al., 2018). In this paper, the collected EEG signals are first denoised by wavelet transformation, and then obtained by power spectral analysis. The average power of different frequency bands is calculated, and the corresponding ratio can be obtained after simple calculation. It is worth noting that, due to the complex processing of EEG signals, the average power of the basic time period is calculated at 0.5 s (In reference to Gu et al., 2016; Liu et al., 2021). From the experimental process, the duration of the five interaction tasks was above 1 min, so each interaction state has at least 120 sets of data that can meet the basic requirements of the classification algorithm.

The electrodes on the EEG instrument used in this experiment have been installed according to the 10–20 standardized electrode guidance method, but in order to improve the efficiency of the EEG signal processing and make the research results more generalized, the representative guides should be selected for processing and analysis. This experiment adopted the recommendations of the American EEG Number Association standards, and 14 guides including F7, F8, P7, and P8 as shown in Figure 11 were selected as the EEG signal acquisition channels.


[image: image]

FIGURE 11. Schematic location of the 14 conductive electrodes selected.


Denoising processing, power spectrum analysis of EEG signals in the middle of the target search interaction task, and the results are shown in Figure 12. It can be found that the effect of denoising is relatively ideal, and the power density curve of different channels has different degrees, but it shows a similar trend: the power density of slow wave (δ,θ) is relatively stable on the whole, while the power density of fast wave (β,γ) has large fluctuations. Meanwhile, intuitively seen from the power spectral density, the power density of the slow wave in this time period is significantly higher than that of the fast wave.


[image: image]

FIGURE 12. Preprocessing results of 14-lead EEG signals of a subject. (A) Denoising treatment. (B) Power spectrum analysis.


(2) Differential analysis of the EEG indexes.

In this experiment, 8 commonly used index parameters such as Rδ, Rθ, Rα, Rβ, and Rγ and different frequency bands such as Rα/β, Rθ/β, and R(α +θ)/(α +β) were selected, and one-way ANOVA was performed, and the results are shown in Table 4. The average power is obtained as shown in formula (1):

[image: image]


TABLE 4. Results of EE parameters (first 5 rows:%).

[image: Table 4]
Where Aα is the average power of the frequency band α, (a, b) is the upper and lower limits of the frequency band α, P (f) is the power spectral density of the frequency band α, and the average power method of the remaining frequency bands is similar to this. In addition, the meaning of the Rα/β value is the average power ratio between the frequency band α and the frequency band β, and the meaning of the Rα value is the average power ratio of the frequency band α to the total frequency band, which is equivalent to the R(α/(δ +θ +α +β +γ). The specific meaning of the other statements will not be repeated here.

From Table 4, the eight kinds of EEG parameters selected in this experiment in the difference of interaction intention is not obvious (p > 0.05), so it is difficult to realize the effective discrimination of interaction intention. The reason may be that the power ratio of different frequency bands is difficult to interpret the interaction intention. Whether other EEG features can successfully distinguish the interaction intention defined in this paper needs further exploration. As for other EEG characteristics can successfully distinguish the interaction intention defined in this article remains to be further explored. Therefore, the discrimination of interaction intention in this article is mainly based on the eye movement features, and the feature combination of “PX, PY, and SA” will be used for the real-time discrimination of interaction intent below. The discrimination dassifivation was been shown in Table 5.


TABLE 5. The discriminant classification results for PX, PY, and SA.
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EXPERIMENT 2


Experimental Purpose

Finally, through the experiment, the good effect of the eye movement parameter characteristics predicted by the operator is determined. However, in practice, the interface of electronic products will become more and more complex, and sometimes unexpected situations will occur in the interactive environment. Under this condition, the operator’s pressure will increase, which will directly affect the operation efficiency. In view of this problem, we envisage to monitor the state of the time of the operator’s operation in real time, giving timely reminders and providing effective decision assistance at the beginning of the “negative state” to ensure the reliability of the human-computer interaction process. Therefore, this section has designed interaction experiments to induce different cognitive states and to distinguish the operational state of the operator through a classification algorithm.



Results


Analysis of Eye Movement Data Processing

(1) Selection of characteristic components of eye motion.

After the initial screening of the BeGaze software, in this experiment, the average pupil diameter APS, ASA of mean saccade amplitude, mean saccade velocity ASV, average gaze time AFD, and mean blink time (Average Blink Duration [ABD]) were selected for one-way ANOVA. The results are shown in Table 6.


TABLE 6. Results of the differential analysis of eye movement indicators.
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Table 6 shows significant differences between APS [F(2,69) = 6.37, p < 0.05] and AFD [F(2,69) = 4.78, p < 0.05], but not between ASA [F(2,69) = 11.36, p > 0.05], AAV [F(2,69) = 13.73, P > 0.05], and ABD [F(2,69) = 17.63, p > 0.05]. Therefore, this article suggests that the pupil diameter PS and fixation time FD at a certain time can be used to distinguish the cognitive state at this moment. Similarly, we selected the PS and FD from three continuously sampled fixation points, with a total of six components, as the eye movement feature parameters distinguishing the cognitive state.

(2) Identification results of eye movement characteristics.

The training set of this experiment consists of 180 typical data (60 selected for each of 3 cognitive states). The test set consists of 120 typical data (40 selected for each of 3 cognitive states) for data processing using SVM and sets the category label to (0,1,2). Figure 13 shows the distribution map of 300 typical data sets, PS and FD. Obviously, there is a considerable cross-overlap between the interval ranges of the two indicators, which makes it difficult to effectively distinguish the three cognitive states for a single indicator. Therefore, a more accurate distinction needs to be achieved through the combination of the two.


[image: image]

FIGURE 13. A total of 300 typical data distribution plots of the groups.


The MATLAB runs combined with PS and FD were:

PS and FD: Accuracy = 74.17% (89/120) (classification).

From the results, the accuracy of the discriminant classification is relatively low, and Figure 14 shows the specific classification results of the “PS and FD” features in combination. The discrimination dassifivation was been shown in Table 7. Obviously, the stress state of misjudgment is less, identification effect is ideal, but the identification of calm state and ring state effect is poor, ring state for calm state and calm state for ring state, so this experiment to further explore the EEG parameter can achieve the accurate discrimination classification of the two.


[image: image]

FIGURE 14. The discrimination classification results for the test set.



TABLE 7. The discrimination classification results for the test set.
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Analysis of the Electroencephalograph Signal Processing

The EEG signals of this experiment were processed according to the preprocessing method in Experiment 1, and the one-way ANOVA results of the 8 commonly used EEG index parameters are shown in Table 8.


TABLE 8. Results of EEG parameters (units in top 3 rows:%).

[image: Table 8]
From Table 8, the difference of Rα/β [F(2,69) = 19.35, p < 0.05] is significant, and none of the remaining seven EEG parameters is obvious (p > 0.05). Therefore, this article believes that the EEG parameter R/for a certain period can be used to distinguish the cognitive status of this period. Similarly, whether other EEG features can successfully distinguish the cognitive states divided in this article needs to be further explored. At the same time, in the three cognitive states, a single EEG index Rα/β also has a relatively serious cross-overlapping phenomenon, and it is difficult to accurately complete the discrimination of the cognitive state. Therefore, we will examine the effect of combining ocular movement features and EEG parameters in classifying cognitive states, and explore whether the combinatorial features can achieve accurate discrimination of the “out-of-loop state” and the “calm state.”



Classification Results of the Combined Features

Because the EEG parameters were sampled at 0.5 s as a basic time period, the number of samples for the EEG measures Rα/β was at least 120 for each cognitive state. Based on the experiment-like library, we selected 100 typical EEG parameters from the intermediate periods to join the test and training sets, respectively. There are three combinations of eye movement features and EEG parameters: “Rα/β and PS,” “Rα/β and FD,” and “Rα/β, PS, and FD,” and the MATLAB operation results are, respectively:

Rα/βand PS: Accuracy = 80.83% (97/120) (classification);

Rα/βand FD: Accuracy = 77.50% (93/120) (classification);

Rα/β, PS, and FD: Accuracy = 91.67% (110/120) (classification).

Obviously, the combination features of eye motion features and EEG parameters have higher accuracy than the eye motion features, and Figure 15 shows the specific classification results of the three feature combinations of “Rα/β and PS,” “Rα/β and FD,” and “Rα/β, PS, and FD,” respectively. The discrimination dassifivation was been shown in Table 9.
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FIGURE 15. Discriminant classification results of the test set.



TABLE 9. Comparison of results of three combinations.

[image: Table 9]
Figure 15 shows that the combination of EEG parameters and single movement features significantly reduces the misjudgment of desyclic and calm states compared with the combination of PS and FD, but partly affects the recognition of stress states. Under the feature combination of “Rα/β, PS, and FD,” the misjudgment of the three cognitive states is significantly reduced, and the identification effect is relatively ideal. Therefore, this feature combination can be used for real-time discrimination of the operation status of operators in the process of human-computer interaction.

There are many classification methods for EEG data and eye movement data. The algorithms widely used in EEG signals and classification include K-nearest neighbor, quadratic discriminant analysis, decision tree, and SVM method, and eye movement data classification include SVM method, K-nearest neighbor, and Fisher linear discrimination. To validate the effect of the method used in this article, the extracted EEG feature vectors were fed into the above classifier, and the classification performance is shown in the table. Comparing the accuracy, precision, recall, and F1 values of each classifier, the SVM classification method used can be better than the above classification K-nearest neighbor, secondary discriminant analysis and decision tree are widely used in the classification of EEG signals. In order to verify the effect of this method, the extracted EEG feature vector is input into the above classifier, and the classification performance is shown in Table 10. Comparison of accuracy, precision, recall, and F1 values of each classifier shows that the SVM classification method used in this article outperforms the K-nearest neighbor algorithm.


TABLE 10. EEG classification performance (%) for different classifiers.
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SUMMARY OF EXPERIMENTAL RESULTS

The results obtained from comprehensive experiments 1 and 2 show that the proposed method to identify human-computer interaction intent based on EEG signals and eye movement signals is effective. According to the five interaction intention discrimination of operators, the EEG signals overlap greatly during classification. At this time, the abscissa of eye movement signal gaze point PX, gaze point ordinate PY, and saccade amplitude SA have great advantages, and the accuracy of interaction intention recognition has reached 92%.

For the cognitive status discrimination of operators in special cases, Experiment 2 added EEG signals with a single use of eye movement signal pupil diameter PS and fixation time FD (S) to achieve a high accuracy rate of operator cognitive status (Fixation Duration). The cognitive states were identified separately by combining the screened EEG parameters Rα/β with the pupil diameter of eye movement signals and gaze time, and the Rα/β, PS, and FD combinations achieved an optimal accuracy of 91.67%. The EEG emotional features and image visual features were fused by Liu et al. (2021) for emotion recognition. This method has been verified on face of China emoticon picture system, and it is found that the average recognition accuracy of seven emotions is 88.51%. A multimodal fusion method based on attention and joint attention was proposed by Kim (2020), which uses eye movement signals to identify emotions, and the highest accuracy rate is 82.7%. A data fusion method based on EEG and eye movements was proposed by Wei (2019), which improved the accuracy of recognition and prediction of motion imagination. The average classification accuracy of feature layer and decision layer reached 81.16 and 82.56%, respectively. The identification method of human-computer interaction intention proposed in this article is obviously more effective and comprehensive.



CONCLUSION

In order to solve the contradiction between the limited attention, energy, reaction power and psychological bearing capacity of operators during human-computer interaction and the huge information quantity, fast update, and complex variety, this article proposes a method to identify human-computer interaction intention and cognitive state based on eye movement and EEG signals. The experimental results show that the method proposed in this study predicts human-computer interaction intention driven by higher accuracy.

Experimental one by design specific human-machine interaction operation task, using eye movement and EEG equipment to collect operator eye signals and EEG signals, using one-way ANOVA to screen the collected data, and then use SVM algorithm to test and train the screening data, and finally get the data classification and the accuracy of interaction intention discrimination. As in Experiment 1, Experiment 2 uses the same method to process the data, and finally obtains the combination of eye movement and EEG signals that better judge the cognitive status of operators.

The two experiments performed in this article have a progressive relationship. Experiment 1 considers the operator in normal state, and Experiment 2 is Experiment 1 under special circumstances. The experimental conclusion obtained from Experiment 1 was applied to Experiment 2 and was verified. In Experiment 2, the premise of judging the cognitive status of the operator is to understand the interaction intention of the operator. Therefore, when judging the cognitive status of operators, the horizontal coordinates PX, PY, and saccade amplitude SA were used to judge the interaction intention. At the same time, the EEG signals and eye movement signals were analyzed to analyze the combination of judging the cognitive state.

The experimental results obtained in this article can be applied to the operator human-computer interaction intention prediction and operation state judgment. This article discusses the role of EEG signals and eye movement signals for interaction intention recognition and cognitive state recognition. Compared with the previous research based on eye motor and EEG signals, the human-computer interaction intention is more complex, and the specific characteristics of EEG signals and eye motor signals are matched to the specific human-computer interaction intentions, which are more targeted in the human-computer interaction intention prediction. By measuring the operator’s eye movement and EEG signals, it can match the EEG and eye movement characteristics corresponding to the specific interaction intention, and then realize the prediction of the next operation of the operator. Zhang Qing, Zhao Di, and Tang Lijun’s research on the prediction of human-computer interaction intention realized the discrimination of human-computer interaction intention, but most of their research was based on simple single operation intention, without considering the combination of multiple operation intentions, and almost no researchers considered the prediction of interaction intention of operators in special situations. To sum up, the work done in this article is an in-depth study on the prediction of human-computer interaction intention, and enriches the extended current research orientation, hoping to provide research ideas and help for other researchers. In the next step, we will begin to study the prediction of human-computer interaction intentions of operators in the actual operating environment, consider more complicated operation task interfaces, and apply other physiological signals such as heartbeat, electromyography, and body temperature of operators to the prediction of human-computer interaction intentions, so as to improve the accuracy of the prediction of operation intentions, and enhance the pleasure and operation performance of users in the process of human-computer interaction.
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The mental workload (MWL) of different occupational groups' workers is the main and direct factor of unsafe behavior, which may cause serious accidents. One of the new and useful technologies to estimate MWL is the Brain computer interface (BCI) based on EEG signals, which is regarded as the gold standard of cognitive status. However, estimation systems involving handcrafted EEG features are time-consuming and unsuitable to apply in real-time. The purpose of this study was to propose an end-to-end BCI framework for MWL estimation. First, a new automated data preprocessing method was proposed to remove the artifact without human interference. Then a new neural network structure named EEG-TNet was designed to extract both the temporal and frequency information from the original EEG. Furthermore, two types of experiments and ablation studies were performed to prove the effectiveness of this model. In the subject-dependent experiment, the estimation accuracy of dual-task estimation (No task vs. TASK) and triple-task estimation (Lo vs. Mi vs. Hi) reached 99.82 and 99.21%, respectively. In contrast, the accuracy of different tasks reached 82.78 and 66.83% in subject-independent experiments. Additionally, the ablation studies proved that preprocessing method and network structure had significant contributions to estimation MWL. The proposed method is convenient without any human intervention and outperforms other related studies, which becomes an effective way to reduce human factor risks.
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1. INTRODUCTION

Information systems are increasingly approaching the boundaries of human competence due to their increasing complexity and autonomy. A dynamic and automated adaptation of the system to the user state is required to minimize user overload in high-demand scenarios (Mühl et al., 2014). A reliable understanding of the user's current status, particularly the workload, is essential for timely and appropriate system adaptation (van Erp et al., 2010). The workload is a direct factor in unsafe operations. Workers of special occupational groups such as construction workers, car drivers, pilots are prone to physical exhaustion and lack of consciousness under high workloads for a long time, leading to numbness of safety conditions and causing great insecurity. Therefore, it is extremely important to effectively assess and reduce the workload of operators in preventing unsafe behaviors and reducing dangerous accidents. Thus, workload estimation is an actively growing research field, for it possesses numerous human factor applications in many occupational groups to reduce safety risks (Roy et al., 2016; Yin et al., 2019).

The workload is mainly divided into physical workload and mental workload (MWL). When the human body is under different physical workloads, various physiological parameters such as oxygen consumption, heart rate, pulmonary ventilation, energy expenditure rate, and various chemical enzymes related to energy conversion show changes. (Roscoe, 1992; Abdelhamid and Everett, 2002). However, the estimation of MWL is more complicated than physical workload, while the former is more closely associated with safety.

There are two types of MWL estimation methods, subjective and objective estimation methods (Hogervorst et al., 2014; Charles and Nixon, 2019). The subjective test is a self-recorded and a questionnaire-based test in which the subject's workload is scored. Among a large number of subjective estimation methods, the National Aeronautics and Space Administration's Task Load Index (NASA TLX) (Hart, 2006) and Subjective Workload Assessment Technique (SWAT) (Reid and Nygren, 1988) are the most popular subjective estimation methods. Additionally, the objective estimation methods are used to estimate their workload by collecting the object's physiological signals.

The objective test has developed rapidly in recent years due to developments in sensor technology. The rationality for the objective test based on physiological signals is that when people are under MWL, the parameters of each physiological condition deviate from the normal state. Thus, it is possible to detect changes in the body's physiological signals to estimate MWL. The changed physiological parameters include cardiac activity, electrical brain activity, eye movements, and metabolic changes (Fairclough and Houston, 2004). Therefore, many physiological indicators have been used to estimate MWL, such as electrocardiograms (ECG), eye movements, electroencephalography (EEG) measurements, respiration, and electromyography (EMG). Among these physiological indicators, EEG is widely used because MWL changes are closely linked to brain cortical activity and because it is non-smooth, non-invasive, and highly discriminative (Wilson et al., 1994; Dehais et al., 2020; Pieper et al., 2021; Liu et al., 2022; Yu et al., 2022). This is why EEG is also known as the gold standard. In conclusion, EEG had the best and most reliable estimation performance of MWL.

To sum up, in terms of accuracy and practicality, EEG is optimal for estimating the MWL. The entire framework also can be referred to as a brain-computer interface (BCI) by means of computer algorithms that decode information from the brain and thus access the state of the human. In this study, an end-to-end BCI framework using EEG is proposed to estimate workers' MWL continuously, which can directly decode EEG without feature extraction.


1.1. Related Study


1.1.1. Handcrafted Features-Based BCI Framework

Brain-computer interface, as a new human-computer interaction technology, provides a new method of communication with the outside world and enables direct human control of machines. In recent years, with deep cross-fertilization of artificial intelligence technology in neuroscience, cybernetics, computer science, and other related fields, research on BCI cognitive status computing systems based on EEG. There are a large number of BCI frameworks for MWL assessment have been proposed in recent years, and most of the research has used handcrafted features. Lim et al. (2018) assessed the MWL induced by the single-session simultaneous capacity (SIMKAP) experiment. They collected the 14-channels of EEG and extracted different bands' power spectral density (PSD). The Neighborhood Component Analysis (NCA) was used to select critical features and the Support Vector Regression (SVR) model was trained to assess the MWL. A helmet with EEG sensors was designed by Wang et al. (2017) to meet the requirements of the construction industry, and they designed different construction activities to induce different levels of MWL. The results showed that Gamma waves and Fp1 and Tp10 channels are good candidates for MWL estimation in the frequency domain. However, the unavoidable limitations of current BCI frameworks which use handcrafted features should not be ignored. The extraction of EEG signal features requires researchers to master interdisciplinary theories and research results in stochastic signal analysis and cognitive neuroscience, raising the threshold for researching this field (Cheng et al., 2022). Thus, the incomprehensibility of domain knowledge can limit the extracted features that cannot effectively represent the implicit MWL-related information in the original signal. In addition, restricted by the performance of computing units of wearable devices, algorithms with high computational complexity cannot be applied on brain-computer interface systems. The computation of EEG features, especially non-linear features such as entropy value and complexity, requires much time and, thus, cannot meet the needs of brain-computer interface systems.



1.1.2. Deep Learning-Based BCI Framework

To solve the feature extraction problem, inspired by the success of the feature extraction ability of convolutional neural network, decoding EEG according to CNN, which constructing the end-to-end BCI framework are receiving increasing attention. There are some related end-to-end studies in the field of EEG-based BCI frameworks for other tasks, such as emotion recognition, word imagined, and epileptic seizure recognition (Xu et al., 2020; Datta and Boulgouris, 2021; Hu et al., 2021). Furthermore, unlike the images, EEG signals are typically time-series signals, and the evolutionary trends in neural activity during complex or simple cognitive processing are of equal interest. Therefore, combined models by merging CNN and Long short-term memory (LSTM) network was proposed and attempted to extract features by CNN and obtain the temporal information by LSTM layers. However, most CNN-LSTM studies use 1-D or 2-D convolutional kernels and full connected layers to process EEG data. The original EEG was transformed into 1-D or 2-D tensors, which were then fed into the LSTM layers. The above algorithms disrupt the temporal information and the transformed data does not have a real time sequence in the “time step” dimension (Xu et al., 2020). Therefore, the effect of LSTM layers is weakened because of the wrong temporal information.




1.2. Contribution

To fill the research gap mentioned above, in this study, a convenient and efficient end-to-end BCI framework for MWL estimation was proposed. The contributions of the article can be summarized as follows:

First, our proposed end-to-end BCI framework for workers' MWL estimation, which decodes mental workload related relevant information directly from raw EEG, is able to avoid the time consumption associated with complex feature extraction and thus meet the hardware requirements of brain-computer interface systems.

Second, this method uses a combination of filters, ASR, and ICA with ADJUST to obtain relatively pure EEG signals without manual involvement. Additionally, the MWL related neural information is decoded smoothly from the original EEG by the designed time fixed 3-D-CNN layers while the temporal dimension is unchanged. Then the following bi-LSTM layers can be used to extract temporal features.

Third, according to two types of comparison experiments and ablation studies, the estimation effectiveness of EEG-TNet can be proved.




2. NEURAL NETWORK PRELIMINARY

In this section, some preliminary knowledge about the neural network including convolutional layer, LSTM, and fully connected layers were introduced, which are the basis of our EEG-TNet method.


2.1. Convolutional Layer

In this study, convolutional layers include four normal convolutional layers, a depthwise convolutional, and a pointwise convolutional. For the normal convolutional, the input of the convolutional layer is Xin(Cin, Din, Hin, Win), and the output yout(Cout, Dout, Hout, Wout). The formula of the convolutional layer can be described as follows:

[image: image]

Where the ⋆ is the valid 3D cross-correlation operation. The shape of yout(Cout, Dout, Hout, Wout) can be calculated according to the kernel size (KD, KH, KW) and the kernel number Cout. Specifically, the depthwise separable convolution (Chollet, 2017) which consists of depthwise convolutional and pointwise convolutional was used in our research to extract spatial information from EEG with a lower number of convolutional parameters (Chollet, 2017).



2.2. LSTM Layer

By designing time-fixed 3D convolutional layers, we retain the EEG information in each time step and further analyze the temporal information using LSTM networks (Hochreiter and Schmidhuber, 1997). Recurrent neural networks (RNN) have an excellent memory capability owing to their distinctive self-connected structure, which has an absolute advantage in processing temporal data (Mikolov et al., 2010). The LSTM network is a popular expansion of RNN to address the gradient disappearance problem while RNN only processes long-term data. The LSTM introduces a gating mechanism to control the rate of accumulation of information, including adding new information and forgetting previous information by using the gates. There are three gates including input gate it, forget gate ft, cell gate gt, and output gate ot, respectively. Specifically, the forget gate ft controls the rates of previous information required to be forgotten about the internal state ct−1 at the last moment.

[image: image]

The input gate it determines the rates of new information which is allowed to be added to the current ct. Two steps are required to achieve this. First, calculate the input gate it and cell gate gt are calculated. Second, update memory cells Ct by combining forgetting gates ft and input gates it.

[image: image]
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Ultimately, we need to determine the output, which is based on the state of our memory cells Ct. First, a sigmoid layer is used to determine which parts of the memory cell state will be output. Second, the memory cell is processed through tanh and multiplied by ot.

[image: image]

[image: image]



2.3. Fully Connected Layer

The fully connected layer serves as an “estimator” in the entire neural network structure. The procedures such as convolutional layers, pooling, LSTM, and activation function translate the original data to the hidden feature space. The fully connected layer transfers them to the sample labeling space. As Equation (8) shows, the fully connected layer multiplies the weight matrix with the input vector and then adds the bias.

[image: image]

where AT is the learnable parameter and b is the bias. In addition, a softmax activation function may be used to calculate the likely distribution of the output classes. In the final FC layer, the softmax function is utilized, which is defined as follows:

[image: image]

where i is the input vector, the output Si is between o to 1, and [image: image]




3. METHODS

The detailed procedure of this study can be summarized in several steps, which are described by the detailed flowchart shown in Figure 1. In this study, first, we preprocessed the data from the STEW database (Lim et al., 2018) by our designed automated methods. Then the processed EEG was directly imported to the proposed EEG-TNet to estimate the MWL. The comparison studies and ablation studies were performed to prove the effectiveness of the proposed end-to-end EEG-TNet model.


[image: Figure 1]
FIGURE 1. The detailed flowchart of this study.



3.1. MWL EEG Database

The database used in this study is STEW (Lim et al., 2018), which contains EEG data of 48 subjects under different MWL levels. Specifically, the subjects performed the Simultaneous Capacity (SIMKAP) test to induce MWL. After the test, all the subjects were required to finish the subjective questionnaire to report their MWL, which is a 9-point rating scale. During the whole experiments, the EEG signals were recorded using an Emotiv EPOC EEG headset with 14 electrodes (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4) and two reference channels (CMS, DRL). The sampling frequency was 128 Hz and the resolution was 16-bit A/D. In this study, the classifier was proposed to finish two tasks, the first one is classified “No Task” vs. “SIMKAP Task”, which was a binary classification. The second task was classifying Low vs. Moderate vs. High MWL, which was divided by a rating scale. A detailed definition of the label can be found in the article (Lim et al., 2018).



3.2. Data Preprocessing

To meet the requirements of the automation process, we eliminated parts of the preprocessing process that require manual intervention, such as manual artifact removal and manual judgment of ICA components to remove artifacts, especially eye movement artifacts (Fan et al., 2021; Peng et al., 2021). This undoubtedly reduces the quality of the data and, therefore, the accuracy of the recognition, but it makes sense for real-world applications (Rosanne et al., 2021). Table 1 shows the comparison of traditional preprocessing steps and ours. The whole preprocessing steps are

1. High-pass filter raw data at 1 Hz and low-pass filter raw data at 40 Hz.

2. Notch filter raw data at 50 Hz to avoid power line interference.

3. Perform Artifact Subspace Reconstruction (ASR) (Chang et al., 2018).

4. Perform Independent Component Analysis (ICA).

5. ADJUST (Mognon et al., 2011) was performed to automated inspect the artifact component from ICA.

6. Average re-reference the data channels.


Table 1. Comparison of traditional preprocessing steps and ours.

[image: Table 1]



3.3. EEG-TNet Architecture

The architecture of our EEG-TNet framework is inspired by the network architecture EEGNet of Lawhern et al. (2018), which is a widely used end-to-end EEG BCI framework. The detailed framework of our proposed EEG-TNet model can be summarized in three steps, which are shown in Figure 2. Step 1 is to segment the raw EEG to the required size and expand a new dimension for the model need, which is used to keep the temporal dimension stable. Step 2 is to extract the temporal and spatial information from each EEG fragment without between-fragments temporal information loss according to the designed temporal fixed 3-D-CNN layers. Step 3 is to extract the temporal information between each EEG fragment by using the LSTM layer. The output of the last time step in the last layer is used to compute the final status according to the fully connected layer and the softmax function.


[image: Figure 2]
FIGURE 2. The framework of the EEG-TNet model. The EEG-TNet model consists of Data segmentation, dimension expansion, time fixed 3-D-CNN layers, Bi-LSTM layer, fully connected layers, and softmax operation.



3.3.1. Data Conversion

The original EEG signals are defined as [image: image], where S is the time- series length of the original EEG, and C denotes the channel number. Similar to the previous BCI task, the original EEG was segmented and constructed by using the overlapping sliding window and non-overlapping sliding window. The input dataset [image: image] ([image: image]) ∈ ℝM × T × C × L, where M is the number of samples. The sample size of each sample [image: image] was (T × C × L), the C × L is the size of per EEG fragments, which is set as 64 × 14 in this study, which means the 0.5s EEG signals of two forehead channels. In addition, the number of EEG fragments was T, the larger T represents the longer EEG data considered per sample. Most of the related studies analyze the input sample as a graph, where C × L is the height and width of the graph, and the dimension T is the channel size of EEG, such as the RGB. However, after 2-d convolutional layers, the temporal information between each fragment might be lost. In this step, we expand a new dimension whose size is 1 to meet the requirement of channel size. Furthermore, dimension T was considered the depth of the sample, which is stale during the whole convolutional process. Finally, the dataset [image: image].



3.3.2. Time-Fixed Convolutional Layer

Four convolutional layers were used in the EEG-TNet model. To ensure the temporal dimension is unchanged, the KD of the kernel size (KD, KH, KD) is set as 1 during the whole convolutional processing. First, eight 3-d normal convolutional filters of size (1,1,2/L) were used to extract frequency features from the EEG signal (Lawhern et al., 2018). Then 16 convolutional filers of size (1,C,1) are fitted for the channel information aggregation. Subsequently, an average pooling operation (kernel size = 1 × 1 × 4) is performed to aggregate information and reduce the data dimension. Then, 16 depthwise separable convolutions are constructed, which consists of 16 depthwise convolutional filters (1 × 1 × 16) and pointwise convolutional filters (1 × 1 × 1).



3.3.3. Bi-LSTM Layer

As we introduced before, the traditional LSTM layer receives the inputs solely in the forward direction through hidden states, which only retains the past information. Bidirectional LSTM (BLSTM) has been proposed to solve the problem, which has two layers named forward layer and backward layer. The forward layer is computed forward from moment 1 to moment t, and the output of the forward hidden layer is obtained and saved at each moment. In the backward layer, the output of the backward implicit layer is obtained and stored at each moment by computing the backward layer from moment t to moment 1. The final output is obtained at each moment by combining the output of the forward and backward layers at the corresponding moment. In this study, as shown in Figure 2, the output sample shape of the time-fixed convolutional layers is T × 1 × 1 × 8, so that both the forward layer and backward of Bi-LSTM have 8 cells to fill the data shape.





4. RESULTS

In this section, two types of experiments were conducted to evaluate the MWL estimation performance using the proposed EEG-TNet BCI framework. The first type of experiment is subject-dependent while the second one is subject-independent.


4.1. Subject-Dependent Experiment

In the subject-dependent experiment, we adopt a similar experimental protocol as that of Chakladar et al. (2020); Kingphai and Moshfeghi (2021); Zhu et al. (2021). The five-fold cross-validation method was applied to evaluate the performance of the framework. As shown in Figure 2, specifically, the first 80% of all samples were selected as the training set and the remaining 20% of the samples were kept aside as the test dataset. Then the other 20% of the samples were selected as the second test set, the last 80% of samples were the second training set. Divide all samples like this five times and the average accuracy of the five experiments was taken as the final result. In addition, five-fold cross-validation was also applied to find optimal hyperparameters.

The proposed EEG-TNet framework was compared with the other four baseline methods for MWL estimation on the STEW dataset under the subject-dependent experiments setting, as shown in Table 2. The results showed that the proposed EEG-TNet framework achieved higher estimation accuracies than the other four methods. Although most of the recent studies use many kinds of features like frequency features [PSD (Chakladar et al., 2020; Kingphai and Moshfeghi, 2021)], non-linear features [Approximate Entropy (ApEn) (Chakladar et al., 2020; Kingphai and Moshfeghi, 2021)], linear features [autoregressive coefficient (AR) (Chakladar et al., 2020)], and the graph-based features (clustering coefficient, mean degree) (Zhu et al., 2021). However, traditional machine learning models (SVM and random forest cannot learn the full EEG information. Moreover, some combined deep neural networks (CNN-LSTM, BLSTM-LSTM) show better performance than machine learning models, it is still well below our proposed model.


Table 2. Comparisons of the estimation accuracy (%) of subject-dependent experiments among the various methods.

[image: Table 2]



4.2. Subject-Independent Experiment

The leave-subject-out (LSO) cross-validation method was used to evaluate the performance of the proposed framework in the subject-independent experiments. As shown in Figure 3, in the LSO cross-validation experimental protocol, the EEG samples of 36 subjects (80% of a total of 45 subjects) were selected for training the model and the last EEG samples of 8 subjects (20% of a total of 45 subjects) were used to test the model performance. The whole process was repeated five times so that all the subjects' samples were taken as the test set. The average accuracy of the five experiments was taken as the final result. Similarly, the hyperparameters were found according to the five-fold cross-validation in the training set.


[image: Figure 3]
FIGURE 3. The divided methods of different experiments.


Compared with the subject-dependent experiments, there are fewer studies that perform the subject-independent experiments because of their difficulty. The proposed EEG-TNet framework was compared with the other three baseline methods under the subject-independent experiments setting, as shown in Table 3. It is worth noting that no studies were conducted with either dual-task estimation (No Task vs. Task) or triple task estimation (Lo vs. Mi vs. Hi) subject-independent experiments simultaneously until now (Lim et al., 2018; Pandey et al., 2020).


Table 3. Comparisons of the estimation accuracy (%) of subject-independent experiments among the various methods.

[image: Table 3]

Table 3 summarized the comparative results regarding the average estimation accuracy under the subject-independent experiments setting. Pandey et al. (2020) realized that handcrafted features would slow down the speed of computing and significantly increased the evaluation time, making it challenging to apply them in practical scenarios. Therefore, he used an end-to-end structure similar to ours to finish the dual-task estimation(No Task vs. Task). However, the results were unsatisfactory, with his best assessment only reaching 61.08%, which is only a tiny improvement over the random classification (50%).

For practical reasons, we need to focus more on triple-task estimation (Lo vs. Mi vs. Hi) than on the dual-task estimation (No Task vs. Task). Lim et al. (2018) contributed the STEW dataset, where he extracted the PSD of different bans as features and used SVM as a classifier. Although their recognition results were slightly higher than our results, comparing the confusion matrices shows that our estimation results are more balanced and valid. As Figure 4 shows, the accuracy of their results was 99.54% for low MWL, down to 46.15% for medium workloads and only 31.07% for high MWL, which was even lower than the random results (33.33%). In contrast, our estimation accuracies range from 52.00 to 74.72%. On the most difficult estimation task with high MWL, our results were nearly twice as good as theirs.


[image: Figure 4]
FIGURE 4. Confusion matrix of EEG-TNet and Lim's work.





5. DISCUSSION


5.1. Practicability

The main objective of this study is to propose a practical and effective MWL estimation method for workers of special occupational groups, which can be used to ensure safety during the course of their work. EEG signals are regarded as the gold standard and BCI systems based on EEG signals have natural advantages. However, most BCI systems cannot meet the requirements of online evaluation due to the high manual involvement in signal noise reduction, complex and time-consuming feature extraction, and other disadvantages. In order to solve the disadvantage of manual involvement in signal noise reduction, this system uses a combination of filters, ASR, and ICA with ADJUST to obtain relatively pure EEG signals without manual involvement.

The classification model is at the heart of the BCI system, because of the system's computing time, deployment method, and evaluation accuracy depends on it. In most related BCI systems, the handcrafted features were used to estimate the MWL, which may be computationally demanding and not suitable for a real-time system. This study exploited deep neural networks' powerful feature extraction and classification capabilities to design the EEG-TNet network as the computational core of an end-to-end BCI framework. This study improves the traditional neural network model named EEG-Net and extracts features through the processes of data segmentation, dimension expansion, time fixed 3-D-CNN layers, Bi-LSTM layer, fully connected layer, and softmax operation. The time-fixed method was designed to ensure the temporal segment order, and a Bi-LSTM layer was added at the end for temporal information analysis. Moreover, the total time cost of this model is only 386.74 ms in our machine [System: Ubuntu 20.04, CPU: Intel(R) Core(TM) i7-8700K CPU @ 3.70GHz, Memory: 32 GB, GPU: GeForce RTX 2080Ti]. The low time cost proves that the proposed EEG-TNet can meet the requirements of real-time application.



5.2. Estimation Performance

The most important metric for evaluating a model is estimation accuracy. Unlike other research areas, both subject-dependent experiments and subject-independent experiments need to be considered in the field of human factors engineering. In most cases, subject-dependent experiments are more accurate because such experimental methods allow the model to obtain EEG data for each individual during the training phase. Information on individual differences can be extracted. As shown in Table 2, most studies have achieved more than 80% or even more than 90% recognition accuracy, while our recognition accuracy is close to 100%.

However, the subject-dependent experimental approach is often not applicable to practical scenarios. Training a unique classification model for each worker would be time-consuming and costly, so subject-independent experiments use unseen subjects' data as the test set, satisfying the need for “Plug-and-Play”. However, head shape, scalp impedance, and psychological state can all affect the EEG data, resulting in large variations in EEG data among subjects. The accuracy of the method is poor. Therefore, as shown in Table 3, almost all of the previous methods do not apply to estimating the MWL of workers. In the dual-task estimation, the method proposed by Pandey et al. (2020) was only marginally more accurate than random. In contrast, our method was able to achieve 82.78%, which is sufficient for use in realistic scenarios.

The triple task estimation(Lo vs. Mi vs. Hi) is the most urgent from the point of view of ensuring safety in different fields like transportation and construction. Accurate assessment of the high or moderate MWL of workers helps managers to allocate tasks rationally and to avoid overloading workers with work that could lead to human factor accidents. Although the estimation accuracy of the method proposed by Lim et al. (2018) appears to be slightly higher than our proposed EEG-TNet method. By analyzing and comparing the confusion matrices of the two methods in Figure 4, the method of Lim et al. (2018) may not apply to worker workload estimation. According to their confusion matrix, we can find that the low MWL was assessed at 99.54%, which means that almost all low load situations were successfully identified. However, the estimation accuracy for moderate MWL dropped to 46.15%, and only 31.07% of the samples with high MWL were correctly estimated, with an accuracy rate even lower than the random results (33.33%). More notably, 37.57% of the medium workload samples and 38.40% of the high MWL samples were misclassified as low MWL. In many occupational fields, underestimating workers' workload by managers can lead to their scheduling of excessive workloads, leading to workers being overloaded, making the chances of unsafe behavior much higher. In our assessment results, just 5.25% of the moderately loaded and 19.78% of the high loaded sample were incorrectly underestimated as low workloads. Compared to Lim et al. (2018), the likelihood of underestimation was 7 times and 2 times lower, respectively.

To verify the effectiveness of our model, ablation experiments are performed on the STEW database. There are two kinds of ablation experiments: (1) Ablation experiments on the effectiveness of designed automated preprocessing method (2) Ablation experiments on the effectiveness of Bi-LSTM. As Figure 5 shows, estimation accuracy significantly decreased when the data pre-processing process or LSTM layer was removed, not only in subject-dependent experiments but also in subject-independent experiments.


[image: Figure 5]
FIGURE 5. Ablation studies.


However, there were some limitations to this study. First, this study used the multi-channel EEG to build the EEG-TNet model. However, collecting multi-channel EEG needs gel-based EEG caps or clumsy dry electrode EEG caps, which is too troublesome to fill the practical usage. Additionally, the increase in the number of channels also brings a significant increase in computational complexity. Furthermore, although the estimation accuracy for high MWL is much larger than the previous study, it is still not enough for application scenarios. Finally, the STEW database only contains 48 students' EEG data under different levels of MWL, which were not selected to be representative. It is important to analyze the EEG signals of different occupational groups, ages, and work experiences.




6. CONCLUSION

This study proposed an end-to-end BCI framework named EEG-TNet for the estimation of worker MWL using EEG signals and conducted different types of experiments to assess the effectiveness of the EEG-TNet framework. In the subject-dependent experiments, the estimation accuracy of dual-task estimation (No task vs. TASK) and that of triple-task estimation (Lo vs. Mi vs. Hi) reach 99.82 and 99.21% respectively. Compared with the state-of-the-art methods proposed in previous studies, the accuracy is improved by 8.67 and 9.77%, respectively. Although there is a substantial decrease in estimation accuracy in subject-independent experiments, the accuracy of different tasks still reaches 82.78 and 66.83% respectively. Especially, in the subject-independent experiments, compared to previous study, the likelihood of underestimation was 7 times and 2 times lower respectively, which means that our proposed EEG-TNet model can fill the requirement of real-time application. In the future, we will extend the research by designing new network structures such as graph neural networks (GNN) to improve the estimation accuracy of high MWL and designing a closed-loop system that includes real-time estimation and feedback systems. Additionally, building a new database that includes more occupational groups will also be our future direction.
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Safety is the most important concern in the construction industry, and construction workers’ attention allocation is closely associated with their hazard recognition and safety behaviors. The recent emergence of eye-tracking techniques allows researchers in construction safety to further investigate construction workers’ visual attention allocation during hazard recognition. The existing eye-tracking studies in construction safety need to be comprehensively understood, to provide practical suggestions for future research and on-site safety management. This study aims to summarize previous studies on the application of eye-tracking techniques to the construction safety context through a systematic literature review. The literature search and study selection process included 22 eligible studies. Content analysis was then carried out from participant selection, device selection, task design, area of interest determination, feature extraction, data analysis, and main findings. Major limitations of the existing studies are identified, and recommendations for future research in theoretical development, experiment improvement, and data analysis method advancement are proposed to address these limitations. Even though the application of eye-tracking techniques in construction safety research is still in its early stage, it is worth future continuous attention because relevant discoveries would be of great significance to hazard control and safety management in the construction industry.
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INTRODUCTION

The construction industry is considered one of the most hazardous industries because of its complex and dynamic workplaces. The International Labor Organization (ILO) estimated that at least 60,000 people lose their lives in construction safety accidents each year, equating to one fatality every 10 min. In industrialized countries, the construction industry accounts for as many as 25–40% of workplace fatalities despite the sector employing only 6–10% of the workplace (International Labour Organization, 2005). Construction workers suffered a 3–4 times higher workplace fatality rate than workers in other sectors (International Labour Organization, 2015). In Hong Kong, of the 25 fatal workplace fatalities in 2014, 20 accidents (accounting for 80%) occurred in the construction industry (Hong Kong OSHC, 2015). According to Safe Work Australia (SWA), the construction industry recorded 12% of workplace fatalities in Australia (Safe Work Australia, 2015). The annual workplace fatalities in the construction industry accounted for about 21% of all workplace fatalities in 2020, according to the United States Bureau of Labor Statistics (BLS) (U.S. Bureau Of Labor Statistics, 2020). In the mainland, China, there are 734 cases of safety accidents occurred in the construction industry occurred in 2021, with 840 workers lost their lives. Therefore, construction safety has become a global concern. Enhancing hazard control and safety management has been a top priority in the construction industry worldwide.

Safety management has attracted wide attention from scholars worldwide. Heinrich (1941) indicated that hazardous working conditions in the workplace and unsafe behaviors are two direct causes of safety accidents in the construction industry. Therefore, successfully identifying these environmental conditions and unsafe behaviors, i.e., hazard recognition, is the foundation of improving construction safety (Haslam et al., 2005). Unfortunately, about 57% of hazards in construction sites remain unrecognized (Perlman et al., 2014). Some studies applied survey-based methods including site surveys, questionaries, and expert interviews, to investigate hazard recognition and related factors (Gürcanlı et al., 2015; Pandit et al., 2019; Ma et al., 2021). However, these methods are likely to cause subjective bias and memory bias. To overcome shortcomings of pure survey-based studies, some studies combined some simple hazard-recognition tasks in experiments (Perlman et al., 2014; Albert et al., 2020; Han et al., 2021; Wolf et al., 2022). Participants are asked to identify potential hazards based on photos or immersive virtual environments of construction sites. These studies provide an objective tool to assess the construction workers’ hazard recognition performance. However, in-time hazard recognition and responses form a complicated and multifaceted cognitive process. These studies failed to understand the mechanism of construction workers’ hazard recognition from the cognitive level.

Neuromanagement in engineering, which integrates research approaches in neuroscience into engineering management (Yu et al., 2022), provide a powerful and advanced tool for human cognition and behavior research besides hazard recognition of construction workers. Emerging neuroscience techniques including eye-tracking, electroencephalogram (EEG) (Cheng et al., 2022; Saedi et al., 2022), functional near-infrared spectroscopy (fNIRS) (Zhou et al., 2021). EEG is a diagnostic imaging technique used to obtain information about brain activities by detecting the voltage variations induced by neurons on the scalp cortical surface (Jeon and Cai, 2021; Ke et al., 2021; Peng et al., 2022). fNIRS is an optical brain monitoring technique which uses near-infrared spectroscopy to estimate cortical hemodynamic activity which occur in response to neural activities (Sun and Liao, 2019; Liao et al., 2021). These two methods can both capture rich cognitive information in brain activities (Fan et al., 2021). Therefore, they have been applied to explore the cognitive process of construction workers during hazard recognition. Although EEG and fNIRS provide researchers deep insight into construction workers’ cognitive process, they cannot capture visual attention, which is essential for hazard recognition of construction workers (Zhang et al., 2019). Eye-tracking is a technique for monitoring the point of fixation (where one is looking) or the motion of an eye in relation to the head (Klaib et al., 2021). It enables to capture the individual visual attention (Günther et al., 2021) and has been widely used in research in the fields of marketing (Rusnak, 2021; Guo et al., 2022), transportation (Topolšek et al., 2016; Ahlström et al., 2021), medicine (Tien et al., 2014), criminalistics (Gehrer et al., 2021), professional education (Salehi et al., 2018), advertisements (Yen and Chiang, 2021), etc. In the construction industry, eye-tracking also allows researchers and safety managers to deeply understand the process and mechanism of construction workers’ hazard recognition and responses by observing and analyzing their visual patterns under different circumstances, and then take positive measures to improve construction safety management (Hasanzadeh et al., 2019; Chong et al., 2021). Therefore, eye-tracking has emerged as one of the most rapid-developing technologies in construction safety studies.

Despite the potential of applying eye-tracking techniques in construction safety management, the body of knowledge lacks a systematic review in this field. With an increasing number of studies on this subject, such a systematic review enables organizing their research topics, methodologies, and findings. It also aids in identifying the research gaps and thus develops an actionable reference to pathways for future research. In addition, the examination of the scholarly works sheds light on the researchers and professionals engaged in the implementation of eye-tracking in construction safety, paving the way for future cooperation to share knowledge and extend the application of eye-tracking techniques in construction safety management. Therefore, the present review summarized existing studies on the application of eye-tracking techniques to the construction safety context. By conducting a comprehensive search and evaluation of involved studies, we aimed to provide recommendations for future research and safety management practices in the construction industry.



RESEARCH METHODOLOGY

The systematic review refers to a type of review that applies repeatable analytical methods to collect secondary data from existing literature and analyze it. These reviews are usually conducted to offer an exhaustive summary of current evidence related to a research question (Armstrong et al., 2011). In this study, a systematic review enables comprehensively evaluating the existing eye-tracking studies of construction safety. Therefore, it is adopted. The research methodology is developed based on the earlier guidance on the conduct of systematic reviews articulated by de Araújo et al. (2017). As shown in Figure 1, the methodology of the review comprises three steps: literature search, study selection, and content analysis.
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FIGURE 1. Overview of review methodology.



Literature Search

An exhaustive search of published literature was conducted according to the titles, abstracts, and keywords in two of the most reputable academic databases, Web of Science Core Collection (WoS), and Scopus. These two databases are among the largest online academic sources that cover more journals and recent publications, and all covered journals are reviewed for sufficiently high quality each year. Because the present review focused on eye-tracking and its application in construction safety, the search scope considered two aspects: construction safety and eye-tracking. In addition, this review only considered research papers published in peer-reviewed journals written in English. The review papers, book chapters, conference papers, and papers in other languages were excluded. No time limitations have been set during the literature search. Therefore, the retrieval codes for WoS and Scopus were “(((TS = (construction safety)) AND TS = (eye tracking)) AND DT = (Article)) AND LA = (English)” and “(TITLE-ABS-KEY (construction AND safety) AND TITLE-ABS-KEY (eye tracking)) AND (LIMIT-TO (DOCTYPE, “ar”)) AND (LIMIT-TO (LANGUAGE, “English”)) AND (LIMIT-TO (SRCTYPE, “j”)),” respectively. As a result, 28 and 23 articles were retrieved from WoS and Scopus. All identified literature from two databases was imported into Endnote software to eliminate duplicates, resulting in 32 articles.



Study Selection

This review was scoped on the application of eye-tracking in construction safety. Even though the appreciate structural retrieval codes have been used, original results still included some literature that matches the retrieval codes but is not closely related to the topic. A two-round screening process was used to further select papers for inclusion. The first round excluded irrelevant papers based on their titles, abstracts, and keywords. The remaining papers were then subjected to a full-text examination in the second round to determine their viability. Some papers cited by the papers in the second round may fit into the present review’s interest but were not found in the original database search. These papers would also be added for full-text examination.

Of the 32 articles identified in the initial literature search, nine irrelevant papers were excluded in the first round of screening because seven papers were not related to construction safety, and two papers did not use an eye-tracking system. Through the second round of screening, we found a paper that used an eye-tracking sensor in its experiment but did not analyze the eye-tracking data (Kim et al., 2021b). Therefore, this paper was also excluded. No references from the biographies were added through snowball search. The screening process finally retained 22 papers for the content analysis.



Content Analysis

Study characteristics, such as publication information, participants, device, experimental tasks, eye-tracking indicators, data analysis methods, and main findings of identified studies, were summarized to provide basic details of the included papers. Hazard recognition is the foundation to ensure construction safety. Therefore, one major issue in the present review was to find out how hazard recognition performance can be evaluated with eye-tracking data. Another important concern of the present review was the changes in eye-tracking indicators and hazard recognition performances in relation to the work environment, worker personalities, and other factors. A summary of findings related to the second issue can provide valuable information for construction safety management practice. The limitations of current studies were also summarized to provide recommendations for future studies.




RESULTS


Descriptive Analysis

A total of 22 papers about the application of eye-tracking in construction safety are identified through literature search and further study selection. Further information regarding the features of the included studies can be found in Table 1. The number in brackets in the participant row means valid samples. As for their annual distribution, it can be found that the first related paper was published in 2016, and after that, the annual number of eye-tracking studies of construction safety increased generally. In 2021, the annual publication number reached seven. This suggests that applying eye-tracking in construction safety management is an emerging topic that attracts attention from researchers. In addition, almost all the papers are published in civil engineering journals such as Journal of Construction Engineering and Management (seven papers, accounting for 32%), Automation in Construction (two papers, accounting for 9%), KSCE Journal of Civil Engineering (one paper, accounting for 4%), and Journal of Management in Engineering (one paper, accounting for 4%). There are also some papers published in journals in computer science, operational research and management science, and public, environmental, and occupational health. This indicated that the application of eye-tracking in construction safety management is cross-disciplinary research.



Participant Selection

Sufficient and representative participants are essential to get high-quality eye-tracking data. A sufficiently large participant size reduces the accident errors caused by individual variations of participants and strengthens the dependability of conclusions. The valid participant size in eye-tracking studies of construction safety ranges from 6 to 55, with an average value of 31 and a median value of 30. Since eye-tracking studies are experimental research, the participant size is challenging to be as large as survey-based research. Previous studies suggested that 30 is an ideal participant size in eye-tracking studies (Pernice and Nielsen, 2009), proving that participant sizes in most reviewed studies are rational. It should be noted that eight studies (accounting for 36%) excluded some participants, and the average rejection rate is about 22%. Invalid participants are rejected for a variety of reasons such as unacceptable levels of calibration on the eye tracker (Hasanzadeh et al., 2017a, b, 2018; Hasanzadeh et al., 2019), univariate outliers (Hasanzadeh et al., 2017a), interruptions during eye-tracking experiments (Hasanzadeh et al., 2017a), abnormal or incorrectible-to-normal vision (Park et al., 2022), failures in pre-experiments (Liao et al., 2019; Sun et al., 2020), and uncooperative participants (Cheng et al., 2021; Park et al., 2022). This indicates that to ensure the sufficient experiment size of participants, the researchers should recruit more participants as appropriate. In addition, pre-experiment is effective in preventing invalid participants’ influence on the results.

Of the 22 eye-tracking studies of construction safety, only 11 studies (accounting for 50%) selected construction workers as all participants, and others partially or totally selected students instead. Hazards recognition and safety behaviors of construction workers are significantly affected by human factors like age, work experience, personality, etc. (Siu et al., 2003; Dzeng et al., 2016; Liang et al., 2022). Selecting students as participants instead of construction workers help to control irrelevant variables during experiments. For example, Han et al. (2020) investigated how site conditions affect construction workers’ hazard recognition performance. Personal characteristics like experience should be consistent among participants rather than acting as an additional independent variable. Therefore, they recruited students with similar backgrounds for the hazard recognition experiment. In addition, Dzeng et al. (2016) found that it is more difficult to recruit construction worker participants than student participants. However, it should be noted that construction workers have apparent differences in group characteristics with students. Therefore, whether the findings and conclusions drawn by students suit construction workers needs more evaluation.


TABLE 1. Summary information of existing eye-tracking studies in construction safety.
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Device Selection

Various eye trackers have been applied in construction safety studies to measure the visual attention allocation of construction workers. The sampling rate (in Hz), the number of eye images acquired in a second (Leube et al., 2017), is one of the most critical performance parameters of eye trackers (Špakov et al., 2019). A high sampling rate enables the eye trackers to identify and monitor microsaccades, post-saccadic oscillations, and other micro details of eye movement behaviors. However, higher sampling rates often require better eye-tracking sensors and more infrared light sources, increasing experimental cost, and generating more data to be processed (Wierts et al., 2008). Therefore, the researchers should select the sampling rate of the eye trackers according to the specific needs of the study. In eye-tracking studies in construction safety, the sampling rates of selected eye trackers range from 30 to 500 Hz, and most studies selected sampling rates of 50 and 100 Hz. Most of these studies used fixation time and fixation count as the fixation indicators. Eye trackers with a minimum sampling rate of 50 Hz can properly detect the participants’ fixation behavior. Devices used in most eye-tracking studies of construction safety meet the requirements. However, it should also be noted that the low sampling rate tends to create additional variations in the data.

Eye-trackers used in construction safety studies can be categorized into desktop devices and wearable devices. With desktop devices, participants do not need to wear any instrument on the head to capture eye movement data. Participants are asked to sit in front of a monitor and interact with screen-based content. These desktop devices are widely applied in construction safety studies with screen-based stimulus material like images and videos in a laboratory setting (Hasanzadeh et al., 2017a; Jeelani et al., 2017a). These devices facilities to develop AOI compared with wearable devices, which is beneficial to control variables. However, the desktop devices greatly limit the participants’ mobilities, failing to measure construction workers’ eye movements during daily construction activities on an actual construction site (Chong et al., 2021). Wearable devices can address these limitations. Eye-tracking sensors are installed on the glasses and allow participants to walk freely while recording the eye movement data, meeting the requirements of on-site experiments (Cheng et al., 2021; Liao et al., 2021). Some wearable eye trackers can also be integrated with Virtual Reality (VR) headsets and measure eye movement in immersive virtual environments (Kim et al., 2021b; Noghabaei et al., 2021). Because researchers usually cannot expose participants to actual hazards to protect their safety, the ability to integrate with VR significantly extends the application of eye-tracking in construction safety studies (Kim et al., 2021a). However, excessive movements of participants during construction activities tend to cause shifts of glasses and affect the data quality during eye movement data measurement.



Experiment Task Design

Experiment tasks in eye-tracking studies of construction safety are almost hazard recognition-related ones, in which participants are asked to identify potential hazards from given stimulus material or surrounding environments. Those hazards cover the most common ones at construction sites, such as fall hazards, struck-by hazards, housekeeping hazards, ladder-related hazards, and electrical hazards. Some studies focus on a specific hazard (Li et al., 2019; Kim et al., 2021b), while more studies included multiple hazards (Dzeng et al., 2016; Hasanzadeh et al., 2017b; Han et al., 2020). However, construction workers cannot totally devote themselves to hazard recognition during actual construction activities because their daily work also requires much attention and effort (Chen et al., 2016). To better fit the actual situation in engineering practice, some studies tried to test participants’ hazard recognition performance during simple construction tasks such as walking along a path at a construction site (Hasanzadeh et al., 2018), operating an excavator (Li et al., 2019), and cleaning the road (Kim et al., 2021b). Stimulus materials are the key to experiment design in eye-tracking studies. Various stimulus materials have been adopted in eye-tracking studies of construction safety. Images are the most widely used stimulus materials, which are relatively easy to obtain and carry out experiments under laboratory conditions (Cheng et al., 2021; Liu et al., 2021; Park et al., 2022). However, hazard recognition in images is different from construction workers’ daily work, and therefore hazard recognition performance in images may not be the same as in actual construction sites. In addition, when selecting images, the researchers should pay attention to the irrelevant variables introduced by image factors such as clarity, resolution, and brightness (Han et al., 2020). Some studies directly asked participants to identify potential hazards in actual construction sites (Chong et al., 2021; Liao et al., 2021). This can address the inconsistency between images and actual construction site environments. Selecting construction site environments as stimulus materials enables to test construction workers’ hazard recognition performance during their daily work. However, this will expose construction workers to actual hazards (Hasanzadeh et al., 2018; Jeelani et al., 2018). Experiments at construction sites must ensure the safety of participants. With the development of computer technologies, wearable eye trackers integrated with VR headsets can measure eye movement in immersive virtual environments (Kim et al., 2021b). Therefore, some studies tried conducted experiments in immersive virtual environments, in which participants can realistically and safely perceive and interact with involved objects (Noghabaei et al., 2021). However, the development of realistic VR scenarios, including various hazards, becomes another challenge.



Area of Interest Determination

The first step in eye movement feature extraction and data analysis is to define the area of interest (AOI). AOIs, defined by the research team, represent items, and locations of interest inside a scene. Many eye-tracking indicators are calculated based on AOIs, and the robustness of AOI-based indicators is vulnerable to the AOI definitions’ accuracy (Bonikowski et al., 2021). In eye-tracking studies of construction safety, AOIs are usually various hazards included in the stimulus materials (Han et al., 2020; Comu et al., 2021). Determination of AOIs usually needs experienced specialists in the subject matter to examine a scene and identify which regions reflect potential hazards to which participants should allocate attention, to maintain situational awareness throughout the scenario (Jeelani et al., 2019; Cheng et al., 2021; Park et al., 2022). It is not difficult to define AOIs when using images as stimulus materials in a controlled laboratory setting since elements in image stimulus materials are static. Nevertheless, AOIs definition will become challenging in an actual construction site or an immersive virtual environment because certain environmental cues such as moving construction machines and workers are dynamic. Even if the stimulus is static, it may be seen differently from different angles by different participants (Cheng et al., 2021). To address these problems, Hasanzadeh et al. (2018) indicated that in eye-tracking studies of construction safety with dynamic stimulus materials such as actual construction sites and immersive virtual environments, AOIs should be defined according to multiple snapshots of participants’ eye movements captured by eye trackers. Selected scenarios should cover all path perspectives seen by most participants and include potential hazards. Most studies just labeled AOIs on the basis of subjective judgements of experts, thus eroding the indicators’ reliability and validity. Data-driven AOI definition methods like fixation clustering help to overcome the lack of subjectivity in conventional AOI pre-definition methods. For example, Xu et al. (2019) developed data-driven AOIs using the output fixation data of Tobii Pro Lab. Specifically speaking, the mean shift approach was applied to cluster all the participants’ fixations for each hazard scenario for each hazard scene. When using this method, the distant threshold in the algorithm should be adjusted to confine the number of clusters. The final number of AOIs within each hazard scenario should be determined based on the principle that the AOIs had clear boundaries and practical meanings. Even so, the data-driven AOIs may be influenced by factors like participants’ cryptic recognition ability and time-varying attention, resulting in the accumulation of potentially unpredictable errors, casting doubt on the blurring of AOI boundaries and the robustness of associated indicators.



Feature Extraction

Feature extraction is critical to eye-tracking studies of construction safety since appropriate indicators help to decode eye movement information, thus enabling researchers to explore the attention allocation of construction workers during hazard recognition. The eye-tracking indicators in the reviewed studies can be classified into three categories: fixation-derived indicators, saccade-derived indicators, and other indicators. Fixation-derived indicators are the most widely used indicators in eye-tracking studies of construction safety, including fixation time, fixation time ratio, search duration, time to the first fixation, fixation count, fixation count ratio, run count, mean fixation duration, visual attentions index, fixation special density, the accuracy rate of the first fixation, fixation sequence, and intersection coefficient. The major saccade-derived indicator in construction safety research is saccade velocity. Other used eye-tracking indicators include pupil diameter, blink count, and duration. Those major indicators will be discussed as follows.


(1) Fixation time and fixation time ratio

Fixation refers to a relatively stationary eye position with a relatively short minimum duration (usually 100–200 ms) (Larsson et al., 2015). Longer fixations indicate a function of participants’ processing objectives. Fixation-derived indicators have been widely used in eye-tracking studies of construction safety to assess the depth of cognitive processing and attention allocation.

Fixation time (FT), also known as dwell time (Hasanzadeh et al., 2018) or fixation duration (Sun et al., 2020), is defined as the total amount of time spent fixating on a particular location, stimulus, or object during a visual search activity (Jeelani et al., 2019). The fixation time for each AOI can thus be calculated as the sum of time of each participant fixating on that AOI, as shown in Equation (1).
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in which FTj is the fixation time for the jth AOI, E(fij) and S(fij) are the end time and start time for ith fixation on the jth AOI (Jeelani et al., 2018). The fixation time highlights the speed of information processing and decision-making (Sun et al., 2020). It indicates the concentration level for an AOI and the difficulty degree of tasks (Comu et al., 2021). Therefore, a long fixation time demonstrates that the participant is either attracted to a hazard or confronted by an obstruction in a certain area. This may cause an unclear relationship between participants’ hazard recognition performance and fixation time because researchers cannot ensure whether participants are focusing on a hazard or coming across difficulties during search tasks (Sun and Liao, 2019). For example, Hasanzadeh et al. (2016) reported that decreasing fixation time means higher levels of situation awareness and better hazard recognition performance. However, Jeelani et al. (2019) indicated that participants with better recognition performance spent more time on each hazard. Liao et al. (2019) believed that there is no clear correlation between hazard recognition accuracy and fixation time. Conclusions from these studies are different and even conflicting.

Fixation time ratio (FTR), also referring to dwell percentage, fixation time percentage, and the ratio of on-target, is the percentage of attention allocated to the AOIs rather than to the background (Isaacowitz et al., 2006). It can be calculated by the ratio of the sum of fixation times on AOIs to the total durations of all fixations within the scenario (Area of Glance, AOG). It indicates the amount of visual attention devoted to the hazards relative to the total attention devoted to the scenario in eye-tracking studies of construction safety as shown in Equation (2) (Jeelani et al., 2019).
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where E and S represent the end and start time for the fixation on the ith AOI or the jth AOG. The higher fixation time ratio means the participant allocates more attention to potential hazards instead of other distracting items, which represents better hazard recognition performance (Liao et al., 2019). Hasanzadeh et al. (2017a) proposed different views. They believed construction workers with high hazard recognition performance should allocate their attention throughout the entire scenario to maintain high situational awareness in a dynamic construction workplace. Therefore, they think that a lower fixation time ratio is associated with better hazard recognition performance.



(2) Search duration

Search duration is defined as the amount of time a participant spends scanning the workplace to identify potential hazards (Maltz and Shinar, 1999). It represents the attention resource paid by the participants in a scenario (Jeelani et al., 2018). Construction workplaces are usually complicated and involve several hazards. Construction workers are expected to identify all hazards. Still, previous studies have indicated that many workers prematurely end their visual search process after recognizing a few typical hazards, such as trips, falls, and trapped in or between objects, even though some additional hazards may remain unrecognized (Jeelani et al., 2017b; Namian et al., 2018). A longer search duration usually means more effort spent on hazard recognition. Jeelani et al. (2019) reported that construction workers who recognized more hazards spent more time scanning and evaluating the workplace. In other words, a longer search duration usually reflects better hazard recognition performance. Han et al. (2020) used search duration to measure cognitive load for hazard recognition of construction workers. Higher search duration indicates a more complicated scenario for participants, in which they have to spend more attention resources with a higher cognitive load.



(3) Time to first fixation

Time to first fixation is another important time-related indicator in eye-tracking studies of construction safety to describe workers’ hazard recognition performance (Sun and Liao, 2019). It refers to the amount of time that passes following the scenario’s first appearance until the participant first fixates on an AOI. It describes how quickly the AOI is fixated. It can be used to reveal which hazards captured workers’ attention more quickly than others (Hasanzadeh et al., 2017b,2018). Comu et al. (2021) compared two types of construction safety training methods. In their studies, time to first fixation is applied to assess the adaptation of the participants to the training contents.



(4) Fixation count and fixation count ratio

Fixation count is defined as the number of fixations. It is indicative of the importance of the noticeability of areas or objects (Jeelani et al., 2018). A larger fixation count is believed to be associated with superior hazard recognition performance (Hasanzadeh et al., 2017a; Jeelani et al., 2019). More fixation counts also mean participants spend more attention resources during hazard recognition with a higher cognitive load (Han et al., 2020).

Fixation count ratio (FCR) is calculated as the ratio between the number of fixations on a particular object or area and the total number of fixations. In other words, fixation count ratio describes the relative number of fixations within and outside the AOIs as shown in Equation (3) (Jeelani et al., 2019):
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The fixation ratio is found to be predictive of hazard recognition performance (Jeelani et al., 2018). They concluded that construction workers who selectively focus on hazardous areas over other nonhazardous areas demonstrate superior hazard recognition performance. Liu et al. (2021) also indicated that a higher fixation count ratio is usually corresponding to lower distraction and improved search strategy in hazard recognition tasks. However, similar to the fixation time ratio, a high fixation ratio may mean that construction workers have low situation awareness and cannot respond to dynamic changes at construction sites in time (Hasanzadeh et al., 2017a).



(5) Run count

Different from fixation count, the run count refers to the number of times a participant’s attention is drawn back to an AOI (Hasanzadeh et al., 2019). Construction workers who have higher run counts return their attention to hazards more frequently (Hasanzadeh et al., 2017b), reflecting better situation awareness and hazard recognition performance (Hasanzadeh et al., 2018). Hasanzadeh et al. (2017a) indicate that this indicator represents the extent to which workers perceived the AOI to be hazardous.



(6) Mean fixation duration

Mean fixation duration (MFD), also known as average fixation duration (Liao et al., 2019), refers to the average fixation time of each fixation during a visual search task (Jeelani et al., 2019). It can be calculated by the fixation time divided by the fixation count, as shown in Equation (4) (Jeelani et al., 2018; Noghabaei et al., 2021):
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During a visual search task, a longer mean fixation duration is related to increased levels of attention, visual processing, and cognitive efforts (Jeelani et al., 2019). Jeelani et al. (2018) reported that the longer mean fixation duration represents confusion and difficulty in obtaining information, which could be one of the reasons for low hazard recognition accuracy. However, Jeelani et al. (2019) did not support that the mean fixation duration is predictive of hazard recognition performance of construction workers.



(7) Visual attention index

The visual attention index (VAI) quantifies the amount of time spent collecting information from the scene in comparison to the amount of time spent in saccades. It can be calculated by the ratio of fixation time to search duration as shown in Equation (5):
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Because saccades contain little valuable information, a larger visual attention index suggests that the participant spent less time searching and more time processing and comprehending targets (Jeelani et al., 2018).



(8) Fixation special density

The construction site usually includes many hazards that are distributed across different locations in the entire workplace. Therefore, the participants are required to scan multiple locations within the workplace to efficiently identify as many hazards as possible. Selective attention to a limited number of locations during hazard recognition may cause poor performance. Fixation special density (FSD) can describe the distribution of attention across the given scenario (Sharafi et al., 2015). Jeelani et al. (2019) proposed a calculation method of fixation special density in eye-tracking studies of construction safety. The work area is divided into subareas using a grid system. The fixation special density can be then calculated by the ratio of the number of cells that received at least one fixation and the total number of cells in the entire work area, as shown in Equation (6):
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(9) Accuracy rate of first fixation

The given scenarios of construction sites usually contain both hazards and other background information. Sometimes construction workers cannot pay their attention to hazards firstly. Instead, they are attracted by background information. Accuracy rate of first fixation is defined as the proportion of participants that successfully placed their first fixation in the AOI (i.e., hazards). This indicator describes the distinctness of a hazard or a search target (Han et al., 2020). A larger proportion of participants with their first fixation on the hazard indicates that the hazard can be recognized precisely. Additionally, it indicates that the hazard is more obvious for participants to detect, implying that participants spend fewer attention resources and are under a lower cognitive workload. It is also associated with better hazard recognition performance of construction workers.



(10) Fixation sequence

To better describe the visual search pattern and strategy of construction workers, it is necessary to investigate the sequence of where the workers focus on. Fixation sequence is a string that indicates the locations of the fixations generated by a participant in chronological order during the visual search task. Each fixation in the sequence is labeled with the posterior AOI with which it falls. Successful hazard recognition usually follows similar visual search strategies (Xu et al., 2019), and the fixation sequence describes the visual search strategy of construction workers during hazard recognition (Dzeng et al., 2016). There are two forms of fixation sequences to suit different research objectives (West et al., 2006). The extended sequence depicts each fixation point as a letter to construct a string, whereas the collapsed sequence substitutes successive strings made of the same letters with a single letter. For example, the extended sequence “AAABB” can be collapsed to “AB.” The extended sequence shows the full visual search process, while the collapsed sequence emphasizes transitions between AOIs (Liu et al., 2021).



(11) Intersection coefficient

Intersection coefficient in the search track is defined as the level of intersection measured by different scan paths crossing each other during the search process (Han et al., 2020). It quantifies the detection complexity in a given scenario. A larger intersection coefficient indicates that the hazards are more complicated or varied. As a result, it becomes more difficult for participants to recognize hazards appropriately. They have to pay more attention resources with a greater cognitive workload.



(12) Saccade velocity

Fixations and saccades are two different typical behaviors of eye movements. Saccades, defined as rapid eye movements from one spot to another, vary in duration but typically last for 25–150 ms, depending on the saccade amplitude (Hasanzadeh et al., 2017b). Most of the eye-tracking studies of construction safety remove saccades in eye movement analysis because they think saccades include little valuable cognitive information. However, some studies believe that saccades are necessary for bringing areas outside the focal area into focus or attention, and therefore are critical for visual world navigation. Saccade velocity, usually measured as the average number of pixels traversed by the eyes per unit time during a visual search task, is the most widely used saccade-derived indicator in eye-tracking studies of construction safety (Jeelani et al., 2019). During a visual search activity, a rapid saccade velocity is associated with low levels of arousal and engagement. Additionally, it is related to fatigue and lethargy (Noghabaei et al., 2021).



(13) Pupil diameter

Besides fixation-derived indicators and saccade-derived indicators, pupil diameter is another important indicator in eye-tracking studies of construction safety. Changes in pupil diameter indicate emotional arousal and alertness induced by visual detection of sensory stimuli, and pupil diameter rises as a participant processes emotionally engaging stimulus. Kim et al. (2021b) concluded that pupil dilation reflects the increase in cognitive processing information or cognitive load. Liao et al. (2021) also found that hazards can induce pupillary activation of participants. In addition, Li et al. (2019) found that pupil diameter can also be used for assessing mental fatigue. When participants experience mental fatigue, their pupil sizes decrease. They also calculated the percent change in pupil diameter and indicated that participants’ pupil diameter reduction is relatively stable when experiencing mental fatigue.



(14) Blink count and duration

Blink count (the number of times eyes blink in the visual search task) and duration (the time of each blink) are also applied in eye-tracking studies of construction safety. Li et al. (2019) found blink behaviors are related to participants’ mental fatigue. Specifically, increased mental fatigue induces an increase in blink count and duration of participants. In other words, blink count and duration may be used to determine whether construction workers are entering the phase of severe mental fatigue.




Data Analysis Methods

Eye movement data contains rich cognitive information of construction workers, closely related to their safety behaviors. Various data analysis methods have been widely adopted to encode secrets behind eye movement data. Parametric tests such as t-test, analysis of variance, are used to compare whether there are significant differences between experimental and control groups (Sun and Liao, 2019). Specifically, using these parametric test methods, researchers examined whether significant differences exist in the eye movement data and hazard recognition performance of construction workers under different conditions, which helps identify the key eye movement indicators or influence factors in construction safety management (Li et al., 2019). For example, Liu et al. (2021) used a t-test to assess the differences in hazard recognition performance between the construction workers with and without semantic cues. Comu et al. (2021) used analysis of variance to investigate the interaction between construction worker group type and safety training methods. However, these parametric tests usually have strict testing criteria for the sample data, such as normal distribution, a random sample from a population, and quality of variances. The experimental eye movement data are usually small samples and cannot satisfy these criteria (Anderson, 2001). Non-parametric tests can deal with data that do not meet the assumption of normal distribution (Park et al., 2022). For example, Kim et al. (2021b) used the Mann-Whitney U test to assess the significant differences in pupil diameter changes between two kinds of behavioral responses. Furthermore, the random permutation test, using the actual data instead of ranking it in other non-parametric tests, is considered an alternative technique to address these problems (Hasanzadeh et al., 2018). Its basic idea is to construct a reference distribution by recalculating data statistics through resampling (Berger, 2000). In other words, the permutation tests calculate the probability of reaching a value equal to or greater than the observed value of a test statistic after randomly shuffling data several times (Ernst, 2004). This method can offer higher power despite the non- and mixed-normality of the distributions across groups and the limited sample size (Hasanzadeh et al., 2017b). Additionally, it aids in getting more robust results when outliers and missing data are present. Thus, the permutation test technique has been adopted in many eye-tracking studies of construction safety (Hasanzadeh et al., 2019; Liao et al., 2021). Analysis of variance does not consider the relationships between variables, either (Hasanzadeh et al., 2017a). Discriminant analysis can address this limitation since the analysis is carried out on the basis of the variable interactions. The derived function can also be used to predict the hazard recognition performance of construction workers based on eye movement data (Sun and Liao, 2019). Correlation analysis is another widely used multivariate statistical analysis method in data analysis in eye-tracking studies of construction safety. Correlation analysis is often used to investigate correlations between variables, such as correlations between eye-tracking indicators and hazard recognition performance (Li et al., 2019), neural activity (Liao et al., 2021), and worker personalities (Hasanzadeh et al., 2019).

Investigating the relationship between eye-tracking indicators and hazard recognition performance of construction workers is a typical pattern recognition task, aiming at mining the rich cognitive information contained in eye movement data. The hazard recognition performance prediction based on eye movement data can be regarded as supervised learning tasks, in which various machine learning models can be applied to develop accurate classifiers. Regression analysis is the simplest and most widely used machine learning model in eye-tracking studies of construction safety to predict hazard recognition performance of construction workers based on eye movement (Jeelani et al., 2017a; Jeelani et al., 2019; Liao et al., 2019). In addition, eye movement data can also be used to develop various other machine learning-based classifiers. For example, Noghabaei et al. (2021) combined EEG data and eye movement data and developed two different machine learning classifiers, the k-nearest neighbor model and support vector machine model, to predict the hazard recognition performance of construction workers. They indicate that the support vector machine model can reach an accuracy of around 93% and has better performance. Kim et al. (2021b) developed a support vector machine model for inattentiveness to struck-by hazards of construction workers based on ECG and eye-tracking indicators.

In addition to traditional statistical methods and machine learning models, it can be seen that qualitative comparative analysis (QCA) is also used in eye-tracking studies of construction safety. This method combines the advantages of qualitative and quantitative research methods to allow systematic comparison of a limited number of samples (Chong et al., 2021), which is highly applicable in revealing the influence of complex relationships among multiple antecedents on the results. This method can identify the common visual patterns of successful hazard recognition (Cheng et al., 2021).



Main Findings

Eye-tracking techniques provide a powerful tool to explore visual attention allocation of construction workers during hazard recognition (Jeelani et al., 2017a). Previous studies proved that construction workers’ hazard recognition performance is closely related to both workplace conditions (Liao et al., 2019) and construction workers’ personal attributes. As for workplace conditions, brightness, distinctiveness, and tidiness of construction sites all affect the hazard recognition performance of workers (Han et al., 2020). More distinct hazards and a tidy site reduce construction workers’ cognitive loads and improve their performance in hazard recognition, while site brightness has positive and negative effects. Construction workers’ personal attributes, such as work experience (Dzeng et al., 2016; Comu et al., 2021), personalities (Hasanzadeh et al., 2019), fatigue level (Li et al., 2019), safety knowledge (Park et al., 2022), etc., also significant affect their hazard recognition performance. In addition, it is found that successful hazard recognitions have similar visual search patterns (Xu et al., 2019). For example, electricity-related hazards should be recognized based on object identification, while struck-by hazards should be identified based on the objects and their pivot points or probable movement trajectories (Chong et al., 2021). Navigated visual pattern help to improve hazards recognition effectiveness (Liu et al., 2021). Main findings from previous studies provide valuable references for construction safety training and on-site management.




DISCUSSION


Implications

The construction sites are hazardous and dynamic, and construction workers are exposed to various potential hazards during their daily work. Safety management has become the most critical concern in the construction industry. In the realm of construction safety research, visual attention is important since hazards recognition is a complicated and multidimensional cognitive process that requires proper attention allocation of construction workers. Eye-tracking has been flourishing in recent studies of construction safety because it serves as the most direct measure of visual attention of construction workers. In addition, eye-tracking is a high temporal-resolution technique, which is suitable for capturing the fast-changing cognitive information of construction workers in a dynamic workplace.

When designing an eye-tracking experiment, the researchers should recruit participants with enough size and representativeness. These participants are usually asked to identify potential hazards from given screen-based stimulus materials, construction sites, or even immersive virtual environments. The device selection should consider the stimulus materials used. Desktop eye trackers are suitable for screen-based materials such as videos and images, while wearable eye trackers are suitable for actual construction sites. Some eye trackers can be integrated with VR headsets. AOI determination is important for eye-tracking data analysis. AOIs are usually determined by the judgment of experts or data-driven algorithms. Fixation-derived indicators, saccade-derived indicators, and some other indicators are usually used in eye-tracking studies of construction safety. Traditional statistics models, machine learning models, and QCA have good performance in eye movement data analysis in eye-tracking studies of constriction safety.

Eye-tracking techniques provide a powerful tool for investigating construction workers’ attention allocation, laying the foundation for incorporating neuroscience into construction safety management. Firstly, eye-tracking studies can identify better visual patterns during hazard recognition, which helps construction workers to improve their visual search strategies and hazard recognition performance. It can also provide objective feedback on construction workers’ performance and training effects during construction safety training. This information aids in developing more effective and intelligent safety training systems. In addition, previous studies identified key influence factors in construction workers’ hazard recognition performance. They indicated that construction workers’ hazard recognition performance is closely related to their own characteristics, environmental conditions, and visual search strategies, which provides construction managers valuable references for enhancing safety management.



Limitations and Recommendations

Because the application of eye-tracking techniques in construction safety is still in the initial stage, there are some limitations in existing studies, including imperfect experiment design, unavailability to authoritative open-access datasets, unclear relationship between visual attention and brain activities, imperfect data analysis models, and unavailability to research at the group level. Recommendations for future research are also proposed as follows.

Firstly, the experiment design still has many shortcomings. For example, most studies selected students as participants instead of construction workers but they cannot validate whether the drawn results and conclusions also suit construction workers. In addition, most of these studies failed to assess construction workers’ hazard recognition performance during their daily work. The authors need to further improve their experiment design to make it reveals the real construction activities as much as possible. For example, researchers should try to recruit construction workers as participants and not just students.

Secondly, an authoritative open-access eye-tracking dataset of construction workers is not available. Although there have many studies measuring and recording the eye movement of construction workers during hazard recognition, the researchers all did not publish and share their data. The unavailability of authoritative open-access datasets makes it difficult to objectively compare the accuracy and efficiency of various data analysis models because their experimental conditions and datasets are not the same. This hinders the further improvement and development of related algorithms. There are many internet platforms for researchers to share their datasets, and many academic journals can also publish papers along with the accompanying datasets. In fact, we can find many famous open-access eye-tracking datasets in other research fields. Therefore, the researchers are suggested to share parts of their data in future research to develop an authoritative open-access eye-tracking dataset of construction workers, which facilitate researcher to further improve data analysis tools.

Thirdly, the relationship between visual attention and brain activities of construction workers during hazard recognition is unclear. Although there have been some studies integrating eye-tracking techniques with other techniques that capture brain activities during the recognition process, such as EEG and fNIRS, these studies failed to explain the relationship between visual attention and brain activities. In fact, the visual attention of construction workers is affected and even controlled by their brain activities. The researchers are suggested to clarify the relationship between visual attention and brain activities, which allows the mechanism of individual attention allocation to be better understood.

Fourthly, the data analysis tools are either not perfect. Although machine learning models are good at processing abundant data but not yet fully applied in eye-tracking studies of construction safety. Traditional machine learning models are not capable of learning on their own because their performance is largely dependent on hand-designed features. Thus, deep learning models that can learn features and perform classification have emerged. Deep neural networks may obtain excellent results on many tasks such as classification, regression, and generation by using manually derived features as model inputs or simply using raw data as inputs. Nevertheless, deep learning models have not been applied in eye-tracking studies of construction safety. Future studies can consider using mainstream deep learning models to improve the model performance in eye-tracking studies of construction safety (Klaib et al., 2021). In addition, data analysis in existing eye-tracking studies of construction safety is conducted offline. In other words, the researchers firstly record the eye movement data and then download it for further analysis. Existing data analysis tool may not be capable to handle the large amount of real-time eye movement data. Therefore, it is of great significance to develop a model that can monitor attention allocation of construction workers real-time in future research, which can identify unsafe individuals and behaviors, thus issuing an early warning in time.

Lastly, the existing studies failed to investigate construction workers’ behaviors at the group level. It is noted that all exiting eye-tracking studies of construction safety investigated construction workers’ behaviors at the individual level. However, construction activities are usually organized by groups. Factors at the group level such as safety climate and relationships among group members also influence their behaviors. Researchers are recommended to further investigate the key factors in construction safety at the group level with eye-tracking techniques in the future.




CONCLUSION

The eye-tracking technique serves as a promising tool for enhancing construction safety management from the perspective of neuroscience. This manuscript systematically reviewed eye-tracking studies of construction safety, including studies that validated the potential of eye-tracking techniques as a measure of attention allocation of construction workers during hazard recognition. It summarized the major issues in eye-tracking studies of construction safety, including participant selection, device selection, task design, feature extraction, and data analysis. Researchers, particularly those who are new to the discipline, may utilize it as a systematic guide to learn how to conduct eye-tracking research of construction safety. Findings summarized in this review provide construction managers valuable references for enhancing safety management. The present review highlighted the limitations in previous studies, including imperfect experiment design, unavailability to authoritative open-access datasets, unclear relationship between visual attention and brain activities, imperfect data analysis models, and unavailability to research at the group level. Therefore, future studies are needed to expand further the current knowledge based on the relationship between visual attention and hazard recognition, allowing practitioners to improve construction worker performance while keeping on-site hazards under control.
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The ideas of face consciousness, group conformity, extended family concept, and crisis consciousness in Confucian culture have a subtle and far-reaching impact on housing consumption decision among the Chinese public, forming a housing consumption model of “preferring to own a house rather than rent one.” The poor interaction between the housing rental market and the sales market caused by the shortage of rental demand and irrational purchasing behaviors has led to soaring house prices and imbalance between supply and demand that prevail in major cities in China. To gain a deeper understanding of public cognitive attitude toward decisions on owning and renting a house, this study divided the subjects into high and low impact groups based on the overall Confucian culture and four subdimensions. It attempts to take a cognitive neuroscience approach for assessing public stereotypes of housing consumption decision with different types based on the analysis of event-related potentials (ERPs). The results are as follows. First, overall, there is an obvious implicit stereotype of renting a house and explicit stereotype of owning a house among the public. Second, ERPs data show that descriptions of renting a house with positive adjectives could evoke more significant N400 responses. In other words, in the heuristic system, the public perceive that renting a house is restrictive, stressful, unhappy, and crisis. Data from subjective reports show that, after processing information in the analytic system, the public tend to think that owning a house is self-contained, restful, warm, and comfortable. Third, a more negative stereotype of renting a house exists in the high Confucian culture influence group (HIC) Group than in the low Confucian culture influence group (LIC) Group, and is more inclined to own a home. Fourth, under the Confucian culture sub-dimension, there are differences in housing consumption stereotypes between high and low groups in terms of extended family concept, group conformity, and crisis consciousness. Fifth, the moderating effect analysis found that perceived usefulness, trust in the rental market, and policy perception can be important factors in guiding public housing consumption stereotypes.
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INTRODUCTION

Since the housing reform in 1998, China’s housing sales market has been flourishing, but the rental market has been lagging behind (Ding et al., 2017). According to relevant statistics, the proportion of rental housing in developed countries such as the United States, Japan, Britain, and other countries is about 30–60% (Shi et al., 2013). However, China’s rental population is only 11.6%, much lower than that of developed countries (China Industry Information Network, 2018), which is in stark contrast to the recent decline in home ownership in the West (Clark, 2019). As a result, there has been a serious imbalance between the housing sales market and housing rental market, highlighted by the fact that “the rental market has one short leg and the sales market has one long leg.” For a long time, China’s housing rental market and sales market is not balanced, which has led to persistently high housing prices in China’s large and medium-sized cities (Guo et al., 2021), the normal consumption of young people is overcrowded by housing (Waxman et al., 2020), and the high investment in fixed assets of the real estate industry makes the development of other industries of the national economy insufficient (Wang et al., 2022).

Therefore, cultivating and developing the housing rental market is an inevitable choice to revitalize consumption and promote internal circulation under the new development pattern. Most of the existing studies on housing tenure choice are policy-oriented and focus on macro-level studies, such as the impact of economics, institutions, and socio-demographic characteristics (Chen et al., 2019). However, a large portion of the change in homeownership remains unexplained. For example, Chinese households continue to tighten their belts to buy homes despite rising house prices (Waxman et al., 2020), while the United States housing market saw homeownership rise more in 1995 and 2005 but fall more in 2015, which cannot be explained by demographics (Goodman and Mayer, 2018). The above studies are still lacking in explaining the underlying mechanisms that explain why Chinese people buy houses despite high housing prices. Neoclassical economics lacks explanatory power for the underlying behavioral logic. Therefore, it seems critical to consider other factors that influence homeownership choices. Some studies have shown that culture is an important factor influencing consumers’ housing consumption decisions (Marcén and Morales, 2020). Particularly in the Chinese cultural context, housing consumption behavior is not only a commodity-rich behavior, but it is also a socio-culturally distinct behavior. For more than 2,000 years, Confucian culture is the core of Chinese traditional culture and plays a dominant role, and its customary beliefs and values passed down from generation to generation have a subtle and profound impact on the housing consumption decisions of the Chinese public (Wu et al., 2020).

However, the existing studies have the following shortcomings. On the one hand, most of the existing studies only consider the influence of a single dimension of Confucian culture, and lack an in-depth exploration of the subdivision dimensions of Confucian housing culture. In addition, most of the existing studies have used subjective reporting methods to obtain data and have conducted empirical studies using economics and statistics to confirm the influence of Confucian culture on housing consumption behavior. However, there are some practical limitations in the existing studies, such as individuals may not be able to express their true opinions and feelings due to face, catering to policies, and other factors, such as the implicit attitude of “applause but not the audience” in their responses. In recent years, the development of cognitive neuroscience has provided objective, visual, and scientific explanations for individual consciousness and behavior (Cheng et al., 2022; Guo et al., 2022; Peng et al., 2022). Based on this, this study examines the public stereotypes of housing consumption behavior from the perspective of Confucian culture, and further analyzes the influence of the degree of Confucian cultural influence on the public’s cognitive attitude toward housing consumption, revealing the inhibiting effect of Confucian culture on housing rental demand.

Qi and Ploeger (2021) studied the influence of cultural concepts on Chinese people and found that Chinese people are very face consciousness and face consciousness. Fong (2021) found that Chinese people emphasize more on family responsibilities and obligations when comparing the differences between Chinese and Western cultures. Hofstede (1993) found that Chinese people are relatively more risk-averse and pursue long-term orientation and collectivism. Based on the above studies, this paper first summarizes the connotation of Confucian culture in Chinese society into four dimensions, including face consciousness, extended family concept, group conformity, and crisis consciousness. Then, by constructing a questionnaire using the dichotomous method, the subjects were divided into high and low impact groups from the overall and segmentation dimensions. At the end of the experiment, the participants’ explicit attitudes were measured by a self-reported questionnaire. Finally, we measured the stereotype of housing consumption by Confucian culture using the electroencephalograph (EEG) method and explored the implicit attitudes of individuals using ERPs techniques. Our study contributes to the existing literature in the following ways. First, this study extends Confucian culture-related research by considering the influence of the Confucian culture segmentation dimension. Second, this study applies physiological measures to the field of urban housing research, and uses research tools from cognitive neuroscience to validate and refine the stereotypes of rental housing among youth group, revealing the variability of cognitive perceptions and decision-making behaviors among individuals at a deeper level. It is the first time to explore the activation model of housing consumption stereotypes, which expands the related research in the field of urban housing.

The rest of this paper is organized as follows. Section “Literature Review and Research Hypotheses” reviews relevant literature and raises research hypothesis. Section “Materials and Methods” introduces experimental methods, including experimental procedures and data collection. Section “Results” presents the results of data analysis. Section “Discussion” analyzes the conclusions obtained directly from the results and gives the corresponding solutions. Lastly, Section “Conclusion and Limitations” summarizes the findings of this study and points out the limitations of existing studies.



LITERATURE REVIEW AND RESEARCH HYPOTHESES


Influence Factors of Housing Tenure Choice

Housing purchase choice is not a simple investment or consumption decision, but a complex system event (Clark and Dieleman, 1996). Since the beginning of the research on housing purchase choice in the 1980s, the factors influencing housing tenure choice can be basically summarized as microeconomic factors, macroeconomic environment, socio-demographic characteristics, psychological factors, cultural factors, etc. From an economics perspective, microeconomic factors can be subdivided into uncertainty in residents’ income, household savings, credit status, and net household liquidable wealth (Lin and Lai, 2018), and changes in the macroeconomic environment including rising consumer prices, rising mortgage rates, subsidy regimes, and rent controls (Peng et al., 2020; Lin and Tsai, 2021). Enstrom-Ost et al. (2017) uses a two-stage instrument variable (IV) logit and probit model to study tenure choices in the Swedish housing market, which shows that financial constraints are inversely related to homeownership. Based on an online questionnaire, Liu and Li (2018) researched home purchase decisions in urban China and found that fixed income, for children’s education, solid credit, impending childbirth, and marriage are the five most important factors. From a sociological perspective, demographic characteristics can be subdivided into age, gender, marital status, education of the household head, and number of working population (Fang and Zhang, 2016). Chen (2016) based on household survey data in Guangzhou, found that housing tenure choice was positively correlated with marital status, age, and education, revealing the heterogeneity of socioeconomic status on housing tenure choice. Anderson et al. (2021) Using 2004 and 2008 panel data from the Survey of Income and Program Participation (SIPP), household secured debt, household wealth, and household income play an important role in changes in household tenure choices. Scholars such as Hochstenbach and Boterman (2017) argue that the impact of parental housing tenure on children’s intergenerational support is also not negligible. From a psychological perspective, personal subjective factors, such as property ownership preferences, can have a significant impact on housing tenure choices (Zingales, 2015). Rubaszek and Rubaszek (2021) showed the impact of psychological factors on college students’ preferences for home ownership through questionnaires at both economic and psychological levels. Foye et al. (2018) argued that homeownership provides intangible psychological benefits and is seen as a symbol of one’s social status and home property is seen as a status commodity. Rohe et al. (2013) argued that from a psychological perspective, homeownership provides homeowners with a sense of belonging and self-esteem compared to renters.



The Influence of Culture on Housing Tenure Choice

Culture contains a set of enduring beliefs or values that permanently and profoundly influence and solidify people’s cognitive preferences and decision-making behaviors (Alesina and Giuliano, 2016). Under different cultural backgrounds, residents’ family concepts and intergenerational relationships vary widely, and their housing consumption preferences will also change accordingly, which will lead to differences in their housing tenure choice. In terms of research on culture on homeownership choices, Marcén and Morales (2020) analyzed the role of culture in determining whether an individual is a homeowner using data from first-generation immigrants arriving in the United States under the age of 6, suggesting that culture is a homeownership decision important factors. Cultural differences and policy biases affect housing rental and purchase choices (Tabner, 2016). In Germany, rental housing is of good quality and can be used as an alternative to home ownership, usually with a transition to first-time homeownership at a later time after the first birth (Mulder and Wagner, 1998). In Lagos State, socio-cultural experience of low cost residential areas in Ikorodu influenced resident satisfaction, and cultural background was found to be an important factor influencing consumer housing consumption choices (Makinde, 2015). In Asia, Wei et al. (2017) argue that marriage to buy a house is a culture, and marriage triggers demand for home buying as young men use home buying as a strategy to improve their relative position in the marriage market.

In the context of Chinese culture, Mu et al. (2021) believe that with the deepening of marketization in China, the economic and cultural importance of housing ownership has increased, and the desire of young people to own housing has also increased. Huang et al. (2020) explores the causes of high homeownership in China from a cultural perspective and constructs an empirical model to show that cultural traditions stemming from patrilineal marriage and the cultural perception of homeownership as a status symbol drive the high homeownership rate of Chinese residents. Based on the 2011 China Household Finance Survey, Wu (2020) examined the impact of Confucian culture on home ownership, and the study showed that household heads with more siblings were more likely to own a house, confirming the interdependence among family members. Currently, housing is the embodiment of culture, representing an important status and bringing various benefits (Zheng et al., 2016). Thus, rooted in traditional Chinese culture, family structure has become a trigger for entry into homeownership and has gradually evolved to make homeownership a necessary condition for marriage (Hu and Wang, 2019).



ERP Components Relate to Stereotypes

Stereotype refers to the relatively fixed views on specific types of people or things. As a social cognitive schema, it can simplify the process of social cognitive processing and enable people to quickly form the cognition of the corresponding objects (Hilton and Hippel, 2003). In terms of their valence, stereotypes have both negative and positive aspects. Facts have proved that brand stereotype influences favorable consumer behaviors toward a brand (Japutra et al., 2021). Country of origin stereotypes affect consumers’ product evaluations (Xie et al., 2018). In short, stereotype affects all aspects of people’s lives. Interactive Memory Systems Account distinguishes explicit and implicit attitudes, revealing the processing system of different components, including cognition, emotion, and behavior (Amodio, 2019). Explicit stereotypes are based on conscious cognitive processing, and fail to account for underlying (i.e., implicit) biases (Tse and Tung, 2020). Different from explicit stereotypes, implicit stereotypes operate without conscious and controlled intentions (Devine, 1989). Implicit stereotypes are based on fast systems and emotions, making individual instinctive decisions. Thus, in implicit stereotype measures, people are required to respond spontaneously to relevant stimuli in order to examine the individual’s underlying associations with these stimuli.

Event-related potentials (ERPs) are evoked potentials elicited by stimuli, which reflect EEG signals synchronized with the presentation time of stimuli and show people’s objective cognitive and psychological behavior. With millisecond temporal resolution, ERPs technology is able to track the extremely fast processes involved in language processing, allowing real-time assessment of the neural activity of cognitive processes (Fan et al., 2021). As a result, ERPs techniques are widely used to explore the neural mechanisms behind human decision-making (Yu et al., 2022). In addition, studies have been conducted to explore the cognitive neural mechanisms of implicit stereotypes through ERPs technology. Therefore, ERPs is well-suited for exploring the existence of implicit stereotypes and their causes for excavation.

The N400 component of ERPs, first identified as a result of semantic mismatch, is an ERPs signal for semantic processing that peaks around 400 ms after stimulus onset. There is a more-prominent N400 response when the end of the sentence is semantically incongruent (relatively consistent) with the rest of the sentence (Kutas and Hillyard, 1980). In numerous studies, the N400 component has been considered as an observable indicator of stereotypes, and experimental stimuli with stronger conflict significance can induce larger N400 ERPs wave amplitudes. For example, Hou et al. (2021) used the N400 to explore public stereotypes of the recycled water end uses. Grant et al. (2020) used the N400 to explore how gender stereotypes affect the semantic processing of male (sports) and female (fashion) speaker statements. In addition, all of the above studies suggest that stereotype incongruity conditions induce greater N400 wave amplitude. Therefore, the ERPs component N400 was selected as an observational indicator in this study to investigate whether the public has implicit stereotypes about rental and home purchase consumption.

The above studies show that housing tenure choice is not just a rational behavioral decision, especially since Eastern cultures have more cultural and emotional connotations than Western cultures, which tend to be rational and materialistic. However, the existing research has the following shortcomings. First, most existing studies take homeownership preferences for granted, and the causes and processes of their formation need to be explored in depth. In addition, existing research has shown the influence of culture on housing consumption preferences, ignoring the extent of cultural influence on perceived housing consumption preferences and decision-making behavior.



Research Hypotheses

Under the influence of Confucian culture, what are the public’s stereotypes of renting and home ownership? For a long time, Chinese people have a “rent-averse” culture and a tradition of home ownership, and a cultural perception and preference for owning property, and owning their own home is ingrained in Chinese families (Huang et al., 2015). People have always believed that owning a home is the only way to have a family, and that owning a home is the only way to feel safe and happy. At the same time, since in most cases, renting is seen by the general public as a transitional housing, it also does not allow them to reflect their status, let alone to have a good living environment and supporting living facilities and rights (Zheng et al., 2020). Therefore, people have an obsession with the idea that only when they own their own home in a city can they be considered to be rooted in that city. Based on the above analysis, the following hypotheses are proposed in this paper.


H1a: The public has a negative stereotype about rental housing.

H1b: The public has a positive stereotype of home ownership.
 

Face consciousness has been one of the most important ideas for Chinese people since ancient times, and it is also the core of Confucian cultural values (Wei and Jung, 2017). The love of face is a major national character of the Chinese people (Long and Aziz, 2021), which profoundly influences people’s value orientation and behavioral intentions (Xie and Shi, 2021). In addition, Chinese people have a strong desire to compare with each other. To some extent, what Chinese people buy is not a house, but a face. As a result, homeowners have higher self-confidence or enjoy higher social status (Hu and Ye, 2020). Therefore, individuals with a high face consciousness will make every possible effort to gain or maintain face. For example, in terms of consumption behavior, consumers with high face consciousness tend to buy luxury goods with scarcity characteristics, so as to reflect their social status and achieve the purpose of self-realization. In terms of face consciousness and housing consumption behavior, since renting does not reflect one’s status in the eyes of the public, groups with high face consciousness are more reluctant to rent housing. Based on the above analysis, this paper proposes the following hypotheses.


H2a: Face consciousness had a positive effect on negative stereotypes of renting, with greater N400 peak amplitude in the high face consciousness group (HFC Group) compared to the low face consciousness group (LFC Group).

H2b: Face consciousness has a positive effect on positive stereotypes of home purchase, with greater N400 peak wave in the HFC Group compared to the LFC Group.
 

Group conformity is an important feature of Confucian culture. Group conformity perception refers to subjective perceptions that are influenced by one’s own group or reference group and want to be consistent with that group. It is widely believed that Chinese collectivist values originate from Confucian culture, and that collectivism under Confucianism is based on interdependence, group subordination, and group behavioral norms (Liao et al., 2018). Therefore, the collectivism-oriented culture in China encourages people to follow group conformity, and individual choice intentions are easily influenced by others (Nasrin, 2008). Chinese people are very concerned about whether their behavior is consistent with the group, and there is a strong psychology that is consistent with the group behaviors (Li and Su, 2007). In the housing consumption decision, the group unanimously prompts consumers to make the decision to buy a house. Therefore, the stronger the individual’s subjective perception of group conformity, the more he or she prefers to purchase a house. Based on the above analysis, this paper proposes the following hypothesis.


H3a: Group conformity has a positive effect on negative stereotypes of renting, with greater N400 peak amplitude in the high group conformity group (HGC Group) compared to the low group conformity group (LGC Group).

H3b: Group conformity has a positive effect on positive stereotypes of home purchase, with greater N400 peak amplitude in the HGC Group compared to the LGC Group.
 

Chinese urban families are predominantly large, and the concept of extended family in Confucian culture is rooted in the sense of responsibility of family members who are closest to each other by blood (Liu and Li, 2018). In China, housing is not only a carrier of the family, but also provides emotional security for blood relatives under the same roof (Hu and Ye, 2020). In combination with the deep-rooted cultural desire in China, homeownership is also a necessary step in fulfilling the obligation and responsibility to provide security for the family (Fong et al., 2021). In addition, driven by China’s mother-in-law economy, home ownership is seen as a basic requirement and a major signal of marriage (Fang and Tian, 2017), and as a bond for the continuation of family inheritance. Therefore, the more individuals are influenced by family perceptions, the more they prefer to purchase a home. Based on the above analysis, the following hypotheses are proposed.


H4a: Extended family concept has a positive effect on negative stereotypes of renting, with greater N400 peak amplitude in the high extended family concept group (HEFC Group) compared to the low extended family concept group (LEFC Group).

H4b: Extended family concept has a positive effect on positive stereotypes of home ownership, with greater N400 peak amplitude in the HEFC Group compared to the LEFC Group.
 

Chinese have a strong sense of risk aversion and tend to make long-term plans. Homeownership offers greater financial liquidity due to secured borrowing. Meanwhile, homeowners can hedge their risk and avoid uncertainty about rent levels with nominally fixed mortgage payments (Goodman and Mayer, 2018). Homeownership not only provides a place for individuals to settle down, but also brings spiritual sense of belonging and security (Huang et al., 2015). In the long run, owning a house is a way for the Chinese to hedge against risk. Therefore, home ownership is a guarantee of financial security, and preference for buying a house is even more profound in China (Zheng et al., 2020). Based on the above analysis, the following hypotheses are proposed.


H5a: Crisis consciousness has a positive effect on negative stereotypes of renting, with greater N400 peak amplitude in the high crisis consciousness group (HCA Group) compared to the low crisis consciousness group (LCA Group).

H5b: Crisis consciousness has a positive effect on positive stereotypes of home ownership, with greater N400 peak amplitude in the HCA Group compared to the LCA Group.
 

Policy perception refers to individuals’ knowledge of policies and their evaluation of the effects of policy formulation, implementation, and enforcement; perceptions determine preferences, which further guide their behavior and decisions. Policy perception plays an important role in farmers’ decision making process as meaningful moderators reflecting individual attitudes, environmental influences, and social norms (Fan and Zhang, 2019). In addition, legal policy perception positively moderates the relationship between environmental intentions and behavior (Cheng et al., 2020). The higher the youth group’s knowledge and recognition of housing rental policies, the stronger the role of relevant rules in guiding their behavior, and the more likely they are to live in rental housing. Based on this, this paper proposes the following hypothesis.


H6: Policy perception negatively moderates the relationship between Confucian culture and housing consumption stereotype.
 

Perceived usefulness influences individuals’ behavioral attitudes and has an impact on behavioral intentions. Mwesiumo et al. (2020) investigated the impact of public purchasers’ attitudes toward public procurement innovation (PPI) through a self-administered questionnaire and showed that perceived usefulness is the most important factor influencing attitudes toward PPI in public procurement innovation. In addition, Chi (2018) explored external market-oriented consumer technology acceptance from the consumer’s perspective, and the study showed that perceived usefulness can influence behavioral intentions by enhancing consumers’ attitudes toward use. In the assessment of housing consumption intentions, perceived usefulness reflects the extent to which consumers perceive that the act of purchasing a home enhances various aspects of their life process, such as the ability to buy a home to settle in a household and solve their children’s education problems. Based on this, this paper proposes the following hypothesis.


H7: Perceived usefulness negatively moderates the relationship between Confucian culture and housing consumption stereotype.
 

The imbalance of housing services in China’s housing sales market and housing rental market, the fact that owned housing has more autonomy than rented housing, the lack of rental market policies and the lack of regulation. Coupled with the fact that residential income is still dominated by the growth of house prices, the increase in rent is small compared to the increase in house prices, while the different rights of renting and purchasing make the property rights have a certain impact on the equality of rights, so residents’ trust in the rental market will affect the preference for home purchase. This paper assumes that the higher the trust in the rental market, the more inclined to rent a residence. Based on this, this paper proposes the following hypothesis.


H8: Psychological factors negatively moderates the relationship between Confucian culture and housing consumption stereotype.
 

Income is an important influential factor in determining housing tenure choice (Anderson et al., 2021). Most scholars believe that households with higher lasting income as well as better stability are more likely to purchase a home and have higher requirements for housing comfort. Jorgen et al. (2005) analyze the consumer housing consumption market through an objective function of consumer utility maximization and show that consumers’ preference for ownership leads them to choose homeownership, while those with no preference for ownership are more. The results of this study show that consumers’ preference for ownership leads them to choose homeownership, while those who have no preference for ownership prefer to rent housing. Based on the above analysis, this paper proposes the following hypotheses.


H9: Income positively moderates the relationship between Confucian culture and housing consumption stereotype.
 

In summary, the theoretical analysis framework of this paper is shown in Figure 1.
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FIGURE 1. Conceptual framework.





MATERIALS AND METHODS


Participants and Data Collection

As the main force of housing demand, understanding why the youth group prefers home ownership among various forms of housing is conducive to alleviating the strong demand in the home purchase market in the process of implementing “houses are for living in, not for speculation.” It is also conducive to better respond to the needs of the youth group in the process of fostering rental housing and developing subsidized housing. However, there is a lack of research on the attitudes and perceptions of youth group, and the importance of homeownership to young people has been overlooked to some extent (Lindblad et al., 2017). Therefore, in this study, we selected the youth group as the study population and recruited school students as participants to explore the stereotypical housing consumption of the youth group under different degrees of Confucian cultural influence for the following reasons. First, the participants we selected are all senior graduate students or doctoral students (about 24 years old) who are about to go out of campus to look for jobs, and their decision to buy a house is also one of their most important considerations (Sun et al., 2021). In fact, according to the latest survey data from the National Bureau of Statistics of China, the average age of marriage for men and women in China is about 251 years old, which is similar to the average age of the participants in this experiment. To a certain extent, there is an understanding of this research question, which can be approximated to represent the youth group. Second, this study adopts the paradigm of psychological experiments. In psychological research, considering the cheapness and the need for a high degree of cooperation in EEG experiments, many studies recruit university students as participants. In addition, in the cognitive neural experiments in the social sciences, students are also mostly selected as participants (Hou et al., 2021; Zang et al., 2021; Liu et al., 2022).

We posted an advertisement for participants on the social media WeChat public website and randomly selected participants for the experiment. Then, a total of 36 students from Xi’an University of Architecture and Technology participated in the experiment. The experimental data of six participants were excluded due to the number of trial superimposition requirements that needed to be met for each stimulus type (ensure that ERPs waveforms under each condition exceed 30 trials; Ma et al., 2021). Therefore, valid experimental data from the remaining 30 participants (11 males, 19 females; mean age: 24.17 ± 1.60 years) were recorded for analysis. All participants in the experiment were right-handed, in good health, and had normal or corrected normal vision. Indicators of the demographic characteristics of the participants are shown in Table 1. At the end of the experiment, participants were given RMB 66 as a reward. In addition, this experiment strictly adhered to the Declaration of Helsinki and its later amendments (World Medical Association, 2014). The Laboratory of Neuromanagement in Engineering of Xi’an University of Architecture and Technology approved this study. Each participant filled out a subjective questionnaire after the end of the experiment. The details of the questionnaire for this study are presented in the form of an Appendix.



TABLE 1. Demographic characteristics of the participants (N = 30).
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Stimulus Materials

The experimental material consisted of 256 stimuli, which included 16 photographs (Owning vs. Renting) × 16 words (Positive vs. Negative). The stimulus materials used in our study were determined by the following steps. First, adjectives were used to describe individuals’ attitudes toward rental and home purchase consumption. A vocabulary of 32 words (16 positive vs. 16 negative) was first constructed from the Chinese Affective Words System (CAWS), and a five-point Likert scale (1 = “extremely disagree” to 5 = “extremely agree”) was established to set the questions and distribute the questionnaire. After that, 30 respondents were recruited, who were not involved in the EEG experiment. Subsequently, they were asked to rate their individual attitudes toward rental and home purchase consumption. Then, the eight words with the highest mean scores from the positive and negative adjectives, respectively, based on the adjective scores, were selected as the stimulus words in this experiment. Finally, 16 Chinese words (eight positive and eight negative) about perception of housing consumption attitudes were selected. The Chinese words used in this study are shown in Table 2. Thus, we have four conditions of stimuli, including owning-positive, owning-negative, renting-positive, and renting-negative. Participants were provided with a keyboard and responded by pressing either the “1″ or “3″ key on the keyboard (key 1 for agree and key 3 for disagree). Before the formal experiment started, all participants were given a brief introduction about the experimental process. After they fully understood the process, the experiment started.



TABLE 2. Chinese-English translation of the lexical stimulative materials.
[image: Table2]



Experimental Procedure

The stimulation process was presented using E-prime 3.0 programming, and the entire experiment was consisted of 256 trials. The initial eight trials were pre-experiment, and the stimulus materials in the pre-experiment were used only for practice, not in the formal experiment, to promote participants’ understanding of the experimental procedures. In order to alleviate the fatigue of the participants during the experiment, the 256 trials of the formal experiment were randomly separated into two blocks, with each block consisting of 128 trials, and the participants rested for 2 min after each experimental step of one block was completed. The size of each picture was 1,920 × 1,080 pixels.

Prior to the experiment, the participants were told that they would need to view a series of real-life pictures with text about renting and owning a house. Next, they would observe either positive or negative adjectives, at which point participants were asked to indicate whether they agreed with the adjectives provided through a keystroke task to describe their attitudes about renting and owning a house. In the experiment, the participants sat comfortably, approximately 100 cm from a computer monitor with the stimulus material presented in the center of the screen. The experimental procedure is as follows. (i) At the beginning of each trial, a 600 ms fixation cross appeared on the screen to indicate the start of the trial. (ii) Next, a picture of a rented or purchased house was displayed for 1,600 ms. (iii) Then, a blank screen appeared for 600 ms. (iv) Then, the phrase “make me feel” appeared for 1,000 ms. (v) After that, a blank screen appeared for 600 ms. (vi) Subsequently, a positive or negative Chinese adjective was displayed for 1,000 ms. (vii) After the lexical stimulus, a blank screen was presented for 600 ms. (viii) Then, an interface asked participants to press a key (key 1 for agree and key 3 for disagree). The notification disappeared immediately after the participant pressed the button. If the participant did not press the button within 3,000 ms, the notification page also disappeared. Each experiment takes about 1.5 h from pre-preparation to the end of the experiment. During the experiment, participants were asked to minimize eye and muscle movements. The experimental procedure and details of each trial are shown in Figure 2.

[image: Figure 2]

FIGURE 2. Single trial of the experimental procedure.




Electroencephalography Data Recording

The electroencephalograph signals were recorded (sampling rate 1,000 Hz) using a cap consisting of 64 Ag/AgCl electrodes and a NeuroScan Synamp2 Amplifier (Neurosoft Labs, Inc.). Bilateral mastoid electrodes were selected as the reference point. The electrodes were placed 1 cm above and below the left eye to record the Vertical electrooculogram (EOG), while the horizontal EOGs was recorded from the right and left eye (1 cm from the lateral canthi). Subsequently, statistical analysis of the EOG data was performed. After a baseline correction process, artifact activity above ±100 μV per trial was excluded from the analysis. EEG recordings were then digitally filtered with a 30 Hz low-pass filter (Wang et al., 2016). Each EEG period was corrected for baseline from 200 ms before stimulation to 800 ms after stimulation onset, using the 200 ms before stimulation onset as the baseline. Finally, the mean value of event-related potentials was calculated separately for each stimulus type.




RESULTS


Public Stereotypes of Housing Consumption Decision


Behavioral Results

Two-way repeated measures ANOVA on subjective reported data showed no significant main effect [F(1,29) = 1.941, p > 0.05, η2p = 0.063] of housing tenure choice and a significant main effect of adjectives [F(1,29) = 44.256, p < 0.001, η2p = 0.604]. In addition, there was an interaction between housing tenure choice and adjectives [F(1,29) = 10.125, p < 0.01, η2p = 0.259]. For housing purchase, there was a statistically significant relationship between positive and negative adjectives [F = 49.986, p < 0.001, η2p = 0.633]. It was found that, after processing information in the heuristic system, the public tends to think that owning a house is self-contained, restful, warm, and comfortable.



Event-Related Potential Results

Semantic anomalous sentences induce N400 components at the frontal electrode sites (Seyednozadi et al., 2021). Therefore, four central electrode locations, FZ, FCZ, CZ, and CPZ, were selected to observe EEG waveforms to reflect the public’s cognitive attitudes toward renting and owning (See Figure 3). Afterward, a distinct negative wave was evoked around 400 ms of stimulus onset. Since N400 waveforms always show a peak amplitude 300–500 ms after stimulus onset, these evoked negative EEG waveforms can be considered as N400 waves (Domracheva and Kulikova, 2020). In this study, a two-way repeated measures ANOVA with peak amplitude of N400 (300–500 ms) was used to explore the public stereotypes of renting and owning a house and whether there was an interaction between the housing tenure choice (Owning vs. Renting) and adjectives (Negative vs. Positive).
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FIGURE 3. Grand-average N400 event-related potentials (ERPs) waveforms evoked by adjectives in the four electrodes (Fz, FCz, Cz, and CPz).


The observation of the four central electrode locations revealed that the target stimulus in the incongruent condition evoked a greater N400 peak amplitude in the frontal-central region compared to the target stimulus in the same condition. The ANOVA results showed no significant main effect of housing tenure choice [F(1,29) = 0.0395, p > 0.05, η2p = 0.013] and adjectives [F(1,29) = 1.156, p > 0.05, η2p = 0.038]. However, there was a significant interaction between housing tenure choice and adjectives [F(1,29) = 6.323, p = 0.018, η2p = 0.179]. In terms of renting a house, descriptions using positive adjectives evoked greater N400 wave amplitudes in the frontal-central region than those using negative adjectives, and the peak amplitude of positive and negative target adjectives between rentals was statistically significant (See Figure 4). This shows that the public has significant negative stereotypes about rental housing consumption, Thus H1a was supported. In other words, compared to homeownership, under the cognitive processing of the fast system, the public perceives renting as constraining, stressful, unhappy, and crisis, while adjectives such as ease, comfort, warmth, and peace of mind run counter to their perceptions of renting. As a result, a larger N400 wave was generated.
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FIGURE 4. ANOVA of peak amplitude data: the comparison between the housing tenure choice and adjectives.





The Influence of Confucian Culture on Housing Consumption Decision

First, we divided the participants into a high Confucian culture influence group (HIC Group) and a low Confucian culture influence group (LIC Group) through a questionnaire. There was statistical significance between HIC Group and LIC Group (t = 6.826, p < 0.001). The score of HIC Group was higher than that of LIC Group [(3.984 ± 0.360) vs. (3.050 ± 0.388)]. Then, a three-way repeated measures ANOVA was used to further explore the HIC Group and LIC Group stereotypes of housing consumption decisions. EEG waveforms of the four electrodes (FZ, FCZ, CZ, and CPZ) under the grouping are shown in Figure 5.
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FIGURE 5. Grand-average N400 ERPs waveforms evoked by adjectives at four electrodes (Fz, FCz, Cz, and CPz) in the high Confucian culture influence (HIC) and low Confucian culture influence (LIC) Group.


The ANOVA results showed that the main effects of housing tenure choice [F(1,28) = 0.427, p > 0.05, η2p = 0.015] and adjectives [F(1,28) = 1.138, p > 0.05, η2p = 0.039] were not significant, and the main effect of the degree of Confucian culture was significant [F(1,28) = 4.447, p = 0.044, η2p = 0.137]. In terms of different Confucian cultural influence groups, a more negative stereotype of renting exists in the HIC Group compared to the LIC Group [F(1,28) = 6.109, p = 0.02, η2p = 0.179], as shown in Figure 6. In other words, the more influenced the Chinese public is by Confucian culture, the more pronounced the negative stereotypes of renting consumption. Ultimately, the differences in decision-making about housing consumption choices among different Confucian culture-influenced groups were examined. The housing consumption decision data revealed that there are differences in the housing consumption decision-making behavior of the Chinese public due to different levels of Confucian cultural influence [Z = −2.408, p = 0.016]. This study shows that the housing consumption choices of the LIC group are more rational and balanced compared to the high Confucian culture influence group.
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FIGURE 6. ANOVA of peak amplitude data: the comparison of the housing tenure choice with adjectives and group of high and low Confucian culture influence. (H1: Renting-Positive; H2: Owning-Negative; H3: Renting-Negative; H4: Owning-Positive; L1: Renting-Positive; L2: Owning-Negative; L3: Renting-Negative; and L4: Owning-Positive).




The Influence of Confucian Culture Subdivision Dimension on Housing Consumption Stereotype

To further investigate the influence of each of the four dimensions of Confucian housing culture on the public’s housing consumption stereotypes, a three-factor repeated measures ANOVA was used. The four Confucian housing culture influence degree groupings were statistically significant (see Table 3), with all high culture influence groups scoring higher than the low culture influence groups.



TABLE 3. Confucian culture scores under the four sub-dimensions.
[image: Table3]

The ANOVA results showed that the main effect of face consciousness was not significant in the renting-positive condition, and the difference in N400 peak amplitude data between the high and low face consciousness groups was not statistically significant (p > 0.05). In other words, the negative stereotypes of rental consumption among the youth group are not influenced by the face consciousness. The main effect of group conformity was significant (F = 5.528, p = 0.026), and there was a significant difference in N400 peak amplitude data between high and low groups of group conformity (F = 7.602, p = 0.01), Supporting H3a. The degree of influence of group conformity positively affects negative stereotypes of rental housing among youth group. The main effect of extended family concept was significant (F = 14.160, p = 0.001), with a significant difference in N400 peak amplitude data between groups with high and low extended family concept (F = 20.463, p < 0.001), Supporting H4a. This suggests that the degree of influence of extended family concept positively affects negative stereotypes of rental housing among youth group. The main effect of crisis consciousness was not significant, and the difference in N400 peak amplitude data between high and low crisis consciousness groups was not statistically significant (p > 0.05). There was no statistically significant difference in N400 peak amplitude data between the high and low face conscious groups in the owning-negative condition (p > 0.05). No significant difference in N400 peak amplitude data between groups with conformity high and low levels. There is a significant difference in the peak amplitude of N400 between the groups with high and low extended family concept (F = 4.886, p = 0.035), Supporting H4b. In addition, There is a significant difference in the N400 peak amplitude data between the groups with high and low crisis consciousness (F = 5.969, p = 0.021), Supporting H5b. The study found that group conformity, extended family concept, and crisis consciousness had significant effects on housing consumption stereotypes. Table 4 shows the average peak values and SE of N400 under the influence groups of face consciousness, group conformity, extended family concept, and crisis consciousness.



TABLE 4. The average peak value and SE of N400 for Confucian culture under the four sub-dimensions.
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Based on multiple regression for moderating effect analysis, the interaction effect between policy perception and crisis consciousness was significant (R2 = 0.3947, ∆R2 = 0.1248, p = 0.0287). In other words, higher policy perception and agreement mitigated the effect of crisis consciousness on negative attitudes toward rental housing. The interaction effect between perceived usefulness and extended family perception was significant (R2 = 0.5426, ∆R2 = 0.0758, p = 0.0479). That is, low levels of perceived usefulness alleviated the negative impact of extended family concept on rental housing stereotype. The interaction effect between perceived usefulness and crisis consciousness was significant (R2 = 0.5033, △R2 = 0.0875, p = 0.0419). In other words, low levels of perceived usefulness mitigated the negative impact of crisis consciousness on rental housing stereotype. The interaction effect between psychological factors and group conformity was significant (R2 = 0.3710, △R2 = 0.1078, p = 0.0445). In other words, higher trust in the rental market mitigated the effect of group conformity awareness on negative attitudes toward rental housing. The interaction effect between psychological factors and group conformity was significant (R2 = 0.2346, △R2 = 0.1436, p = 0.0362). That is, higher rental market trust has weakened the group conformity awareness of over-preference for homeownership. The interaction effect between psychological factors and extended family concept was significant (R2 = 0.4454, △R2 = 0.1682, p = 0.0093). That is, higher trust in the rental market alleviated the effect of extended family concept on negative attitudes toward rental housing. The moderating effects between the remaining two variables were not significant.




DISCUSSION

In this study, the ERPs method was used to carry out an EEG experiment, and the N400 ERPs components representing the implicit attitude of the housing consumption stereotype were collected and counted. Specifically, as follows, the public’s cognitive attitudes and decision-making behaviors toward renting and owning a house are first explored at both implicit and explicit levels, and the stereotypes of housing consumption among the youth group are verified at the general level. After that, the differences in housing consumption stereotypes between HIC Group and LIC Group were compared. Then, the differences in the influence of housing stereotypes were explored from the high and low groups of the four dimensions of Confucian housing culture in comparison. Overall, the degree of influence of Confucian culture has a positive impact on the public’s housing consumption stereotypes. In terms of the sub-dimensions of Confucian culture, group conformity, extended family concept, and crisis consciousness are important influences on housing consumption stereotypes. Finally, significant factors affecting housing consumption were selected for moderating effect analysis, and the study showed that policy perception, psychological factor, and perceived usefulness can significantly moderate housing consumption stereotypes.

In terms of renting, ERPs data show that description with positive adjective can induce more obvious N400 amplitude. In other words, the public believes that renting is restrictive, stressful, unhappy, and crisis. Currently, we can start by breaking through these ideas to weaken the negative public attitudes toward renting. First of all, the state advocates that the social status of renting and owning a house is equivalent, owning a house is not a symbol of social status and financial ability, there is no need to purchase a house for face, renting is also a way to enjoy life. In addition, the government strengthens the supply of small-scale, low-rent rental housing suitable for young people and new citizens, so as to achieve good and stable rent, and effectively enhance residents’ sense of well-being and security.

Compared with LIC group, HIC group exists a more negative stereotype of renting. In addition, as previous studies have shown, there are differences in the decision-making behavior of the public due to their different levels of influence by Confucian culture (Xiong and Wei, 2020; Ge et al., 2021). The housing consumption decision-making data show that compared with HIC Group, LIC Group is more balanced and rational in renting and purchasing housing consumption decisions. This may have the following reasons. On the one hand, under the influence of the individual trend, some urban youth values and behavior gradually began to change, rent more easily accepted. On the other hand, the LIC group will choose housing consumption based on its own specific circumstances (e.g., income, family scale, age, etc.). Guiding the HIC group to gradually shift to the LIC group and weakening the irrational demand for home purchase will help the development of China’s housing rental market and build a housing gradient consumption model.

There was no significant difference in the N400 peak amplitude data between the high and low impact groups of face consciousness in both the owning-negative and renting-positive conditions. This may be due to the fact that the participants in this experiment represent the contemporary Chinese youth group, with generally higher education levels, which improve their ability to accept new ideas (including new policies and consumption forms), and their living concepts are more independent and cutting-edge (Zheng et al., 2019). Conversely, extended family concept played a significant role in both owning-negative and renting-positive conditions. As recognized in earlier literature, our housing tenure preferences are culturally mediated and socially constructed (Murie and Forrest, 1980), and identified that within-family socialization played a crucial role in this (Henretta, 1984). Interestingly, this study found that crisis consciousness only had a significant effect on the positive owning stereotype, whereas group conformity only had a significant effect on the negative renting stereotype. This may be because Chinese people generally have a sense of urgency. Housing ownership provides housing stability and reduces housing risks by protecting families from future rent increases, which is also a way for Chinese people to avoid risks (Bostic and Lee, 2008). In the cognitive concept of Chinese public, group conformity drives the strong psychology of individual existence and group behavior, strengthens the individual’s obsession with housing purchase, and then produces a more negative cognitive attitude toward rental housing.

The results of the moderating effect analysis indicate that policy perception, perceived usefulness, and psychological factors play a significant moderating role on housing consumption stereotypes. By vigorously publicizing the policy subsidies for the rental market to increase public awareness of macro policies, enhancing life confidence to reduce the impact of crisis consciousness, and promoting a new living culture to improve residents’ attitudes toward rental housing, the government can achieve the goal of restraining excessive expansion of housing demand. When we realize that public rejection of rental housing can be transformed by undermining the public’s perceived usefulness of the housing services that come with homeownership. In this regard, the state should gradually eliminate the differences between renters and owners in public service rights (e.g., granting tenants’ children the right to attend school nearby, permission to settle in rented houses, and access to public services such as health care and social security, etc.), and enhance the substitutability between the housing rental market and sales market (Zhang and Chen, 2018). By enhancing public trust in the rental housing market, the public’s perceived rejection of rental housing is gradually weakened. Therefore, the government should accelerate the formulation and implementation of regulations related to the rental and sale policies, increase financial subsidies and tax relief for rental housing, and strengthen the supervision and management of the rental market (Guo et al., 2021). However, there is no significant moderating effect between income and the dimensions of Confucian culture, probably because traditional cultural perceptions have made the Chinese public’s perceptions of housing consumption deep-rooted and its influence more far-reaching. Therefore, when the government vigorously develops the housing rental market, it also needs to transform the public’s perceptions of housing consumption by means of other policies that govern such cultural perceptions; no amount of policy can achieve the desired effect if it stays in the consciousness and philosophy of the past.



CONCLUSION AND LIMITATIONS


Conclusion

Since ancient times, under the influence of Confucian culture, the proportion of urban households in China who rent their homes is generally low, and the housing consumption model of “preferring to own a house rather than rent one” is still common, and the demand for housing rental has not yet been effectively released. The public’s attitude toward renting and purchasing directly affects their housing consumption decision-making behavior. Therefore, it is important to study public attitudes toward renting and owning, and to guide and change them in order to finally realize the Rent and Purchase system. This study explores public stereotypes of housing consumption decisions by designing a human-factor experiment on public stereotypes of renting and homeownership consumption, and draws the following conclusions.

First, in general, describing rental housing with positive adjectives elicited significant negative brain waves between 400 and 500 ms compared to negative adjectives. That is, the public holds negative implicit stereotypes of rental consumption. However, the subjective report data suggest that the public holds positive outward stereotypes about home purchase consumption. The data on housing consumption decisions reveal that there are differences in the housing consumption decision-making behaviors of the Chinese public, influenced to varying degrees by Confucian culture.

Second, for groups with different degrees of Confucian cultural influence, the HIC Group exhibits a greater amplitude of N400 for rental housing consumption, and the negative stereotype of rental housing consumption deepens as the public’s degree of Confucian cultural influence increases.

Third, by subdividing the four dimensions of Confucian culture, the study showed that as the degree of cultural influence increased, group conformity, the extended family concept, and crisis consciousness significantly influenced housing consumption stereotypes, while there was no significant difference in the influence of face consciousness on housing consumption stereotypes.

Fourth, this study also considers other factors that may influence Confucian culture on housing consumption stereotypes. The moderating effect analysis indicates that perceived usefulness, psychological factors, and policy perception can be important factors in guiding the public’s stereotype of housing consumption, while the moderating effect of income on the stereotype of housing consumption is not significant.



Limitation and Future Research

Although this study provides valuable and detailed insights into public stereotypes about housing consumption decisions, there are limitations to the results.

In particular, it must be noted that this paper explores public stereotypes of housing consumption from a Confucian cultural perspective, and both the aggregate and subgroup levels suggest that Confucian culture influences the public’s housing consumption decision-making behavior. However, there are deeper reasons that need to be explored. For example, to what extent does Confucian culture contribute to the Chinese public’s “preferring to own a house rather than rent one” housing consumption model? In future studies, we will explore the extent to which multiple factors influence the stereotype of “preferring to own a house rather than rent one” from multiple perspectives.

In addition, on the one hand, the Confucian housing culture scale defined and developed in this study is not fully representative of the Confucian housing culture as a whole. On the other hand, due to the limitations of the research equipment and conditions, the participants in this study were all students of Xi’an University of Architecture and Technology, and the research sample was somewhat limited.
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Green infrastructure is the application of nature-based solutions like bioswales, rain gardens, and permeable pavements to reduce flooding in urban areas. These systems are underutilized in the design of the built environment. A barrier to their implementation is that design engineers tend to discount the tangential benefits of these greener systems and overweigh the associated risks. This study tested whether priming engineers to think about the environmental and social sustainability benefits of green infrastructure can influence what attributes engineers consider and how they weigh these attributes during the design decision-making process. Forty engineering students trained in stormwater design were asked to evaluate the implementation of a conventional stormwater design option and a green stormwater design option. Their preferred design option was recorded and the changes in their neuro-cognition were measured using functional near infrared-spectroscopy. Half of the engineers were asked to first consider the potential outcomes of these options on the environment and the surrounding community. Priming engineers to first consider environmental and social sustainability before considering the cost and risk of each option, significantly increased the perceived benefits the engineers believed green infrastructure could provide. The priming intervention also increased the likelihood that engineers would recommend the green infrastructure option. The engineers primed to think about environmental and social sustainability exhibited significantly lower oxy-hemoglobin in their ventrolateral, dorsolateral, and medial prefrontal cortex through multiple phases of the judgment and decision-making process. The intervention appears to increase cognitive representativeness or salience of the benefits for green infrastructure when engineers evaluate design alternatives. This relatively low-cost intervention, asking engineers to consider environmental and social sustainability for each design alternative, can shift engineering decision-making and change neuro-cognition.

Keywords: fNIRS, prefrontal cortex, engineering design, sustainability, priming


INTRODUCTION

Barriers in human cognition are cited as the most profound inhibitor to the implementation of green infrastructure (Dhakal and Chevalier, 2017; Li et al., 2020). Green infrastructure is a stormwater management strategy that restores and mimics natural water systems. Green infrastructure manages stormwater using engineered green space (Benedict and MacMahon, 2002). Plants and soils used in green infrastructure absorb and filter excessive stormwater runoff through a natural hydrological process (Foster et al., 2011). Green infrastructure systems are different than conventional stormwater systems that rely on holding tanks and barrels to capture and then filter stormwater. Designing and building conventional stormwater systems are expensive and increasingly ineffective due to capacity limits and the connection to complex, overly-burdened combined sewer overflow systems (Dhakal and Chevalier, 2017; Ghofrani et al., 2017; Keeler et al., 2019).

Green infrastructure provides additional benefits to the environment and surrounding communities compared to conventional systems (Krivtsov et al., 2022). For example, green infrastructure contributes to carbon sequestration and climate change mitigation (Adkins et al., 2015). Added green space can also enhance quality of life for communities and increase the value of surrounding properties (Lee and Anderson, 2013). Even with these known benefits, green infrastructure is not implemented frequently enough to create more sustainable stormwater infrastructure systems (Dhakal and Chevalier, 2017; Hu and Shealy, 2020). The cognitive processes decision-makers use in valuing such sustainability benefits and weighing the costs and potential risks limit its implementation (Dhakal and Chevalier, 2017; Hu and Shealy, 2020; Li et al., 2020).

Engineers often lack adequate information about the benefits of green infrastructure. This creates unbalanced priorities that tend to favor more conventional design options (Copeland, 2016; Dhakal and Chevalier, 2017). For example, monetizing the value of green systems is not straightforward (Vesely, 2007; Dhakal and Chevalier, 2017; Keeler et al., 2019) while quantifying the function of stormwater runoff by calculating the predicted storage of water in conventional concrete tanks and its flow through a storm drain is a common practice. Incorporating varying types and sizes of natural landscapes into these calculations presents additional uncertainty. This uncertainty can become a barrier to implementation.

Discounting the potential benefits of green infrastructure due to increased uncertainty stems, in part, from a lack of familiarity with these green systems, and in part, from bounded rationality. Bounded rationality explains that decision-makers are limited in their cognitive resource capacity and time availability to make an optimal decision (Kahneman, 2003). The higher the cognitive load, the greater the potential to deviate from rational assumptions using poorer reasoning, becoming more impatient, and developing greater aversion to perceived risks (Deck and Jahedi, 2015).

A simple and practical approach to reduce cognitive load is through a priming-related event (Jaeggi et al., 2007). Priming is the exposure to a stimulus that has an effect on a subsequent stimulus, without conscious guidance or intention (Molden, 2014). Priming decision-makers to first consider the outcomes of each design option related to the environment and community before considering the monetary cost and risks may help shift how decision-makers prioritize these attributes when evaluating which option to implement. The aim of the study was to explore how priming decision-makers to first think about the benefits of green infrastructure may shift their preferences and if these shifts in preferences change their design decisions. Unique methods to measure cognition were also used. Neuroimaging provides a physiological measure of how priming changes brain function.

The paper begins with more background on the cognitive barriers limiting green infrastructure, dives into the neural mechanisms of priming, and the use of a nascent neuroimaging technique to measure neuro-cognition during design decision making. Measuring neuro-cognition through imaging extends the current understanding of engineering design, offering insight into changes that occur in the brain and how this corresponds to different outcomes in design. The Materials and Methods section outlines the experiment design and data analysis techniques. The changes in neuro-cognition and design decision outcomes are presented in the Results section. The Discussion and Conclusion offer an explanation about the relations between brain and behavior and highlight the added value of measuring engineering neuro-cognition for sustainable design and decision-making.



BACKGROUND


Cognitive Barriers to Green Stormwater Infrastructure

A growing number of cities recognize the multiple benefits that green infrastructure can provide (Zabcik, 2017; Meerow, 2020). Unfortunately, the pace and the scale to implement green infrastructure is not keeping pace with rapidly changing environmental conditions in both developed (Wihlborg et al., 2019; Van Oijstaeijen et al., 2020) and developing countries (Pauleit et al., 2021). This is leaving communities and infrastructure systems more vulnerable when facing challenges associated with climate change (Dhakal and Chevalier, 2017; Hu and Shealy, 2020). Numerous barriers limit the implementation of green infrastructure, such as barriers in policy, governance, resources, and human cognition (Dhakal and Chevalier, 2017; Li et al., 2020). Prior research suggests that cognitive barriers are the most critical to address because most other barriers stem from and are intensified by barriers in human cognition (Dhakal and Chevalier, 2017; Li et al., 2020).

Some of the cognitive barriers that are relevant to stormwater infrastructure include status quo bias, risk aversion, and attention bias (Sarah, 2010; Copeland, 2016; Dhakal and Chevalier, 2017; Hu and Shealy, 2020). Engineers describe not wanting to depart from industry norms, to such an extent that they report physical discomfort when non-conforming options are presented to them (Wright, 2011). Colorado’s Urban Water Resources Research Council reported that the leading cause for the lack of implementing green infrastructure is the reluctance among stormwater engineers to try something new (Earles et al., 2009). This pro-conventional mindset and the reliance on the status quo persists even when stormwater engineers are presented with new information (Brown, 2014; Li et al., 2020). Changes in their brain are also observable when evaluating green infrastructure options. Neuro-cognitive activation in brain regions generally associated with risk processing were suppressed when decision-makers were evaluating a green infrastructure option compared to a more conventional stormwater infrastructure design option (Hu and Shealy, 2020).

Attention bias further compounds status quo bias and risk aversion. Attention bias is a decision-maker’s tendency to fixate on function (e.g., stormwater capture/diversion and cost) while neglecting to consider the possible societal and ecological benefits for each design option (Earles et al., 2009; Li et al., 2019, 2020). More cognitive attention on attributes like cost and risk lead to discounting attributes like the benefits to the community and the environment. Attention bias occurs even when engineers, developers, and end-users consistently rank social and environmental outcomes above economic value as the most critical to project success (Zhang and El-Gohary, 2016). The lack of attention toward the community and the environmental impact during stormwater design seems irrational, even from a neo-classical perspective, when considering stakeholders value these attributes over others. Yet, cost to construct and perceived risk persist as reasons against implementing green stormwater solutions (Green-Nylen and Kiparsky, 2015; Li et al., 2020).

Shifting the focus from cost and risks to the benefits that green infrastructure can provide may help balance the weighting of these attributes during the stormwater design decision-making process. One approach to help encourage more balanced cognitive attention on the benefits of green infrastructure is through priming. Priming is a form of implicit and unconscious memory (Hauptmann and Karni, 2002; She and MacDonald, 2014). Priming-related facilitation processes can influence cognition when people make judgments and decisions (Jaeggi et al., 2007).



The Use of Priming and Its Neurocognitive Underpinnings

Priming works by using an artifact, exposure, or experience to direct attention and to facilitate the cognitive accessibility of specific content and to motivate a targeted behavior (Komatsu and Ohta, 1985; She and MacDonald, 2014). Research in health (Stockwell, 2009), political science (Lenz, 2009), food science (Ferrari et al., 2019), and environment (Lee et al., 2020a) demonstrate the effectiveness of priming to change human behavior. Engineers have used priming to encourage more consideration and communication of sustainability in the design of mechanical systems (She and MacDonald, 2014).

Studies from neuroscience provide insight into the neuro-cognitive mechanisms that occur through priming (Schacter et al., 2004). The most common finding across multiple priming studies is that it decreases subsequent hemodynamic response in the prefrontal cortex (PFC; Henson, 2003). In other words, the subsequent intended behavior becomes cognitively easier as a result of the priming related event. But other neuroimaging studies also found increased activation in deeper parts of human brain after priming, for example, a recent study found that green logos increased the neural activation in the anterior cingulate cortex (ACC) and consumers who were primed preferred the sustainable products (Lee et al., 2020a). A criticism of prior work on priming in neuroscience is that studies usually use simplistic tasks, such as word-stem completion, masked priming, or semantic priming. There is a gap in understanding how priming may work and influence both the mind and brain of engineers dealing with complex problems during design.



Neuroimaging to Measure the Effects of Priming

To fill this gap, the research presented in this paper adopted functional near-infrared spectroscopy (fNIRS) to measure the neuro-cognition that occurs during engineering design and decision-making and the changes that occur through a priming-related stimuli. fNIRS is a non-invasive neuroimaging technique that indirectly measures cortical activation through near-infrared light. Light sources emit near-infrared light with different wavelengths into the human cortex. Some light is absorbed by the oxy-hemoglobin (oxy-Hb) and deoxy-hemoglobin (deoxy-Hb) with varying absorption rates in the blood. The light that is not absorbed is reflected and received by the detectors. The change of light is converted into the change of oxy-Hb and deoxy-Hb using a modified Beer-Lambert Law. Oxy-Hb is usually regarded as a proxy for cognitive activation (Herold et al., 2018).

Compared to other neuroimaging techniques (e.g., fMRI or EEG), fNIRS provides relatively good temporal and spatial resolution plus excellent portability in use. Participants can sit or move to complete tasks in a natural environment with an fNIRS cap on their heads. These advantages make fNIRS more applicable in a professional setting to measure the neuro-cognition of engineers during design and decision-making processes (Chrysikou and Gero, 2020). A growing number of studies in engineering research are using fNIRS to measure the neuro-cognition that underpins engineering cognition (Shi et al., 2020; Zhu et al., 2021; Sulbaran and Kisi, 2022). Another benefit of fNIRS is that oxy-Hb is an objective and quantifiable measure for cognitive load. It provides a more direct measure compared to self-evaluation instruments like the NASA-TLX survey questions (Hart, 2006). There is high level of accuracy when classifying the level of cognitive load using the area under the oxy-Hb curve (Gao et al., 2020; Oku and Sato, 2021).

The brain region of interest for design neuro-cognition research is often the PFC. The PFC plays a major role in attention, reasoning, working memory, and decision-making (Asgher et al., 2018). Neural priming literature points to activation change in the PFC related to conceptual processing (i.e., cognitive process relying on learning beyond senses; Gong et al., 2016). The PFC sub-regions, such as dorsolateral PFC (DLPFC), ventrolateral PFC (VLPFC), and medial PFC (mPFC), are integrally involved in the cognitive functions in design and decision-making.




RESEARCH QUESTIONS

The research presented in this paper measured both the mind and the brain when civil engineering students who were trained in stormwater design made judgments about a conventional and a green stormwater infrastructure design option. The aim of the study was to explore how priming decision-makers to first think about the benefits of green infrastructure may shift their preferences and if these shifts in preferences are observable in their brain. The specific research questions were:


1.How does priming decision-makers to first consider community and environmental benefits influence their subsequent judgment and decisions?

2.How does this priming intervention change decision-makers’ neuro-cognition when making judgments and decisions?





MATERIALS AND METHODS


Design Scenario and Experiment Design

Forty civil and environmental engineering students (20–28 years old, 16 females, all right-handed) participated in the experiment. All of the participants had previous educational training on stormwater infrastructure design. The students were given a case study adopted from an actual project in Seattle, Washington (Parish, 2017). The case was validated for its content with ten graduate engineering students and it was used and validated in prior study with over 30 engineering graduate students (Hu and Shealy, 2020). During heavy storm events, the excessive stormwater runoff caused flash floods in Venema Creek. This creek was part of a combined sewer overflow system. During heavy rain, sewage would enter the waterway because of the combined sewer overflow. The city proposed two possible options to reduce the stormwater runoff, including (1) a conventional infrastructure design option by constructing storm drains connected to a conveyance pond and (2) a green infrastructure design option by adding a connected bioswale along the roadside and permeable pavement in the residential areas. The engineering students were told to act as infrastructure design consultants and evaluate each option and then make a recommendation.

Half of the participants were randomly selected and assigned to the Intervention Group. Participants in the Intervention Group were primed to think about the sustainable outcomes using the Envision Rating System. Envision provides a comprehensive list of 60 credits under five categories related to sustainability, including Quality of Life, Leadership, Resource Allocation, Natural World, and Climate and Risk (Institute for Sustainable Infrastructure, 2018). To learn about Envision, the Intervention Group read about how the City of Buffalo implemented Envision credits on a previous project. They were then asked to evaluate the sustainability outcomes of the two design options in their case. They were given five of the 60 Envision credits. The five selected credits were “Improve Community Quality of Life,” “Plan for Sustainable Communities,” “Preserve Water Resources,” “Preserve Surface and Groundwater Quality,” and “Improve community resiliency.” These five were chosen because of their connection with stormwater management and this specific case study (Institute for Sustainable Infrastructure, 2018, 2020).

Participants were then instructed to make judgments about each of the options relative to their perceived risks and potential benefits. After making these judgments about risks and benefits, they were asked to make a final recommendation for the community. Risks referred to the perceived probability (0–100%) and severity (0–10) in terms of life cycle cost overrun (denoted as risk one in Figure 1), failure in reducing stormwater runoff (risk two), and maintenance schedule not being followed (risk three). These risks were included for evaluation because they were recognized as three critical factors (i.e., how much it costs, how well it reduces runoff, and the level of adoption and maintenance that can be expected) associated with green infrastructure (Montalto et al., 2011).


[image: image]

FIGURE 1. Experiment process. * is the multiplication sign.


The benefits referred to the value (0–100) of function in stormwater runoff reduction (denoted as benefit one in Figure 1), community benefits (benefit two), and environmental benefits (benefit three). Each evaluation step in this process lasted for 20 s. The final step asked participants to recommend one of the two infrastructure design options. Participants were given 30 s to make a final recommendation. Prior to the experiment, the design scenario was evaluated for content validity in a pilot study. The pilot study included ten graduate engineering students. The duration for the judgment and decision-making phases were determined through this pilot study. The task prompts were presented to participants using the Pscyhopy software (Pierce, 2018).

Neurocognitive activation in the PFC for all participants was measured. The PFC was the region of interest because of its cognitive functions associated with working memory, reasoning, and decision-making (Dias et al., 1996; Asgher et al., 2018). Figure 2 displays the sensor configuration and 22 channels (formed by the combination of a light source and a light detector) that cover several sub-regions in the PFC, including the DLPFC (channels 1, 2, 3, 9, 10 in the right hemisphere, and channels 5, 6, 7, 13, and 14 in the left hemisphere), VLPFC (channels 16 and 17 in the right hemisphere, and channels 21 and 22 in the left hemisphere), orbitofrontal cortex (OFC: channel 18 in the right hemisphere, and channel 20 in the left hemisphere), and mPFC (channels 4, 11, 12, and 19).
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FIGURE 2. fNIRS sensors and channels: (A) Sensors configuration; (B) Channels and sub-regions in the PFC.




Data Analysis

Both decision outcomes and neurocognitive data were analyzed and compared between the Control Group and Intervention Group. The perceived risks and benefits were scaled and subtracted between the two design options, where positive values represent the perceived risk or benefit of green infrastructure is higher than the conventional infrastructure option. A value of one indicated that they perceived green infrastructure 100 percent over the conventional infrastructure. The perceived benefits and risks recorded from each decision-maker were tested for normality using the Shapiro–Wilk tests. The recorded responses did not meet the normal distribution assumption. So, the Kruskal–Wallis H test was used to compare differences in preference between groups. The significant level was 0.05 for the behavioral difference. The effect size was measured using epsilon squared (ε2) based on the H-statistic. The ε2 value below 0.06 was regarded as small. A medium effect size is described as an ε2 between 0.06 and 014. Beyond 0.14 was characterized as a large effect size (Tomczak and Tomczak, 2014).

The fNIRS raw data were processed with a bandpass filter (BPF) and Independent Component Analysis (ICA) for noise removal. A low pass of 0.01 Hz and a high pass of 0.1 Hz were used in the BPF (third-order Butterworth filter) to remove instrumental and physiological noise (Naseer and Hong, 2015). A coefficient of spatial uniform of 0.5 was applied in the ICA to remove motion artifacts (Kohno et al., 2007). Only oxy-Hb is reported in the results because oxy-Hb has higher amplitudes and sensitivities to cognitive activities (Hu and Shealy, 2019). Baseline correction was applied to oxy-Hb by subtracting the mean oxy-Hb of the corresponding channel during the resting phase of the experiment.

Based on the blood oxygenation level dependent-local field potential coupling model, positive oxy-Hb corresponds to actively actuated increased blood flow in support of neural activity (Ekstrom, 2010; Bartra et al., 2013). BOLD response (e.g., oxy-Hb) in the PFC implies the allocation of resources and nutrients by the cerebrovascular system (Csipo et al., 2021). The cumulated positive amplitudes of oxy-Hb (i.e., area under the curve) are often used as an indicator of cognitive load or cognitive efforts in the PFC (Manfredini et al., 2009; Agbangla et al., 2017; Suzuki et al., 2018). Similarly, in this study, the positive area under the oxy-Hb curve (AUC) during the task was used as a proxy for cognitive load since it takes both activation level and decision time into consideration when engineering students were making judgments and decisions.

Participants were classified based on their group (i.e., the Control or Intervention Group) and their recommendation choice (i.e., recommending either the green or conventional infrastructure). Normality assumptions were examined using the Shapiro–Wilk test. One-way ANOVAs and post hoc Tukey tests were used to compare the cognitive load between the two groups of participants and between participants making different recommendations for the stormwater infrastructure design option. The effect size was measured using partial eta squared (η2). A value greater than 0.138 was characterized as a large effect (Tomczak and Tomczak, 2014). The confidence interval was 0.05 but values of less than 0.1 are also noted.




RESULTS


Priming Engineers to Consider Sustainability Increased the Perceived Benefits They Believed Green Infrastructure Could Provide

The Intervention Group perceived the green infrastructure design option as more beneficial in stormwater runoff reduction, providing benefit for the community, and for the environment in comparison to the conventional infrastructure design option (see yellow dashed bars in Figure 3). The Control Group perceived the green infrastructure design option as less beneficial in terms of stormwater runoff reduction compared to the conventional infrastructure design option but slightly more beneficial for the environment (see blue bars in Figure 3). The difference in perceived benefit between the Intervention and Control group was significant (χ2 = 4.63, p = 0.04), with a medium effect size. The significant difference occurs between the perceived benefits for stormwater runoff reduction (t = 2.17, p = 0.04) and the environment (t = 2.25, p = 0.03).
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FIGURE 3. Perceived benefits difference between the green and conventional infrastructure. **p < 0.05.


The priming intervention had no significant effect on the perceived risks between the groups of decision-makers. Both the Control and Intervention groups equally perceived green infrastructure as riskier in terms of the potential for life cycle cost overrun, stormwater runoff reduction, and maintenance schedule not being followed. Priming engineers to evaluate the options using the Envision rating system only influenced the perceived benefits that green infrastructure could provide.



Priming Increased the Number of Engineers Recommending Green Infrastructure

Priming decision-makers to first consider sustainability outcomes prior to making judgments about risks and benefits significantly (p < 0.001) increased the frequency that green infrastructure was the recommended design option. Most engineering students (85%) chose the green infrastructure design option in the Intervention Group. The majority (65%) of engineering students in the Control Group recommended the conventional infrastructure option. The effect size between the groups was large (ε2 = 0.26). The distribution of recommendations between the cohorts of engineering students is presented in in Table 1.


TABLE 1. Distribution of engineering students recommending green or conventional infrastructure.

[image: Table 1]


Priming Reduced Neuro-Cognitive Activation When Evaluating the Perceived Benefits

The effect of the priming intervention is not only observed in the engineering students’ judgments and their recommendations but also in their neuro-cognition. Two sub-regions in the PFC, the right VLPFC, and the left DLPFC, showed significant differences with a large effect size between the groups of students.

The students who received the priming intervention and recommended the green infrastructure option demonstrated significantly lower (t = −2.32, p = 0.03) cognitive activation in their right VLPFC when evaluating the environmental benefits of green infrastructure. In other words, recognizing the environmental benefits of green infrastructure required less cognitive resources after receiving the priming intervention. This is represented in Figure 4A.
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FIGURE 4. (A) Neuro-cognitive activation in the right VLPFC when evaluating the perceived environmental benefits of green infrastructure represented as the area under the curve and (B) neuro-cognitive activation in the left DLPFC when evaluating the perceived community benefits of green infrastructure represented as the area under the curve, **p < 0.05.


A similar reduction in cognitive activation occurs in the left DLPFC when students evaluated perceived community benefits of green infrastructure. The students who received the priming intervention and recommended the green infrastructure option demonstrated significantly lower (t = 2.15, p = 0.04) cognitive activation in their left DLPFC when evaluating the perceived community benefits of green infrastructure. Recognizing the community benefits of green infrastructure required less cognitive resources after receiving the priming intervention. This is represented in Figure 4B.



Priming Reduced Neuro-Cognitive Activation When Engineers Made Their Final Recommendation

Significant differences in neuro-cognition were also observed when the engineering students made their final recommendation. The group of engineering students who received the priming intervention and selected the green infrastructure option required significantly [(F(3,37) = 4.49, p = 0.008, and η2 = 0.17] less cognitive resources in their PFC to make their selection. In other words, the decision was cognitively easier, requiring less cognitive demand on the decision-maker. Figure 5 includes the brain activation heat maps based on area under the curve (AUC) when the engineering students made their final recommendations.
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FIGURE 5. Activation map (AUC) for participants who recommended the green infrastructure: (A) Control group; (B) Intervention group [Base of brain image copyright© Society for Neuroscience (2017)].


The significance difference in neuro-cognitive activation when choosing between the conventional and green infrastructure design option occurs in the mPFC. The engineering students in the Control group who recommended the green infrastructure option exhibited significantly (t = 2.77, p = 0.01) higher levels of cognitive activation in their mPFC region. This difference is illustrated in Figure 6.


[image: image]

FIGURE 6. Neuro-cognitive activation in the mPFC when engineering students made their final recommendation for green infrastructure, **p < 0.05.





DISCUSSION

This empirical study explored both the mind and brain of engineering students when they made judgments and decisions about stormwater infrastructure. The results demonstrate the effectiveness of priming engineers to think about sustainable design and its effect changing their design preferences. Priming decision-makers to think about the outcomes for the environment and community for each design option using the Envision rating system increased the perceived benefits that green infrastructure could provide over the conventional design option and increased the likelihood that the engineers would recommend the green infrastructure design option.

Two theories help explain why this intervention had an effect on both engineering judgment and decision-making. The first theory is query theory (Johnson et al., 2007). Query theory indicates that the order of query matters. The information presented first tends to be more salient and more heavily weighted in the decision-making process (Weber and Johnson, 2006; Johnson et al., 2007). When decision-makers are asked to first consider the outcomes for each design option for the environment and community, it may increase the cognitive representativeness of these attributes in the decision-maker’s mind and influenced how these attributes are weighted during the judgment and decision-making process.

The second theory is goal priming (Papies, 2016). The priming activity may have unintentionally helped engineers set a goal to achieve greater sustainability on the project. The green infrastructure option scores higher on the Envision rating system. This higher score may have made this option easier to justify in their decision-making. Further research is needed to better understand these underlying mechanisms and their influence on engineering design cognition. These results add to the growing body of literature about how behavioral interventions influence engineering design (Klotz et al., 2018). For example, how modifying the point structure in decision-making tool changes designers’ motivation (Shealy et al., 2019), how prompting engineers to consider life cycle costs increases their willingness to buy more efficient equipment (Delgado et al., 2018), and how industry norms shape engineers’ risk preferences (Hu and Shealy, 2020).

The blending of neuroimaging and choice interventions provides an even deeper explanation for why these types of interventions change engineering cognition. For instance, revealing how and where engineers process risk in their brain and how interventions can change this brain function (Hu and Shealy, 2020). The prior work in Hu and Shealy (2020) tested a behavioral intervention called default effect (McKenzie et al., 2006) by using municipal resolution for green infrastructure to change engineers’ perceived norms for stormwater management. The results from this prior work found the default intervention reduced the perceived risks associated with green infrastructure and this change was also reflected in neural processing for risk in the lateral PFC (Hu and Shealy, 2020). The current work here used the same scenario from the prior research and targeted on changing perceived benefits associated with green infrastructure by using the intervention of priming. The results from this study extend this merging of disciplines presenting new insight into perceived benefit, neural processing for benefits, and the effects of priming.

These interventions may complement each other and future research is needed to understand the combined effect. The prior intervention changed how engineers perceived the risk associated with green infrastructure. Municipal resolutions are formal expressions of opinion by city officials. In this prior study by Hu and Shealy (2020), decision-makers were presented with a resolution signed by city officials stating their support for green infrastructure. This resolution helped reduce perceived risk by signaling the social and industry acceptance for green infrastructure (Hu and Shealy, 2020). The priming intervention may complement this prior intervention because it works differently. Instead of risk reduction, the purpose was to make the benefits of green infrastructure more salient.

The use of neuroimaging provides insight to help understand whether the priming intervention and the municipal resolution influence unique processes in the brain. The prior study by Hu and Shealy (2020) discovered that participants who were informed about the municipal resolution elicited higher brain activation in their right lateral and orbital PFC. The priming intervention led to a reduction in activation in the ventrolateral (VLPFC) and DLPFC. These occurrences of de-activation from the municipal resolution and activation from the priming intervention take place in distinct regions of the brain, yet, are both consistent with the literature (Henson, 2003; Gong et al., 2016; Lee et al., 2020b). When risk decreases, decision-makers with a low risk tolerance elicit higher levels of oxygenated blood in their right lateral PFC (Tobler et al., 2009). Similarly, a reduction in activation in the PFC was previously observed when priming participants in both a learning and reasoning task (Gong et al., 2016; Lee et al., 2020b).

Simply stating de-activation and activation in the PFC does not provide sufficient explanation or context about why these differences may be occurring. Specifically, when evaluating the environmental benefits, the engineering decision-makers who received the priming intervention and selected the green infrastructure option elicited significantly less neuro-cognitive activation in their VLPFC. Previous literature suggests that the VLPFC is generally involved with active memory retrieval processes (Cadoret et al., 2001), when resolving response conflict (Mitchell et al., 2008), and self-referential processing (Northoff et al., 2006; Herwig et al., 2012). A possible explanation is the Intervention Group already recognized many of the benefits from the green infrastructure option as a result of the priming intervention. This recent memory was more accessible, more easily retrieved, and required fewer cognitive resources implied by the reduction in activation in the VLPFC.

Prior literature also mentions that the VLPFC is a critical brain region when processing sustainable decision-making and environmental concerns because of its cognitive function in self-referential processing (Goucher-Lambert, 2017). Self-referential processing refers to the thoughts where one attempts to image another’s thoughts and how others may interpret their own decisions. The engineers in the Control Group who chose the green infrastructure option may have required more cognitive resources in their VLPFC for self-referential processing. Select the green infrastructure option is not common practice and may have required engineers to consider how others may interpret their own judgments. Engineers in the Intervention Group, may have felt more confident about their judgments and recommendation for the green infrastructure option using the Envision Rating System as justification.

A reduction in neuro-cognitive activation was also observed in the DLPFC. Engineers in the Intervention group exhibited less cognitive activation in their DLPFC when making judgments about the community benefits for the green infrastructure design option. The DLPFC is generally is associated with cognitive control (MacDonald et al., 2000) and value encoding (Hutcherson et al., 2012). A prior study found this cognitive control function in the DLPFC modulates social cognitive processing and influences how people process and respond to social information (Lee and Harris, 2013; Hall et al., 2018). The results presented in this study provide supporting evidence for this connection between the DLPFC and social cognitive processing. The reduction in neuro-cognitive activation for participants in the Intervention Group who chose the green infrastructure option might suggest that they already recognized the community benefits and therefore required less elicitation of this region of their PFC to recognize this connection.

Prior studies, the coordinated activation of the DLPFC and the OFC during decision-making has correlated with value encoding (Wallis and Miller, 2003; Lin et al., 2020). Another explanation for the difference in the DLPFC between groups of engineers is that for those who chose the green infrastructure in the Control Group, they needed to subjectively assign a higher value to community benefits that the green infrastructure option provides. This process may have required allocating more neuro-cognitive resources to the DLPFC. The Envision rating system may have helped the Intervention Group assign this value early in the design and decision-making process. Future research should further explore the correlation between the DLPFC, the OFC, and the encoded values related to community benefits.

Change in neuro-cognition was also observed when the engineering decision-makers made their final recommendations for green infrastructure. The mPFC is associated with mediating decision-making in reward-guided learning (Rushworth et al., 2011), making associations (Euston et al., 2012), and reputation in social cognition (Izuma et al., 2010). A possible explanation for the significantly higher cognitive load among the Control Group is that there was a higher demand on neuro-cognition when making associations between the green infrastructure option and the “reward” for selecting this option. One of the associated “reward” of the green infrastructure design is the higher Envision score and this may have been easier to recognize among the Intervention Group and more easily recalled.

The mPFC is also associated with reputation representation in social cognition. So, another possible explanation for the observed difference in neuro-cognition is that decision-makers in the Control Group, who recommended green infrastructure may have felt that their choice deviated from the industry norm and this was expressed with higher neuro-cognitive activation. This is consistent with prior literature (Harris et al., 2016; Hu and Shealy, 2020). For these decision-makers to choose the green infrastructure option, it demanded more neuro-cognitive activation. Reframing the perceived social norms of sustainable design can lead to a significant shift in how engineers’ perceive options, their willingness to implement more sustainable design, and reduction in neuro-cognition (Harris et al., 2016; Hu and Shealy, 2020). Future research should further explore how reframing social norms can have effect on social cognition and how this can shape engineering design (Kinzig et al., 2013).



LIMITATIONS AND FUTURE DIRECTION

There were several limitations in this study. The first limitation was that a hypothetical decision-making scenario was used. The recommendations made by the engineering students had no influence on a real-world project. However, the benefit of this experiment was the larger collection of data from multiple decision-makers. Generally, one infrastructure project does not include 40 engineers. This larger sample provided greater statistical power and the ability to measure the effect of priming on both their design cognition and neuro-cognition. Although there was no effect of the engineers’ design decisions on a real-world project, the design decision scenario was modeled on a real-world project in the City of Seattle (Parish, 2017). It provided real-world context and an actual problem that stormwater engineers had to address. The content of the case was also validated in a prior study with over 30 engineering graduate students (Hu and Shealy, 2020).

The period of time that decision-makers were studied was also a limitation. What are the temporal effects of priming? How long are changes in neuro-cognition observable? Even without knowing the answer to these questions, the results presented in this paper can help inform infrastructure planning and design. Early design decisions have an effect on subsequent, future design decisions (Kolltveit and Grønhaug, 2004). Prompting engineers to consider the benefits of their design options for the environment and community changed their mindset, which may lead to future changes and a cascading effect on subsequent design choices. More research on the temporal effects of these interventions is needed but there appears little downside to implementing this type of intervention. This intervention is relatively low-cost compared to the design and construction cost of these physical systems and can be applied quickly in early phase design meetings that occur for stormwater infrastructure.

The sample population is also a limitation. Engineering students might make decisions differently from professional engineers. However, they represent a growing body of novice engineers that will, in the near future, contribute to similar real world design decisions. Professional engineers were also previously shown to be more susceptible to these types of choice modifications than students (Shealy et al., 2019). Knowing that priming engineering students to first consider the benefits of green infrastructure influences their subsequent judgments and design recommendations, allows for future research to replicate the experiment with professionals that likely approach the problem with stronger held biases, more experience with conventional infrastructure, and pre-established preferences for specific design alternatives.

Another limitation was the engineering students were all trained in the United States. While the use of green infrastructure is not common practice in the United States, it is also not an unfamiliar concept. Engineers that participated in the experiment were able to recognize the benefits it could provide once they were prompted through the intervention. These results can provide useful information for other regions with similar accepted norms and practices in engineering. The pace of green infrastructure adoption global is not equal and thus the intervention may not provide similar outcomes when awareness among decision-makers differs (Dhakal and Chevalier, 2017; Li et al., 2020; Pauleit et al., 2021). For example, in countries or regions where green infrastructure encounter fewer cognitive barriers, this type of invention may provide less benefit.

The sample size of 40 provided sufficient statistical power and exceeded the average sample size of prior decision-making studies that implemented fNIRS, which was 28 participants (Hu and Shealy, 2019). The results were significant and a post hoc power analysis for one-way ANOVA was performed in G*Power 3 (Faul et al., 2007) to confirm a statistical power of 87%. This is stronger than the conventional acceptable power of 80% (Yarkoni, 2009). This sample was sufficient to measure the effect of the priming intervention. A larger sample could provide the ability to explore additional factors, such as age, gender, or prior experience, that might influence judgments and neurocognition. Computational models such as discrete choice modeling could help to provide more comprehensively analysis about the effects of these factors on design decisions.

Recognizing that design decisions and neuro-cognition are both influenced by this type of intervention helps to inform engineering design, but it is limited in the advancement of neuroimaging. Replicating the study using fMRI can provide an even more complete picture. For instance, additional brain regions like the ACC likely contribute to risk and reward processing (Mulert et al., 2008; Fukunaga et al., 2012). This study was limited to the cortex of the PFC because of the instrumental approach (Hu and Shealy, 2020; Hu et al., 2021). However, using fMRI presents its own unique limitations. Decision-makers must lay inside of an fMRI machine instead being in a professional setting where these types of engineering decisions generally occur. What is the effect of this change of environment on engineering design cognition? This conflict between whole head measurement and an unrealistic environment is a challenge with all neuroimaging studies and why fNIRS seems to currently provide the greatest opportunity for merging engineering design and neuroscience (Ferrari and Quaresima, 2012).



CONCLUSION

The increase in perceived benefit for green infrastructure and the reduction in neuro-cognitive activation provides new empirical evidence about the benefits of priming engineers to think about sustainability. Priming engineers to think about sustainable outcomes before evaluating other factor like cost and risk significantly changed their preferences and willingness to recommend the green infrastructure design option. First considering the sustainable outcomes of the design options reduced subsequent neuro-cognitive activation in the engineers’ VLPFC and their DLPFC. The priming intervention also reduced neuro-cognitive demand in the mPFC when making a final recommendation between the green and conventional infrastructure option. These results provide new insights about how modifying the design decision-making process can make the more sustainable design option easier to evaluate and implement. Small changes in how options are presented and the type of information used for evaluation shapes preferences and decisions. These changes are supported with evidence for neuro-cognition. Future research can begin to explore new avenues of research that integrate other behavioral interventions in decision-making process to make more sustainable design options more salient, cognitively easier to recognize, and ultimately increase the frequency these options are recommend for design and construction.
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As an increasing number of governments require the disclosure of companies’ compensation information, compensation management is becoming an important part of internal management in the construction industry. Although the literature has shown that disclosing a high CEO-to-employee pay ratio will cause various effects on the decision-making of a company’s potential investors, there is little evidence on the neural basis of such effects. Given that previous neuroscience studies have shown that the right temporoparietal junction (TPJ) is associated with altruistic behaviors, this study used transcranial direct current stimulation (tDCS) to explore the role of the right TPJ in the effects of the CEO-to-employee pay ratio on potential investors’ perceived investment potential in the construction industry. The results show that enhancing activity in the right TPJ significantly reduced the perceived investment potential of female participants, especially those with no investment experience, when the company’s CEO-to-employee pay ratio is high compared to when the pay ratio is medium. This effect was not observed in male participants. The mechanisms underlying these effects of tDCS in the right TPJ on the perceived investment potential were also explored. The main contribution of this study lies in its pioneering exploration of the neural basis of investment decision-making regarding the CEO-to-employee pay ratio. Additionally, it reveals individual feature-based differences in the role of the TPJ in investment decision-making and its possible mechanisms.

Keywords: CEO-to-employee pay ratio, perceived investment potential, construction industry, right temporoparietal junction, transcranial direct current stimulation


INTRODUCTION

As an increasing number of governments require the disclosure of companies’ compensation information, compensation management has become an important research topic in recent years. For instance, the Dodd-Frank Act of the United States stipulates that listed companies must disclose the compensation of their CEO, the median compensation of all employees (except the CEO) and the ratio between the two. In the construction industry, compensation management is a considerable part of internal management. To make project management convenient, it is quite common for large construction companies to have many subsidiary companies. Thus, decisions regarding the compensation of the CEO (either parent or subsidiary) and other employees have to be made frequently. With the mandatory disclosure of compensation information, these decisions increasingly impact the efficiency and success of a construction company’s business.

Previous studies have shown that disclosing a high CEO-to-employee pay ratio affects the decision-making of a company’s potential investors. It has been found that investors believe that incorporating the CEO-to-employee pay gap into investment decisions can improve investment returns (Barton and Mercer, 2005). Kelly and Seow (2016) used experiments to demonstrate that disclosing a higher-than-industry pay ratio has a significant indirect negative effect on perceived investment potential through perceived CEO pay fairness. Based on surveys of stakeholder groups, Arnold and Grasser (2018) found that investors care about fairness and that there is capital market outrage toward high amounts of CEO compensation. Atan et al. (2018) found that a high CEO-to-employee pay ratio usually represents a poor compensation management situation and causes investors to have a negative impression when evaluating a company. When investors are aware of such conditions, they ultimately show lower investment willingness (Yang et al., 2021). Furthermore, Pan et al. (2021) examined market data and found that a high CEO-to-employee pay ratio affects investors’ evaluation of a company’s operating conditions and that the negative evaluation usually has an unfavorable impact on the value of the company, with investors’ prosocial preferences acting as a moderator. The CEO-to-employee pay ratio has also been found to have interactive effects with other company features. For example, if a CEO-to-employee pay ratio that is higher than the industry level is disclosed by a company with a good reputation, the company will be punished more than companies with bad reputations; conversely, if a company with a poor reputation discloses a CEO-to-employee pay ratio that is lower than the industry level, it will obtain a higher return (Seow et al., 2019).

Nevertheless, the neural basis of the effects of the CEO-to-employee pay ratio on investment decision-making has seldom been explored. It is reasonable to believe that investment decision-making regarding compensation is probably related to altruism. A higher level of altruism may reduce people’s willingness to invest in a company that is less socially responsible, i.e., a company with a high CEO-to-employee pay ratio. Meanwhile, a higher level of altruism may also lead investors to be more aware of the negative effect of a high pay ratio on a company’s investment potential, which will speed up the reduction in their willingness to invest in the company. Previous neuroscience studies have shown that the right temporoparietal junction (TPJ) is associated with individuals’ altruistic behaviors. Morishima et al. (2012) used a functional magnetic resonance imaging (fMRI) technique and found that brain activation in the right TPJ was highest when the cost of altruistic behavior was lower than the individual’s maximum willingness to pay for altruistic behavior. Studies using transcranial direct current stimulation (tDCS) have also provided evidence on the causal relationship between right TPJ activity and altruistic behaviors. After the right TPJ was stimulated through tDCS, participants increased the amount that they allocated to charity (Li et al., 2020). Similarly, Yang et al. (2021) found that enhancing activity in the right TPJ increased participants’ altruism and their willingness to invest in socially responsible funds.

This study aims to explore how enhancing activity in the right TPJ through tDCS influences the effects of the CEO-to-employee pay ratio on investors’ perception of a company’s investment potential. According to previous studies, a higher activation level in the right TPJ results in a higher level of altruism. Therefore, this study hypothesizes that tDCS will reduce investors’ perception of the investment potential of a high-pay-ratio company compared with that of a fair-pay-ratio company. Furthermore, this study mainly focuses on investment decision-making in the construction industry since it is where the interest of the study lies and because compensation decisions are more frequent in the construction industry than some other industries. To the best of our knowledge, there is little evidence on the effects of the CEO-to-employee pay ratio on investment decision-making in the construction industry and little evidence on the neural basis of these effects.

In addition, this study pays attention to the relationship between the effects of tDCS stimulation and some individual socioeconomic features, namely, gender and investment experience. Studies have revealed that investors with different genders or levels of investment experience show differences in their investment decision-making, especially when such decision-making is related to altruism. For example, women choose to invest their financial resources more conservatively and are generally more risk averse than men (Bajtelsmit and VanDerhei, 1997; Embrey and Fox, 1997; Yuh and Hanna, 1997). Marinelli et al. (2017) investigated behavioral data obtained from the clients of an Italian bank and found significant gender differences in investment behaviors with regard to the decision-making process, risk preferences and actual portfolios. Christie (2018) found that Indian female investors were more prone to biases such as mental accounting, anchoring, availability, loss aversion, regret aversion, and representativeness. Moreover, Nilsson (2008) and Dorfleitner and Utz (2014) found that female investors were more prone to make socially responsible investments. It has also been found that female investors constitute the majority of socially responsible investors and are younger and more educated than conventional investors (Tippet and Leung, 2001; Owen and Qian, 2008; Bauer and Smeets, 2015). Investors’ investment experience also plays an important role in affecting people’s willingness to invest (Martin, 2019). Chang and Wei (2011) found that veteran investors tended to attach more importance to corporate governance information and increased the weight of such information in their investment decisions. Kelly and Tan (2017) also found that in the face of information disclosure, experienced investors were highly sensitive to the type of disclosure and the approach taken to disclose information, while novice investors had no pronounced traits in response.

In summary, this study applied tDCS to temporarily enhance the activity in the right TPJ of the participants to investigate its causal effect on the participants’ perceived investment potential of a construction company under different CEO-to-employee pay ratio scenarios. The participants who received stimulation were first given the financial and compensation information of a construction company and were then asked to report their perceived investment potential. Based on the previous literature, our hypothesis is as follows: Compared to receiving sham stimulation, participants who receive anodal stimulation of the right TPJ will become more altruistic and more aware of the negative effect of a high CEO-to-employee pay ratio on a company’s investment potential. This study further checked whether the effects of tDCS were the same for participants with different genders and levels of investment experience. Finally, this study explored the mechanisms underlying the effects of tDCS that were found.



MATERIALS AND METHODS


Subjects

A total of 184 healthy college students (92 males, 92 females, mean age: 20.91 years, ranging from 17 to 29 years) were recruited to participate in the experiment, which was conducted in the Key Laboratory of Applied Brain and Cognitive Sciences, Shanghai International Studies University. All participants were right-handed students at Shanghai International Studies University and had no history of mental illness or neurological disorders. The participants were randomly assigned to 4 treatments with a 2 (sham/active stimulation) * 2 (medium/high CEO-to-employee pay ratio) between-subjects design: the sham-medium treatment (n = 46; males: 23, females: 23; mean age: 20.78), the sham-high treatment (n = 46; males: 23, females: 23; mean age: 20.78), the active-medium treatment (n = 46; males: 23, females: 23; mean age: 20.67), and the active-high treatment (n = 46; males: 23, females: 23; mean age: 21.65). Before the experiment, the participants were required to sign a tDCS informed consent form. In addition, the experimental design was approved by the laboratory ethics committee. The experiment lasted approximately 1 h, and each participant received a payoff of 60 RMB (approximately $9.50). After the experiment, none of the participants reported any side effects, such as headaches and dizziness. Additionally, a 5-point scale (1: very uncomfortable, 5: very comfortable) was used to measure the comfort level of the participants in the experiment (Wen et al., 2019). In general, the participants reported being comfortable (mean point: 4.17), which ensured that our experiment was generally carried out in a pleasant state.



Transcranial Direct Current Stimulation

Transcranial direct current stimulation is a non-invasive brain stimulation technique. The stimulation equipment was manufactured by Soterix Medical Inc. (New York, NY, United States) and used two 9 V batteries to generate a constant direct current. When using the device, one of two rectangular saline-soaked sponge electrodes (size: 5 cm * 7 cm) was placed on the participant’s target brain region—the right TPJ. Based on the International 10/20 EEG Positioning System (Jasper, 1958), the center of the anodal electrode was placed over CP6 (Jurcak et al., 2007; Koessler et al., 2009). The cathodal electrode was placed on the opposite (left) side of the participant’s cheek (Hsu et al., 2011; Berryhill and Jones, 2012; Tseng et al., 2012; Mai et al., 2016; Yang et al., 2021). Figure 1 shows the position of the anodal electrode. In the case of active stimulation, the participants received a constant 1.5 mA direct current for 20 min, which was designed to induce cortical excitability in the target region without causing any physical damage to the participants. According to previous studies, anodal stimulation enhances the excitability of the target brain region (Nitsche and Paulus, 2000). For sham stimulation, the current was switched on for only 60 s, i.e., 30 s at the beginning of the 20 min and 30 s at the end of the 20 min, which has been proven reliable by previous studies (Gandiga et al., 2006).
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FIGURE 1. The location of the anodal electrode in the stimulation.




Experimental Design


Perceived Investment Potential Measurement Task

In this task, the participants were asked to carefully read some information regarding a listed company in the construction industry and to then report their perception of the company’s investment potential. The design of the materials and questions displayed to the participants referenced the study of Kelly and Seow (2016) to a large extent. The company in this task was a real American listed company (denoted as Company X in the task) classified under “construction and engineering” according to the Global Industry Classification Standard. In 2020, the company’s financial performance was in the 75% quartile of the industry. The business scope of this company mainly included the engineering and construction of energy projects, pipeline services and other construction services.

The participants were first asked to imagine that they were considering making a medium- to long-term investment in Company X. Then, they were sequentially provided a brief introduction to the company, its selected financial data from 2018 to 2020, and the compensation data of the company and its comparison group companies in 2020. The financial data included the main items of the balance sheet and income statement as well as the company’s return on equity, extracted from its real annual reports. These data generally showed that the company’s financial performance had improved in the previous 3 years. In addition, the participants were informed that the 3-year change (rise) in the price of Company X’s common stock had exceeded the 60th percentile of its comparison group companies. Meanwhile, since the participants were Chinese students, the unit of currency was changed from US dollars to RMB, but the numbers were kept unchanged. These numbers with the changed unit of currency were also reasonable for a Chinese construction company.

The compensation data included the CEO’s annual total compensation, the median annual total compensation of all employees (except the CEO), and the ratio of the CEO’s annual total compensation to the median annual total compensation of all employees (except the CEO) of Company X and the corresponding mean values of its comparison group companies (17 listed companies in the same industry) in 2020. The industry compensation data were provided because previous studies have pointed out that investors often compare the status of a company with the average level of the industry when making investment decisions (Revsine et al., 2014). The real values for these data were made public because of the Dodd-Frank Act and can be obtained from the website of the US Securities and Exchange Commission. In our experiment, the industry mean compensation data were set at their real values, and Company X’s compensation data were manipulated based on different treatments. For all treatments, the median annual total compensation of all employees (except the CEO) of Company X was manipulated to be approximately the same level as the industry mean data (Company X: 68,871, industry mean: 68,759). For the medium CEO-to-employee pay-ratio treatments, the pay ratio was manipulated to be approximately the same as the industry mean data (Company X: 81.73, industry mean: 82.53), while for the high CEO-to-employee pay-ratio treatments, the pay ratio was manipulated to be much higher than the industry mean data (Company X: 136.95, industry mean: 82.53). This typical ratio was chosen because it was the real CEO-to-employee pay ratio of a company in the industry whose pay ratio was ranked as being in approximately the 85% quartile of the comparison group companies. The corresponding annual total compensation of the CEO could be calculated based on the median annual total compensation of all employees (except the CEO) and the CEO-to-employee pay ratio (medium pay-ratio treatments: 5,628,827, high pay-ratio treatments: 9,431,883, industry mean: 5,674,940). In addition, the unit of currency was again changed from US dollars to RMB. These numbers with the changed unit of currency were also reasonable for a Chinese construction company.



Equity Sensitivity Measurement Task

Referring to Kelly and Seow (2016), this study used the equity sensitivity instrument from Huseman et al. (1985) to measure and control for the participants’ differential reactions to perceived inequity. The task contains five questions, and for each question, the participants were asked to divide 10 points between two choices: One choice placed more emphasis on one’s outcome, and the other placed more emphasis on one’s input. The total points of the choices placing more emphasis on one’s input in the five questions were summed. The theoretical value of the sum range was 0–50 points, and the higher the score was, the stronger the participant’s preference for one’s input to be greater than one’s outcome.



Risk Preference Measurement Task

This task was used to measure and control for the participants’ risk preference, which plays an important role in investment decision-making. The study adopted the method of Falk et al. (2018), which consisted of two parts. In the first part, the participants were asked to answer the following question on a 10-point scale: “In general, how willing or unwilling are you to take risks?”; on this scale, 0 means “completely unwilling to take risks,” and 10 means “very willing to take risks.” The second part consisted of five multiple-choice questions. There were two choices for each question, and the participants had to make their decision between “A draw with an equal chance of receiving 300 RMB or receiving nothing” and “A sure payment of some amount (the amount varies based on the participant’s previous decisions).” The risk preference of the participants could be calculated based on their answers in the two parts.



Procedure

The experimental tasks were programmed and realized via the oTree platform (Chen et al., 2016). After entering the laboratory, the participants were randomly seated and read and signed the tDCS experiment informed consent form. Afterward, the participants were asked to maintain a comfortable posture, the tDCS device was placed on their head, and then 20 min of stimulation (active or sham stimulation) was administered. All the participants remained relaxed and rested during the stimulation. After the stimulation, the experimenter removed the tDCS equipment and then played a video that introduced basic financial statement analysis knowledge with the aim of helping the participants better understand the subsequent materials. Next, the participants were asked to sequentially complete the perceived investment potential measurement task, the equity sensitivity measurement task, and the risk preference measurement task. Finally, the socioeconomic features of the participants, such as their gender and investment experience (number of years of investment experience), were collected, and the experiment was over. Figure 2 shows the procedure of the experiment.
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FIGURE 2. The flow chart of the experimental procedure.





Data Processing

The participants’ perceived investment potential was tested through three questions (Kelly et al., 2012; Kelly and Seow, 2016): (1) In your opinion, how attractive is Company X’s stock as a medium- to long-term investment? (2) In your opinion, what is the potential of Company X’s stock price to appreciate over the next 3 years? (3) In your opinion, what is Company X’s earnings potential over the next 3 years? All three questions were rated on −7 to +7 scales. This study took the average of the answers to the three questions as the participants’ perceived investment potential of Company X (Cronbach’s alpha = 0.87), denoted as pip. The mean value was 3.59, with a standard deviation of 2.55. Participants whose pip values were smaller than −4.06 (mean–3*s.d.) were regarded as outliers and were excluded from the following data analyses. Thus, 8 records (1 from the sham-medium treatment, 2 from the sham-high treatment, 3 from the active-medium treatment, and 2 from the active-high treatment) were excluded.

Equity sensitivity was evaluated by the participant’s total points from choices that placed more emphasis on one’s input in the five-item equity sensitivity instrument, denoted as es. The mean value was 22.24 (s.d. = 5.58), which was not far from but still significantly lower than the equity sensitivity of some US samples (Mueller and Clarke, 1998; Kickul and Lester, 2001) and Singaporean sample (Kelly and Seow, 2016) in previous studies (Mueller and Clarke: mean = 23.71, t = −2.42, p = 0.008; Kickul and Lester: mean = 25.15, t = −4.03, p < 0.001; Kelly and Seow: mean = 25.93, t = −4.45, p < 0.001).

The risk preferences of the participants were calculated based on Falk et al. (2018). The participants’ responses on the two parts of the risk preference measurement task provided two indicators for calculating their risk preference. These two indicators were standardized, multiplied by their weight, and finally summed. The sum was denoted as rp, and the mean value was 0.00 (s.d. = 0.83), which was not significantly different from the mean value of the Chinese participants in Falk et al. (2018) (mean = −0.07, t = 0.71, p = 0.480).




RESULTS


The Effects of Transcranial Direct Current Stimulation

First, this study analyzed whether a high CEO-to-employee pay ratio reduced the participants’ perceived investment potential compared with the medium pay ratio treatments, regardless of whether the participants received sham or active stimulation. The t-test results show that there was a significant difference in pip between the participants from the high and medium pay-ratio treatments (mean: medium = 4.40, high = 3.61; t = 3.27, p = 0.001). These results indicate that in our experiment, the high CEO-to-employee pay ratio generally reduced the participants’ perceived investment potential in the construction company.

Next, this study examined how enhancing activity in the right TPJ affected the impacts of a high CEO-to-employee pay ratio on the participants’ perceived investment potential. One-way ANOVA was performed with pip as the dependent variable and treatment as the factor. Pairwise comparisons were performed, and Bonferroni correction was applied. The results show that the pip values were significantly different among the four treatments [F(3,123) = 4.25, p = 0.006]. Specifically, there was a significant difference in pip between the participants from the active-medium treatment and those from the active-high treatment (mean: active-medium = 4.43, active-high = 3.37; p = 0.014). Nevertheless, there was no significant difference in pip between the participants from the sham-medium treatment and those from the sham-high treatment (mean: sham-medium = 4.38, sham-high = 3.86; p = 0.751). A comparison of the perceived investment potential under the four treatments is shown in Figure 3. Thus, enhancing activity in the right TPJ prompted the participants to differentiate between construction companies with high and medium CEO-to-employee pay ratios, with lower perceived investment potential for the former.
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FIGURE 3. The means of the perceived investment potential in different treatments. The error bars indicate 95% confidence intervals. The asterisks indicate statistically significant differences (** 0.01). Sham-medium vs. sham-high: p = 0.751; active-medium vs. active-high: p = 0.014; sham-medium vs. active-medium: p = 1.000; sham-high vs. active-high: p = 0.938.


A regression was performed to test the robustness of the effects of tDCS, with pip as the dependent variable and active
(active stimulation = 1, otherwise = 0), high (high pay ratio = 1, otherwise = 0), and their interaction active*high as the independent variables. The coefficient of active indicates the independent effect of receiving active stimulation compared with receiving sham stimulation when the CEO-to-employee pay ratio was medium. The coefficient of high indicates the independent effect of a high pay ratio compared to a medium pay ratio when the participants received sham stimulation. The coefficient of the interaction reflects the additional effect of receiving active stimulation on the difference in pip between the high and medium pay-ratio conditions compared to the effect of receiving sham stimulation on the difference in pip between the high and medium pay-ratio conditions.

Model 1 in Table 1 displays the result of the regression, which controlled for the participants’ risk preference rp and equity sensitivity es, the interaction es*high, and the perceived risk of investing in Company X (rated on 0–14 scales, with 0-very low risk and 14-very high risk), denoted as prisk. Unfortunately, the coefficient of the interaction active*high was non-significant, although its p-value was not far from a level of statistical significance (p = 0.138). In addition, a very significant negative effect of perceived risk on perceived investment potential was observed.


TABLE 1. OLS regressions on the effects of tDCS.
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Furthermore, this study tested whether the effects of tDCS vary based on the participants’ gender and investment experience. Regressions were performed by gender, and the results are shown in model 2 and model 3 in Table 1. It was found that active*high was significant for the female participants, while prisk was significant for the male participants. Thus, there was a gender difference in the effect of both tDCS and perceived risk on perceived investment potential. Model 4 and model 5 in Table 1 further focus on participants with no investment experience, that is, participants who reported 0 years of investment experience. The effects of active*high on pip became much more significant for the inexperienced female participants (from p = 0.095 to p = 0.008), and prisk also became slightly significant. On the other hand, prisk remained the only significant independent variable for the inexperienced male participants.



The Mechanisms Underlying the Effects of Transcranial Direct Current Stimulation

This subsection explores the mechanisms underlying the effects of tDCS. The results of the regressions performed are summarized in Table 2. Here, the study first took all female participants as the regression sample. As noted in the subsection on data processing, pip is the average of the answers to three questions regarding the attractiveness of Company X’s stock as a medium- to long-term investment (denoted as stock_at), the potential of Company X’s stock price to appreciate over the next 3 years (denoted as stock_po), and Company X’s earnings potential over the next 3 years (denoted as earni_po). Models 1–3 used the participants’ answers to each question as the dependent variables. The results show that the interaction active*high had a significant negative impact on stock_po, and perceived risk had a significant negative effect on earni_po. Model 4 further tested whether prisk was influenced by tDCS, and the answer was that it was not. Therefore, among the female participants, enhancing activity in the right TPJ decreased the perceived upside potential of the company’s stock only in the case of a high pay ratio.


TABLE 2. OLS regressions on the mechanisms underlying the effects of tDCS.
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Next, this subsection focuses on the sample of inexperienced female participants. The results of models 5–8 show that the interaction active*high had a significant negative impact on stock_at and stock_po but did not have a significant effect on earni_po. Nevertheless, perceived risk had a significant negative effect on earni_po, and prisk was significantly negatively influenced by the interaction active*high. The indirect effect of active*high on earni_po (through prisk) was significant (Sobel test: p = 0.080). Therefore, among the inexperienced female participants, on the one hand, enhancing activity in the right TPJ decreased the perceived attractiveness and upside potential of the company’s stock in the case of a high pay ratio; on the other hand, active stimulation reduced the perceived risk of investment in the case of a high pay ratio, which in turn increased the perceived earnings potential of the company. Nevertheless, the former effect seemed to be dominant in our experiment. Among the male participants or inexperienced male participants, although stock_at, stock_po, and earni_po were all significantly negatively influenced by prisk, the latter was not significantly related to tDCS.




DISCUSSION

This study applied tDCS to explore the role of the right TPJ in the effects of the CEO-to-employee pay ratio on potential investors’ perceived investment potential in the construction industry. The results show that enhancing activity in the right TPJ prompted only the female participants, especially those with no investment experience, to differentiate between construction companies with high and medium CEO-to-employee pay ratios, with a lower perceived investment potential for the former. For the female participants as a whole, enhancing activity in the right TPJ decreased the perceived upside potential of the company’s stock in the case of a high CEO-to-employee pay ratio. For the inexperienced female participants, enhancing activity in the right TPJ typically decreased the perceived attractiveness and upside potential of the company’s stock if it had a high CEO-to-employee pay ratio. Meanwhile, active stimulation reduced the perceived risk of investment in this case, which in turn increased the perceived earnings potential of the company.

The results obtained in the subgroup of inexperienced female participants were consistent with our prediction that a higher level of altruism may lead investors to be more aware of the negative effect of a high pay ratio on a company’s investment potential. However, these participants perceived that the negative effect mainly came from the stock market, as they decreased the ratings for the attractiveness and upside potential of the company’s stock. In other words, they speculated that other investors in the market would decrease their willingness to buy the company’s stock if a high CEO-to-employee pay ratio was disclosed. On the other hand, they might have believed that the high pay ratio was an indicator of high CEO attraction/retention ability (Kelly and Seow, 2016), reducing the financial risk of the company and thus increasing its earnings potential.

In our study, the effects of tDCS varied based on the participants’ gender and investment experience. Previous studies have demonstrated that females are more likely to make socially responsible investments (Tippet and Leung, 2001; Nilsson, 2008; Owen and Qian, 2008; Dorfleitner and Utz, 2014; Bauer and Smeets, 2015; Martin, 2019). This phenomenon may be partly because females have a lower perceived investment potential for a company with a low level of social responsibility (i.e., it has an unfair compensation structure), even if they have the same level of altruism as males. This effect may be more obvious for females with little or no investment experience. Nevertheless, as the experiment was performed in a university, it is difficult to recruit enough participants with investment experience and test whether the same effect exists for females with investment experience.

This study mainly focused on the construction industry by using a construction company in its experimental materials. The results here may be applied only to the construction industry. For instance, the inexperienced female participants increased their perceived earnings potential for the high-pay-ratio construction company after activity in the right TPJ was enhanced. However, disclosing a high pay ratio may lead to decreased perceived earnings potential for a company in the retail, service or other industries that face the mass market, as potential customers may reduce their spending on the products or services of the company due to its unfair compensation structure. Although this study tries to narrow its conclusions to the construction industry to avoid the problem of external validity, it may still provide valuable implications about the role of the right TPJ in investment decision-making regarding compensation in other industries.

This study also has other limitations. The participants were constrained to university students, who are different in many ways from real investors in the market. In addition, the study tested only the participants’ perceived investment potential, which does not guarantee their actual willingness or investment behaviors (Guo et al., 2022). Moreover, there may be other individual socioeconomic features in addition to gender and investment experience that can potentially affect the results. Future studies may compare the role of the right TPJ in investment decision-making regarding compensation between the construction industry and other industries or explore how the effects vary based on other individual features.

In conclusion, this study used tDCS to explore the role of the right TPJ in the effects of the CEO-to-employee pay ratio on potential investors’ perceived investment potential in the construction industry. The results show that enhancing activity in the right TPJ significantly reduced the perceived investment potential of female participants, especially those with no investment experience, when the company’s CEO-to-employee pay ratio was high compared to when the pay ratio was medium. The mechanisms underlying these effects of tDCS in the right TPJ on the perceived investment potential were also explored. The main contribution of this study lies in its pioneering exploration of the neural basis of investment decision-making regarding the CEO-to-employee pay ratio. Additionally, it reveals individual feature-based differences in the role of the TPJ in investment decision-making and its possible mechanisms.
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Each great architecture tells a story to make its space meaningful. What the stadium tells matters how the individual interacts with it. The potent influence of narrative in shaping our cognitive processing has been revealed and widely used. This influence, however, has not been the focus of researchers in stadium operations. The present study aimed at investigating the influence of the stadium narrative on approach-avoidance responses and the corresponding neural correlates. Participants were presented with a sequence of pictures expressing a story congruent or incongruent with the general profile of the stadium, and were required to make an enter or exit response. Results showed larger amplitudes of N400 for incongruent trials than congruent trials at the end of the narrative, indicating the feasibility of continuity editing procedure for the study of narratives. Moreover, larger amplitudes of LPP were observed in response to the stadium preceded by congruent trials than incongruent trials. This effect was more pronounced in the left than right frontal sites. The LPP suggested that a congruent narrative imparted the stadium approaching affective features, and induced approaching responses, which was consistent with the behavioral and correlational results. Our findings suggested that changes in narrative were sufficient to shape the approach-avoidance responses and the underlying neural correlates. Implications for stadium management and buildings are provided.
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INTRODUCTION

We live and work in buildings made of concrete and steels, and the things that connect us between such buildings are called stories (Hinton, 2014). By telling stories, the building itself becomes a meaningful space rather than a mere physical object, this process is known as the narrative (DiMascio and Maver, 2014; Jamieson, 2017). Architectural narrative prioritizes human experience in buildings and concerns about what happens in space (Tseng, 2015). Architectural narrative not only expresses social and cultural messages of the semantic meanings of buildings and space, but also contributes to the construction of meaning per se (Psarra, 2009). A narrative thus becoming an essential element in the design of architecture (Tissink, 2016). A strong architectural narrative may add interests for its users and stamp their experiences with narrative feature (Chen and Kalay, 2008). As an architecture, the stadium is no longer portrayed as a silent physical matter, but actually as an epitome of culture in the city (Sheard, 1985) and an actor that explained its own identity. Therefore, what stories the stadium tells or what can be read from the stadium counts a lot from the perspective of architectural narrative.

The narrative is not only a medium whereby which we interact with the environment; studies have shown that it is a potent factor that shapes our processing of information (Wheeler et al., 1999; Green and Brock, 2000; Shiller, 2017; Piotrowski et al., 2019). Behavioral studies showed that narratives could induce our attitudes to be more congruent with that expressed in a narrative (Wheeler et al., 1999; Green and Brock, 2000), and the influence of a narrative can even override statistical information (Betsch et al., 2011). Moreover, by manipulating the temporal structure of stories, researchers collected fMRI data when presenting participants with either an intact temporal sequence of the story, or with the same event in scrambled order. The results showed that the temporally scrambled events evoked weaker schematic representations in mPFC (Baldassano et al., 2018). The effect of a narrative on neural responses persists even after the disappearance of stimuli, as study showed functional connectivity changed after listening to narratives representing different emotional contents (Borchardt et al., 2015). This persisting effect was also obviously revealed by using EEG (Borchardt et al., 2018). These studies showed the feasibility of using neuroscience technique to investigate the effect of narrative, as well as the potential neural correlates related to the influence of narrative. Although the narrative is commonly related to literature and plays, it is also widely accepted in architectures (Jo and Lee, 2007; Wakefield, 2015). It is reasonable to postulate that the influence of narrative also exists in architectures.

The powerful influence of a narrative has been widely used, such as in communicating effectively with the general about the policies of government (Piotrowski et al., 2019), and in addressing the economic fluctuations (Shiller, 2017). However, the potent effect of a narrative seems to be neglected by researchers in the stadium management, in which exploring the determinants of stadium attendance is of pivotal importance (Schreyer and Ansari, 2021), as getting revenue from ticket sales is an important part of financial resources (Deloitte, 2021). Related to this issue are studies concerned about how built environments affect human behavior. Emotion may be a core node in this relationship as shown by the structural equation modeling analysis (Ryu and Jang, 2007). Naturally, environmental factors were the mostly studied variable related to stadium attendance (Uhrich and Koenigstorfer, 2009; Chen et al., 2013; Yoshida et al., 2021). Consistent with studies in other buildings (Ryu and Jang, 2007), findings showed that the environmental stimuli of the stadium affected an individual’s behavioral response via emotional processing (Uhrich and Koenigstorfer, 2009; Chen et al., 2013; Yoshida et al., 2021). Specifically, the more satisfied people with the environmental stimuli (Chen et al., 2013; Yoshida et al., 2021) or more positive emotion they experienced (Uhrich and Koenigstorfer, 2009), the more likely they attended the stadium. These studies highlighted the role of emotion in responding to the environmental stimulus.

The relationship between environmental stimulus and people’s responses could be supported by the S (stimuli)–O (organism)–R (response) model, which assumes that stimuli in the environment affect an individual’s emotional states and ultimately result in approach or avoidance responses (Mehrabian and Russell, 1974). Approach is positive, reflecting the desire to stay in the environment while avoidance is negative, indicating the withdrawal behavior (Mehrabian and Russell, 1974). From the perspective of environmental psychology (Mehrabian, 1976), the stadium narrative can be regarded as an environmental stimulus and the narrative itself is a potent medium for emotion-eliciting (Westermann et al., 1996). Thus, it is likely that the stadium narrative would potentially influence approach-avoidance response toward the stadium by internal emotion processing of the individual. However, no study has been conducted to reveal the causal link between stadium narrative and approach-avoidance response, and the mechanisms underlying this link also remains unknown. The employment of techniques of neuroscience provides a method to reveal the internal psychological processing of organism and helps to advance our understanding of the mechanisms underlying a certain behavior (Churchland and Sejnowski, 1988; Bell and Cuevas, 2012). Among all the techniques, electroencephalography (EEG) records brain electrical activities at a millisecond in an non-invasive manner and is relatively low-costing, and has been used in engineering (Hou et al., 2021; Liu et al., 2022).

Therefore, the present study aimed at investigating the influence of the stadium narrative on approach-avoidance response and its neural correlates by using EEG. First, a new experimental procedure, which was called “continuity editing procedure” here, was introduced to enable the stadium to tell a story based on filmmaking theory. Continuity editing is a technique widely used in filmmaking. In continuity editing, many camera shots are used to create a continuous sequence of events that comprise a narrative (Magliano and Zacks, 2011). Here, participants were presented with sequences of pictures forming two different conditions. Each picture represents a unique scene in the sequence. The sequences are presented progressively from the spatial perspective. As the narrative goes, participants would feel that they are getting closer and closer to the stadium. The essence of the difference between congruent and incongruent condition is the continuity of events. In one condition, pictures are sequenced to express the theme that “This is a stadium with wonderful games.” In another condition, the theme is “This is a stadium in which people do nothing related to sports but working or studying.” The distinction in the two conditions is achieved by using either sports-related or sports-unrelated pictures at the end of the narrative. Because events that have happened or have been happening in it have naturally become a part of the source of narratives (Tseng, 2015), and the stadiums are often used for exhibiting sports games, the narrative contents in the two conditions are either congruent or incongruent with what are generally happening in the stadium. The two conditions were called “congruent condition” and “incongruent condition” hereafter, respectively. In the congruent condition, events happened in the stadium could be naturally continued. In the incongruent condition, events happened in the stadium were somewhat abrupt, or were less continued than in the congruent condition. A similar experimental design could be seen in other studies related to the narrative by using continuity editing (Speer et al., 2007; Magliano and Zacks, 2011).

Second, the N400 component was used to verify the feasibility of our experimental procedure. The N400 is a negative component peaking at approximately 400 ms after stimuli onset, is a marker of semantic processing (Berkum et al., 1999; Kutas and Federmeier, 2011), and is sensitive to semantic expectancy (Kutas and Hillyard, 1980). If larger N400 amplitude was induced in incongruent trials than that of congruent trials, then this indicated that pictures on the marker point were more expected in congruent trials than incongruent trials. On the other hand, this suggested that the presented sequences could convey information in a way similar to language, reflecting that the experimental procedure is effective at enabling the stadium to speak.

Third, the LPP (late positive potential) would be focused in data analysis. The LPP is a broadly distributed positivity with the average latency starting at approximately 300 ms and lasting for several milliseconds after stimulus onset (Cuthbert et al., 2000). The LPP is thought to index the emotional processing as larger amplitudes of LPP were found in response to affective pictures than non-affective neutral ones (Cuthbert et al., 2000; Schupp et al., 2000; Olofsson et al., 2008; Hajcak et al., 2010). Moreover, studies revealed larger LPP over the left frontal cortex in response to approach-related stimuli, such as appetitive pictures (Gable and Harmon-Jones, 2010), and concepts that were rated as good like welfare (Cunningham et al., 2005), while avoidance-related stimuli elicited larger LPP amplitudes in the right frontal (van de Laar et al., 2004; Cunningham et al., 2005). The frontal lateralization of the LPP is consistent with findings that showed the asymmetry in frontal cortex in emotional processing [for a review, see Harmon-Jones et al. (2010)]. Therefore, differences in the amplitudes of LPP between two conditions could be explained by emotional processing or the processing of approach-avoidance stimuli if the LPP effect has a frontal lateralization. Considering that environmental stimuli influenced people’s emotional connection with the stadium at the behavioral level (Uhrich and Koenigstorfer, 2009; Chen et al., 2013; Yoshida et al., 2021), it is assumed that significant differences in LPP would be observed in the two conditions. It is further hypothesized that frontal lateralization of LPP would be different between the two conditions, if significant behavioral responses exist.



MATERIALS AND METHODS


Participants

Sample size was estimated using G*Power (version 3.1) (Faul et al., 2007). Twenty-six participants would be required to detect statistically significant F-test difference with a power of 0.85 at a significance level of p = 0.05. Therefore, thirty university students were recruited as paid volunteers, two of which were removed for further analysis due to abnormal recording. In the end, twenty-eight participants were included in our experiment (Mage = 24.07 years, SD = 1.75 years; 15 females). All participants were right-handed, with no history of neurological or psychiatric diseases. All reported having normal or corrected-to-normal vision. None had received any extracurricular training in architecture design and sports. Before the experiment, all participants signed a written consent form.



Stimuli

Four kinds of pictures were used in the presentation of sequences: (1) the outer appearances of the stadium; (2) the inside of the stadium; (3) pictures related to the stadium such as sports games; (4) pictures unrelated to the stadium such as working or studying. Studying- or working-related pictures rather than random pictures like animals or plants were chosen to avoid generating potential confounding variables. As all contents of the pictures were confined to the scope of human activities, and the essential difference of the pictures between the two conditions was level of activities, the congruent condition was active while the incongruent was sedentary. This selection would make the concepts associated with the two conditions comparable.

First, 960 pictures were downloaded and selected from the Internet, with 240 pictures for each kind. Pictures with resolution above 600 × 800 pixels were selected. After the selection, some of the pictures were further edited using Photoshop software to remove information that interferes with the expression of the theme, such as crowds outside the stadium. Then, pictures were sequenced to form two conditions. In the congruent condition, pictures were arranged with the sequence “outer appearance of the stadium in distance-outer appearance of the stadium-the inside stadium-sports related scene-outer appearance of the stadium in distance” to tell that “This is a stadium with wonderful games.” In the incongruent condition, pictures were arranged with the same sequence except that the fourth pictures were replaced by pictures unrelated to sports to tell that “This is a stadium in which people do nothing related to sports but working or studying.” Finally, 162 sequences were selected as the final experimental stimuli. Other sequences were excluded due to inappropriate arrangement of the pictures. The inappropriate arrangement of the pictures refers to the sequences that cannot bring a sense of congruence for the congruent trials or a sense of incongruence for the incongruent trials. For example, the combination of a football field with basketball games. For the final 162 sequences, half were congruent while the other half were incongruent.



Procedure and Design

Each trial started with a black fixation in the middle of the screen with a light gray background for 500–800 ms. Then, the first picture was presented for 1,000 ms, followed by the second, the third, and the fourth pictures, each presented for 250 ms. To generate a sense of narrative, we presented the pictures in the following sequence: stadium in the distance, stadium in a nearer site, the interior of a stadium, and the things happening in a stadium accordingly. After the presentation of the preceding four pictures was a 250 ms blank screen. At the end, the stadium reappeared on the screen for 1,000 ms. Following was the response interface, lasting for infinite time until participants made a response. Such a design would avoid any contamination from artifacts associated with the actions of button-pressing. During the experiment, all stimuli were presented on a 20-inch Dell computer monitor (1,440 × 900 pixels, 60 Hz), situated approximately 100 cm from the participant. See Figure 1 for more details.
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FIGURE 1. Flow of experimental procedure and design.


Participants were instructed to express their approach-avoidance attitude toward the stadium by pressing either enter or exit buttons. The association between the hand side (left or right) and the response (enter or exit) was counterbalanced across the participants. The enter and exit responses represent expression of approach and avoidance decisions, respectively (Vartanian et al., 2013). Before the formal experiment, six practice trials were given to familiarize the participants with the stimuli and procedure.

As pictures in congruent and incongruent conditions are different in the study, the physical stimulus confounds are unavoidable (Luck, 2005). Thus, the possible significant differences cannot be totally attributed to our manipulation. To address this issue, we would present the stadium two times and analyze data after subtracting ERPs induced by the reappearance of the stadium from ERPs induced by the stadium that appeared for the first time. If the results have the same pattern, this indicates that the significant differences in the two conditions are not contaminated by physical differences.



Electroencephalography Recording and Preprocessing

The EEG was recorded from 64 Ag/AgCl electrodes organized according to the international 10/20 system. The electrode in front of the Fz served as ground. Four additional electrodes were placed at the left eye supra- and infraorbitally and at the outer canthi of both eyes to record vertical and horizontal electrooculograms (EOGs), respectively. Impedances of all electrodes were kept below 10 kΩ during recording. The sampling rate was 1,000 Hz, with a band-pass filter of 0.05–100 Hz.

The preprocessing was conducted using Brainstorm (Tadel et al., 2011). EEG was resampled at 512 Hz and re-referenced to the average of bipolar mastoid. A band-pass filter of 1–30 Hz was applied offline. Eye movements were corrected by using independent component analysis (ICA). Noisy segments were excluded manually. EEG epochs from −200 to 1,000 ms relative to the first, the fourth, and the fifth pictures’ onset were time-locked and baseline corrected (−200–0 ms). That is, there were three types of EEG epochs in the study (see Figure 1). The first epoch was based on the onset of the fourth picture in the sequence (end of the narrative); it was used for confirming the feasibility of the experimental procedure. The fourth picture was situated at the end of the narrative. Pictures preceding the fourth picture served as a context. Only after the context is established can we investigate whether or not the subsequent stimulus fits well with it. Therefore, similar to the classic study of N400, in which the stimulus was presented word by word and ERPs were extracted at the end of the sentence (Kutas and Hillyard, 1980), the present study displayed information picture by picture and analyzed the N400 effect for the fourth picture. The second epoch was based on the onset of the fifth picture in the sequence (reappearance of the stadium); it was used for exploring the influence of preceding narratives. The third epoch was based on the onset of the first picture in the sequence, and it was used for excluding the compounds of physical differences in different conditions.



ERP Data Analysis

All ERP analyses were based on the mean amplitude values of each participant under each condition. Based on visual inspection and previous studies concerned about N400 (Kutas and Federmeier, 2011) and LPP (Gable and Harmon-Jones, 2013; Gable and Poole, 2014), the time window of 200–400 ms was used for statistical analysis for the fourth picture in sequence. For the first and fifth pictures in sequence, 500–800 ms were used for statistical analysis.

Repeated-measures ANOVAs were conducted for the midline (anterior: FPZ and FZ; central: FCZ, CZ, and CPZ; posterior: PZ, POZ, and OZ) and lateral electrodes (left anterior: AF3, F1, F3, and F5; right anterior: AF4, F2, F4, and F6; left central: FC1, FC3, FC5, C1, C3, and CP1; right central: FC2, FC4, FC6, C2, C4, and CP2; left posterior: P1, P3, and CB1; right posterior: P2, P4, and CB2) separately. For the midline electrodes, congruency (congruent and incongruent) and anteriority (anterior, central, and posterior) were considered as within-subjects factors. For the lateral electrodes, hemisphere (left and right) was added as an additional within-subjects factor, that is, a 2 (congruency: congruent and incongruent) × 3 anteriority (anterior, central, and posterior) × 2 (hemisphere: left and right) repeated-measures ANOVA for lateral analysis. The mean value of the electrodes in each region of interest was computed for analysis. The analysis of simple effects tests if there were obvious interactions and all pairwise comparisons were adjusted by Bonferroni correction. Only the significant effects containing the congruency (the main variable) were reported.




RESULTS


Behavioral Results

A paired t-test was conducted based on the ratio of “enter” response for each participant under each condition. As shown in Figure 2, the results showed a significantly higher value of “enter” response [t(27) = 4.31, p < 0.001, d = 1.51] for congruent condition (M = 75.61%, SD = 22.53%) than incongruent condition (M = 41.64%, SD = 27.36%). Although response time was collected, we would not analyze it given that the response was delayed in the present study.
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FIGURE 2. Values of “enter” ratio under each condition. The error bars refer to the standard errors.




Electrophysiological Results and Correlational Analysis


Epoch1 (The Fourth Picture in the Sequence)

Figure 3 shows the grand average waveforms elicited by the fourth picture in the sequence (A) and the scalp distribution of incongruent-minus-congruent difference waves (B). As can be seen, a larger N400 was induced by the incongruent than congruent trials. This N400 effect was globally distributed and maximal between 200 and 400 ms.
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FIGURE 3. Grand mean ERP waveforms elicited by the fourth picture. (A) FZ and PZ. Gray-shaded areas indicate the time windows used for statistical analysis. (B) Displayed the Scalp distribution of the incongruent-minus-congruent difference waves in the time window of 200–400 ms.


Statistical analysis of the N400 time window of 200–400 ms showed main effects of congruency on midline electrodes [F(1,27) = 6.10, p = 0.02, η2 = 0.18] and lateral [F(1,27) = 8.71, p = 0.01, η2 = 0.24], as a larger N400 amplitude was elicited under the incongruent condition than under the congruent condition. Significant interactions were observed between anteriority and congruency on both midline [F(1.33,35.87) = 17.25, p < 0.001, η2 = 0.39] and lateral electrodes [F(1.17,31.47) = 26.19, p < 0.001, η2 = 0.49], as there were larger N400 in incongruent vs. congruent trials for the anterior electrodes [midline: F(1,27) = 16.02, p < 0.001, η2 = 0.37; lateral: F(1,27) = 21.50, p < 0.001, η2 = 0.44] and central electrodes [midline: F(1,27) = 8.20, p = 0.01, η2 = 0.23; lateral: F(1,27) = 12.98, p = 0.001, η2 = 0.33], but not for the posterior electrodes [midline: F(1,27) = 3.23, p = 0.08; lateral: F(1,27) = 3.36, p = 0.08].



Epoch2 (The Fifth Picture in the Sequence)

Figure 4 shows the grand average waveforms elicited by stadiums (the fifth picture in the sequence) preceded by congruent and incongruent narrative. Figure 5 shows the scalp distribution of congruent-minus-incongruent difference waves (A). For the fifth picture in the sequence, a larger LPP was induced by the congruent than incongruent trials in the time window of 500–800 ms.
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FIGURE 4. Grand mean ERP waveforms elicited by the reappearance of the stadium preceded by congruent or incongruent narratives. Gray-shaded areas indicate the time windows used for statistical analysis. F3, FZ, F4, FC3, FCZ, and FC4 showed larger amplitude of LPP for congruent trials than in congruent trials, while P3, PZ, and P4 showed no significant difference between the two conditions.
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FIGURE 5. (A) Scalp distribution of the congruent-minus-incongruent difference waves in 500–800 ms. (B) Scalp distribution of the congruent-minus-incongruent difference waves in 500–800 ms derived from the values of fifth picture minus the first picture. That is, values in congruent trials (values of the fifth picture minus the first picture in congruent condition) minus values in incongruent trials (values of the fifth picture minus the first picture in incongruent condition).


Analysis of the LPP in the time window of 500–800 ms revealed a significant main effect of congruency on midline [F(1,27) = 4.28, p = 0.048, η2 = 0.14], as congruent trials elicited a larger LPP than incongruent trials. Significant interactions between congruency and anteriority were observed on both midline [F(1.19,32.25) = 5.47, p = 0.02, η2 = 0.17] and lateral electrodes [F(1.17,31.51) = 4.94, p = 0.03, η2 = 0.16], as larger amplitudes of LPP were elicited by congruent trials than incongruent trials for the anterior electrodes [midline: F(1,27) = 7.15, p = 0.01, η2 = 0.21; lateral: F(1,27) = 6.77, p = 0.02, η2 = 0.20] and central electrodes [midline: F(1,27) = 7.32, p = 0.01, η2 = 0.21; lateral: F(1,27) = 4.81, p = 0.04, η2 = 0.15], but not for the posterior electrodes [midline: F(1,27) = 0.95, p = 0.34; lateral: F(1,27) = 0.59, p = 0.45].



Epoch2-Minus-Epoch3

To exclude the above LPP effect (congruent-minus-incongruent) was contaminated by physical differences in the congruent and incongruent conditions, the value of amplitudes elicited by the fifth picture minus the first picture was treated as a dependent variable. Figure 6 shows the grand average of difference waveforms elicited by the fifth picture minus the first picture in the sequence. Figure 5 shows the scalp distribution of congruent-minus-incongruent difference waves for epoch2-minus-epoch3 in the time window of 500–800 ms (B).


[image: image]

FIGURE 6. Grand mean ERP waveforms of the congruent-minus-incongruent difference waves derived from the values of fifth picture minus the first picture. Gray-shaded areas indicate the time windows used for statistical analysis. F3, FZ, F4, FC3, FCZ, and FC4 showed larger amplitude of LPP for congruent trials than in congruent trials, while P3, PZ, and P4 showed no significant difference between the two conditions.


Analysis of the LPP in the time window of 500–800 ms showed significant main effects of congruency on midline [F(1,27) = 10.05, p = 0.04, η2 = 0.27] and lateral [F(1,27) = 9.94, p = 0.004, η2 = 0.27], as larger positivity was elicited under congruent condition than the incongruent condition. Moreover, interactions between anteriority and congruency on both midline [F(2,54) = 3.93, p = 0.03, η2 = 0.13] and lateral electrodes [F(2,54) = 3.44, p = 0.04, η2 = 0.11] were observed, owing to larger LPP in the congruent than incongruent trials for the anterior [midline: F(1,27) = 6.79, p = 0.02, η2 = 0.20; lateral: F(1,27) = 6.82, p = 0.02, η2 = 0.20] and central electrodes [midline: F(1,27) = 17.47, p < 0.001, η2 = 0.39; lateral: F(1,27) = 16.69, p < 0.001, η2 = 0.38], but not for the posterior electrodes [midline: F(1,27) = 0.09, p = 0.77; lateral: F(1,27) = 0.1, p = 0.92].



Laterality of the Frontal Late Positive Potential

Although the interactions between congruency and hemisphere was not significant in the above repeated-measures ANOVAs, there were theoretical motivations to examine the laterality of LPP (Maxwell et al., 2017). Because larger amplitudes of LPP in the left frontal hemisphere are related to approach motivation (Gable and Harmon-Jones, 2013; Gable and Poole, 2014), and our behavioral results showed a higher ration of “enter” under congruent than incongruent condition, we speculated that the difference caused by congruent-minus-incongruent trials should be more pronounced in the left frontal area than in the right frontal area. Therefore, similar to previous studies concerned about the laterality of LPP (Gable and Harmon-Jones, 2010; Gable and Harmon-Jones, 2013), we choose AF3, F1, F3, and F5 for the left lateral frontal electrodes and AF4, F2, F4, and F6 for the right lateral frontal electrodes. A paired t-test was conducted based on the mean difference value (congruent minus incongruent) of LPP in response to the fifth picture. The result showed a significant greater LPP effect in the left frontal than in the right frontal [t(27) = 2.75, p = 0.01, d = 0.24]. The result remained the same after excluding the physical differences of the stadium in congruent and incongruent conditions [t(27) = 3.29, p = 0.003, d = 0.25].

The correlation between congruent-minus-incongruent LPP amplitudes and behavioral response was conducted. The results showed significant positive correlation in anterior electrodes (r = 0.67, p < 0.001), central electrodes (r = 0.51, p = 0.01), left anterior electrodes (r = 0.65, p < 0.001), right anterior electrodes (r = 0.64, p < 0.001), left central electrodes (r = 0.45, p = 0.02), and right central electrodes (r = 0.50, p = 0.01). No obvious relationship was found in posterior electrodes (r = −0.29, p = 0.13), left posterior electrodes (r = −0.28, p = 0.15), and right posterior electrodes (r = −0.29, p = 0.14).





DISCUSSION

By using ERPs, the present study investigated the effects of the stadium narrative on the approach-avoidance response toward the stadium, and the corresponding neural correlates underlying such effects. The results showed larger amplitudes of N400 during the time window of 200–400 ms for incongruent trials than congruent trials at the end of the narrative, reflecting the feasibility of the experimental procedure. In the time window of 500–800 ms after the reappearance of the stadium, larger amplitudes of LPP were observed preceded by congruent trials than incongruent trials. The LPP effect was invulnerable to the physical differences in the two conditions and has a left frontal laterality. Our findings suggested that changes in the stadium narratives affected approach-avoidance responses and the corresponding neural correlates.

The first finding was that a more negative N400 was observed at the end of the narrative for incongruent trials than congruent trials. The N400 effect in the present study indicated that the stories in incongruent trials were less expected than stories in the congruent trials, as the amplitude of N400 reflected semantic expectation (Kutas and Hillyard, 1980). On the other hand, the N400 effect in the study suggests that the continuity editing procedure could convey information in a similar way to language, confirming the feasibility of continuity editing procedure for the study of architectural narrative. The finding of N400 suggested that a stadium was not simply a silent building, but also a lively actor that embodied its own identity and stories.

Another finding was that larger amplitudes of LPP were elicited for congruent trials compared with incongruent trials when the stadium reappeared. Given that affective pictures evoke larger amplitudes of LPP than non-affective or neutral pictures (Schupp et al., 2004; Pastor et al., 2008), the LPP effect in the present study indicated that the stadium narrative imparted the stadium the affective meanings. Specifically, compared with the condition in which the stadium was associated with non-sports events, the condition in which the stadium was associated with sports tends to embody more affective meanings.

In terms of affective response, there are two motivational states underlying it, the defensive associated with withdrawal behavior and the appetitive associated with approach behavior (Bradley et al., 2001). As the LPP was observed for both positive and negative stimuli compared with neutral stimuli (Cuthbert et al., 2000; Liu et al., 2012), we cannot decide whether the affective processing elicited by the stadium was approaching or avoidance simply based on the anterior-central LPP effect. Interestingly, the left laterality of LPP in frontal sites suggested that the affective response to the stadium was approaching, as the left laterality of LPP is related to approaching processing (van de Laar et al., 2004; Cunningham et al., 2005; Gable and Harmon-Jones, 2010). Alternatively, as LPP has been suggested to reflect motivated attention to affective stimuli (Keil et al., 2002) and increased motivational significance of affective stimuli (Schupp et al., 2007), the LPP effect may also indicate that stadiums preceded by congruent narratives were able to capture more attentional resources. Moreover, the LPP effect was indifferent to physical differences and the baseline (see Supplementary Material “Analysis of LPP based in another baseline”).

The role of emotion in the relationship between narrative and approach-avoidance response is consistent with the proposal of the SOR model (Mehrabian, 1976). First, previous studies have suggested that narrative was a potent medium to elicit emotion (Westermann et al., 1996). Similarly, the stadium narrative can also serve as an emotional medium and engage participants in emotional processing. Second, although buildings have usually been treated as neutral stimuli, we human beings could establish affective connections with it by narratives, from the perspective of place attachment (Gross and Brown, 2008). This is consistent with the proposition that the stadium could embody emotional connotations like home (Charleston, 2009).

Finally, consistent with previous studies which showed that exposure to narratives shaped our attitudes (Wheeler et al., 1999; Green and Brock, 2000), the behavioral results showed a larger ratio of “enter” after exposure to the impression congruent with the stadium than that of incongruent, indicating that approach-avoidance responses toward the stadium were influenced by the preceding contexts of narratives. The behavioral results confirmed the potent power of a narrative revealed by ERP results. The stadium with a congruent narrative not only elicited larger LPP, which indexed motivational approaching processing, but also induced overt approaching behaviors. The positive correlation between LPP effect and behavioral response once again indicated that the larger the LPP effect, the more likely participants chose to enter the stadium. This suggested that contents of narrative should be selected carefully to make a stadium more appealing for visitors or users; this could be done by highlighting the special features of the stadium purposely. On the other hand, these results further confirmed the interpretation of LPP as motivational approaching processing.

In application, the stadium narrative could serve a multitude of functions for stadium management. On one hand, the stadium could be used as a medium for the expression of specific messages, especially events related to sports, which might be useful for the promotion of the stadium. On the other hand, the narrative provides an effective way for improving the stadium attendance and could be used as a motivator to drive people attending the stadium. Stadium operators could strengthen the affective bonds between the stadium and individuals, and make individuals more attached to the stadium by displaying influential events related to the stadium. Moreover, only one type of building (stadium) was used, the external validity of the study was constrained when applying the results to other buildings. Specifically, when choosing whether or not to enter a stadium, the choice is largely based on preference (Wang et al., 2018), which is not always the case in other buildings. For example, entering a restaurant or hotel is mainly based on necessary needs. We postulate that the influence of a narrative might be different when people chose to enter different buildings, considering that motivation is an important influencing factor in decision-making. Therefore, the specific activities related to the buildings should be considered in real application.

The case study of the stadium also has some implications for buildings. First, the study indicates that buildings are not simply composed of concrete and steel anymore; a narrative is also an important element. A narrative enters the building in many ways; whether it is purely a form or a backstory, it shapes the way we interact with our environment. Therefore, each great building should tell a story to avoid being banal. In management, architectural narrative could be treated as a context to influence the intention of enter or exit, as social context has been shown to affect people’s willingness to buy a house (Guo et al., 2022). For managers, this context could be established by referencing history or by presenting a vision. Second, the same building can convey totally different meanings and affect our perception simply by changing narratives. Reconstruction or renovation of buildings could be achieved by changing narratives, while keeping the original physical structure unchanged. It is the stories between buildings and us and not the silent materials that matters.



CONCLUSION AND LIMITATIONS

To reveal the influence of narratives on an individual’s approach-avoidance attitudes toward the stadium and the underlying neural correlates, we presented a sequence of pictures preceding the reappearance of the stadium and record the EEG simultaneously. Our findings suggested the feasibility of continuity editing procedure to enable a stadium to tell a story. Moreover, both behavioral and electrophysiological results suggest the power of a narrative in shaping our attitudes. The findings provided insights into maximizing the stadium attendance and promotion of the stadium by using narratives. The findings of the case study can also be extended to buildings.

For the convenience of experimental manipulation, we enable the stadium to tell a rather simple story. However, in real life, each great architecture may undergo lots of things and accumulate many stories. Future studies could employ a more vivid story to add interest in the experiment. Moreover, this is an experimental study conducted in a laboratory, which naturally constrained the external validity. In real life, deciding whether or not to enter a building may be subject to many factors and the process of decision-making may be different from that in the laboratory. This could be avoided by using mobile EEG in the future.
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The VUCA environment challenged neuropsychological research conducted in conventional laboratories. Researchers expected to perform complex multimodal testing tasks in natural, open, and non-laboratory settings. However, for most neuropsychological scientists, the independent construction of a multimodal laboratory in a VUCA environment, such as a construction site, was a significant and comprehensive technological challenge. This study presents a generalized lightweight framework for perception analysis based on multimodal cognition-aware computing, which provided practical updated strategies and technological guidelines for neuromanagement and automation. A real-life test experiment on a construction site was provided to illustrate the feasibility and superiority of the method. The study aimed to fill a technology gap in the application of multimodal physiological and neuropsychological techniques in an open VUCA environment. Meanwhile, it enabled the researchers to improve their systematic technological capabilities and reduce the threshold and trial-and-error costs of experiments to conform to the new trend of VUCA.

Keywords: lightweight framework, multimodal cognition-aware computing, VUCA environment, construction site, non-laboratory


INTRODUCTION

Nowadays, sensor technology has been rapidly developing, expanding its applications in industry and other fields. In psychology and cognitive science, experimental techniques and methods, such as electroencephalography (EEG), eye-tracking, and multichannel physiological monitoring, have emerged due to the successful application of sensor technology, significantly improving the scientific understanding of human cognition and behaviors.

There are two emerging trends in the advancement of instructions. First, techniques and methods in the behavioral and cognitive domains have changed from invasive to non-invasive and from explicit to implicit measures. For example, non-contact methods are less intrusive and more flexible for subjects. A second trend is that experiments using a single instruction have become insufficient to satisfy the requirements for increasingly refined cognitive and sensory detection. Social and economic development has demanded a more comprehensive exploration of science and technology.

In response to these two trends, researchers have proposed a concept called cognition-aware computing (Zander and Kothe, 2011; Bulling and Zander, 2014). This is a systematic approach that acquires multidimensional data to analyze the cognitive states, such as behaviors, and brain activities of users. The approach has prominent advantages. Particularly, in the volatile, uncertain, complex, and ambiguous (VUCA) environment, cognition-aware computing reduces the deficiencies associated with conventional self-reported driven research in psychology. Thus, neuropsychological perspectives are better suited for research in a non-conventional open laboratory environment, such as construction engineering and engineering management. Neuropsychological perspective and cognition-aware computing present an increasing potential with the continuous diversification of sensor and information technologies.

Cognition-aware computing with multiple devices is disparate from direct measurements using a single device following operating instructions. In some cases, the physiological device can be compatible with the access of other channel devices through the transmission line. Nevertheless, the environment covered by the approach is limited, and it is difficult to deal with the more complex experimental scenario of VUCA.

In contrast, the high-availability method has a unique technical threshold and requires systematic support to achieve command synchronization, data acquisition, and data fusion different from those in conventional laboratory scenarios. Although many scholars have realized and attempted to incorporate multimodal perception in scientific research, such application is limited by the lack of adequate technical support. A large number of studies on this topic are related to the mode of independent measurement even if with multiple channels. We refers which to “pseudo-multimodal cognition-aware computing”. The ideal multimodal method requires the utilization of a variety of instruments and analysis of diverse data. Therefore, to obtain a holistic framework, multimodal instruments and data can be aggregated and collaborated, thus building “a whole framework” in a real sense.

To solve these problems, this study presents a multimodality acquisition method based on the practical technical obstacles encountered in multimodal neuroscience and biobehavioral experiments in a non-laboratory, naturalized VUCA environment. This is a lightweight framework that supports real-time data aggregation, analysis, and interaction, and provides a systematic technological guide to neuromanagement and automation for researchers.

The other sections of this paper are organized as follows. Section Literature surveys works related to perceptual analysis and cognitive-aware computing. Section MCAC Framework introduces the proposed lightweight multimodal cognition-aware computing framework. Section Practice in Construction Site presents a real-life test experiment on a construction site and its operation results, followed by conclusions in Section Conclusion.



LITERATURE


Perceptual Analysis

Human perceptual ability is a complex and integrated cognitive activity. Many researchers have conducted perceptual analysis studies of human cognitive activity. The model of human perception can be represented according to the physiological and behavioral information in the human brain. The model demonstrates that the information regarding human perceptual performance is stored in a particular form of expression, and the structure built by this stored information is combined with certain expectations, resulting in a specific behavior (Ogiela, 2017). Thus, perception is closely linked to cognitive and decision-making processes.

The perceptual analysis is a methodological attempt to study human perception. Since the performance of perceptual behavior relates to many factors, a single research method cannot answer all the questions about the nature of perception. The perceptual analysis is a means of explaining this process or understanding perception and experience. Nowadays, an increasing number of scholars have obtained results using perceptual analysis based on multichannel participation (Wang et al., 2021).



Cognitive-Aware Computing Approach


Single-Mode Cognition-Aware Computing Approach

There are many applications for single-mode cognition-aware computing. For example, it can be employed in any cognitive perception study that uses a single-mode instruction, such as neural observation instruments and IoT devices. In neuropsychology, the application of BCI and eye-tracker technologies is the most popular. Generally, these techniques and methods are adequate, and based on these tools, researchers can reveal human decision-making behaviors.



Cognition-Aware Computing With Multimodal Approach

In complex perceptual studies, single-mode cognition-aware computing is deficient in interpreting cognitive dimensions. Therefore, more technologies are incorporated into the cognitive and perceptual computing systems. For example, researchers combined eye movements with EEG in the latest study to reflect a more refined cognitive picture (Carter and Luke, 2020). In addition, complex problems in human–computer interaction can be examined more accurately based on the integration of multimodal data, such as clickstream, eye movement, EEG, and wristband data (Giannakos et al., 2019).

However, in general, the above-mentioned experiments were conducted in exchange for more dimensional cognitive data through an inefficient and demanding experimental process and experimental requirements. This constraint makes the results of these experiments difficult to measure in non-laboratory natural settings, especially in the VUCA environment, such as engineering, construction, and emergency management. Hence, conventional methods are difficult to replicate in the laboratory measurement environment, which challenges the applicability of the research conclusions.




Technology of Lightweight Framework

The lightweight framework is a method opposite to the heavyweight framework. Although researchers have not reached a consensus on the definition of a lightweight framework, their target scenarios are very specific, such as fast migration and deployment (Crawl et al., 2016), and quick and easy adaptation to changes in the business strategy (Kirk and Tempero, 2012). All in all, it is often considered that a lightweight framework does not come with an invasive interface. Moreover, it is not dependent on the container and is easy to configure, deploy, and generalize, as well as it is quick to start. Therefore, easy deployment, migration, and application are advantages of lightweight frameworks when compared to the industrial heavyweight ones. To sustain this consensus, this study considers the lightweight framework as a set of independent service implementations that can meet the requirements of easy migration, easy deployment, and fast response in multiple environments with low complexity, which facilities generalization and flexibility in meeting the requirements of research in the VUCA environment, as mentioned before, by using aggregated and collaborated multimodal instruments and data.




MCAC FRAMEWORK

Currently, it is challenging for most neuropsychological researchers to be free to choose the instruments and independently build a holistic multimodal cognitive framework under the VUCA environment. The main problem is technical challenges. The specific difficulties are the following: commonly used PCs have limited computing and I/O throughput capacity, it is difficult to carry out data acquisition and fusion of various instruments, the starting schedules of sensors' acquisition times are different, and wireless networks often have unpredictable delay fluctuations in non-laboratory environments. The above-mentioned difficulties need a systematic solution, which is addressed by the proposed lightweight multimodal cognition-aware computing (MCAC) framework.


Framework Features


Multi-Layer Structure

The MCAC framework described in this work is divided into three layers: instruments, service, and interaction (Figure 1).


[image: Figure 1]
FIGURE 1. The MCAC framework architecture.


The instrument layer includes instruments required for various experiments, such as EEG, eye trackers, and physiological instruments, which are usually applied in conventional unimodal cognition-aware computing systematic approaches. In particular, these instruments include both experimental instruments that are conventionally set up for experiments and equipment that are already available in open experimental scenarios (typically cameras). Incorporating these existing equipment in the study allows for the enrichment of data sources in the environment and reduces the additional costs related to the purchase of instruments, deployment, and dismantling. Therefore, if relevant instruments are already present in a particular environment, the possibility of including these instruments in future studies should be considered. All these instruments are connected via a LAN network or directly wired to the acquisition server. Internet connections are not recommended due to higher network latency with uncertainty, but can be chosen if necessary with time-delay corrections for data.

The service layer includes the acquisition, control, and algorithm services mentioned earlier, which is the main body of the whole framework and the primary focus of the study, and will be discussed in detail in the following sections.

The interaction layer includes application and visualization programs run on web, desktop, or mobile platforms. These applications can be connected to the service layer via a LAN or the Internet. The scalable form, which does not affect the main body of the service, supports various display forms and requirements, providing the possibility to transform the research scenario into practical applications, such as construction safety and smart retail.



Multi-Center Service

The core of the MCAC framework proposed in this paper is to adopt a loosely coupled approach with the separation of acquisition, algorithm, and control services at the service layer (Figure 1). The acquisition server obtains the required data directly from the sensors through the data interface or indirectly from the corresponding data port of the computer installed with the receiving software of the sensor. In addition, the acquisition server has extended sub-acquisition based on specific acquisition requirements and load conditions. The algorithm server supports real-time analysis of the collected data. The control server is used to receive instructions from the experimenter, control and coordinate the data and algorithm server, and function as process control. The acquisition, algorithm, and control servers are wired for connection to ensure reliability and deploy the same framework protocols.

In view of the capacity limitations of the PCs typically used in the neuropsychology experiment, the framework might be necessary to separate the acquisition service from the algorithm service, which effectively meets the high throughput requirements for the hardware to write high frequency (e.g., more than 512 Hz for a single EEG instrument) and return data in the acquisition server, provides computational resource required by the algorithm server, and ensures interaction commands to be processed with high priority. Thus, the three servers spread out different I/O throughput, computing resources, and network bandwidth pressure. Although the PC capacity is very limited compared to commercial servers, such a model is not likely to cause congestion in hardware.

Researchers can add or reduce corresponding parts according to their study needs. For example, in scenarios that do not require real-time analysis, the algorithm server can be omitted. In scenarios with the need for more sensor access or unique software installation, a parallel architecture with a group of acquisition servers is used to achieve the needs of large and complex experimental scenarios.




Acquisition Service

The primary problem of the MCAC framework is how to acquire and preprocess the data collected from various sensors. The flow of the acquisition service is shown in Figure 2.


[image: Figure 2]
FIGURE 2. The flow of acquisition service.



Original Data Acquisition

In neuropsychology, portable instruments, such as portable EEG, fNIRS, eye trackers, and portable physiological recorders, are mainly suitable for the VUCA environments rather than large laboratory apparatus, such as fMRI. Data acquisition methods are divided into three types:

a) Acquire data from the application layer: this applies to acquiring data from the instruments in the application layer (referring to Open System Interconnection Reference Model, OSI) of the operation system directly, and it includes the devices that can customize the IP address of the data collector or be supported by the manufacturer with SDK (Software Development Kit) or API (Application Programming Interface). Representatives of such devices include ThinkGear AM (Neuro Sky, 2015), Tobii (Tobii, 2021), and TheEyeTribe (The EyeTribe, 2014). Also, Ramadan and Vasilakosc (Rabie et al., 2017) in their review listed eight kinds of popular BCI software platforms and tools most of which are open source. Based on the above, all can be achieved through simple programming data communication.

b) Acquire data from the session layer: this applies to acquiring data from the communication port of the operation system in the session layer. Instead of directly obtaining data from the reserved interface, the method acquires data based on the programs running on the PC by listening to the data port of session communication. Such acquisition mode encompasses most equipment with closed software or streaming media, such as surveillance cameras and microphones. For audio and video streaming media systems, data can be resolved directly according to the common coding format, such as h.264/h.265. For the data from the special acquisition instrument of special structure, the instrument manufacturers can generally provide document support. Data reverse engineering based on instrument self-test is usually an effective process. It should be noted that the reverse engineering of data decoding should comply with the requirements of local laws, operation manuals of the equipment, and intellectual property protection guidelines, and one has to ensure that it is not used for commercial purposes.

c) Acquire data from the existing data archive: this applies to acquiring data from two situations. First, most of the data can only be collected offline by using some special instruments. Second, some of the data itself is completed and has been collected, such as demographic information and neuropsychological test data collected offline or in advance. In this way, the existing or offline data can be integrated into the dynamic analysis with neural signal and behavioral data in a real-time setting.



Original Data Transformation

When multiple groups of independent instruments are used to collect the perceptual information of subjects, the data cannot simply be compiled together. One problem is that the sampling rates of different instruments are usually different. Generally, the sampling rate of a computer recording human–computer interaction behavior is 100 Hz, the sampling rate of an EEG sensor is 512 Hz, and the sampling rate of eye movement is 60-−200 Hz, and may even go up to 800 Hz. Another problem is that the data segments from different instruments have different meanings and cannot be simply spliced together. A typical example is the fusion of unstructured audio/video stream data. The proposed MCAC framework can handle the above-mentioned challenges by employing three data transformation methods corresponding to different structures and sampling granularity of the collected data:

a) Unstructured data feature recognition: processing and coding is a common method that can be applied to unstructured data, such as audio and video streams in the field of social science research. Typically, researchers have done this by watching videos or listening to recordings. With the advent of advanced artificial intelligence tools, extraction of structural features from these unstructured data has become possible, and these techniques can be further used in the MCAC framework. For example, Dlib (Suwarno and Kevin, 2020) can capture the facial features in the video in real time, OpenPose (Qiao et al., 2017) can analyze human actions in real time, and Meta-Updater (Dai et al., 2020) can track multiple targets in the video for a long time. Researchers have embraced these techniques as an adjunct to neuroscience and biobehavioral observations (Qian et al., 2022). Thus, the key information in the audio and video streams can be extracted from the stream and transformed into a new data structure, organized in time series.

b) Unifying granularity framework: the consistency in sampling granularity of the structured data is the key to fusion computing. According to different expectations and analysis requirements of the study, the method of data replication and filling or setting defect value can be selected to align the low sampling rate data into high sampling rate data, or averaging and moving window averaging technique can be used to reduce the frequency of high sampling rate data. It is worth noting that the performance load of the instruments is mainly concentrated in the I/O throughput of the acquisition server, so neither of the above two algorithms will have a greater impact on the performance of the acquisition server.

c) No transformation is required: the data in the scenario are structured and have a consistent temporal sampling granularity. For example, if the subject's eye movement and active selection behaviors are collected simultaneously at the granularity of 512 Hz, the collected data can be directly spliced into a complete time series with a time scale of 0.01 s.



Original Data Storage

If storage conditions are met, all the original data should be stored locally at the acquisition server to ensure the traceability of all the experimental data in the future. Experiments requiring public natural scenes and industrialization scenes need to comply with local legal requirements for personal privacy protection.

In the proposed MCAC framework, different databases can be selected for storage. The relational database has the advantages of better operability and universality, which is suitable for the storage needs of most structured data. NoSQL databases can also be involved, particularly for the unstructured data or large-scale sparse data storage generated in a natural experiment or industrial scenes, which can effectively improve the storage and access efficiency.



Original Data Transmission

All data acquired will be transformed into a new data structure with a consistent model and consistent data granularity according to the established rules of the control service, and will be transmitted to the control service.

To balance convenience, reliability, and network efficiency, lightweight WebSocket or RESTful is the preferred way of data transmission. WebSocket is a concise and persistent communication protocol based on TCP connection, which realizes the full-duplex communication between the client and the server. It has the advantages of light data format, low-performance overhead, and efficient communication. It is one of the most popular network link methods for fast and efficient communication. RESTful is a design style and developmental method for resource location and resource operation of web applications based on HTTP protocol. It can be defined in XML format or JSON format for more concise, hierarchical, and easy cache operation. At present, RESTful is widely used in the interface technology of mobile Internet. The above two technologies can effectively solve the problems of link establishment, data access, long connection maintenance, packet loss retransmission, and so on in a standardized way in most experimental scenarios. They are very simple to implement, highly portable, and extensible, and hence meet the various requirements of an MCAC lightweight framework.



Parallel Acquisition Extension

The computing resources of a lightweight framework are limited. In this, the most commonly used equipment is a normal PC, which is essential for all neuropsychological labs. In the meantime, dozens of different types of experimental acquisition instruments may be accessed and long-term tests continuously carried out for a long time in the VUCA environment supported by the MCAC, and therefore, it is necessary to adopt a scalable parallel architecture.

Multiple clusters consisting of acquisition servers are connected with the control server to form a parallel storage architecture (parallel database) that is prevalent in the industry today. In the lightweight framework of MCAC, each acquisition server performs data extraction, transformation, and storage operations independently, making the parallel architecture a loosely coupled architecture for the shared data, as shown in Figure 3. Each database structure can be completely heterogeneous due to the different collection instruments that correspond to each collection server.


[image: Figure 3]
FIGURE 3. The parallel acquisition architecture.


This structure has excellent scalability, and by only adding additional processing nodes (server), the processing capacity of the framework can be increased in a nearly linear proportion. Compared with the tightly coupled shared memory mode, the loosely coupled mode is more convenient to implement. Currently, main BMSs can support this parallelization extension easily.

It is worth noting that in the field of computer science, parallel database and distributed database are two different architectures, though they are both produced to improve database performance and availability. However, in the environment targeted by this study, the purpose of the parallel extension is to expand the processing capacity of the acquisition and meet special acquisition conditions. For example, to avoid run conflicts caused by some programs running at the same time. It is more important for social science researchers to know and apply this extension model so that all the acquisition instruments in the experiment become a whole system, rather than delving into the differences in the principles of the architecture.




Control Service

The control service of the MCAC deals with the alignment problem after data collection and provides data support for the subsequent analysis and interaction process. The flow of the control service is shown in Figure 4.


[image: Figure 4]
FIGURE 4. The flow of control service.



Acquisition Coordination

Due to the complexity and openness of the VUCA environment, it may be difficult to ensure a straightforward and fixed test process like a conventional laboratory test. For example, subjects' information cannot be confirmed before the experiment, since all the experimental equipment cannot start simultaneously. Specifically, in the follow-up experiment examining the behavior of a construction safety inspector, the surveillance cameras at each point remain open. In this process, all personnel on the site are captured by the camera. However, the experiment will not begin until the safety inspector with a portable EEG is captured by a camera. Typically, this part of the work will require a lot of human effort to view and edit video clips, but in the proposed MCAC framework, this will be achieved by the automatic collaboration of the control service. The process of acquisition coordination is shown in Figure 5.


[image: Figure 5]
FIGURE 5. The flow of acquisition coordination.




Timeline Alignment

In neuropsychological research, tiny inconsistent timelines may have a great impact on the final results. However, in the VUCA environment where the MCAC is deployed, some devices acquire data through wireless communication, causing inevitable time delays due to the physical network. Therefore, it is necessary for the control service to make each device align with the timeline when their data is combined.

In the field of computers, there are two main network time protocols for time alignment, NTP and PTP. On the other hand, since the wireless acquisition instruments used in the neuropsychological research are mainly IoT embedded devices that rarely support NTP or PTP services, the framework needs targeted adjustments. There are two modes (reliable connection and unreliable connection), and the timeline alignment strategies are shown in Figure 6.


[image: Figure 6]
FIGURE 6. The timeline alignment strategy in two model.


Reliable connection mode (Figure 6A) is primarily for network interactions that require keeping a connection and is mainly represented by the TCP protocol. In this mode, the server and the acquisition device will be in continuous interaction during the transmission. We can consider the time that the server receives the client's first round of interaction instruction (SYN ACK) as t1 and the time the server receives the first data packet (ACK) as t2. Because the front-end acquisition device does not involve complex computation, the instrument processing time, theta (Θ), can be regarded as a constant approaching 0. Thus, the network transmission in-transit delay, delta (δ), can be calculated by (t2-t1)/2. In order to avoid the impact of network fluctuation, the process can be repeated for 10 times or more, and then calculate its trimmed mean.

Unreliable connection mode (Figure 6B) is primarily for network interactions that do not require keeping a connection and is mainly represented by the UDP protocol. In this mode, some servers and the acquisition device will not be in continuous interaction during the transmission after the transfer has started. Since the sensor is transmitting data back at a fixed acquisition frequency, the instrument processing time (Θ) can also be regarded as a constant approaching 0. Taking the response of the first 10 data packets or more, the network transmission in-transit delay is calculated as δ. In this situation, the δ value is equal to.

[image: image]

It is worth noting that the premise of the above calculation is that the in-transit delay of the experimental network transmission is symmetric. But due to network fluctuation and congestion, transmission in-transit delay is different even in the same wireless LAN. Therefore, the above-mentioned model is only a modification of the theoretical model. At the same time, researchers need to pay attention to the network stability of the acquisition instruments in the VUCA environment, and reduce the network instability through network separation and acquisition service expansion as far as possible. In this study, it is considered that it is not reliable that two times of delta (δ) is large than 0.8 times the derivative of the model's default frequency. For example, calculating the model default frequency of 10 Hz needs the transmission in-transmit delay <40 ms.



Data Reload and Data Services

After acquisition coordination and timeline alignment, the control server will combine the data from different instruments to form the following recommendation model that one objective's all dimensions at each time point will be aggregated into one row, the model and example as Figure 7. Next, load them into the structured database of the control server.


[image: Figure 7]
FIGURE 7. The recommendation model and example.


The database provides data services for analysis and interaction servers. If specific analysis and display are necessary, the above data formats can also be optimized to improve the efficiency of real-time analysis and display.



Collaborative Query

The parallel extension service in MCAC should also be able to handle the subsequent query requirements for the original test stored in different acquisition servers. The queries for this requirement flow out are shown in Figure 8.


[image: Figure 8]
FIGURE 8. The flow of collaborative query.


The figure shows that the interaction layer provides an interactive interface with the experimenter, accepts query requests for specific data, and returns query results. The control service centrally processes query requests in the data query server which deploys process logic and data dictionary, whether a parallel query or not.

Since the MCAC is not designed for industrial scenarios, it does not involve the complex development of industrial load balancing, failure transfer, data isolation, and low-level efficiency optimization. Also, the lightweight framework's basic query and loading needs can be met by packaging technologies, such as ODBC and JDBC.

Specifically, when a query service request is received from the control service, it will be sent to the query server which is located in the control server through the parallel database query interface. The query server generates the parallel query execution plan, and performs the query task flow in all parallel extended collection servers (database nodes) of the MCAC framework through the parallel data query interface, including control of parallel execution and data transfer between nodes. During this process, the query server is responsible for overall control and task synchronization. After the query is executed, the execution results of each node are summarized to the query server node and returned to the requester in the interaction layer by the control service. In order to ensure the reliability and correctness of the data query, the middleware Service Manager module constantly detects the execution process and returns it as a message to the control side (the data query server).




Analysis Service

The core of analysis service is the integration of algorithms and automation. Typically, nonlinear analysis methods are commonly used in EEG data analysis and processing, but these methods are very much dependent on offline analysis after test completion. The MCAC that provides real-time preliminary results based on the consolidated data is logic. Multidimensional analysis is possible based on the preprocessing and alignment of multidimensional data at the acquisition server and control server in the MCAC framework. It is useful to be able to get preliminary analysis results in real time along with the testing process, which can provide more diverse possibilities for research, such as support for complex interactive research.



Interaction Layer

The interaction layer of the MCAC is mainly presented in the form of a software system and undertakes the human–computer interaction with the whole framework. Because of the design pattern of the separation of data, service, presentation, and interaction in the MCAC framework, all the interactive applications of the web, desktop client, and mobile application, according to the needs of users and experiments, are available in MCAC in order to interact with users more efficiently under the lightweight framework.

Furthermore, relying on the structured data model at the control service, MCAC laid the groundwork for the use of almost any language and specification, including HTML, XHTML, CSS, flash, MathML, scalable vector graphics (SVG), Java, JavaScript, Adobe Flex, and other mainstream interaction modes.

It is important to note that the design pattern of MVC (Model-View-Controller) should be considered to maintain the high availability of a lightweight framework in a complex VUCA environment. The model layer undertakes the task of a business module, the view layer undertakes the interaction between view presentation and users, and the controller layer accepts the interaction request information of the view layer. By separating MVC's three-tier functions, the coupling degree of framework code is reduced. It is also conducive to the reuse of multiple components and supports the migration and extension of the framework.




PRACTICE IN CONSTRUCTION SITE

A construction site is a typical VUCA environment because of its cluttered and open environment, and complex and irregular material. The construction industry is universally accepted as one of the most dangerous industries. Therefore, many scholars have focused on a series of behavioral and decision-making studies in construction management.

This study illustrates the feasibility and superiority of the described MCAC framework for a specific research application in construction management. It provides technical guidelines for researchers to set up an experimental environment when conducting complex measurements with multimodal devices in a VUCA environment.


Description

Safety inspection at construction sites has always been essential to ensure the safety and progress of the project. However, as a non-productive activity in real-life construction, it is easily neglected. Common problems have attracted much scholarly attention, including safety inspection not covering all areas, safety inspectors not being careful enough, and fatigue operations. Yet, previous technological limitations have led to studies conducted in simulated laboratory environments. Mobile brain imaging instruments (such as portable EEG and fNIRS) and wearable eye-tracking instruments have promoted the conductance of several studies (Li et al., 2019; Liao et al., 2021; Cheng et al., 2022). However, these artificially created “out- laboratories” are significantly different from the natural VUCA environment of a construction site, so the experimental results were questioned about the reproducibility of research and robustness of scientific findings.



Methodology

For the purpose of this experiment, the ideal research method is to equip inspectors with neural sensing devices during a safety inspection and record their movement and behavior on-site simultaneously.


Conventional Method

Experimental procedure: first, researchers select a construction site for screening and stack some construction materials (items to be screened). Then the participant inspectors put on a neuro-observation instrument (to detect cognitive activity) and wearable eye-tracker (to detect line of sight). The researchers observe and record timestamps of each subject's behavior in detail and videotape the entire experimental process. For the operability of experiment, the subjects' routes and activities cannot be fully open instead of following certain experiment restrictions.

Data processing: The manual workload of the data acquisition stage in conventional methods is onerous and time-consuming. Valid EEG data and behavioral data are manually selected. The corresponding signal data from the overall test data of EEG and eye-tracking have to be segmented according to the timestamps of subjects' behaviors, while the audio and video signals have to be encoded for the target test subjects manually by the researchers.

Moreover, for several reasons, with the above-mentioned methods, the acquired data would be far away from the actual data in the natural and practical scenarios. First, considering the use of sensors, such as wearable eye-tracking instruments, subjects are imposed strong psychological hints on carefully facing each test, which can interfere with the results. Second, the compulsive construction safety rules of wearing helmets for all on-site personnel restrict the applicability of neural observation instruments. Third, the harsh environment of the construction site poses a risk to the sophisticated instruments. Finally, the testing paradigm requires staffing commitment and occupying construction sites for a long time, both of which hinder the involvement of subjects and raise the threshold for research.

In addition, even after overcoming the above difficulties, such a research method is merely “simulate-natural,” since the scenario cannot be reproduced in a daily real-site environment. In other words, the events that occurred can only be observed in an experimental study environment, which is not the original purpose of the research “outside the laboratory” environment and “into the VUCA environment”.



The MCAC Method

The VUCA environment needs data collection and studies based on large samples and regularity, which can be effectively supported by the MCAC framework proposed in this paper.

Experimental procedure: a portable EEG with fewer channels is used, and surveillance cameras deployed inside construction sites replace wearable eye-tracking instruments. The algorithm identifies the behavioral features of the subjects, such as action trajectories, movement, and direction of vision, from the video stream signal of the surveillance cameras. Based on the MCAC framework, subjects' behavioral features can be employed as trigger conditions to identify the EEG and behavioral features at each detection point automatically. Thus, the experiment can allow safety inspectors to conduct activity within the vast area of the construction site without restrictions.

It is worth noting that other workers may appear during the experiment or multiple subjects may be tested at the same time in the VUCA environment, which is also a situation that MCAC needs to deal with. The MCAC can mainly rely on the following two approaches: First, in cases of some devices binding with a specific subject, the device ID is naturally the unique identification. Second, the subjects could be distinguished by computer vision. It can be based on the identification of features worn by participants, such as the special color of a helmet and even the characteristic height and posture of participants. The continuous mobility of the subjects' real-time coordinates will be monitored by the algorithm to maintain the unique binding of ID and subject behavior until he/she leaves the detection area.

In this way, data of each subject are claimed for real-time analysis and feedback. The improvement simplifies the subsequent data analysis and makes the test scenario close to the natural environment. The comparison of this advantage is shown in Figure 9.


[image: Figure 9]
FIGURE 9. The comparison of MCAC and conventional method in the same scenario.


Based on the comparison shown in Figure 9, we can clearly see the advantages of the new technology framework proposed in the paper for multi-mode complex experiments in large-scale complex scenes. The behavioral and physiological data of the subjects can be immediately aggregated by the framework, and WYSIWYG analysis can be realized. Comprehensive technological support allows for more ambitious experimental programs that allow subjects to carry out more open-ended tasks in a larger space. Compared with the conventional methods that rely on manual data editing, data processing, and data merging, it is not only more convenient and efficient, but, in terms of methodology, it can also produce more original and abundance data to achieve the more enrichment of data discoveries by the most natural ways in data aggregation and automatic algorithm data analysis.




Architecture Deployment

The strategy of the MCAC framework deployed in the experiment construction site is shown in Figure 10. There were three cameras covering more than 200 m2 of the construction site connected by wires, which allowed everyone including the safety inspector to move freely. There were three laptops that functioned as acquisition server, control server, and algorithm server. In addition, there was one portable EEG device that was developed based on ThinkGear AM and connected wirelessly by UDP protocol. The parallel extension was not needed.


[image: Figure 10]
FIGURE 10. The diagrammatic sketch of experiment construction site and camera sets.


The service module of the framework in the experiment is described earlier. The time granularity of the final analysis model is 100 ms (a moving window is used to reduce the granularity of EEG data).

The recognition algorithm in the experiment practice, the human skeleton point detection algorithm, and the face orientation detection algorithm adopt the commercial algorithm of intellicloud, but they can also be replaced by OpenPose, Openface, solvePnPRansac, or the combination of OpenCV, Dlib, and Numpy. All these algorithms can be accessed in the open-source algorithm library, and the technical parameters of equipment are presented in Table 1.


Table 1. Technical parameters of the selected camera.
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The technical parameters of the selected camera are listed in Table 1.

The technical parameters of the selected laptop are listed in Table 2.


Table 2. Technical parameters of the selected laptop.
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The technical parameters of the selected wireless network are listed in Table 3.


Table 3. Technical parameters of the selected wireless network.
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Operation Results

The real-time activities of the safety inspector (subject) visualized during the experiment are shown in Figure 11.


[image: Figure 11]
FIGURE 11. Real-time visualization during the experiment.


Despite the fact that the actual experimental environment needed small number of equipment, the research team increased the number of cameras to 10 and the number of EEGs to 10 and conducted an experiment for 1 h based on the above MCAC framework in order to test the pressure. The performance of the main system is presented in Table 4.


Table 4. The main operation results of system performance.

[image: Table 4]




CONCLUSION

The current trend in psychology and neuroscience is to go out of the lab and use multimodal data to perform a test in a more natural setting. However, this real-time multimodal study, limited by technical limitations, is still rarely reported.

The MCAC framework proposed in this study is a generalized systematic method to support this trend of large-scale application in research. The MCAC framework provides specific technological strategies for the problems that may be encountered during the application of multimodal physiological and neuropsychological techniques in an open VUCA environment. It is therefore a systematic approach to the development of such research studies and a practical technological guide. This article fills a technology gap in the methodology of neuromanagement and automation in VUCA, such as construction scenarios. This is also the main innovation and contribution of this paper.

In the experimental part, we demonstrate the feasibility of this approach by sharing a real test case. Compared with the conventional methods for the same purpose of the experiment, it shows its superiority in improving the efficiency of experiment and data analysis. Also, experiments that are difficult to implement in a complex VUCA environment can now be implemented easily and conveniently.

It is worth noting that the focus of this paper is to find a solution for the dilemma regarding the general application techniques in the fields of neuroscience and psychology, rather than computer architecture. Therefore, we do not discuss systematically the performance and load limits of the computer hardware used in the laboratory, which has nothing to do with the topic of neuromanagement. The objective of this study was to just show that with the support of lightweight, scalable technology architecture, based on common commercial devices like PC instead of large dedicated instruments, it is possible to meet all the requirements of large-scale and complex experiments. This is also a key revelation to the field of psychology and neuroscience.

In the future, we will try to further modify it so that it can be directly applied to the automation of neuromanagement. In addition, the research findings of the above construction experiment will be published.
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The increasing hazards caused by construction and demolition (C&D) waste is an inevitable problem in the development of the construction industry. Many countries have successively launched many policies to encourage and guide the recycling of C&D waste, which has greatly improved the recycling rate of C&D waste. However, most of these policies only regulate contractors but do not promote C&D waste recycling products enough. It has led to an increase in the production of C&D waste recycling products while the acceptance in the market is generally low. Consumers believe that products made with “garbage” may have problems such as quality defects. In order to explore a measure that can mitigate this problem, this study uses functional near infrared spectroscopy (fNIRS) to investigate whether the influence of media can increase consumers’ willingness to purchase products for recycling construction and demolition waste, and thus increase consumers’ choice to purchase products for C&D recycling waste. This experiment consists of two phases. First, a pre-test experiment to obtain pre-intervention brain images characterizing consumers’ original attitudes toward C&D recycling waste products through a functional near-infrared imaging brain technique and a questionnaire. Second, The post-test builds on the pre-test to investigate the effectiveness of the intervention. The activation mechanism of the consumer purchase decision is further investigated by fNIRS data. The behavioral results showed that the choice of recycled C&D waste products was significantly higher after the intervention. The fNIRS results further revealed the significantly higher activation of the dorsolateral prefrontal cortex (dlPFC), orbitofrontal cortex (OFC), and medial prefrontal cortex (mPFC) after the intervention. These findings suggest that consumers’ purchase willingness is significantly improved after intervention, and their purchase behavior changed substantially. This study also demonstrates the great potential of fNIRS for interdisciplinary research in engineering management and neuroscience.

Keywords: purchase decision, functional near-infrared spectroscopy (fNIRS), construction and demolition (C&D) waste recycling products, prefrontal cortex, media


INTRODUCTION

Construction and demolition (C&D) waste accounts for about 36% of the total global waste generation each year, causing serious environmental pollution and posing a public health hazard (Chinda, 2016; UPLRCSM, 2021). To reduce the negative impact of C&D waste, stakeholders should reduce its generation as much as possible and increase its recycling (Tam et al., 2018). It is estimated that 75% of C&D waste ends up in landfills. Countries such as Japan, the United Kingdom and the Netherlands can recycle nearly 80% of their C&D waste, but many more countries, such as Italy and China, have much lower recycling rates (Duan et al., 2019). Market adoption of recycled C&D waste is slow because of quality and price (Ma et al., 2022). The attitude of contractors can have an impact on C&D waste management. In the absence of government regulation, the criteria for consumer choice depends on the economic cost, even though using C&D recycling waste have a more positive impact (Al-Sari et al., 2012). It is difficult to have a price advantage compared to natural construction materials due to the high cost of research and development, production, transportation, and marketing (Wu et al., 2022). In addition, consumers have limited knowledge of recycled products and have doubts about their quality, leading to low recognition of recycled products in the market (Ruirui, 2020). There is also an emotional reluctance to accept these recycled products and a subjective perception that recycled products are “unsafe,” “unreliable” or even “harmful,” further limiting the development of the recycling industry (Liu et al., 2019). The lack of publicity about recycling products constrains consumers’ knowledge of their products and makes them feel suspicious, which in turn weakens the awareness of all parties involved in recycling (Ye, 2014; Cao et al., 2021). It is difficult to make a huge breakthrough in the development of the production processes of recycled products in a short period, and changing consumer perceptions is decisive for the construction of the recycled industry chain (Yang, 2017). Therefore, there is a need to strengthen the promotion of C&D waste recycling products to raise consumers’ awareness of recycling and make positive purchasing decisions.

The development of media technology has facilitated consumers’ access to market information and has brought benefits to product marketing (Wang et al., 2018). With the improvement of C&D waste recycling technology and the quality standardization, recycled products have been able to produce qualified goods and in some areas even better substitutes for natural products. In practice, the C&D waste recycling rate is still low. This is because neither the government nor the recycling companies use the media to promote recycled products. The influence of the media weakens the stereotypes about recycled C&D waste products, allowing consumers to make more rational purchasing decisions. Although the effectiveness of this intervention strategy has been demonstrated in many studies, it is also challenged by some scholars (Wang et al., 2018). Therefore, it is essential to further explore the influence of media on consumers’ purchasing decisions.

The purchase decision is a pattern of consumer behavior in which consumers identify and follow various stages of decisions to complete their choices. As the study of consumer buying behavior has intensified, some literature have studied the relationship between attitudes, imagery, and behavior, and some theoretical models have been built. The Theory of Reason Action (TRA), Theory of Planned Behavior (TPB), and Technology Adoption Model (TAM) is widely accepted. These three theories are commonly used to analyze the behavioral path associations of consumers. They capture the factors that influence consumer behavior and the interrelationship between these factors. First proposed by Ajzen and Fishbein, the TRA assumes that each individual behaves rationally. It predicts behavior by measuring beliefs, attitudes and intentions, demonstrating that psychological factors underlie volitional behavior (Woo et al., 2015). TPB was initially an important theory for predicting human social behavior, and in recent years has begun to appear in marketing for analyzing and predicting rational consumer behavior (Ahmed Shaikh et al., 2020). TAM was based on the theory of rational behavior and the theory of planned behavior. The theory argues that individual behavior is determined by behavioral intentions, which are jointly determined by an individual’s attitudes and perceived usefulness (Douglass, 1977).

Consumers are not fully rational when making decisions; they rely on considering maximum utility and also on irrational factors, such as emotions. Therefore, changes in research methods have provided new ideas for researchers and marketers to understand consumer decisions and behavior. Traditional surveys collect data relevant to consumer decisions that are not objective enough. Under the influence of social opinion, people tend to portray a positive self-image in their self-reports, making themselves appear environmentally conscious. This social approval effect may cause consumers to unconsciously or consciously conceal their true preferences for products during a shopping process, influencing the data collected by researchers in self-report (Ajzen, 1987). Researchers have also realized that direct measurement methods such as questionnaires and interviews cannot prevent participants from making perverse decisions during the study, due to excessive speculation about the true purpose of the experiment (Davis, 1989; Pop et al., 2021). This has led to methods combined with cognitive neuroscience that can help explain the underlying mechanisms and help researchers better understand consumer preferences (Moskowitz and Carter, 2018). Researchers can use brain imaging to measure consumers’ neural activity to more accurately explain consumer motivation and the effects of intervention strategies during the purchase process (Knutson and Bossaerts, 2007; Venkatraman et al., 2014).

fNIRS is an emerging non-invasive neuroimaging technique. It reflects the activation state of brain regions by monitoring the relative changes in local oxygenation in the brain (Bruderer Enzler et al., 2019). Compared to other neuroimaging methods such as functional magnetic resonance imaging (fMRI) and Electroencephalogram (EEG), fNIRS is portable, motion tolerant, and safe. It also has a relatively high temporal and spatial resolution and has been widely used in recent years as a tool for monitoring brain activity. Few studies have used fNIRS to study consumers’ willingness to purchase recycled C&D waste products. Human economic decision making is typically seen as a rational, cognitive process. The prefrontal cortex, a higher cognitive area of the brain, is often thought to be closely associated with consumer purchase decisions and willingness to pay (Raichle and Mintun, 2006; Bakardjieva and Kimmel, 2016). Therefore, this study will use fNIRS to explore the impact of media intervention strategies on consumer purchase decisions for recycled C&D waste products at the neural dimension. The prefrontal cortex activation patterns will be discussed to explain the reasons for the differences that arise before and after the intervention.



MATERIALS AND METHODS


Neurovascular Coupling Mechanism

The brain, as the most central organ in the human central nervous system, although its mass occupies only about 2% of the body weight, energy consumption occupies about 20% of the total energy consumption of the human body (Knutson et al., 2007). It requires large amounts of oxygen and glucose to produce enough energy to maintain normal operation, and the higher the intensity of brain activity, the more energy will be consumed. The Italian physiologist Mosso (Ramsoy et al., 2018) first reported this physiological phenomenon in 1881. He measured changes in brain activity in the right prefrontal cortex of a patient with craniosynostosis and observed a significant increase in arterial activity in the right prefrontal cortex when the patient started performing computational tasks. This phenomenon arises spontaneously from the increased intensity of brain activity, which is known as neurovascular coupling (Clarke and Sokoloff, 1999) (Neurovascular Coupling; NVC).

The mechanism of neurovascular coupling is determined by the physiological structure of the brain. When the brain responds to some external stimulus, it activates the brain area responsible for processing the corresponding information. The energy demand of this area rises for a short period, but the oxygen exchange rate between the blood vessels in the brain and the brain is fixed, which leads to the need for the blood vessels to increase the flow of blood to ensure oxygen sufficiency. At the same time, the efficiency of glucose catabolism is further increased when there is a large activation of neurons, i.e., more energy can be produced per unit of glucose. The demand per unit of oxygen is also reduced for the same energy requirement. With the combined effect of these two mechanisms, there is an excess of oxygen, an increase in the concentration of oxygenated hemoglobin, and a decrease in the concentration of deoxygenated hemoglobin in the activation zone (Bruderer Enzler et al., 2019). Thus, local activation in the brain can be characterized to some extent when there is a local increase in oxyhemoglobin concentration and a decrease in deoxyhemoglobin concentration in the brain. Such changes can be detected by near-infrared light, enabling non-invasive monitoring of brain activity.



Functional Near Infrared Spectroscopy Data Analysis Principles

The principle of the fNIRS technique can be summarized as follows: using the good tissue penetration and absorption properties of NIR light, combined with the modified Lambert-Beer law, we can infer the changes in oxygenated (HbO) concentration and the deoxygenated (HbR) concentrations over a specific period, and thus infer the activity state of the brain. In this inference process, a key “bridge” is missing the correlation between hemoglobin concentration change and cognitive activity. Therefore, effective monitoring of the cognitive activity by fNIRS relies on the Hemodynamic Response Function (HRF).

The HRF represents the relationship between the experimental task and changes in hemoglobin concentration. Figure 1 illustrates the empirical curve of the HRF. The curves in the figure show that after being stimulated by the task, the local brain starts to respond. However, at the beginning of the brain activity, the lack of local supply causes a brief decrease in HbO concentration until about 2 s after the stimulus onset, when the blood brought by the neurovascular coupling mechanism allows the HbO concentration to begin to rise and reach a peak within 5–8 s. If no other stimulation conditions are added during this period, the HbO concentration gradually decreases to a level at or below baseline after the peak; the whole process of signal change lasts about 10 s and reflects the form of cerebral blood flow in response to the stimulation event.


[image: image]

FIGURE 1. HRF experience curve (Mosso, 1881).


To further localize the brain regions responsible for a specific event for analysis, the most commonly used approach is the General Linear Model (GLM), which divides the signal collected by the detector into two components: one part is interpretable and associated with the stimulus event, the other part is not interpretable and is residual in the model. That is:

[image: image]

where Y is the signal measured by the fNIRS device, a matrix composed of the explanatory variables. x is the design matrix, which contains two types of explanatory variables: one is information related to the task design, a function obtained by convolving the stimulus sequence with the HRF, the change curve that should be produced by hemoglobin in the purely theoretical state; the other is non-random noise that would interfere with the non-random noise of the fNIRS signal, such as task-irrelevant physiological activity. β is a model parameter representing the degree of explanation of the corresponding explanatory variables. εi is the residuals in the model that cannot be explained. Estimation of the parameters β and residuals ε based on the least squares method yields.

[image: image]

[image: image]

Assuming the existence of two experimental tasks and 18 probe channels, [image: image] is an 18*2 matrix, and a β-value exists for each channel in each experimental condition corresponding to the degree of activation of the brain regions measured by the different channels in that experimental condition. And in order to extract the experimental effects for a specific task (e.g., extract [image: image]), a contrast vector c needs to be constructed.
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After obtaining the activation levels at the individual level, an appropriate t-test model should be selected to verify the presence of false positive errors according to the experimental design. A significance threshold of = 5% is used. When the inter-cluster activation level of a channel exceeds the significance threshold, it means that the brain region corresponding to that channel is significantly activated during the experiment and that the brain region is highly relevant to the experimental task.




DATA COLLECTION AND ANALYSIS


Participants

In experimental research, internal validity is the evaluation of the authenticity of experimental results and is the basic guarantee of external validity. An experiment with low internal validity will not guarantee the authenticity of its results or generalize the results to other settings. Therefore, priority should be given to safeguarding the internal validity of experiments in experimental design (Siming et al., 2019). t is generally required to select experimental participants that are close in age and education in order to obtain high internal validity. Therefore, most of the current studies selected university students as the participants. In this study, 22 university students from Shenzhen University were recruited to participate in the experiment (22.5 ± 3.5 years of age, 12 males, and 10 females). This sample consisted of 8 undergraduate students and 14 postgraduate students. All participants are right-handed with normal or corrected vision, and do not have any history of neurological or psychiatric disorders. Information about and calls for participation in the study are published on the bulletin board system of the campus network. Every participant received ¥70 CNY (about $11 USD) for the participation. All participants completed a written informed consent form in compliance with the Declaration of Helsinki prior to the experiment. The study protocol was approved by the Institutional Review Board at Sino-Australia Joint Research Center in BIM and Smart Construction, Shenzhen University.



Experimental Task

The experimental task aimed to test whether publicity through the media could lead to a larger preference for recycled C&D waste products among the participants. The mobile fNIRS measurement device was used during the experiment. The experiments were arranged in a quiet laboratory, and a signboard was placed outside the door to avoid possible external disturbances. Before the formal experiment, participants were required to fill in a questionnaire to identify their level of awareness and outward attitudes toward recycled C&D waste products. The experiment was divided into two parts. Before the media intervention, the participants were presented with 24 different scenarios of construction material purchase decisions. Each scenario contained a picture of a natural construction material product, a picture of a recycled C&D waste product and their corresponding prices. They were asked to make a purchase decision in each scenario (Figure 2). At the end of the first part of the experiment, the participants were asked to fill out an explicit attitude questionnaire and watch a 5-min news video from China Central Television (CCTV) News Channel. The video illustrated the benefits of recycled C&D waste products in terms of quality, durability, and environmental friendliness, including a case study from the participants’ city (Shenzhen). The sample screenshot of this video is shown in Figure 3. At the end of the video, participants were asked to answer several questions related to the video, all of which were answered correctly before the experiment could continue. To control for variables, the same procedures were used before and after the intervention, and a 2 × 12 block design was used for both parts of the experiment. At the end of the experiment, participants were required to fill out the explicit attitude questionnaire again.


[image: image]

FIGURE 2. Experimental procedures. Source: cube images: https://www.giatecscientific.com/giatec-smartrock/the-concrete-cube-test-explained/.



[image: image]

FIGURE 3. Sample video screenshot. Available from: https://www.giatecscientific.com/giatec-smartrock/the-concrete-cube-test-explained/. Source: China Internet TV.


As fNIRS detection of brain activity relies on a vascular coupling mechanism, it cannot respond to stimuli in a short period. The short duration of a single stimulus and the low intensity makes it difficult to stimulate brain activity sufficiently. Therefore, the experiment was divided into 12 blocks following the block design method. Each block consisted of 2 product information stimuli, with the effects of each stimulus gradually superimposed to reinforce the experimental effects and better detect activated brain areas. Then, at the end of each step there was a rest period lasting 30 s to allow the hemoglobin concentration to return to normal levels.



Functional Near Infrared Spectroscopy Data Collection

The experimental program was prepared using E-prime 3.0 and presented on a 27 inches Dell computer screen (resolution 1,920 × 1,080, refresh rate 60 Hz). A Brite 24 near infrared optical imaging device from Artinis of the Netherlands was used in the experiment. Near infrared light at wavelengths of 762 and 841 nm was used to monitor changes in the HbO and the HbR concentration signals in the participant’s prefrontal lobe. The device contains two sets of sensors, each consisting of five near infrared light emitters and four detectors, creating a maximum of 27 measurement channels. Based on existing studies, a 2 × 7+2 × 2 arrangement was chosen for this experiment, distributed in the prefrontal cortex, frontopolar region, and inferior frontal gyrus of the brain, forming a total of 18 measurement channels. The spatial arrangement is slightly different from the international 10–20 system used in EEG studies. Therefore, we used the 3D head localizer Polhemus Patriot to determine the relative position of each head reference point and probe to obtain the relative spatial position of the 18 probes in the participant’s head. The spatial distribution of all the probes was then converted into the positions of the 18 near infrared measurement channels in the standard spatial coordinates of the Montreal Neurological Institute (MNI) using the Oxysoft software from Artinis. Finally, using the MATLAB based NIRS_SPM plug-in, the positions of the channels can be paired to a standard brain model. The exact arrangement is shown in Figure 4.


[image: image]

FIGURE 4. The configuration of the fNIRS channels. The dots on the brain model indicate the location of the arranged channels.




Functional Near Infrared Spectroscopy Data Analysis

The collected light intensity variation data were converted to the HbO and the HbR signals variation data by fNIRS acquisition software Oxysoft, and then the data was analyzed using the NIRS_SPM plug-in after converting the data format to the format required via MATLAB (Figure 5; Lindquist, 2008). Firstly, the Wavelet-MDL algorithm was used to remove noise and data drift due to respiration, heartbeat, and head movement. Then the HRF low-pass filter was used to remove noise from electromagnetic interference. Finally, the design matrix was integrated with the HbO concentration and the HbR concentration signals and a general linear model (GLM) was used to estimate the beta values for each channel under different conditions. Only the HbO concentration signal was used to analyze because of its high signal-to-noise ratio (Druckman et al., 2011).


[image: image]

FIGURE 5. NIRS_SPM plug-in running interface.


After the above processing, β-values for each participant were obtained for 18 channels before and after the intervention. The obtained beta values were subjected to a paired samples t-test to verify the differences in activation of brain regions before and after the intervention. In addition, to avoid high false positive rates in multiple testing, the significance was corrected by using the False Discovery Rate (FDR) after calculating the significance for each channel (a = 0.05).




RESULTS


Questionnaire Results

In the semantic difference scale, the participants rated 10 pairs of words on a total of 5 levels from 1 to 5, which were derived from people’s attitudes toward C&D waste recycling products that are commonly found in related literature and online materials. The higher scores indicate that participants were more accepting of C&D waste recycling products.

The scores of each question item before and after the intervention were compared by a one-sample t-test, with a score of 3 representing neutrality. The pre-intervention results showed that the scores of all items were not significant except for environmental friendliness and replicability, which were significantly greater than 3. This indicates that the participants’ attitudes toward C&D waste recycling products are neutral. After the intervention, all the items were significantly greater than 3, indicating that the participants were generally in agreement with the C&D waste recycling products after the video intervention. To verify the effect of the video intervention, a paired samples t-test was conducted on the pooled data to obtain a significant increase in the score from 3.27 to 4. The intervention format selected for this study significantly improved participants’ subjective evaluations of C&D waste recycling products.



Behavioral Results

When the stimulus material was presented during the experiment, participants used a button to choose whether to purchase the recycled C&D waste products. The results of the behavioral data analysis consisted of two components: selection rate and response time. A paired-samples t-test was conducted on the product selection rate of recycled C&D waste before and after the intervention. The results show that the selection rate of recycling products after the intervention was significantly higher than before the intervention. There were no statistically significant differences in selection rates between genders. Reaction time refers to the minimum time that a consumer has to make a purchase decision after certain cognitive processing. The pre-intervention reaction time was smaller than the post-intervention reaction time. A paired samples t-test of the pre- and post-intervention reaction times showed that the post-intervention reaction times were significantly smaller than the pre-intervention reaction times (Figure 6).


[image: image]

FIGURE 6. Behavioral data significance graph. The asterisks indicate statistically significant differences (***0.001).




Functional Near Infrared Spectroscopy Results

Table 1 shows the results of paired sample t-test for the corresponding β-values before and after the intervention. Some of the channels produced significant activation of HbO signals after the intervention. The activated areas include the dorsolateral prefrontal cortex (dlPFC) (BA 46, channel 1, channel 5, and channel 7), the medial prefrontal cortex (mPFC) (BA 9, channel 2, and channel 10) and the left orbitofrontal cortex (OFC) (BA 11, channel 13 and 17) (Figure 7). The most significant channel of these activations is channel 10, which is located on the left mPFC. All of these seven channels are located in the prefrontal lobe of the brain. That is, the activation of the prefrontal lobe of the brain was more pronounced after the participants watched the video (Table 2).


TABLE 1. Questionnaire scoring.

[image: Table 1]
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FIGURE 7. The group level activation t maps derived from the HbO signal. The dots on the brain model indicate the location of the arranged channels, and darker dots indicate higher levels of activation.



TABLE 2. Brain activations.
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DISCUSSION

In this study, participants declared on the experimental registration form that they had no exposure to recycled C&D waste products. However, they had negative perceptions about the raw materials, the production process and the quality of the final product. Consumers have a preconceived notion that products made from C&D waste will not meet normal use standards, which will reduce their willingness to purchase. The questionnaire showed that the participants’ attitudes toward C&D recycling waste products were neutral before the intervention. After the video intervention, their attitudes changed to positive. The results of the behavioral data also reflect a significant increase in the selection rate of C&D recycling waste products after the intervention. The results from the NIR also showed a significant increase in the activation of the three regions of dlPFC, mPFC, and OFC.

Making a purchase decision is a complex process, accompanied by psychological and emotional factors. The environmental attributes of recycled C&D waste products mentioned in videos may evoke a sense of environmental ethics in consumers, thus inducing guilty (Nakamura et al., 2021). This negative emotion may further affect cognitive information processing and subsequent decision making (Tong et al., 2011). The dlPFC involves many neuropsychological functions, such as executive functions (planning, action, etc.) (Rees et al., 2014), attention (Lerner et al., 2015), and working memory (Fassbender et al., 2004). The dlPFC is involved in coding moral emotions, so guilty emotions also cause activation in this part of the brain region. A meta-analysis showed that the mPFC was greater associated with emotional processes, while the dlPFC was more active in cognitive tasks (Plassmann et al., 2007). The activation of the dIPFC was higher in participants after the intervention. It indicates that the neural activity of dIPFC, which is closely related to cognitive functions, was enhanced when they were making purchase decisions about C&D recycling waste products.

In the communication with the participants after the experiment, we learned that the participants felt guilty for their prejudices after watching the video. According to previous fMRI studies, OFC is activated by emotional rewards, sensory stimuli and arbitrary reinforcers such as money (Toepper et al., 2010). OFC activation is also involved in coding the willingness to pay, and the stronger the willingness to pay, the higher the activation (Steele and Lawrie, 2004). Many consumer neuroscience studies have shown that mPFC is involved in the purchase decision process, where consumers assess product preferences and values, and can act as a purchase predictor. The mPFC activation showed a significant positive correlation with price differences, suggesting that this brain region is involved in the price assessment process (O’Doherty et al., 2001). Since this study explores the purchase decision, this process usually involves consumers’ consideration of price factors. After better understanding C&D waste recycling products, the price factor becomes progressively more important in the decision-making process. Thus, the neural activity of OFC and mPFC, which are closely related to money or price evaluation, was enhanced after the intervention. Purchase intention is a type of behavioral intention that measures the likelihood that a consumer will purchase a certain product; the stronger the purchase intention, the more likely the purchase will be (Druckman et al., 2011). Thus, greater activation of OFC after the intervention indicated that participants were subjectively more willing to purchase C&D recycling waste products, which ultimately guided their purchase behavior.

We use a neuromarketing approach to better understand the complex phenomena involved in the purchase decision process of consumers of construction materials products and also to provide a more comprehensive assessment of the effectiveness of news media campaigns as an intervention. However, several limitations should be improved in future research. First, participants’ emotions were not considered which may play an important role in the consumer purchase decision process. Second, the sample size could be expanded to further verify the current findings. Thirdly, compared to fMRI, the fNIRS was unable to measure deeper areas of the brain. And due to the limited number of probes, the entire brain could not be analyzed, leaving the study to focus more on the prefrontal cortex.

In summary, this study reveals the neural mechanisms by which consumers purchase recycled C&D waste products and the effectiveness of using media to promote intervention strategies. The feasibility of using fNIRS to study the neural mechanisms of purchase decisions for recycled C&D waste products is preliminarily demonstrated.



CONCLUSION

The decision to purchase recycled C&D waste products is an important part of the C&D waste recycling process. A virtual purchase scenario was simulated to measure changes in consumer behavior and neural responses before and after a media intervention. The aim was to investigate whether the influence of media could increase the willingness of consumers to purchase recycled C&D waste products. Traditional research methods such as questionnaires and interviews are more subjective, therefore this study used fNIRS to explore evidence of changes in consumer decision making. fNIRS results further revealed the effects on participants’ prefrontal neural activity after watching a video on recycled C&D waste products. The results of the participants’ behavioral data were cross-validated with the results of the fNIRS data to derive the neural mechanisms underlying the changes in participants’ purchase intentions.

The main findings of this study are as follows:

(1) Media can significantly influence consumer perceptions and purchase decisions. Trust is the basis for influencing consumers’ purchasing decisions throughout the buying process (De Martino et al., 2009). Consumers choose to trust the affirmation of the quality and environmental attributes of recycled C&D waste products that appear in the videos based on their trust in official news. It improves the selection rate and reduces the time spent thinking during the selection process.

(2) Consumers automatically allocate more attention resources to cognition after watching a media video. The right dlPFC was more significantly activated after watching the video. This area is highly correlated with cognitive conflict activity in the brain, suggesting that consumers’ original cognition is altered and they are willing to spend more attentional resources on cognitive processes.

(3) Consumers can induce stronger payment emotions after watching media videos. The OFC produced a more pronounced activation after the consumer watched the video. The OFC was closely related to willingness to pay processing. The higher the activation, the stronger the willingness to pay. It may show that consumers’ willingness to purchase recycled products increased after a clearer understanding of them.

(4) Consumers’ concerns about price increased after watching the video. The mPFC activation suggests that consumers’ concerns about price differences increased after the intervention, possibly because consumers had concerns about the quality of recycled products before the intervention and did not give more consideration to the price factors. The increased trust in recycled demolition waste products after viewing the video led to the price factor being used as a measure in the purchase decision as well.
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Despite the success of artificial intelligence (AI), we are still far away from AI that model the world as humans do. This study focuses for explaining human behavior from intuitive mental models’ perspectives. We describe how behavior arises in biological systems and how the better understanding of this biological system can lead to advances in the development of human-like AI. Human can build intuitive models from physical, social, and cultural situations. In addition, we follow Bayesian inference to combine intuitive models and new information to make decisions. We should build similar intuitive models and Bayesian algorithms for the new AI. We suggest that the probability calculation in Bayesian sense is sensitive to semantic properties of the objects’ combination formed by observation and prior experience. We call this brain process as computational meaningfulness and it is closer to the Bayesian ideal, when the occurrence of probabilities of these objects are believable. How does the human brain form models of the world and apply these models in its behavior? We outline the answers from three perspectives. First, intuitive models support an individual to use information meaningful ways in a current context. Second, neuroeconomics proposes that the valuation network in the brain has essential role in human decision making. It combines psychological, economical, and neuroscientific approaches to reveal the biological mechanisms by which decisions are made. Then, the brain is an over-parameterized modeling organ and produces optimal behavior in a complex word. Finally, a progress in data analysis techniques in AI has allowed us to decipher how the human brain valuates different options in complex situations. By combining big datasets with machine learning models, it is possible to gain insight from complex neural data beyond what was possible before. We describe these solutions by reviewing the current research from this perspective. In this study, we outline the basic aspects for human-like AI and we discuss on how science can benefit from AI. The better we understand human’s brain mechanisms, the better we can apply this understanding for building new AI. Both development of AI and understanding of human behavior go hand in hand.

Keywords: computational meaningfulness, intuitive models, brain’s valuation network, artificial general intelligence, neuroeconomics


INTRODUCTION

The development of artificial intelligence (AI) and its application to the engineering has been tremendous in the 2000s, and particularly during the past 10 years. Much of this progress has come from advances in “deep learning,” which refers to multilayer network-style models that emulate the working principles of the brain. Today, AI can outperform humans on certain narrow tasks previously thought to require human expertise, such as playing chess, poker and Go (Schrittwieser et al., 2020), object recognition (LeCun et al., 2015), natural language understanding (He et al., 2021), and speech recognition (López et al., 2017; Bengio et al., 2021). In addition, self-driving cars, goods transport robots, and unmanned aircrafts will soon be a part of normal traffic (Hancock et al., 2019). Despite these successes, we are still far away from artificial general intelligence (AGI), which is a broader type of AI that can learn to perform at or above the human level across a wide variety of tasks (Legg and Hutter, 2007). This is in comparison to currently available narrow AI models that can do specific tasks better than humans, but cannot generalize to many different tasks. There are various types of AGI, but in this study, we ficus on AGIs comparable to human-like intelligence. The current computers still struggle to emulate the high flexibility of human mind. The human mind has evolved to excel at flexibility solving many different problems approximately rather than solving a small number of specific problems precisely (Gershman, 2021a). On the contrary, today’s AI can solve specific problems accurately and quicker than humans.

Moreover, human can learn based on a few examples, whereas AI needs huge amount of learning trials to reach comparable performance (Bengio et al., 2021). This study focuses in explaining human behavior from intuitive mental models’ perspectives. We describe essential features of human reasoning from the current computational resource rational model of mind. This approach proposes that the humans are intuitive statisticians and meaningfulness calculators, who use Bayesian computation to model contexts under uncertainty (Gershman et al., 2015; Friston et al., 2021). Bayesian theory provides a principled way for calculating a conditional probability. In its core is the Bayes’ theorem that states that the conditional probability of an event, based on the occurrence of another event, is equal to the likelihood of the second event given the first event multiplied by the probability of the first event (Barber, 2012). In the context of human decision making, the Bayesian theory posits that the brain is a prediction machine that is automatically matching incoming sensory data with an inner model of the world based on prior experience (Cohen et al., 2017; Friston et al., 2021). Bayesian decision theory involves many different approaches; however, in this study, we focus on human intuitive reasoning from Bayesian theory perspective, when an individual tries to find optimal solutions by using computational meaningfulness. By computation, we mean the process by which the brain changes its own mental model of the world (Tegmark, 2017) based on information from the environment to behave in optimal ways. We hypothesize that this is accomplished by Bayes’ rules with some approximation inference, such as sampling. We call this brain process as computational meaningfulness because Bayesian computation as the current, ongoing context is included into the estimation of the probability distribution of the task object.

In this study, we discuss research related to artificial intelligence, behavioral sciences and neurosciences, and how these fields can help us in pursuing human-like AGI. Our selection of literature includes works which combine human’s tendency to interpret behaviorally relevant aspects of the environment based on the intuitive mental models; computation based on Bayesian theory and AI. In addition, we have chosen literature that represent neuroscience studies that demonstrate the properties of the human brain’s valuation and default network as essential computational adaptive biological device. The selected literature includes seminal and topical works related to all the key concepts that make the computational meaningfulness framework and its components. In Table 1, we have listed the key concepts that we consider essential toward pursuing human-like AGI and are discussed in this this study. Our rationale of the concepts is as follows. First, to make sense of the environment, a human (or an artificial agent) needs mental models of the world, which include intuitive physics, psychology, and culture. These are the priors that are needed for probabilistic predictions for events and actions. Second, the mental models can be learned by observing and acting on the world, which can be achieved via reinforcement and self-supervised learning techniques. Having the mental models, optimal decisions are made via Bayesian inference and meaningful reasoning to estimate posterior probabilities. Mental models are updated as needed to improve predictions (i.e., reduce prediction errors) for future actions. At the core of this framework is the Bayesian reasoning, which we consider as the most promising and plausible mechanism for contextual decision making and reasoning. Third, in human brains, many of the above complex computations are performed in a “hardware” which in neuroscience are known as default mode and valuation networks. We consider brain as an over-parametrized modeling organ that performs Bayesian computations via approximate sampling principle.


TABLE 1. Key concepts from artificial intelligence, behavioral sciences and neurosciences from Bayesian theory perspective as discussed in this study.
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This study is organized as follows. We start from intuitive mental models (Section “Intuitive Mental Models”) that are at the core of the ability of AGI to generalize over different tasks. Then, we describe how such models are created and applied to make predictions in rich and complex environments (Sections “Intuitive Mental Models” and “Brain as a Prediction Machine”). We make connections with neuroscientific and neuroeconomics research. Sections “Intuitive Mental Models” and “Brain as a Prediction Machine” serve mostly as an overview of the literature and the theoretical concepts. The key concepts are listed in Table 1 with corresponding section numbers included. In Section “Comparing Brain Model With Current AI Models,” we look at shortcoming of current AI models and compare then with brain models. Finally, in “Discussion,” we discuss the major gaps in current AI models, our findings, sketch the path for future research, and the importance of computational meaningfulness. We end with a summary and conclusions in a Section of Summary and Conclusions.



INTUITIVE MENTAL MODELS

The environments a person encounters contain an almost infinite amount of information. Therefore, the information that reaches the brain is often highly ambiguous. The current research emphasizes that the human brain resolves this uncertainty by using contextual information and prior experiences (Gershman, 2021a). Prior experiences are combination of intuitive mental models in the brain and learned new knowledge and skills relating to the world acquired through experience.

Prior experiences are causally structured representations coded in the brain. These representations are organized by the information of the world by according to the general principles that allows them to generalize across the varied scenarios in the new contexts (Spelke and Kinzler, 2007). Whereas the previous studies have emphasized that the representations are based on the pattern recognition, but the current research emphasizes that the representations are better understood in terms of the dynamic models with limited data (Lake et al., 2017). Thus, a human can use and learn to enrich mental models in flexible and suitable ways in varied contexts. A person does not learn the names and other concepts of objects in a vacuum but in relation to a context and other objects. Prior experiences are based on theory-like dynamic mental models in a person’s mind. These mental models help a person to constrain information flow and choose most essential information in each situation by inductive bias (Baum, 2004; Suomala, 2020; Gershman, 2021a).

Dynamic mental models include causal roles and functions of objects. Causality can also bind some features of objects together, explaining why some features such as “can fly,” “has wings,” and “has feathers” co-occur across objects, whereas others do not (Lake et al., 2017). Human-level scene understanding involves composing a story that explains the observations, drawing upon and integrating the ingredients of intuitive physics, intuitive psychology, and intuitive culture. Pure perception without these objects’ functions and causal and other relationships (like co-occurrence) between these objects, can lead to revealing errors. The understanding of objects’ functions in a specific context is lacking in today’s AI. When the image captions are generated by a deep neural network, it gets the key objects in a scene correct, but fails to understand the relationships between objects and people in the image, or the causal relationships between the objects. In other words, the deep neural network does not build the right dynamic model of the data (Lake et al., 2017).

Inductive bias is a person’s predisposition to use prior experiences to interpret a context in optimal way. Learning new things requires expectations about the essential things of each situation in relation to the irrelevant things. Therefore, the use of inductive biases is an indispensable property of rationality of human’s mind (Gershman, 2021a). Already, babies have developed clear mental models and inductive biases, which helps them to learn to behave in their environments. Babies have intuitive mental models about physics, psychology, and culture. A child begins to learn to like certain fairy tales as early as fetal age, as Anthony DeCasper has shown in his famous “The-Cat-in-the-Hat” study (DeCasper and Spence, 1986).

Next, we describe three essential intuitive models, which guide children’s behavior and learning at the early stage of the development. These intuitive models are related to physics, psychology, and culture. We use the term intuitive here to refer to a type of commonsense knowledge or “start-up software” that humans learn during their development toward adulthood and which allows us to learn new tasks and adapt information (Lake et al., 2017; Bengio et al., 2021). While constraints set by physics are fixed and same for all humans, cultural aspects are flexible and depend both on location (i.e., country) and time (i.e., era). Nevertheless, all factors can be considered intuitive in a sense that together they form mental models relevant for humans. To create mental models themselves, the following two key mechanisms have been suggested and applied successfully in the AI research: Reinforcement and self-supervised learning, which require observing and acting on environment. These are discussed in Subsection “Reinforcement and Self-Supervised Learning”.


Intuitive Physics

Young children and even infants have a rich mental model of intuitive physics. These mental models allow them to know primitive object concepts. They understand on implicit level that an object will persist over time, that objects are solid and coherent. In addition, they can expect that inanimate objects to follow the principles of persistence, continuity, and cohesion (Spelke, 1990). Moreover, infants believe that the objects should move along smooth paths, not wink in and out of existence (Spelke, 1990). Equipped with these intuitive mental models about physics, children begin to make accurate predictions, learn more quickly, and behave in optimal ways. Although a task may be new for a child, physics still works the same way (Lake et al., 2017).

These predictions guide later learning and at around 6 months, infants have already developed different predictions for soft bodies, rigid bodies, and liquids. Whereas unity and organization for objects include a relation of unity and organizations governing their parts, concepts of substances do not include these properties (Rips and Hespos, 2015). At the early stage of the development, children have learned that while solid objects cannot to go through barriers, liquids can go (Rips and Hespos, 2015). During the first year, infants have gone through several transitions of comprehending basic physical concepts such as collisions, support, and containment (Lake et al., 2017).

According to the intuitive physics approach, people reconstruct a perceptual scene using internal model of the objects and their physically relevant properties. These properties are, for example, mass, surface friction, elasticity, gravity, friction, and collision impulses. The intuitive physical state model is approximate and probabilistic, and oversimplified and incomplete in many ways relative to physical ground truth (Lake et al., 2017). Still, it is rich enough to support peoples’ optimal behavior in their contexts and to support to embrace new more diverse and precise mental models. These intuitive physic models enable flexible adaptation to a wide range of everyday scenarios and judgments and support people to make hypothetical or counterfactual predictions in a way that goes beyond perceptual cues (Lake et al., 2017).

Intuitive physical model approach has proven correct in experiments, in which wooden blocks from the game Jenga has been used. In these experiments, the adult participants (Battaglia et al., 2013) and infants (Téglás et al., 2011) predict how a tower will fall. The findings show consistently that the infants can predict the movements of the wooden blocks according to similar ways than adults. Whereas an infant can learn and predict the movements of wooden blocks based on few examples, AI (PhysNet) requires extensive training—between 100,000 and 200,000 scenes—to answer the question will the tower fall or not? (Lake et al., 2017). Thus, a human requires far less repetitions as AI to perform any particular task and can generalize to many novel complex scenes with no new training required.



Intuitive Psychology

A second intuitive mental models in the early development are related to intuitive psychology. By applying these models, infants understand that other people have mental states like beliefs and goals, and this understanding strongly constrains their learning and predictions.

Pre-verbal infants can distinguish animate agents from inanimate objects. This distinction is likely based on early–present detectors for sensory cues, such as the presence of eyes, motion initiated from rest, and biological motion (Schlottmann et al., 2006; Lake et al., 2017). Such cues often detect agency and infants also expect the agents to have goals, and to take efficient actions toward those goals. In addition, infants assume that the agents behave contingently and reciprocally (Spelke and Kinzler, 2007).

One essential part of an intuitive psychological model is the theory of mind, which helps children to understand the intentions of other people (Tomasello, 2014). Theory of mind helps a child to participate with others in collaborative activities with shared goals and intentions (Tomasello et al., 2005). These models can be socially directed, and these models allow a child to infer who are good and who are bad, or which virtual agent are good and bad. For example, infants begin to discriminate antisocial agents that hurt or hinder others from neutral agents at around 3 months of age (Lake et al., 2017).

Crucially, unlike in intuitive physics, model-based reasoning in intuitive psychology can be nested recursively to understand the social interactions and this way, we can reason about agents thinking about other agents (Lake et al., 2017). In this way, the intuitive psychology provides a child a basis for an efficient learning from others, especially in teaching settings with the goal of transforming culturally important knowledge efficiently. Thus, it is safe to argue that the infants expect agents to act in a goal-directed, efficient, and socially sensitive fashion (Spelke and Kinzler, 2007; Lake et al., 2017) by using intuitive psychological models.

Lake et al. (2017) are agnostic with regard to the origins of physical and psychological intuitive mental models. Whether they are innate, enriched, or rapidly learned, they are likely essential foundation to a later development and learning. However, current psychological (Tomasello et al., 2005; Tomasello, 2014) and neurobiological research (Geary, 2005; Sapolsky, 2018) emphasize that the most essential ingredient of the human mind is a unique motivation to share psychological and cultural states with others. These socially and culturally shared intentions are utterly intertwined with physical and psychological aspects of human mind (Sapolsky, 2018).

Thanks to evolution, humans are born with priors about ourselves, world and how to learn, which determine what categories of skills we can acquire and what categories of problems we can solve. These priors are the reason why humans can acquire certain categories of skills with remarkable efficiency. These priors range from low (e.g., sensorimotor), meta (spatio–temporal continuity) to high-level (e.g., theory of mind and 3D navigation) (Chollet, 2019). Therefore, we add intuitive culture as third ingredient as an essential part of human mental models. Next section describes it more specifically.



Intuitive Culture

Whereas the early developed intuitive physics and psychology of infants are likely limited to reasoning about objects and agents in their immediate vicinity, the cultural values, artifacts, habits, and ideals develop later with interactions of child and other people and official institutions. However, the cultural dimensions of environment might be as essential in later ages of the development as the intuitive physics and psychology have at early ages. Unlike physics, which remains same for all humans and all times, the mental models related to culture depend strongly on where and when the development takes place.

The human brain as whole support an individual to organize and control his or her life in the ways that will enhance the expected standard of living in the culture in which each individual lives. This ability to “cast oneself as a player in scenarios emerging from various choices available at any given moment” (Geary, 2005, p. 200). These various choices are cultural possibilities, which are available for individuals. A unique aspect of this evolved ability is that human can formulate an autonoetic mental model of potential future states and to manipulate these models in ways that enable the simulation of control-related behavioral strategies (Geary, 2005). Thus goal-setting and meaningful interpretations of cultural contexts are essential aspects of human life, and these goals can help humans to prefer long-term options more than short-term ones. Thus, people choice by comparing the current situation to an autonoetic mental representation of a “perfect world” (Geary, 2005, p. 234). The perfect world is one in which the individual can organize and control his or her life in the ways that will enhance the expected standard of living.

We assume that the cultural situations might have similar effects than intuitive physics and psychology for human’s behavior. For example, thinking about meeting in office activate quickly and intuitively arrives at mental models about colleagues, tools, discussion topics, and other work-related issues (DuBrow et al., 2017). However, if you open the door of the office and see that there is birthday cake on the table, balloons in the air and you will hear happy music playing, you immediately and quickly infer and forms mental model of birthday party (DuBrow et al., 2017). Work and birthday contexts are cultural entities, which have strong effects for our behavior. In the similar way, when you think about the weekend, the summer holidays, and the next step in your career development, your brain can quickly and intuitively forms the mental models about these cultural contexts. This is possible because you have grown up in a particular culture where there is a meaningful interpretation of these contexts.

Lake et al. (2017) described the intuitive physics and psychology as essential core ingredients of human intelligence, learning and thought. However, they emphasize that these are hardly the only ingredients needed for human-like rationality. Their article is like a roadmap for human-like AGI and they assume that the intuitive physics and psychology is good starting point to build this kind of AI. What is missing from this approach, however, is the recognition that children’s developmental core ingredients of cognition are shaped by their culture-specific social and material environment. Children’s early and ontogenetically persistent experiences with their cultural environment affect what kind of intuitive mental models’ children develop (Clegg and Corriveau, 2017). Therefore, we added third ingredient, intuitive culture described above, which we assume is one essential source of human-like optimal behavior.



Reinforcement and Self-Supervised Learning

Actions, either by oneself or others often results in feedback (rewards), which guide the learning. Learning via rewards is known as the reinforcement learning and it has been suggested recently that reward signal itself is enough for generating intelligence (Silver et al., 2021). With suitable rewards, the reinforcement learning paradigm could explain the intelligence on all levels, including perception, motor control, social interaction, language and—most importantly—generalization between different tasks (Silver et al., 2021). A successful agent needs to acquire behaviors that exhibit all these skills while learning to maximize the rewards in the world. Singular major goals, such survival (or success) in general in the world implicitly require the ability to achieve a wide variety of subgoals, and the maximization of one high-level reward should therefore be enough to yield an artificial general intelligence for wide range of rewards. The importance of the culture and social interaction in building world models cannot be underestimated as the effect of culture spans very long timespans in both human developments, but also in evolution (Friston et al., 2021). We argue that in this view, the culture where the agent lives, has central importance in defining what are the high-level rewards that drive development of intelligence. This contextual information necessarily affects and guides the decisions.

As the reinforcement learning is based on rewards, it often requires a very large number of interactions and iterations. This type of learning method tends to produce task-specific, specialized systems that are often brittle outside of the narrow domain they have been trained on (Bengio et al., 2021). For humans, the values associated with decisions are computed in special valuation network of the brain (see Subsection “The Brain’s Valuation Network”); hence, there is a connection with computations of reward signals in reinforcement learning (see Subsection “Intuitive Psychology”).

On the other hand, rewards are not always necessary and learning can also occur in self-supervised manner by simply observing the environment without explicit rewards. This framework is known as self-supervised learning, which has been highly successful in recent AI research and considered as a promising path toward powerful AI (Bengio et al., 2021; Levine, 2022). A self-supervised learning agent adopts supervisory signals that are inferred from the structure of the world (or data) itself. For example, by masking the individual words in sentences, small patches in images or short segments in speech, deep neural network models can learn representations of fundamental rules of the underlying data (Baevski et al., 2022). The recent successes of self-supervised learning include the development of advanced language models, where the neural network learns the meaning of words and the basic structure of the written language (He et al., 2021; Weidinger et al., 2021). Such networks can be then applied to targeted supervised tasks (e.g., text classification) or to generate new text (Brown et al., 2020). Self-supervision has also resulted into state-of-art speech recognition models by learning directly from speech in multiple languages (Baevski et al., 2020). Together with the reinforcement learning, self-supervised learning is a powerful way to learn underlying rules of the data and construct the intuitive mental models of the environment. In the next section, we describe how the brain works from multidimensional information-processing perspectives.




BRAIN AS A PREDICTION MACHINE

The intuitive mental models allow us to explain why humans are good at solving novel tasks fast with only few examples. However, how does the brain apply and update such models? How does the brain handle the vast richness of the input data? The intuitive models themselves are useless without an efficient method to make valid predictions based on those models. Next, we concentrate on these properties of the brains from new neuroeconomics science perspective. Neuroeconomics highlights how the brain controls human decision making and behavior by using key ideas from psychology, economics, neuroscience, and computational models. In the vein of consilience and multidisciplinary, this approach helps to understand the processes that connect sensation and action by revealing the neurobiological mechanisms by which decisions are made and build predictive models relating to human behavior (Wilson, 1999; Glimcher et al., 2004).

Whereas the classical, behavioral, and neuroscientific research rely on relatively small-scale interpretable models which include only two or three explanatory variables, neuroeconomics emphasizes the prediction models, which allow multiple variables and parameters in these models (Yarkoni and Westfall, 2017; Jolly and Chang, 2019; Hasson et al., 2020). Despite the classical models have discovered keen formal explanations of human behaviors (Von Neumann and Morgenstern, 2007), their disadvantage is that they make it difficult to predict human decision making and behavior in a real-life context outside a laboratory (Hasson et al., 2020). However, the recent methodological advances in neuroscience have demonstrated how the information in the brain is encoded with very high dimensionality with respect to both space and time (Haxby et al., 2014; Jolly and Chang, 2019). Next, we discuss human decision making covering Bayesian hypothesis, default and valuation networks, and high dimensionality perspectives.


The Bayesian Brain and Meaningful Reasoning

Bayesian model specifies how to update probabilistic beliefs about causal structures of a context in the light of new data. According to Bayesian inference, an individual begins with a set of hypotheses of varying probability (the prior distribution). These hypotheses are based on the person’s beliefs (mental models) about the state of a situation. Then s/he evaluates these hypotheses against the evidence or new information about the context. Then s/he uses Bayes rule and updates the probability of the hypotheses based on the evidence and this yields a new set of probabilities called the posterior distribution (Denison et al., 2013). Through Bayesian reasoning, one can use observed data to update an estimate of the probability that each of several possible structures accurately describes the environment (Gershman and Niv, 2010).

An important function of the brain is to make the observations understandable and meaningful to support an individual’s behavior optimal ways. How this is possible based on a formal Bayesian computation? It is generally assumed that the Bayesian model cannot control the complexity of the reality. Thus, Bayesian inference is not tractable in general, has been claimed (Gershman and Niv, 2010). Here, the person cannot search exhaustively through all the possible hypotheses relating to the state and dynamic of the situation. A number of decision options negatively affects choice as computational performance of a human decreases rapidly with the size of the search space leading to a phenomenon referred as “choice overload” (Murawski and Bossaerts, 2016). However, the applications of Bayesian inference in computer science and statistics approximate these calculations using different kinds of mathematical approximation methods (Denison et al., 2013; Gershman, 2021a). These developed approximation methods help an agent to exploit the complex structure of real-world problems. Approximate inferential methods include procedures that use Monte Carlo sampling, bounding methods, and methods that decompose problems into simpler sets of subproblems (Gershman et al., 2015). In addition, likely one of the most common approximating strategies of a human are Bayesian inference by sampling hypotheses which can also explain why human choices are typically not optimal nor follow actual probabilities. Rich, realistic tasks, in which there is a lot of contextual information available to guide sampling, are just those where the Bayesian sampler is most effective (Sanborn and Chater, 2016). By using this approximation, the sample-based inference converges toward the true posterior as more hypotheses is sampled. The previous studies have found that humans use this strategy across several domains, including category learning, causal reasoning, and perception (Gershman et al., 2015).

It is important to emphasize that the probability judgment in Bayesian sense is not necessarily purely syntactic or computational. Rather, it is sensitive to semantic properties of the combination formed by observation and prior experience, e.g., probability judgments are sensitive to semantic properties of the joint distribution (Gershman, 2021b). The interpretation of the objects and their relationships (e.g., co-occurrence or joint probability) are closer to the Bayesian ideal when the occurrence of probabilities of these objects are believable or meaningful. Hence, it is better to think of probabilities in Bayes’ model as degrees of belief rather than descriptions of randomness (the frequencies of repeating events) (Gershman, 2021a). For example, in the study by Cohen et al. (2017), the participants made judgments about the medical conditions after they got information about the results of a diagnostic test. They found that the people diverged considerably from Bayes’ rule when the probabilities were unbelievable. For example, a medical test with a false positive rate of 80% would be considered unbelievable, because no such test would ever be used in the real world. Similarly, a 50% frequency of occurrence for pneumonia would be considered unbelievable, because it is not the case that every other person you meet has had pneumonia. A similar deviation from the logical reasoning has been observed in syllogistic reasoning, where beliefs about the plausibility of statements influence truth judgments (Revlin et al., 1980). However, arguing that the people revise their beliefs in a way that is consistent with Bayesian inference does not necessarily imply that a human work through the steps of Bayes’ rule in their daily life. It is simply not sensible and useful from either a formal or a practical standpoint to evaluate all possible hypotheses each time when new data are observed.

Furthermore, the semantic properties of judgment are relating to plausible reasoning (Jaynes, 2003). Let us assume that there is a broken window of a jewelry shop and a criminal-looking person is near a broken window. Then a police officer comes to the scene and sees the broken window and the criminal-looking person close to this window. In this situation, she inferences almost immediately that a criminal looking person is the guilty. Jaynes (2003) emphasizes that the police’s decision making is neither deductive nor inductive, but it is plausible reasoning. Despite the plausible reasoning is not necessarily sure, it has a very strong convincing power, and a human decides and inferences this way all the time.

We argue that the plausible reasoning is same as a meaningful reasoning (Suomala, 2020) in which a human uses past experiences, like personal history, cultural habits, and learnings during education, relating a specific context and makes meaningful interpretation about this context by combining the observations with prior experiences according to Bayesian rule. In this way, the model considers the limitations of human mind/brain. The prior mental models help to constrain the most typical and most meaningful decision-making strategies in the different situations (Suomala, 2020). Hence, human behavior is biased to culturally and socially transmitted values. Then, each person anticipates the future situations according to meaningfulness, and this leads to the domain-specific decision-making strategies. For this reason, we argue that the intuitive culture is an essential part of mental models.

Because of the complexity of environments, a human need to represent information efficiently and this often leads to cognitive biases distortions in reasoning and representations (Korteling et al., 2018). Researchers have documented many ways in which individual judgments and decision making depart from rational choice and information processing (Milosavljevic et al., 2012). Despite these cognitive biases contain errors with respect to an objective description of reality, they may be optimal from the subjective perspective of the computational system. From the subjective perspective of human’s mental models, the use of cognitive biases is not an error at all. Rather, it is an indispensable property of complex biological and artificial inferential system (Lieder and Griffiths, 2020; Gershman, 2021a).

As conclusion, meaningfulness is defined as the set of constraint a human’s brain can make with respect to the distinctions between observations (stimuli). Thus, the computational meaningfulness is the results of the subject’s efforts to interpret the properties of context in which s/he behave. Ratneshwar et al. (1987) suggest that the meaning of observation is a function of human’s ability to differentiate stimuli from one another on a given set of observations. To do that, humans need the capacity to concentrate on the most meaningful features of the environment to behave optimal ways in his/her environments (Ratneshwar et al., 1987; Suomala, 2020).



Brains as Over-Parameterized Modeling Organ and the Role of Default-Mode Network

The main task of the brain is to extract dynamic, multidimensional information about the world to produce rich, context-dependent behaviors, and decisions (Gallistel and Matzel, 2013; Hasson et al., 2020). It is genetically specified information-processing organ for the construction of a contextual probabilistic representation of the world. Each cubic millimeter of human cortex contains roughly 50,000 neurons that may have connections and supports for thousands adjustable synapses with their neighboring and distant cells. This yields a massive set of adjustable parameters; about 300 million in each cubic millimeter of cortex, and over 100 trillion synapses across the entire brain (Hasson et al., 2020). We can assume, that a human brain, based on this huge multidimensional processing of information, as a wildly over-parameterized modeling organ (Conant and Ross Ashby, 1970; Hasson et al., 2020).

Because of the complex and temporally extended nature of observations, incoming stimuli should activate a broad and diverse set of brain regions, especially the brain regions that have encoded the previous experiences. Moulton and Kosslyn (2009) hypothesized that the hippocampus, which is involved in episodic memory retrieval, prefrontal cortices involved in top–down processing and the retrosplenial complex involved in associative processing, are regions which retain prior experiences of a person [see also Hassabis et al. (2007)]. The naturalistic experiments have showed that the default mode network (DMN), involving such regions as medial prefrontal cortex, precuneus, and angular gyrus, play central role in integrating new information with the prior knowledge to form distinct high-level event representations (DuBrow et al., 2017; Kauttonen et al., 2018; Yeshurun et al., 2021). The DMN is considered a major hub for actively processing incoming external information and integrating it with prior knowledge in the social world (Yeshurun et al., 2021).

The traditional way to study human behavior is to focus on two or three artificial explanatory parameters. The basic assumption has been that humans’ have capacity to utilize all available information in the situations created in the experiments. Apparent risk of applying low-dimensional models is that apparent importance of a variable within a model may be inaccurate due to the other unobserved variables. The development of machine learning methods and neuroeconomics have expanded the scope of human behavior research from simple experiments to the more real-life contexts, in which a participant process multidimensional real-like information (Kauttonen et al., 2015; Jolly and Chang, 2019; Hasson et al., 2020). In this way, it is possible to make more accurate predictive models to better match the human behavior, as discussed in the next section. Using computational models will likewise enable both researchers in neuroeconomics and engineers to capture this high dimensionality of human’s decision making to create human-like AI.

The human brain must integrate prior experiences and observations flexibly and efficiently to decide optimal behavior. We argue that the brain’s valuation network is plausible candidate for this work because the activation patterns on this region also predicts an individuals’ and groups of individuals’ behavior outside of the experiments (Genevsky et al., 2017). The neuroimaging studies have demonstrated that the valuation networks are involved in computing relative values of real (e.g., microloans, Genevsky et al., 2017) and abstract things (e.g., moving dots, Magrabi et al., 2021). The brain creates meaning when it uses the valuation network for integrating about aspects of prior experiences and observations. While DMN is the hub for keeping track and integrating ongoing information, the valuation network is specialized in computing values. By finding meaningful decisions and behavior, the brain needs to use approximations and very likely applies Bayesian rule. Evaluating different options in a specific context is costly in time and other resources; thus, the intuitive mental models help a person to concentrate most meaningful options and this way to allocate the scare mental biological resources to decision making (Gershman et al., 2015).



The Brain’s Valuation Network

Growing evidence from neuroeconomics shows that there are general decision networks in the brain, which count the total valuation of different objects and their relationships using a common neurophysiological “currency” (Levy and Glimcher, 2012; Lim et al., 2013). This serves the same purpose as loss functions applied in training artificial intelligence systems to compare predicted values vs. real values (e.g., cross-entropy and mean-squared error). Whereas several objects and their dynamic interactions with their attributes are involved in these contexts, this complexity makes it almost impossible to isolate and measure the contribution of each object in isolation. However, the brain’s valuation network completes this demanding task and forms a net value of commodities and other items in different contexts from subject’s prior experience perspectives. The activation profile’s changes in this valuation network correlate with an object’s values in a wide class of objects, from simple visual association tasks (Magrabi et al., 2021), biological needs like food (Levy and Glimcher, 2012), clothing (Lim et al., 2013), and money (Glimcher, 2014) to abstract the cultural values like charitable donations (Genevsky et al., 2013) and microloan appeals (Genevsky and Knutson, 2015).

Functional magnetic resonance imaging (FMRI) measures the hemodynamic response related to neural activity, when the participants are lying inside a large camber and see different stimuli during FMRI-experiment. The FMRI measures the blood oxygen level-dependent (BOLD) signal, which varies by different regions in the brain such that blood delivered to an active brain region requires more oxygen than the blood delivered to an inactive region. By using FMRI, it is possible to measure the ratio of an oxygenated to a deoxygenated hemoglobin, when the oxygenated blood produces a stronger magnetic field than non-oxygenated blood (Ashby, 2011). This technology provides researchers the opportunity to study neural activity in the human brain almost real time. Hence, it is no wonder that neuroimaging by FMRI has grown to become the dominant measurement technique in the neuroscience and neuroeconomics (Ruff and Huettel, 2014; Suomala, 2018). It is a non-invasive way of monitoring the mechanisms that underlie how people valuate stimuli, including marketing and health messages, with the potential to shape the thoughts and behaviors of a large population of people (Doré et al., 2020).

Several studies have shown that the responses within regions of the brain associated FMRI-based studies are essential, when the goal is to find forecasting models of human behavior (Genevsky et al., 2017). Consensus of the neuroeconomics research is that the valuation network is formed of the medial prefrontal cortex (MPFC) and ventral striatum (VS). Some of the studies have also connected precuneus to this network, which also serves as the core of the DMN. The MPFC is located in the middle of the frontal lobe and has extensive connections to other areas of the brain. Instead, the striatum is located in the areas below the cortex. The striatum has many connections to the MPFC, and they act together when a human forms total value of some stimuli.

Next, we review the selected seminal, empirical studies in which the activation patterns of data collected from the brain during the FMRI-experiments has demonstrated strong predictive power for human’s behavior also outside of laboratory.


Valuation Network Signal as a Robust Predictor of Human Behavior

The properties and anatomy of the valuation network were verified in series of FMRI studies in 2010s. The studies listed in Table 2 demonstrated not only the existence of the valuation network but also how its signal can predict the human behavior in realistic tasks. The predictive power of valuation network signal is often better than the behavioral measurements and self-reports. We argue that the understanding valuation network is valuable in designing human-like AGI. In the following, we briefly summarize these experiments and their key findings. These studies present converging evidence that high-dimensional neural data measured with FMRI carries information that accurately predicts behavior of population.


TABLE 2. Selected neuroscience studies that demonstrate the existence of the brains’ valuation network and how its signal can predict real behavior of humans.

[image: Table 2]
The studies by Falk and colleagues were the first to directly demonstrate link between the valuation network signals and real behavior. In the study by Falk et al. (2010), the participants were exposed to persuasive messages concerning risks of sun exposure. Moreover, neural signals in the MPFC predicted variability in sunscreen usage among participants more accurately than self-report measures like intentions and attitudes measures explained alone. By using a cross-validation, the study revealed that MPFC activation predicted 23% more of the variance in behavior than did self-reported attitudes and intentions to wear sunscreen 1 week following the experiment. Next, Falk et al. (2011, 2012) examined smokers’ neural responses to antismoking advertisement campaigns and subsequent smoking behavior. Consistent with the findings of the sunscreen study, the MPFC activation patterns in the participants’ brain (n = 28), when they exposure to anti-smoke message in the scanner, more accurately predicted participants’ inclination to quit smoking 1 month after the initial FMRI than traditional behavioral measurements (Falk et al., 2011). In addition, the activity in the same region of the MPFC that predicted individual smoker’s behavior change during message exposure predicted population-level behavior in response to health messages and provided information that was not conveyed by participants’ (n = 31) self-reports (Falk et al., 2012). Neural activity in MPFC predicted the population response, whereas the self-report judgments did not. These results extend the use of FMRI to predict behavior, as opposed to simply predicting immediate effects showing that the critical valuation area in the brain (MPFC) may serve as an indirect marker of future behavior change.

In 2016, Kühn and colleagues did FMRI experiment to test what kind of chocolate commercials promote most sales in the grocery store (Kühn et al., 2016). Researchers showed six versions of a well-known chocolate brand to the participants (n = 18) in the FMRI-scanner. After FMRI-scan, the participants in the study were asked behaviorally which advertisement they liked the most. After the FMRI data was acquired chocolate brand were tested at a point-of-sale of the product in a German supermarket; thus, allowing a direct comparison of the sales between the different advertisements tested. Again, the sample’s mean brain activation patterns in valuation network forecasted better the real sales of chocolate bars in supermarket, whereas the participants’ behavioral judgment did not (Kühn et al., 2016). The predictive power of the valuation network was confirmed also for adolescents by Berns and Moore (2012) for music purchases. In this study, the teenage participants (n = 28) did listen 60 previously unknown popular music clips in the FMRI-scanner. Songs from 165 relatively unknown artists were used to test the effect of new songs on the participants’ brain, and to test whether the neural signals are predictive of success of songs in the real market. After listening to each song, the participants rated the song based on how familiar it was and how much they liked it; thus, the researchers had both behavioral and neurophysiological data from the participants’ preferences of new songs. The correlation between behavioral subjective song ratings with sales data was near zero (r = 0.11). However, the activation within the striatum—one essential region of valuation network in the brain—was significantly correlated to the sales. This research demonstrated that not only the signals in valuation-related networks of the human brain are predictive of one small sample’s purchase decisions but also predictive of population effects.

Genevsky and Knutson (2015) sought to link brain activity in laboratory samples (n = 28) to forecasted microloan success on the Internet. Researchers found that while both essential region of the valuation network NAcc (The Nucleus Accumbens; part of the Striatum) and MPFC activities in response to microloan appeals predicted the individual lending choices within a sample, only the sample’s average NAcc activity forecasted loan appeal success on the Internet. Noteworthy, the forecasting power of the sample’s average NAcc activity was greater than the sample’s behavioral choices (i.e., whether they like to invest or not). However, the sample’s ratings of positive arousal in response to the loan appeals continued to forecast loan appeal success on the Internet (Genevsky and Knutson, 2015). In the same vein, crowdfunding study (Genevsky et al., 2017) confirmed the essential results of microloan appeal success study. Findings demonstrate that a subset of the neural predictors in the valuation network of individual choice can generalize to forecast market-level microloan appeal and crowdfunding outcomes—even better than choice itself.

Finally, a recent study by Magrabi et al. (2021) demonstrated that the valuation network incorporates the contextual information and valuation is a dynamic, continuously updated process. Unlike the previous studies, because of the increased complexity of the research question, the stimulus involved abstract dynamical objects (dot clouds) instead of a realistic task. In the FMRI-scanner, participants (n = 24) were presented with a dot stimulus varying in the following two constituent perceptual attributes: Motion direction and dot colors. Each attribute level was associated with a specific monetary gain or loss. In the FMRI scanner, the participants had to identify the attribute values and integrate them as the sum of attribute values indicated the overall value of the stimulus and then either accept or reject the monetary offer. The researchers found that the computation of particular attribute values was accomplished in a dynamic manner within the same network comprising posterior cingulate cortex (PCC), posterior inferior temporal gyrus (PIT), and ventral striatum. The results indicate that the attribute values are computed in an interdependent and contextualized manner, such that the attribute values are not computed sequentially and in isolation. Instead, there is a constant exchange of information in which value predictions are continuously updated and re-evaluated.




From the Activation Patterns of the Valuation Network to the Whole-Brain Patterns

We described above the studies that demonstrated the central role of the brain’s valuation network in human’s decision making and behavior. These studies found that considering information from the valuation network of the brain explains significant variance in out-of-sample message/stimuli effects. However, there also theoretical critiques (Camerer, 2013; Hayden and Niv, 2021) and empirical findings (Doré et al., 2020), which broaden the brain’s valuation networks approach. The deeper analysis of these critiques is out of the scope of this article; however, we review shortly the empirical findings of Doré et al. (2021) from machine learning and engineering perspectives.

Essential assumption of predictive models of human and other complex system behavior is, that the classical empirical explanatory models cannot predicts systems behavior with only a few explanatory variables (Yarkoni and Westfall, 2017; Jolly and Chang, 2019). In the same vein, the current study by Doré et al. (2020) showed that signals from whole-brain patterns—detected by FMRI—associated with reward valuation beyond activity in the valuation network (i.e., striatum and MPFC). Moreover, the study shows that a reward-related pattern of whole-brain activity is related to health message sharing on social media through a population.

Despite the valuation network in the brain has millions of neurons and has properties of an over-parameterized systems, we do not know at this moment, how much brain signals we need to take in the account to build optimal and predictive human behavioral model. Whereas Genevsky et al. (2017) have shown (see above the microloan appeal study) that the signals from the striatum detected by FMRI predicts better the human choice than the signals from whole brain on population level, Doré et al. (2020) showed, on the contrary, that the signals from the whole brain are more predictive of the human behavior on social media at the population level.

As conclusion about FMRI-studies relating to the predictive models, we make two conclusions from engineering (AI research) perspectives. First, it is safe to assume that human brain can operate on many different contexts and multiple timescales. If we like to predict human behavior, we need to understand, how does this complex biological system work and current neuroimaging tools—especially FRMI—gives an opportunity to understand the logic of this complex organ. When this rich, high-dimensional data is analyzed with current machine learning methods and compared against AI model candidates, we are closer in resolving how neural processing (particularly valuation) works. Second, the human brain makes predictions based on its values or its subjective experiences from previous events of meaningful behavioral practices in different environments. Whereas it is difficult to know, what are most meaningful behavioral practice in a current situation, we can detect these values from brain, if we present the most essential real-life stimuli for subjects in the FMRI experiments. There is still an open question, do we need to whole brain or can we concentrate on specific parts, such as valuation and default mode networks, when we try to build better predictive model of human behavior.




COMPARING BRAIN MODEL WITH CURRENT ARTIFICIAL INTELLIGENCE-MODELS

Information representations in the brain are dynamic mental models, which include causal roles and functions of objects. These mental models help a human understand different scenes in meaningful ways. These mental models cover intuitive physics, intuitive psychology, and intuitive culture. Scene understanding by using dynamic mental models in a specific context is lacking in today’s narrow AI models. Here, we have focused to study especially for the brain’s valuation network, which support individuals to behave and make decisions in optimal ways. However, we also considered the extent to which the brain is involved in decision making in addition to the valuation network (see Doré et al., 2020). Most of the human behavior is a function of a person’s subjective experience of meaningfulness and situational factors, e.g., cultural values and artifacts. Next, we discuss the current state of AI and its limitations and how neuroeconomics and understanding of the brain models could help us overcome these limitations and advance development of AI.


Bottlenecks and Limitations of Current Artificial Intelligence Models

The first generation of AI models were constructed based on idea that it can utilize all available information by exhaustive enumeration of all relevant properties of the context. The promise of this approach was that it is possible to develop AI that might 1 day both explain and replicate aspects of human intelligence (Gershman et al., 2015). However, these classical models did not consider, that each complex system—biological or artificial—not only uses the resources (exhaustive enumeration) but must allocate the resources in a sensible way (Lieder et al., 2018; Steverson et al., 2019). The current approach for an intelligent behavior emphasizes that the rationality is the efficient allocation of resources. When sampling (search for new information) is costly and an individual believes that most gains or losses are small, as in many everyday tasks; then, rational behavior can be to sample as few as one or a few high-posterior probability hypotheses for each decision from Bayesian perspective (Gershman et al., 2015).

In the face of the complex situation and solving real-world decision making, the new resource-rational approach has emphasized the role of intuitive mental models that might be developed by computer-based reasoning systems to cut through the complexity of decision making. Like in cognitive science, a probabilistic renaissance swept through mainstream AI research, in part by pressures for performing reliable inference about likelihoods of outcomes in applications of machine reasoning to such high-stakes domains as medicine (Gershman et al., 2015). Attempts to mechanize the probability, especially Bayesian inference, for decision and learning led to new insights about probability and stimulated thinking about the role of related strategies in human cognition. For example, the advances in AI led to the formulation of rich network-based representations, such as Bayesian networks, broadly referred to as probabilistic graphical models (PGMs) (Koller and Friedman, 2009). In particular, a belief updating process was developed to efficiently update parameters of the network using parallel and distributed computations (Friston et al., 2021). Belief updating is a process that transforms prior beliefs into posterior beliefs when new information is observed and it is a core mechanism of Bayesian reasoning. Some studies have identified potential neural mechanisms of Bayesian belief updating in human brain at least for spatial attention task (Vossel et al., 2015). It remains to be seen if this also holds for more complex decision’s tasks.

In the recent years, machine learning has been able to solve difficult pattern recognition problems. Such developments have put the notions of backpropagation, using large data sets and probabilistic inference with classical decision-making theory (Von Neumann and Morgenstern, 2007) at the heart of many contemporary AI models. Together with increasing computational power and data set availability have led for AI successes in the recent years. Speech and natural language understanding, self-driving cars, automated assistants, and mastering complex games like Go are some examples of the success of these approaches (Gershman et al., 2015; Schrittwieser et al., 2020; Bengio et al., 2021; He et al., 2021). Although these AI-applications have reached human-level performance on several challenging benchmarks, they are still far from matching human-level behavior in other ways. Deep neural networks typically need much more data than people do to solve the same types of problems, whether it is learning to recognize a new type of object or learning to play a new game. For example, while humans can learn to drive with few dozen hours of practice, self-driving cars need millions of (simulated or real) hours and still lack behind human performance in handling surprising situations (Lake et al., 2017). Or when learning the meanings of words in their native language, children easily make meaningful generalizations from very sparse data. In contrast, AI based deep reinforcement learning systems still have not come close to learning to play new games like Atari as quickly as humans can (Lake et al., 2017).

The main challenge in AI-development is to move from the classical view of a rational agent who maximizes the expected utility over an exhaustively enumerable state–action space to a model of the decisions faced by resource–rational AI systems deployed in the real world, which place severe demands on real-time computation over complex probabilistic models (Gershman et al., 2015). The intuitive models, as described in “Intuitive Mental Models,” allow humans concentrate to most meaningful aspects and behave optimal ways in different contexts. Although great steps have been made in the development of AI, people are still learning from fewer data—often to see just one or a few examples—and form dynamic mental models in richer and more flexible ways than AI (Bengio et al., 2021).

The current AI systems have bottlenecks when working in real-world setting. First, they are prone to outliers and can make trivial mistakes (from a human perspective), such as self-driving car confusing regular stop-signs posts and those printed on billboards1 or being held by a human,2 image-classifier getting fooled by written texts3 and failing to recognize partially occluded objects (Hendrycks et al., 2021). Adding a structured noise invisible to humans into images can lead to a complete failure in the state-of-the-art image recognition models (Ren et al., 2020). Second, AI models can be biased, resulting in underpowered predictions with possible toxic outcomes (Seyyed-Kalantari et al., 2021; Weidinger et al., 2021). Such flaws can be considered as symptoms of lacking intuitive, commonsense world models that would allow AI to have more complete understanding of the world and generalize over novel situations (Bengio et al., 2021).



Brain Models and Importance of the Valuation Network

As we have described in this article, human brain is evolved to grasp and learns basic understanding of systems of abstract concepts—represented as intuitive theories in the brain for physics, psychology, and culture. Thus, a human brain can understand easily the physical objects and substances, intentional agents, and their causal interactions in time and space (Lake et al., 2017). The current computational rational model of brain proposes that humans decide and behave by using principles of Bayesian model in the uncertain and ambiguity contexts (Gershman et al., 2015; Suomala, 2020; Friston et al., 2021). Furthermore, the current approach in neuroeconomics is that the human brain’s goal might be to learn about the structure and functions of environment rather than simply maximize a reward (Denison et al., 2013). This learning approach is consistent with the idea that brain computes values for environmental objects, particularly if we consider meaningfulness and new information as essential dimensions of valuation in addition to maximizing expected utility in traditional economic sense (Camerer, 2013; Gershman et al., 2015). This learning approach is not an alternative for traditional models, rather it may be viewed as an extension of them.

We believe that the future generations of AI will look different from the current state-of-the-art neural networks, because it may be endowed with an intuitive physics, an intuitive psychology, and an intuitive culture (Lake et al., 2017). Studies have shown that the small samples of participants’ brain activation profiles in valuation network can predict real behavioral chance in a real context outside of laboratory on individual levels (Berkman and Falk, 2013) and on population level (Falk et al., 2012; Genevsky et al., 2017). We argue that in reverse engineering, the mechanisms of brain’s valuation and default mode networks will inform the development of human-like AGI. These neural systems hold solutions of dealing with high-dimensional input, keeping track and integrating ongoing contextual information and computing relative values to make informed decisions. Computations of the valuation network in particular could be the solution of advancing AI. For example, is there a biological equivalent for gradient-based backpropagation algorithm that uses valuation and prediction errors to guide behavior and learning? In Section “Brain as a Prediction Machine,” we described how studies have shown that this brain network has critical role, when a human decides and behaves. We need further research to better describe the mechanisms of the brain’s valuation network in an engineering way.

Despite the recent achievements of AI, people are better than machines in solving a wide range of difficult computational problems in their real-life contexts and behaving in (subjectively) optimal ways by taking advantage of information in inherently complex, uncertain, and continuously streaming inputs. Capturing more human-like, flexible behavior, AGI systems might first need to adopt the brain’s capability to form dynamic mental models with the intuitive models and the valuation-like networks described above.




DISCUSSION

We think it is very unlikely that a revolutionary artificial intelligence will emerge through engineering and computer science alone. Observational findings coming from neuroscience and behavioral sciences are also needed to develop new algorithms that can lead us closer to human-level artificial general intelligence.

Although great steps have been made in the development of AI, for example, in machine vision (e.g., self-driving cars), text and speech understanding (e.g., virtual assistants), and playing games (e.g., chess, poker and Go), AI is still far from human ability to learn as efficiently and master multiple different tasks (Bengio et al., 2021; Gershman, 2021a). People are still learning from fewer data—often to see just one or a few examples—and form dynamic mental models in richer and more flexible ways than AI. We believe that the future generations of AI may be endowed with intuitive physics, intuitive psychology, and intuitive culture (Tomasello et al., 2005; Lake et al., 2017). While these do not necessarily cover all intuitive models that humans can possess, these are sufficient starting point in development of a human-like AGI. The current AI models can be prone to trivial mistakes and biases. This is a symptom of current AI models missing contextual and commonsense understanding of the world in both local and broad senses. For example, for a self-driving car to adapt from operating in sunny California to winterly Scandinavia needs to grasp both different physical conditions and rules (laws) of the environment. Therefore, we argue that the intuitive culture that covers large-scale nuances of the environment is very important.

We can pinpoint the following three major gaps between the current AI models and human optimal behavior. First, AI is effective in solving recognition problems but incompetent in building causal models of the world that support explanation, understanding, and prediction. Especially, the scene understanding and the relationships of objects’ functions in a specific context is lacking in today’s AI. For example, when image captions are generated by a deep neural network, it gets the key objects in a scene correct, but fails to understand the relationships between objects and people in the image, or the causal relationships between the objects (Gershman, 2021a). However, a human can apply dynamic mental models. Second, AI cannot generalize its knowledge to new tasks and situations. When an infant can learn and predict the movements of wooden blocks based on few examples, AI (PhysNet) requires extensive training—between 100,000 and 200,000 scenes—to answer the question, “Will the tower fall or not?” (Lake et al., 2017). Thus, a human can generalize to many novel complex scenes with only few training samples or trials. Third, a current AI neglects the contextual information in its applications whereas a human’s brain constantly benefits the information in a specific context. This poses a big problem since context carries often critical information that can greatly affect the decision. Training a new AI model for each context is not feasible, instead the context needs to be inherently build-in within the model.

Computational meaningfulness offers a potential unifying framework for the study of optimal behavior of artificial agents. The parts of this framework that we consider essential for development of such agents are listed in Table 1. We argue that valuation and default mode networks which have gained lots of interest in neuroscience research past decade offer a novel viewpoint for the development of AI. We argue that studying and reverse-engineering the related neural computations are needed in the development of new algorithms for both intuitive model learning and usage. With this work, we aim to bring this research to the attention of engineers working on AI and make connections between the fields.

The human brain as resource rational agents that seek to form dynamic mental models by effectively apply Bayes’ rule and approximate algorithms that support meaningful actions in each situation (Cohen et al., 2017; Gershman, 2021b). This process incorporates the costs of computation and consider in optimal way the human’s specific biological, social, and cultural needs. When the science uncovers this process and its elements better than today, we can apply this process at least partially through engineering design to build better human-like machines, including AGI. Thus, the science of human decision making, e.g., neuroeconomics is the foundation of next generation of AGI. Neuroeconomics often considers decision making in real-life scenarios, which incorporates also cultural aspects. We should concentrate on how such decisions are computed by the brain. Essential question in future is how the brain’s computation can be captured in engineering terms. We have described studies (see Section “Brain as a Prediction Machine” and Table 2) in which these ideas are being fruitfully applied across the disciplines of human behavior, but we admit that a genuine unifying theory about human decision making and its application to AGI remains mostly a promise for the future. Especially, the question about the mechanisms of the brain for cost-sensitive meaningful computation in valuation networks and it’s applied to AGI will be essential in future (Gershman et al., 2015).

The better we understand human’s brain mechanisms, the better we can apply this understanding for building algorithms and models that gets us closer to human-like AGI. On the other hand, the science also benefits the development of AGI by applying theoretical and methodological ideas from algorithms development and big data analysis. According to Glaser et al. (2019) AI can help neuroscience at least in the following ways: Solving engineering problems (e.g., building better predictive models), identifying predictive variables (e.g., apply regularization and find causal relationship), benchmarking simple models (e.g., linear vs. non-linear), and serving as a model of the brain to compare against algorithms. Due to the complexity of large datasets that can be both non-linear and recurrent, it is necessary to apply machine learning methods that can extract meaningful relationships and structure (Glaser et al., 2019). It has become evident that the classical statistical modeling, such as general linear regression, that rely on inference rather than predictive power, is insufficient when trying to find working principles of brain (see, e.g., Jolly and Chang, 2019).

Finally, we acknowledge that the limitation that the computational meaningfulness framework we described here is still a concept and not an algorithm or computational model that can be directly applied to create a next-generation AI models. Instead, we hope that intuitive models, contextual Bayesian inference, and valuation and default mode networks will enhance dialogue between research fields and inspire development of new generation of computational algorithms in engineering.



SUMMARY AND CONCLUSION

In this study, we have discussed the key concepts for development of human-like artificial general intelligence (AGI). These concepts include learning intuitive mental models via reinforcement and self-supervised learning, and using and updating these models via Bayesian inference. We also discussed about the default mode and valuation networks of the human brain engaged in keeping track of ongoing events, contexts, and evaluating the relative values of things and decisions. We have pinpointed major shortcomings of the currently available AI models related to lacking intuitive mental models, inflexible generalization between tasks and lack of contextual information relevant for optimal decisions. We argue that the intuitive culture is a necessary element of a human-like AGI as it defines the contexts for optimal decisions of real-life actions. We also argue that reverse-engineering the core working principles of default mode and valuation networks is the key to unlocking mechanism behind contextual, high-dimensional input signals processing, and computation of value (reward) signals. This requires a close interplay between engineering, computer science, neurosciences, and behavioral sciences with collection of big observational datasets, e.g., via FMRI. Making distinction between observations in the environment and concentrating on the most meaningful features are essential for the optimal behavior in the environment. We call this framework, which applies intuitive models and Bayesian inference principles to make contextual decisions, as computational meaningfulness. We hypothesize that the computational meaningfulness allows machines to reason and make decisions like those by humans and it is a promising path to human-like AGI.
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To increase the speed and efficiency of expressways construction, information management is being gradually introduced into the construction process. However, progress is limited due to the complexity of expressway engineering and application limitations of information technology. Design and delivery are still dominated by paper files, and the management of test and inspection data is still relatively extensive. Research to date into digital expressway construction has been piecemeal and fragmented with a lack of research related to the whole construction process and a data-centric information management system yet to be realized. In response, through literature research and semi-structured interviews, the framework of a data-driven digital whole-process highway construction management platform was determined. A whole process management platform was established according to the framework, and the functional application of the proposed platform was explained through a case. The framework is proposed from the perspective of the whole process of collaborative sharing., which provides a new way of thinking to solve the problems existing in the current field of expressway construction whole-process management. It also provides data-centric management, electronic design and delivery, a refined workflow, and an efficient management process.

Keywords: data-driven platform, digitalization process, expressway, smart construction, BIM


INTRODUCTION

Expressways have developed rapidly to be one of the major types of infrastructure construction projects in China. The country’s total mileage of expressways reached 161,000 km in 2020, representing an annual increase of 7.62%. Expressway construction management is also gradually adopting digital methods, although the complexity and particularity of these projects itself present a certain degree of difficulty for digital management (Xie et al., 2011). From the perspective of engineering construction, the construction period of highway engineering is longer, the engineering construction environment is more complex, there are many factors influencing the construction process (Xiao et al., 2020), and projects need to be completed in a short time and with high quality. The requirements for construction quality and site safety are also very high.

From the perspective of information and data, highway engineering involves a large amount of data and a wide range of areas; data collection, analysis, and processing speed requirements are high; data have high commercial value; and data types are complex – including structured data and unstructured data, such as 3D drawing information, Building Information Modelling (BIM) dynamic display of information, and real-time construction control information. In addition to BIM, various digital technologies have been widely promoted and applied, with such new technologies as GIS, big data, and the Internet of Things helping in the development of digital engineering (Olawumi and Chan, 2019; Li et al., 2020; Zhang et al., 2020b; Prabhakaran et al., 2021).

However, due to their complex and special characteristics and the limitations of digital engineering technology, the current digital management of expressway construction has several shortcomings:

(1) Data-centric management has not been formed. At present, the digitalization of the engineering quality of various expressway construction projects mainly focuses on the preservation of traces of the quality management process, and most of the test/inspection data and production process data that play a decisive role in the quality of the engineering are only electronically archived in the test account (Yu et al., 2018; Xiao et al., 2020). In addition, the centralized storage of monitoring data of the Internet of Things has not yet formed a scientific management system with data management at the core (Kusano et al., 2011). This will lead to difficulty in information traceability, large barriers to information transmission between stages, and slow feedback on problems, resulting in low overall management efficiency (Xu et al., 2019).

(2) In terms of design, traditional paper delivery is still the norm (Kusano et al., 2011). There is little research into the digital delivery of design information. Road construction is less digitized, and there is a lack of research into information management for the integration of design and delivery information over the entire lifecycle of engineering projects (Zhang et al., 2020a). This results in many difficulties in establishing a highway BIM model, and in design information problems such as data loss, poor coordination and sharing.

(3) The management of test/inspection data is still relatively extensive. According to current construction, there is a large amount of test data such as construction self-inspections, supervision random inspections, intermediate delivery inspections, completion (delivery) acceptance inspections, and construction unit and industry management department law enforcement inspections (Zhang et al., 2019a). Although the data cover the entire process of highway construction, they are managed separately by each party and are yet to be linked together (Xiao et al., 2020; Pan et al., 2021). This makes the coordination of test and detection information rather poor and increases the difficulty of management.

A particular issue is that previous studies mainly focus on the necessity of expressway digital construction and the digitization of a single construction stage (Song et al., 2011; Xu et al., 2019; Zhang et al., 2020b). That is, there is no consideration for the digital construction technology of the whole process; whereas, a digital system for the whole construction management process has potential to provide a basis for collaborative work for all involved systems. It uses the same database to integrate project-related information for sharing, interoperability, and transmission; and the entire project measurement data, design data, construction data, and inspection data can be applied on the same platform. It can maximize the collaborative management of construction quality, and increase productivity, communication efficiency, and cost control. In addition, it breaks through the multiple separation aspects in the handover, change, and communication between design units, construction units, and supervision units in traditional project management – thereby greatly improving the construction management of engineering projects.

Therefore, this research needs to solve the following three problems: How to form a data-centric whole-process management system? How to integrate design delivery information during the design phase? How to realize the collaborative management of test data? This article introduces the entire process of digital management methods. Basically, through literature research and semi-structured interviews, we build a framework of a data-driven digital whole-process highway construction management platform. Then, the whole process management platform is constructed according to the framework, that is, the system can coordinate the measurement, design, construction, and inspection work in the process of expressway engineering construction. Compared with traditional project construction, the digital system for the whole construction management process based on BIM, provides a basis for collaborative work for all systems involved.

From a theoretical viewpoint, the framework is proposed from the perspective of the whole process of collaborative sharing. This provides a new mode of thinking for solving current problems in the management field of the whole process of highway construction. In addition, the specific process of highway digital construction technology based on collaborative theory is proposed, which is helpful to improve the information transmission dilemma of each construction stage of highway engineering for realizing the transmission and sharing of engineering information at each stage, thereby promoting the related research of highway digital process.

From a practical point of view, taking the Cambodian Phnom Penh-Sihanoukville project as an application example, the introduction of digital construction technology based on BIM will help companies upgrade their project management and control practices. In addition, the technology is based on a variety of advanced digital construction hardware and 3D model software. They enable collaborative control of project design, process, quality, production data, resource efficiency and interactive communication, helping to form a data-centric management system. In terms of design delivery, an electronic design information data storage and collaborative sharing mechanism can be formed. High-precision BeiDou positioning technology is used to accurately control real-time return of 3D design data, operation status and construction information. It also allows the digital control of process management, which can be changed at any time in case of design changes. Also, test and inspection data are interrelated and coordinated to ensure the accuracy of inspection items. In addition, the collected data can be used to predict the specific situation of the project, which can help personnel to make more objective decisions. Due to the electronic data storage, it also has a self-supervision effect on the implementation of enterprise projects, which has a positive significance for improving its management level.

The remainder of this article is organized as follows. Section 2 introduces BIM digital technology, digital construction paving, and some highway construction relevant facts. Section 3 introduces the basic theories involved. Section 4 describes the BIM-based construction technology framework for the whole process of highway digitalization. Section 5 describes the case study, Section 6 a discussion, and Section 7 concludes the paper.



LITERATURE REVIEW


Building Information Modeling Digital Technology

Building Information Modeling technology uses visual models as information carriers (Saka et al., 2020). BIM is frequently conceived as the digital expression of construction projects along with their geometric and non-geometric characteristics (Lu et al., 2017). It relates information of some elements with others, and it helps in the decision-making, implementation, and operation and maintenance by building a visual information systema and dataset. This has played a revolutionary role in the lifecycle management of many construction projects (Li et al., 2020; Zhang et al., 2020b; Banerjee and Nayaka, 2021).

An information management system, built on BIM technology, can store, calculate, and share large quantities of information from design, construction, and operation processes. This three-dimensional model can also help the management and efficiency of other non-construction tasks as well.

Compared to the building industry, BIM technology started late in the field of urban roads (Tang et al., 2020). However, it has developed rapidly in the past 2 years (Jin et al., 2017), with industry gradually paying more attention to this technology. Much experience has also been accumulated from real construction projects (Eadie et al., 2013; Li et al., 2018; Yang and Chou, 2018; Oraee et al., 2019). It has been proven in fact that applying BIM to basic road traffic construction can greatly help in construction organization and management. It can also improve the level and efficiency of information sharing at all construction stages, and promote the digital development of basic road transport (Li et al., 2020; Babatunde et al., 2021).

Also of relevance to the present study is that the application of BIM provides an opportunity for performing fundamental wider applications regarding both digitization and industrialization (Babatunde et al., 2019). Wan et al., for example, combined BIM with GIS to build a visual platform for bridge construction management (Wan et al., 2019). Zhu et al. combined BIM and 3D GIS to create a three-dimensional visual display and information management architectural BIM model for spatial analysis and measurement (Zhu and Wu, 2021). Kang and Hong designed a BIM/GIS-based software architecture for the effective integration of facility management data that laid the foundation for building a network service platform (Kang and Hong, 2015).

To date, the gradual integration of digital technology into infrastructure construction has already allowed increasing the speed of development of digital highway construction (Olawumi and Chan, 2019). For example, Song et al. analyzed the characteristics of expressway construction and explained the necessity for their digital construction (Song et al., 2011). Liu et al. developed automatic inspections that allowed video surveillance, visual analysis of spatial information, and video coding (Liu et al., 2021). Zhang et al. proposed the idea of digital expressway management (Zhang et al., 2020b); Xu et al. treated the application of digitization in highway management and maintenance (Xu et al., 2019); and Huang et al. introduced a tunnel engineering early warning control system to ensure construction safety and quality (Huang et al., 2017).



Digital Construction Paving

Paving technology is one of the key elements in the process of digital construction of expressways. Its rapid development has helped improve the quality of high-grade pavements (Qin et al., 2018). This technology directly affects the flatness and compactness of the pavement (Deng et al., 2020), and thus affects the quality and service life of the whole infrastructure (Hu et al., 2017; Wan and Jia, 2019).

An asphalt concrete paver spreads the mixed asphalt concrete material evenly and densely on the pavement subbase or base layeIn the field of construction, because the construction period is generally long, with their. This is done with a certain degree of pre-compaction shaping to form the asphalt concrete base layer or surface layer (Huang et al., 2020; Hu et al., 2021). The use of asphalt concrete improves construction speed, save costs, and improve the quality of the road surface (Liu et al., 2018a; Nandi and Ransinchung, 2021; Zhu et al., 2021). Asphalt concrete also plays a key role in high-grade highways (Plati et al., 2016; Karpushko and Bartolomei, 2017). Nowadays, it is widely used in the paving operations of urban roads, large freight yards, parking lots, docks, and airports.

The quality of the work has a very important impact on the performance of the pavement. It is therefore necessary to control the quality of the paving and compaction processes to ensure the eventual quality of the pavement (Zhang et al., 2019b; Pradena et al., 2020). However, due to the usually complex conditions of construction sites, it is difficult for personnel to pave and roll the pavement in strict accordance with the technical requirements. On-site supervision and management personnel may also neglect irregular construction, resulting in inferior pavement quality (Makarov et al., 2021b). Therefore, with recent advances of technology, there is a general trend to apply digital technologies for monitoring and control purposes (Liu et al., 2016, 2020). This means that BIM-based highway construction technologies can also effectively improve the quality of paving and rolling, and improve the overall construction efficiency.



The Whole Process of Expressway Construction

The importance of the whole process of expressway construction (i.e., measurement, design, construction, and inspection) has been widely recognized (Wong and Zhou, 2015; Edirisinghe et al., 2021). For the construction industry, this refers to the use of information technology, process integration, and manual operations in all processes of project planning, construction, and operation to complete the integrated management of construction project data (Zhuang et al., 2021). The advantages of introducing information management are obvious as the efficient management and interaction of all construction engineering information reduces the repetitive investment in each system of the construction project, avoids the waste of resources, and ultimately improves the overall efficiency of the construction project (Zhang et al., 2018; Sadrinooshabadi et al., 2021). The introduction of construction whole-process management can shorten construction time by nearly 5%, and reduce the time spent on data query by 1/2 and the time spent on information interaction between 1/3 and 3/5. In the end, information interaction and sharing are completed more efficiently, and construction costs can be greatly reduced (Mesaros et al., 2021).

However, after the introduction of information management, there may be problems such as an increase in the initial investment time cost (Costin et al., 2018), an increase in the cost of personnel training (Kaewunruen et al., 2020; Villena et al., 2020), and other limitations the management approach may not be suitable for Moreno Bazan et al. (2021). According to the theory of technology acceptance model (TAM), the enhancement of user experience (Panopoulou et al., 2021) and the support of government policy (Jing et al., 2018) will greatly improve the acceptance of technology. In the field of construction, because the construction period is generally long, with the increase of time, the personnel in the project have increased their experience in using new technologies, and their resistance to new things has decreased (Qi et al., 2021; Uusitalo and Lavikka, 2021). Moreover, the support of government policies reduces the financial pressure to a certain extent, and the advantages of introducing information management will gradually increase.

Current research mainly discusses the necessity of digital construction of expressways and the digitalization of single construction stages (Song et al., 2011; Xu et al., 2019; Zhang et al., 2020b). However, there is a lack of relevant research on the whole-process digital construction technology of expressways. Therefore, this paper introduces collaborative theory into the digital management of the entire process, develops a digital management system platform for the entire process based on BIM technology, and coordinates the measurement, design, construction and testing in expressway construction.




RESEARCH METHODS

To improve expressway management practice and promote the adoption of expressway digital whole-process management, semi-structured interviews and experimental research were adopted in this study.


Semi-Structured Interviews

Qualitative methods are suited for problems that need to be explored and obtain a detailed understanding. Semi-structured interviews with relevant personnel were conducted to obtain an in-depth understanding of the current challenges of digital whole-process management and discuss potential solutions.

(1) Interview design stage

A total of 22 practitioners engaged in highway engineering construction were selected for the semi-structured interviews. To obtain valid and relevant information, the respondents were asked to have at least 5 years of experience in any unit of surveying, design, construction and testing in expressway engineering projects. Respondents were stratified randomly to ensure that their sample held different positions, such as managerial and non-managerial. The respondents’ background information is shown in Table 1.


TABLE 1. Background information of the respondents.

[image: Table 1]
(2) Interview stage

During the interview, the interview questions were presented flexibly according to the interview outline, and the whole process was recorded. The audio recordings were transcribed, and the transcribed texts were analyzed using the “topic analysis method” with NVivo12 software. The questions used in the interview are shown in Table 2.


TABLE 2. Interview outline.

[image: Table 2]
The following lists the interview process of four typical respondents.

Q1: “What is the objective of digital expressway management?”

Interviewee A: “Data in important stages of construction is isolated, and the biggest difficulty is data integration.”

Q2: “Who are the main stakeholders involved in the digital process management?”

Interviewee A: “The main stakeholders are the design unit, the construction unit and the testing unit.”

Q3: “What information should be collected in the process of digital whole-process management?”

Interviewee A: “Measurement information; design 2D drawings; paving process information (paving temperature, working position, paver position, etc.), compaction process information (compacter route, speed, compaction strength, etc.), vehicle information (driver information, loading time, loading location, transportation route, etc.); inspection data information (retaining samples, recording results, data and locations, etc.).”

Q4: “Which effective and convenient methods should be adopted for digital whole-process management?”

Interviewee A: “The method of encrypting control points in the measurement phase can save costs; the data visualization of the design based on BIM, combined with the intelligent compaction and paving technology in the construction phase, can effectively save costs; in addition, Intelligent management and control of vehicles can be used to view vehicle trajectories in real time. Digital facilities can also be introduced in data retention and monitoring in the laboratory.”

Q5: “Which stages should be included in the whole process management?”

Interviewee A: “For example: drawing design, fixed-point stakeout data; 3D modeling; paving; laboratory data should also be included.”

Q6: “How can managers effectively manage expressway projects according to the management system?”

Interviewee A: “The data is easy to find and can be changed in time; through the dynamic data of construction, it is possible to check whether various indicators are normal; in addition, the driving range of the vehicle can be set, and the alarm can be automatically alarmed when the range is exceeded. This kind of process management can also improve safety.”

Q7: “What are the needs in terms of portability of system operation in the digital whole-process management?”

Interviewee A: “Data at different stages are displayed on one platform, which can facilitate management; update data in real time; and change erroneous data in time.”

Q8: “What are the requirements for information transmission among different stakeholders?”

Interviewee A: “Information of different construction stages can be seen on the same platform; people with different roles have different permissions; when problems are found, they can be changed.”

Q9: “What are the management requirements for project documents?”

Interviewee A: “Measurement and design data are shared and all electronic.”

Q1: “What is the objective of digital expressway management?”

Interviewee B: “The goal is to carry out digital management of the whole process of construction with data as the core.”

Q2: “Who are the main stakeholders involved in the digital process management?”

Interviewee B: “Design unit, construction unit and testing unit.”

Q3: “What information should be collected in the process of digital whole-process management?”

Interviewee B: “Measurement information; design drawings; paving process information (paving temperature, work site, paver position, etc.), compaction process information (compacter route, speed, compaction strength, etc.), transporter vehicle information (driver information, loading time, loading location, transportation route, etc.); inspection data information (retaining samples, recording results, data and location, etc.).”

Q4: “Which effective and convenient methods should be adopted for digital whole-process management?”

Interviewee B: “The method of encrypting control points during measurement can save costs; based on BIM, the data visualization of design can be realized, and the introduction of digitization in the construction stage can effectively save costs; in addition, intelligent management and control of vehicles can be used to view vehicle trajectories in real time. Digital facilities can also be introduced for data retention and monitoring in the laboratory.”

Q5: “Which stages should be included in the whole process management?”

Interviewee B: “Fixed-point measurement and drawing design; road compaction; inspection report management.”

Q6: “How can managers effectively manage expressway projects according to the management system?”

Interviewee B: “If there is a problem, you can easily find it through the management system and make corresponding modifications, which can save a lot of time; the quality of the paving can be checked directly through the system; the detected data can be subjected to simple statistical analysis.”

Q7: “What are the needs in terms of portability of system operation in the digital whole-process management?”

Interviewee B: “Different people can easily see the data they need, and when problems are found, they can be changed.”

Q8: “What are the requirements for information transmission among different stakeholders?”

Interviewee B: “Data at all stages can be shared; managers have more authority than ordinary employees; erroneous data can be changed in time.”

Q9: “What are the management requirements for project documents?”

Interviewee B: “Data at all stages can be shared; all files can be stored.”

Q1: “What is the objective of digital expressway management?”

Interviewee C: “Now the most important thing in digital management is to integrate data and link the previously isolated data.”

Q2: “Who are the main stakeholders involved in the digital process management?”

Interviewee C: “Design unit, construction unit and testing unit.”

Q3: “What information should be collected in the process of digital whole-process management?”

Interviewee C: “Measurement information; design 2D drawings; paving process information, compaction process information, transporter vehicle information; detection data information. “

Q4: “Which effective and convenient methods should be adopted for digital whole-process management?”

Interviewee C: “The data visualization of design based on BIM, combined with the intelligent compaction and paving technology in the construction phase, can effectively save costs; digital facilities can also be introduced in the data retention and monitoring of the laboratory. “

Q5: “Which stages should be included in the whole process management?”

Interviewee C: “Measurement, design, management of transportation vehicles, management of test reports.”

Q6: “How can managers effectively manage expressway projects according to the management system?”

Interviewee C: “When problems are found, changes can be made; construction process data can be viewed and changed in real time, and streamlined management improves safety; data can be changed to reduce construction time.”

Q7: “What are the needs in terms of portability of system operation in the digital whole-process management?”

Interviewee C: “Data at various stages can be shared; viewing information is not limited by time; problems can be changed when problems are found.”

Q8: “What are the requirements for information transmission among different stakeholders?”

Interviewee C: “The data of each stage is displayed on the same platform; the personnel of the design unit only have the authority to change the data of the relevant stage; the data can be changed when problems are found.”

Q9: “What are the management requirements for project documents?”

Interviewee C: “It can be easily visualized after being digitized; data can be shared at different stages.”

Q1: “What is the objective of digital expressway management?”

Interviewee D: “The core is data management, such as measurement stage, design stage, construction stage, and inspection stage.”

Q2: “Who are the main stakeholders involved in the digital process management?”

Interviewee D: “Design unit, construction unit and testing unit.”

Q3: “What information should be collected in the process of digital whole-process management?”

Interviewee D: “Measurement information; design 2D drawings; paving process information (paving temperature, working position, paver position, etc.), compaction process information (compacter route, speed, compaction strength, etc.); transporter vehicle information (driver information, loading time, loading location, transportation route, etc.); inspection data information (retaining samples, recording results, data and location, etc.).”

Q4: “Which effective and convenient methods should be adopted for digital whole-process management?”

Interviewee D: “BIM technology can realize the visualization of design data, and the digital integration of the construction phase can effectively save costs; in addition, intelligent management and control of vehicles can be used to view vehicle trajectories in real time. Data retention and monitoring in the laboratory can also introduce digital facilities.”

Q5: “Which stages should be included in the whole process management?”

Interviewee D: “Fixed-point measurement, drawing design, paving; test data preservation.”

Q6: “How can managers effectively manage expressway projects according to the management system?”

Interviewee D: “If there is a problem, you can easily find it through the management system and make corresponding modifications; the quality of the paving can be directly checked through the system; the data can be changed to reduce the construction period.”

Q7: “What are the needs in terms of portability of system operation in the digital whole-process management?”

Interviewee D: “The data of each stage is displayed on the same platform; the data is easy to find; the problem can be changed.”

Q8: “What are the requirements for information transmission among different stakeholders?”

Interviewee D: “Data at different stages are displayed on one platform, which can facilitate management; the authority of managers should be different from those of non-managers; wrong data can be changed in time.”

Q9: “What are the management requirements for project documents?”

Interviewee D: “Data in the construction stage can be shared with design data; the data can be simply counted; the storage file capacity is large.”



Experimental Research

A system integrating BIM and BeiDou positioning technologies was designed as an experimental environment for verifying that information technology can address deficiencies in digital whole-process expressway construction management. To achieve this with multiple project participants, a BIM-based information platform was built with the collaboration of the authors and a Chinese company. The authors were responsible for requirements analysis, theory framework establishment, functional design, and 3D representation of the BIM model on a Web page. The Chinese company was responsible for system development including BIM model-loading technology, information transfer between different data formats, as well as the system prototype interface design. The system development for the experimental part of this research included six steps. Figure 1 shows a topological diagram of the digital construction technology in the whole process of expressway construction based on BIM.


[image: image]

FIGURE 1. Topological diagram of the digital construction technology in the whole process of expressway construction based on BIM.


Step 1: In the measurement phase, the use of BIM technology in digital whole-process construction allows the construction method to be simplified. The number of encrypted control points is reduced. The encrypted control point data information obtained from the measurement is uploaded to the digital platform terminal through the database server, and the surveying personnel use this digital platform. The terminal compares and checks the corresponding data and performs real-time updates. Based on control point measurement data and digital terrain analysis methods, the topographic morphology modeling and its attribute characteristics are expressed as numerical data. Through the realization of multi-level perception, multi-scale expression, and high-fidelity modeling of the terrain form, it provides a large amount of data information for the digital terrain of the project. These data are uploaded to the digital platform terminal through the database server and combined with the data information in the design stage. Thereby, an integrated three-dimensional spatial data model is defined, which can realize the coordinated management and seamless expression of the spatial data of the transit and its surrounding space.

Step 2: In the design stage, professional BIM software is used to transform the two-dimensional design drawings into a three-dimensional BIM model that can be recognized by the construction machinery. During the modeling process, the design drawings can be checked, design problems can be found through the BIM model, and design changes can be easily performed. The final BIM model data, combined with the digital terrain simulation data, can be uploaded to the digital platform terminal through the database server. This allows the integration of macro and micro information and, finally, the feedback to the digital system of each construction machinery. The latter prepares them for the construction operations with a one-time modeling. It also allows real-time linkage between different models. This is beneficial for the construction of multiple structural layers, which effectively improves design efficiency.

Step 3: In the construction phase, BeiDou navigation and positioning technology assist in the construction and management process of expressway engineering. Namely, it carries out “monitoring [tasks] during the event and retrospective [analyses] afterward” for the whole process of pavement construction. The system can transmit the key parameter indicators in road construction paving, compaction and transportation vehicle management. Then, it controls in real time the digital platform for statistical analysis of big data, thereby providing intelligent construction navigation in the whole construction site.

Step 4: In the inspection phase, the BeiDou high-precision GIS collection terminal is used to inspect and enter the construction quality of the project unit during construction. According to the quality specification, distinguishing the inspection requests and samples from the contracting unit and the supervision unit; recording the inspection time, data and location information; and uploading them to the platform in real time can ensure the accuracy and timeliness of the test data. This also ensures that the test results are traceable.

Step 5: Based on the results of the semi-structured interviews, a digital expressway construction management system is built to establish a comprehensive BIM-based framework for digital whole-process expressway construction. The system is capable of setting up different application modules in accordance with the digital expressway construction management process. It can also access the database and model information stored in the Cloud based on the technologies such as WebGL, dynamic model loading and BeiDou.

Step 6: Multiple stakeholders with different clearance access the test platform through the Web page. They use the digital whole-process expressway construction management framework to achieve a more meaningful collaborative management.




ANALYSIS OF INTERVIEW RESULTS

NVivo 12 qualitative data analysis software was used to conduct an in-depth analysis of the respondents’ data through topic analysis theory. Two respondents’ independently coded transcripts were used and we ensured discussions were held for every third transcript coded. After the information was saturated, we analyzed the transcripts one by one several times, and extract common themes through comparison. The results of the interview analysis are shown in Table 3. Four goals of the digital whole-process expressway construction management system were defined: (a) to allow data-centric management; (b) to accomplish electronic storage of design information and collaborative sharing; (c) to realize correlation and reconciliation of detection data, and (d) to improve the management efficiency of stakeholders.


TABLE 3. Grouping of identifiers characterizing the four thematic areas.
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Enabling Data-Centric Whole-Process Management

Combined with the results of semi-structured interviews, the digital management of expressway mainly involved four stages: measurement stage, design stage, construction stage and inspection stage. It was necessary to implement data management at each stage. To allow this, synergy theory was used (Haken, 1984). Synergy theory can clarify the relationship and role of various elements/subsystems in the whole process of expressway construction, to promote the whole system from instability to stability and from disorder to order. Thereby, achieving the effect of 1 + 1 > 2. Precisely, it is through the coordination of information at different stages that more effective management of the whole process of expressway digitalization can be achieved.



Electronic Storage of Design Information and Collaborative Sharing Mechanisms

During the design phase, the large number of images and calculations involved in traditional 2D drawings increases the probability of error. Using professional BIM software allows to build a 3D model. Upgrading construction drawings from 2D to 3D is the core of data management in the design phase. It handles all 2D data conversion, manages 3D design data, and handles all measurements, machine control tasks and analyses automatically. Correspondingly, on the basis of considering the results of semi-structured interviews, the design stage in the whole process of digital highway management should include functions such as upgrading 2D drawings, as well as viewing and changing relevant information under authorization.



Realizing Correlation and Collaboration of Detection Data

According to current practices of expressway construction, there is a large amount of test data such as construction self-inspections, supervision random inspections, intermediate delivery inspections, completion (delivery) acceptance inspections, and law enforcement inspections. Although the data cover the entire process of highway construction, they are managed separately by each party and are yet to be linked together (Xie et al., 2011).

Combined with the results of semi-structured interviews, the management of the inspections stage in the process of highway digitalization management should mainly include two parts: the electronic record of inspection data and the file sharing mechanism.

(1) Electronic record of inspection data

The electronic record of inspection data refers to the register of the quality inspection information during the project construction stage. Based on the semi-structured interviews, the expressway whole process digital management system must be able to store and analyze various types of information related to the inspection processes.

(2) File sharing mechanism

Although the detection data covers almost the entire process of highway construction, they are managed individually by the parties and are not yet linked with each other. Based on the semi-structured interview results, in order to realize the digital management system of the whole process of expressway, our platform must be able to enable file sharing.



Improving the Management Efficiency of Stakeholders

The information obtained or generated by the project personnel must be systemized. There is a need for an integrated system that can manage a series of tasks throughout the entire project. According to the semi-structured interview results, the following strategies to improve the efficiency of the whole process management of expressway digitalization are identified:

(1) Visual management based on BIM improves the coordination of all users and reduces communication barriers;

(2) Design data can be changed at any time when the design needs changes to reduce time waste;

(3) Problem can be traced back to the source, reducing the time cost of information retrieval;

(4) Intelligent management of paving, compaction and transportation vehicles, reduces labor costs and enables process-based operations;

(5) Simple statistical analysis of data helps to improve decision-making efficiency.




BIM-BASED CONSTRUCTION TECHNOLOGY FRAMEWORK OF THE WHOLE-PROCESS EXPRESSWAY DIGITALIZATION

The technical framework of the research system platform is based on the sustainable infrastructure design framework established by Delft University of Technology’s scholars (Liu et al., 2018b), and incorporates the concept of whole-process collaboration; The scenarios when managers use the system and where it really works can be further understood through semi-structured interviews, so as to obtain the basic platform framework for the data-driven digital whole-process highway construction management.

The highway digital full-process construction technology system is based on a variety of advanced technologies such as 3DGIS, BIM, and 5G networks. It combines measured data and two-dimensional design files to establish a highway BIM model and integrates and merges with the three-dimensional terrain to form three-dimensional visualization spatial environmental data of the highway and surrounding environment. Also, this system associates all kinds of data and information involved in the measurement, design, construction, and inspection stages with the model to form the comprehensive storage, management, and instant feedback of information. As Figure 2 shows, the technical architecture of the system platform includes four logical layers: the process layer, data layer, transport layer, and platform layer. Through four levels of collaborative work, the digitalized construction management of the expressway project can be finally obtained, the information transmission dilemma of each construction stage of the expressway project can be improved, and a new delivery method and a more efficient management system are provided for the expressway project.
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FIGURE 2. Technical architecture.


After proposing the basic platform framework of data-driven digital whole-process highway construction management, the next step is to develop the corresponding whole-process system platform. The application of computer-aided software in construction can be traced back to 2009. Luong Duc Long et al. developed an expert consultation system about bridge structure and damage. The system can automatically detect the damage degree of bridge structure and strengthen emergency measures. The emergency measures for reinforcement treatment and the construction process of repair can be obtained after calculation (Long and Ohsato, 2009). In terms of construction site informatization management, Caroline P. Valente et al. proposed a set of design and evaluation methods to realize visual information management system according to the integration degree of construction site management process (Valente et al., 2019). However, the informatization of this platform only involves the construction stage, so this research, based on the synergy theory, integrates four management processes into the platform development.


Encryption Control Point

Highway construction control includes a plane control network and elevation control network. The layout and measurement of its control points have corresponding principles and requirements. The use of BIM-based highway digital full-process construction technology is better than the traditional construction mode (a pair of reference piles staked out every 10 m), and only a high-precision robot-type total station is installed at 500 to 600 m intervals (in order to facilitate the installation of the instrument to adapt to complex working conditions, the instrument is generally set up in the rear rendezvous mode). The measured control point data information is uploaded to the digital platform terminal through the database server, and the surveyor compares and checks the corresponding data through the digital platform terminal and performs real-time updates and improvements.



Digital Terrain Simulation

Based on the control point measurement data and digital terrain analysis methods, the topographic morphology modeling and its attribute characteristics are transformed into data. Through the realization of multi-level perception, multi-scale expression, and high-fidelity modeling of the topography, these topographic expressions provide a preliminary data basis for the external performance of the topography morphology. In addition, topographic factors are extracted, including slope, aspect, slope length, slope shape, slope position, and other slope topographic factors, as well as complex topographic factors, which reflect such comprehensive geographic features as the area elevation integral, topographic humidity index, and topographic dynamic index. Different terrain factors map different aspects of the landform and its process, and provide a large amount of data information for the digital terrain of analog engineering. These data information are uploaded to the digital platform terminal through the database server and combined with the data information in the design stage to form an integrated three-dimensional spatial data model. In this way, the coordinated management and seamless expression of rail transit and surrounding spatial data lay a data foundation for the design, construction, and inspection phases.



Upgrading the Construction Drawings

In the design stage, the traditional paving technology calculates the points on the drawing to form a two-dimensional drawing based on the structures and structural layers designed on the control network and drawings. However, the large number of images and calculations involved may greatly increase the probability of error. The BIM-based highway digital full-process construction technology upgrades two-dimensional drawings with professional BIM software data to form corresponding three-dimensional BIM models before and after the upgrade, creating the electronic transformation of paper documents. The materials required for the dimension upgrade of construction drawings are a horizontal curve element table, vertical curve element table, and design every 20-meter cross-section diagram, plan diagram, pile-by-pile coordinate table, etc. Upgrading the construction drawings is the core of data management in the entire BIM-based highway digital construction technology process. It processes all two-dimensional data conversions, managing three-dimensional design data, processing measurement, mechanical control tasks, and analysis. Professional BIM software can intuitively import, review, and analyze graphical design information, and easily allocate, manage, and track construction information during the entire project.

The visualized 3D information of BIM technology is uploaded to the digital platform terminal through the database server, combined with the digital terrain simulation data information, to form an integrated 3D spatial data model. It can achieve effective collaboration among all parties involved and provide data during construction and inspection phases.



Intelligent Control System of Construction Machinery

Professional BIM software upgrades the two-dimensional construction drawing to a three-dimensional BIM model that can be recognized by the construction machinery. Then, it checks the design drawings during the modeling process. Through the BIM model, finding design problems can adjust the design change model, and finally the BIM model can be distributed to the database in the digital system of each construction machinery item; the construction machinery is equipped with a digital full-process system based on BIM. In the construction process, the position and coordinates of the working parts can be obtained in real time and combined with the BIM model received by the digital construction control computer to realize the automatic construction operation of the working parts of the construction machinery based on the digital full-process system of BIM. Meanwhile, the system can upload the operation process data to the digital platform in real time, which can visually display the construction model and operation data. Finally, the system can use the detailed data returned by the digital whole-process system in real time to generate the BIM construction model and compare and analyze it with the BIM design model. The system can grasp the quality and progress of the construction operation in real time, make real-time adjustments in the subsequent construction process, and guide the subsequent construction.


Intelligent Paver Control System

Before paving, the design of all pavers and handheld controllers should be checked, and the model re-checked. Using the BIM-3D driving view can help drive on a route, and visually display and check the precise surface terrain. During the construction process, the intelligent paving system of the paver uses the total station installed on the control point to transmit the captured MT900 coordinates to the CB460 control box of the paver control system through the data radio in real time. The control box is compared with the system-recognizable BIM model based on the design data, and then the elevation correction information is transmitted to the automatic control box CB440. Commands are issued by the control box, and the hydraulic cylinder is driven by the hydraulic valve to make a certain amount of displacement of the traction boom. The change of the position of the left and right traction points causes the vertical movement of the ironing board in the corresponding direction, so that the filling and building produce slope and elevation changes to compensate for road fluctuations. Therefore, it can achieve the required road surface smoothness and meet the design requirements. The real-time information collected by the equipment in the paving process, such as the location of the construction vehicle, driving speed, working time, and working location, is uploaded to the construction platform of the whole process, which can monitor and view the real-time operation information and guide the operation of the paving process. Figure 3 shows the topology diagram of the intelligent control system of the paver.
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FIGURE 3. Topology diagram of intelligent control system of paver.




Intelligent Compactor Control System

The intelligent compaction system uses the high-precision BeiDou + 5G positioning and compaction sensor technology to guide the roller’s rolling operations through the BIM model that can be recognized by the intelligent rolling system. The intelligent rolling system can display and record such physical parameters as the construction route, travel speed, compaction intensity, and vibration frequency required by the construction specifications digitally and graphically in real time, and guide the operator to real-time and effective construction to ensure the expected compaction indicators. The system transmits the compacted data to the digital platform terminal of the whole process in real time through the 5G gateway. Figure 4 is a topology diagram of compactor intelligent control system, showing that the BIM model is established through the collected real-time rolling data, and the rolling process is analyzed to guide the construction.
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FIGURE 4. Topology diagram of compactor intelligent control system.




Intelligent Management and Control System for Transportation Vehicles

The intelligent management and control system of transportation vehicles uses radio frequency identification equipment and BeiDou positioning equipment to identify multiple information accurately, such as filler transportation vehicle information, driver information, loading time, loading location, transportation route, transportation time, and unloading warehouse surface. The system, reflecting the real-time location of the transport vehicle, has the functions of filler traceability and transport monitoring, which can connect the construction site and the stockyard, and ensure the transport vehicle arrives and unloads within the effective time. The location information can be transmitted back to the whole-process construction platform in real time via the network or self-organized WLAN covering the transportation distance. In addition, the intelligent management and control system for transportation vehicles can be equipped with electronic fences to manage and control transportation vehicles. Figure 5 shows the topology diagram.
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FIGURE 5. Topology diagram of the intelligent management and control system of transportation vehicles.





Intelligent Detection System

The detection system uses BeiDou high-precision GIS collection terminals and networked test machines to detect and input the unit project construction quality information in the process of project construction. According to quality management specifications, the inspection requests and reservations of contractors, supervision companies, and supervision organizations can be strictly distinguished, and the inspection results, data, and location are recorded separately. It can ensure the accuracy and precision of the inspection items and the authenticity and reliability of the test results. Figure 6 shows the topology diagram.
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FIGURE 6. Topology diagram of intelligent detection system.





CASE STUDY


Project Overview

Once completed, the Phnom Penh-Sihanoukville Expressway will be the first expressway in Cambodian history. Opening up the capital economic circle and Cambodian largest deep-water port of Sihanoukville, it will have two-way four-lane roads and a design speed of 100 km/h. The total investment will exceed USD 2 billion. The construction period will be 4 years, and the operation period will be 50 years. Figure 7 shows its geographic location.
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FIGURE 7. Geographical location of the Phnom Penh-Sihanoukville Expressway.


The total length will be 190 km, of which the Phnom Penh, Kandal province, Kampong Speu province, Koh Kong province, and Sihanoukville province sections will be 8.3 km, 9.1 km, 80.8 km, 1.92 km, and 89.89 km, respectively. The expressway will adopt the BOT model to invest and build. After completion, the journey from Phnom Penh to Sihanoukville Autonomous Port will be shortened by more than 3 h, which will greatly reduce logistics costs, and drive economic development and local employment along the route. It will also play a positive role in promoting the social and economic development of Cambodia.

Nizhandari, the director of the Cambodia 21st Century Maritime Silk Road Research Center, who has been tracking the “Belt and Road” project for a long time, has said that many industries in Cambodia have been severely affected by the COVID-19 epidemic, but the Phnom Penh-Sihanoukville Expressway project will serve as a “stabilizer” for Cambodia’s economic development. The Sihanoukville Port Special Zone had attracted 166 enterprises and created nearly 30,000 job opportunities. The construction of Cambodia’s first highway, the Phnom Penh-Sihanoukville, with an investment of more than USD 2 billion, is progressing smoothly. The current construction progress is more than 70% complete. In addition, the project has attracted much attention locally and internationally, which also endorses its significance (see https://www.crbc.com/site/crbc/295/info/2021/46884290.html).

The expressway project has five major characteristics: “high,” “new,” “difficult,” “risky,” and “tight.” As a key project of China-Cambodia cooperation under the framework of the “Belt and Road,” its quality requirements are high; the project adopts an innovative integrated management model, introduces the management mechanism of the consortium supervision unit, and incorporates the supervision and design units into the management team of the general manager department.

Factors such as the hot and wet climate of the geographical location, the remote transportation of materials, and the difficulty of communication with overseas engineers have increased the cost and difficulty of management and control. The geological conditions are complex and changeable, leading to high construction quality and safety control risks; and the high temperature and wet climate greatly reduce the actual effective working days. Based on these reasons, the project has introduced BIM and digital management technology, established a digital construction site platform, created a digital construction site, and comprehensively improved quality and efficiency.

The reasons for choosing the Phnom Penh-Sihanoukville Expressway as a case, first of all, from the perspective of the social significance of the project, its social significance is huge. It is the first expressway in Cambodia’s history, which will drive economic development and local employment along the route, and will play a positive role in promoting Cambodia’s social and economic development; secondly, from the perspective of cultural communication, this project is an overseas project, and there is a big communication barrier between the staff, the whole process platform framework can be used in the construction to solve this problem. Thirdly, in terms of project management mode, the project adopts an innovative integrated management mode, and introduces the management mechanism of the consortium supervision unit, incorporating supervision and design into the management team of the general manager department. The complex management model can greatly reduce the communication cost after adopting the full platform management, and the project parties can better conduct comprehensive management. Finally, after adopting the whole-process construction platform in this project, under the requirement of ensuring the high quality of the project, the problems of tight construction period, high risk and difficult construction have been largely solved.



Engineering Construction Data System

The project is based on BIM and digital terrain simulation technology, combined with measurement and design data to form an integrated three-dimensional spatial data model. It integrates a digital management system, whose digital management platform is based on the BIM three-dimensional space model, and can realize the collaborative management and seamless expression of construction data during the entire process of expressway construction.


Intelligent Paver Control System

In the intelligent control system of the paver, the BeiDou positioning module and the equipment intelligent collector completes the data collection and transmission of construction parameters and transfers the real-time collected information of the construction vehicle position, driving speed, working time, and working position to the database for packaging to be sent. The construction data collected by the system can be sent to the digital information platform in real time through the 5G network, to complete the operation of receiving, displaying, and saving real-time paving information. Remote monitoring and management of the construction site can ensure the quality and efficiency of asphalt pavement construction. Figure 8 show the digital platform paving information.
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FIGURE 8. Digital platform paving information.




Intelligent Compactor Control System

The compactor intelligent control system can collect the parameters of the roller, such as rolling speed, compaction, amplitude, and other information, and use the BeiDou positioning module to obtain the latitude and longitude positioning. On the server, the roller compaction position can be obtained by latitude and longitude information, and the compaction process can be controlled. The parameter collection system of the roller can guide the amount of compaction through the detected compaction value, marking different colors in the road section information. According to the comparison between the set degree of compaction and the detected degree of compaction, the system can be combined with the degree of compaction result to guide the operator to roll. Figure 9 shows the intelligent control system of the compactor.
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FIGURE 9. Intelligent control system of compactor.




Intelligent Transportation Control System

As Figure 10 shows, in the digital construction platform, the intelligent transportation control of vehicles can be carried out, the information transmission interval can be independently set, and the trajectory of any truck in a certain period of time can be replayed on the whole-process construction platform. The system can also display the speed of the location. The fence area can be set on the electronic map. If the transport vehicle exceeds the fenced area, the system will automatically record and sound an alarm, which can accurately judge whether the trajectory of the transportation vehicle is normal or not.
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FIGURE 10. Vehicle trajectory.





Engineering Inspection Data System

The engineering testing data system consists of three sections: laboratory statistics, test report management, and testing machine networking. The laboratory statistics section automatically analyses and calculates the original data, summarizing such data as the total number of test reports and total pass rate, total number of test machine samples and qualification rate, daily qualification rate of the test report, and daily number of samples of the testing machine. Information retrieval can also be carried out through the laboratory and time zone as required.

In the inspection report management section, equipment data, sample ledger data, report ledger data, unqualified ledger data, statistical analysis data, supervision report ledger data, construction report ledger data, and supervision construction comparison ledger data can be managed. Taking testing equipment management as an example, the basic information data content of the management testing equipment includes the verification or calibration of the main equipment, equipment number, equipment name, specification model, manufacturer, testing department, equipment effective verification date, and affiliated inspection room. If the data lock status is unlocked, the manager can add, delete, or modify the device information. As Figure 11 shows, the equipment information can be retrieved by the subordinate bid section and equipment name or number.
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FIGURE 11. Test report management section.


The test machine networking section is divided into the dynamic monitoring of the experiment process and the statistical report. The dynamic monitoring can help trace such materials as concrete, steel bars, and mortar. For example, it can manage the bidding section of the concrete material, sample number, engineering location or application, strength grade, and even the magnitude of the force at different times. The components of the statistical report are the total number of tests, number of concrete tests, steel, cement tests, mortar tests, daily report of test results, statistics data of all test reports, and statistical data of unqualified testing machines. Those data can all be retrieved and exported by time period.



System Application Results

The whole-process digital management system based on BIM technology is applied in the Phnom Penh-Sihanoukville Expressway project. The system associates various data involved in the measurement, design, construction and inspection stages with the model to form comprehensive storage, management and real-time feedback of information. The system provides different thinking modes for solving the five difficulties of the project.

(1) After the Phnom Penh-Sihanoukville Expressway project adopts the whole-process digital management system, the project quality has been greatly improved. The project quality has been greatly improved. And, some studies on construction quality evaluation had confirmed the idea that the introduction of digitization can improve the quality of engineering construction (Hu et al., 2017; Hosseini et al., 2020). The system promotes process operation mode and realizes standardized operation. Also, the system uses a comprehensive visual display interface to display the current construction status and real-time construction reports. And the construction effect can be controlled at any time on site, which can avoid possible rework caused by post-incident detection as much as possible. In addition, the system carries out data analysis and mining, decision support analysis in a targeted manner, and provides scientific decision-making basis for construction process management and control, thereby improving construction quality.

(2) The whole process digital management system has laid the foundation for the implementation of the innovative integrated management mode. The supervision and design units are included in the management team of the general manager department. Through the whole-process digital management platform, multi-party supervisors can view the real-time project at any time, and various departments at various stages of construction can provide timely feedback. In addition, through a comprehensive visual display interface, the barriers to professional requirements are reduced, and it is convenient for personnel in various departments to quickly understand the construction management situation.

(3) After adopting the whole-process digital management platform, the project difficulties such as the long-distance transportation of ground materials and the high cost of personnel communication in the Phnom Penh-Sihanoukville Expressway project have been largely solved. Regarding the vehicle management and control of the project’s ground material transportation, the system can provide active vehicle management and control measures according to the actual needs of command and dispatch management, and take measures such as drawing electronic fences, dynamic speed limits, and vehicle restrictions according to local conditions. Because the whole-process construction system cooperates with multiple stages of expressway construction information and displays it through comprehensive visual interfaces, it reduces the barriers to professional requirements and facilitates people of different cultures and languages to quickly understand the construction process.

(4) The Phnom Penh-Sihanoukville Expressway project has largely guaranteed the construction safety by applying the whole-process construction system. After adopting the system, on-site construction process operation mode was promoted to realize standardized operation. Standard construction work is easy for operators to control, reducing potential safety risk factors. Combined with the actual needs of command and dispatch management, the whole-process construction platform can draw measures such as electronic fences, main line dynamic speed limits, and vehicle restrictions according to local conditions, which greatly improves the safety of the construction site.

(5) The application of this system shortens the construction period of the Phnom Penh-Sihanoukville Expressway project. The use of the whole-process construction system can form a data-centric management system and improve the information transmission dilemma in each construction stage of the expressway project. This can reduce information transfer time. In terms of design delivery, changes can be made at any time in case of design changes. The system can work 24 h a day. The system uses the control box screen to display the current construction status, and the construction effect can be controlled at any time on site, avoiding possible rework caused by post-event inspection, and completing the project with the best quality in the shortest time. Time is an important factor in the evaluation of construction quality management (Ma et al., 2014; Abdel-Hamid and Abdelhaleem, 2022). And, in practice, under the premise of ensuring the construction quality, the contracting enterprise can complete the project in a short time. For the contract issuing unit, the quality of the construction project of the contracting enterprise is excellent. This means that while ensuring the quality of the project, the shorter the project time, the higher the construction quality.




DISCUSSION AND CONCLUSION


Discussion

This study adopted the whole-process digital management method, and developed the whole-process digital management system platform based on BIM technology, coordinating the measurement, design, construction, and inspection work in the process of expressway construction. The Phnom Penh-Sihanoukville Expressway project is used as an example application, introducing BIM-based digital construction technology to realize the whole process of digital construction of highway engineering. This not only provides a theoretical foundation for research into construction technology in the whole process of expressway digitization, but also promotes the actual process of expressway digitization.

From a theoretical viewpoint, the study is the first to incorporate synergy theory into the overall process management of expressway digitalization and analyze the feasibility of incorporating the synergy theory from the three major characteristics of highway digital management: complexity, openness, and non-linearity between subsystems. This provides a new mode of thinking for solving current problems in the management field of the whole process of highway construction. In addition, the specific process of highway digital construction technology based on collaborative theory is proposed, which is helpful to improve the information transmission dilemma of each construction stage of highway engineering for realizing the transmission and sharing of engineering information at each stage and promoting the related research of highway digital process.

From a practical point of view, digital full-process construction technology based on BIM technology provides a huge upgrade to project management and control, involving the digitization and intelligence of highway construction. This technology is based on a variety of advanced digital construction hardware and three-dimensional model software, and provides the coordinated control of project design, process, quality, production data, resource efficiency, and interactive communication, which helps form a data-centric management system. In terms of design delivery, it means an electronic design information data storage and collaborative sharing mechanism can be formed by adopting high-precision BeiDou positioning technology to accurately control the real-time return of 3D design data, operation status and construction information, and digital control of process management that can be changed at any time in the event of design changes. In addition, the test and inspection data are correlated and coordinated to ensure the accuracy of the inspection process, so the test results are true and reliable. The comparison of advantages and disadvantages before and after the introduction of digitization is shown in Table 4.


TABLE 4. Comparison of advantages and disadvantages before and after the introduction of digitization.

[image: Table 4]
In particular:

(1) A management system centered on data has been formed. This includes test and inspection data and production process data, which play a decisive role in the quality of the project, and a scientific management system with data management at the core. In terms of design delivery, the system forms an electronic design information data storage and collaborative sharing mechanism, adopts high-precision BeiDou positioning technology to accurately control the real-time 3D design data, operation status and construction information, and digitally control process management, which can be changed at any time in the event of design changes (Xiao et al., 2020); in addition, the test data can be correlated and coordinated to ensure the accuracy of the test items, and the test results can be true and reliable (Porter et al., 2014).

(2) It can improve efficiency and shorten construction period while ensuring construction quality. The system is not affected by light, and it can be constructed any time of day, even at night. Current construction status and real-time construction reports can be displayed by a control box screen to control the construction effect at any time on site, avoid possible rework caused by post-detection, and enable the project to be completed with the best quality in the shortest time (Ding et al., 2019).

(3) It can realize green environmental protection while saving costs. During the measurement process, there is no need for piling and lofting, which can reduce measurement costs (Babatunde et al., 2019; Makarov et al., 2021a). Also, the personnel experience requirements are low, and even inexperienced manipulators can achieve precise control. There is no need for many people, which can greatly reduce labor costs. In addition, it can improve the efficiency of machinery use (Georgiadou, 2019), and reduce the number and costs of rented machines and the consumption of oil and materials, while reducing the impact on the environment (Dong and Richards, 2018).

(4) It can be safer while standardizing operations. The specific application of the system can be in a process-oriented operation mode, realizing standardized operations, and easy for the operator to control according to the requirements of on-site construction technology so it can reduce potential safety risk factors (Jianchao et al., 2015).



Conclusion

Based on BIM technology, this study adopts whole-process digital management methods to develop a whole-process digital management system platform and uses a variety of advanced digital construction hardware and three-dimensional model software to coordinate the measurement, design, construction, and inspection work in the process of highway engineering construction. It can coordinate and control project design, process, quality, production data, resource efficiency, etc., to solve the information transmission of each construction stage of a highway project. It can facilitate the transmission and sharing of engineering information at all stages. Hence, it can realize the transformation from managing “people” to “data,” to the transformation of production data from “people” to “machine and software,” and realize the transformation of management processes from people-driven to data-driven. In the end, the goal of reducing staff and increasing efficiency under the premise of ensuring quality can be achieved, and project management can be improved. This not only lays the foundation for future research into the complex construction process of expressway digitalization, but also promotes the process of expressway digitization. In addition, the collected data can not only be used for big data analysis, but also can be used to predict the specific situation of the project, which can help project personnel to make more objective decisions. Also, due to the electronic data storage, it has a self-supervision effect on the implementation of enterprise projects, which has a positive significance for improving its management level. The framework is proposed from the perspective of the whole process of collaborative sharing. The proposed framework provides further theoretical support for the secure information transaction field of blockchain technology.

In particular, further research is needed to address the study’s limitation of the system mainly feeding back the compaction situation of the entire road section through such information of the compaction equipment as the driving speed, trajectory, and compaction vibration; with the promotion and application of the system, it will continuously summarize and update road intelligent compaction technology (Kassem et al., 2015; Chen et al., 2021) and incorporate variables that affect compaction quality such as bituminous mixture into comprehensive consideration (Xu et al., 2012; Gong et al., 2021; Jiao et al., 2021), so that the real-time feedback of road compaction quality will be more accurate. It is also possible to further integrate the concept of coordinated construction of the fleet and develop the corresponding intelligent control software. With the further development of unmanned driving technology, the road compaction operation in the future will use unmanned on-site construction of the compaction equipment controlled by the full background. Finally, further research is needed to address to study’s limitation of covering just four (important) stages in the construction process by appropriately adding other stages to better match reality.
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Construction equipment teleoperation is a promising solution when the site environment is hazardous to operators. However, limited situational awareness of the operator exists as one of the major bottlenecks for its implementation. Virtual annotations (VAs) can use symbols to convey information about operating clues, thus improving an operator’s situational awareness without introducing an overwhelming cognitive load. It is of primary importance to understand how an operator’s visual system responds to different VAs from a human-centered perspective. This study investigates the effect of VA on teleoperation performance in excavating tasks. A visual attention map is generated to describe how an operator’s attention is allocated when VAs are presented during operation. The result of this study can improve the understanding of how human vision works in virtual or augmented reality. It also informs the strategies on the practical implication of designing a user-friendly teleoperation system.

Keywords: construction equipment teleoperation, virtual annotation, situational awareness, visual attention, cognitive load


INTRODUCTION

Construction equipment operators are inevitably exposed to danger when operating in an extreme environment (Kim et al., 2017). Teleoperation of construction equipment can effectively assist an operator in completing a task while avoiding dangerous situations (Wang and Dunston, 2006). Equipment teleoperation has been applied in many domains, such as space exploration, military defense, underwater operation, telerobotics in forestry and mining, telesurgery, and telepresence robots (Lichiardopol, 2007). For example, Woo-Keun et al. (2004) combined force with motion command into a fixed space robotic teleoperation system. Kot and Novák (2018) employed virtual reality and the HMD Oculus Rift in Tactical Robotic System. The examples illustrate the potential of teleoperation in construction to reduce operational risks and extend the ranges of construction activities.

Construction equipment teleoperation is still an open research area and is rarely applied in practical activities. Limited situational awareness encountered in a teleoperating environment is one of the main causes that hinder the application (Hong et al., 2020). Situational awareness is defined as “the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future” (Endsley, 1988). During teleoperation, an operator has no direct perception of the environment but has to rely on visual information on one or multiple teleoperating screens. The operator’s perceptual processing is decoupled from the physical environment, resulting in a low situational awareness that may lead to collisions and other accidents (Woods et al., 2004).

Existing studies have explored a variety of means to improve perceptual awareness, among which, the application of virtual annotation (VA) has demonstrated significant potential. A VA can present critical information from sensors as a visual cue to assist in teleoperation, compensating the operator’s limited situational awareness. Research and practical examples have been reported in some tourist and navigation systems (Orlosky et al., 2014; Williams et al., 2017), surgery training systems (Andersen et al., 2016), and augmented reality (AR)-based entertainment applications (Larabi, 2018; Tylecek and Fisher, 2018).

However, the existing VA system may not be directly applied to construction equipment teleoperation. Challenges remain due to some unique features of operating a piece of construction equipment. An important one is related to human attention allocation. When using the VA-based tourist system, a user can place as much attention as necessary on visualizing and understanding the VA. In contrast, a construction equipment operator must place enough attention on the operating task under a usually stressful situation. A VA can be ignored if it fails to draw the operator’s attention or can be very interruptive on the other hand. In addition, unlike the surgery system, construction equipment operation often involves a frequent change in locations and scenes, which may require more attention from an operator.

Many VA-related studies and applications in the construction field focus on function-oriented technologies and rarely contemplate the problem from a human-oriented perspective (Hong et al., 2021). Understanding how an operator’s visual system responds to different VAs during construction equipment teleoperation remains a challenge. It has been found that many design features of a VA, such as shape, format, size, and appearing location, may affect the driver’s understanding and therefore affect the effectiveness of VA use. Subjects wearing a head-mounted display suggested that text annotations be placed below the center of the screen (Orlosky et al., 2014). Highlighted lines around the edges of obstacles are easier to understand and react to than radar maps (Hong et al., 2020).

This work aims at building a visual attention map for the construction equipment teleoperation to depict how an operator allocates her/his visual attention during operation with VAs. The visual attention map can contribute to a scientific basis for understanding an operator’s visual attention allocating mechanism under a stressful work situation. It also informs design strategies for practitioners to improve the user interface of next-generation teleoperating equipment.



RELATED WORK


Virtual Annotation Design

Virtual annotation system has been applied in many fields, such as aircraft operating, navigation, and surgery. A VA can supplement otherwise-inaccessible information to improve an operator’s situational awareness in the teleoperation context. For instance, during the simulation of aircraft operation, the GPS usually uses text and graphics to annotate traffic conditions and route information (Christoph et al., 2007). The intuitive graphic annotations in the Surgical Wound Closure Training System show the exact grip point of the scalpel and the route of the scalpel cut, giving the trainee effective guidance on surgical operations and procedures (Andersen et al., 2016). The navigation system designed by Bolton et al. (2015) adopted anchored annotations to highlight landmarks and improved response times and success rates by 43.1 and 26.2%, respectively.

A well-designed VA can facilitate an operator’s spatial understanding while requiring a manageable level of cognitive load. Meanwhile, it has been reported that the processing of VA during operation may distract operators and affect the operating performance. Text annotations on head-mounted displays can distract subjects and interfere with the reading task, potentially reducing the performance (Orlosky et al., 2014). Several subjects in the excavator teleoperation experiment reported that the virtual annotations were distracting during the operation and harmed performance (Hong et al., 2020).

Existing studies have identified several critical design features, such as format, size, and position, which may play a critical role in a user’s mental process of understanding VAs. The representative formats of VA include image (Shapira et al., 2008; Fritsche et al., 2017), sign (Ziaei et al., 2011), and text or video with various properties (Hori and Shimizu, 1999). Both single and multi-formats are studied in the existing works. For instance, a single textual format is used to obtain hypertext information to create virtual reality concept maps (Verlinden et al., 1993). Yeh et al. (2013) used multi-formats, including color, text, and digits, to explore the effects of collaborative tasks. Pennington (2001) designed the cross-shaped VA and the ring-shaped VA to imply stopping the movement and whistling to warn the workers.

The main criterion for determining the size of VA is that they should be able to remind people to the greatest extent possible without interfering with the rest of the display (Hori and Shimizu, 1999). Some works fixed the size of VA, such as images of 640 × 480 pixels (Grasset et al., 2012), whereas some experiments adopted VAs with flexible sizes. Results have shown that larger VAs are more likely to be detected and responded to by subjects (Orlosky et al., 2014).

With different VA appearing or anchoring positions, users have experienced different distractions, affecting task performance. In the experiment by Driewer et al. (2005), the anchoring position of the VA changed according to the screen, and the central position received the most attention from the subjects. The highlighting of the edges of an obstacle in the positive field of view is more visible to the operator than the radar map in the upper right corner (Hong et al., 2020). In an experiment where participants wore head-mounted displays to read newspapers while walking, participants often placed text annotation below the center of the screen, avoiding the top left and right corners (Orlosky et al., 2014).

Other aspects, such as color and contrast, are also the important factors when designing a VA. The association of traffic signal colors (red, yellow, and green) with meanings such as prohibitions or stops at intersections is globally recognized (Pennington, 2001), just as detected obstacles and danger zones turn red on maps (Driewer et al., 2005). On the other hand, it is found that humans may only focus on the areas of relatively high visual saliency and ignore other areas and views (Sato et al., 2020).

Within the context of teleoperating construction equipment, the VA system can help with object identification and target detection in a dynamic construction site. Operators can obtain spatial information about the surrounding environment with the help of VA. However, when VAs are presented to the operator, it raises another question: how does an operator’s visual system allocate attention to the VA and the work scene?



Human Visual Attention

Researchers assumed an underlying relationship between attention allocation and teleoperation performances (Riley et al., 2004). It has been divided into four categories: preattention, inattention, divided attention, and focused attention (Matthews et al., 2003), and the different attention levels will lead to different information acceptance (Kahneman, 1973). At the preattention stage, people handle objects that are not inherently available for later processing and thus do not affect awareness. Inattention makes a person not conscious of a perceptual stimulus, but the information may affect behavior (Fernandez-Duque and Thornton, 2000). Divided attention distributes attention over several objects, and focused attention uses all attentional resources to focus on one stimulus (Matthews et al., 2003).

The information processing of VAs during operation is potentially related to an operator’s visual attention allocating mechanism. In teleoperation, information is mainly obtained by the vision, and human attention determines what people concentrate on or ignore (Anderson, 1980). Attention may be especially critical when operators must focus on VAs to achieve an accurate assessment of the situation. Sometimes, they may be susceptible to the saliency effect. For example, salient information from one position may draw most of the operator’s attention, and information from other locations is ignored (Thomas and Wickens, 2001).

The existing literature has proposed a bottom-up framework for visual attention study (Bergen and Julesz, 1983). It emphasizes exploring factors that attract attention, such as color and movement (El-Nasr and Yan, 2006). The related studies can be divided into two groups based on whether the research media is static abstract images or abstract videos with changing backgrounds (Rea et al., 2017). The static images used to be applied in natural conditions, and the videos are usually used in complex scenes with free movement (Chun, 2000; Burke et al., 2005).

Human visual attention requires a proper selection of measures. Researchers have adopted different metrics for evaluation, such as response rate, task accuracy with trajectory, work efficiency with time, operation time, collision number, and response time (Chen et al., 2007; Menchaca-Brandan et al., 2007; Long et al., 2011; Zornitza et al., 2014; Wallmyr et al., 2019). Among these studies, some have given different weights to the assessment indexes depending on their importance.

With computer vision techniques emerging in the past decade, some researchers have explored the human visual attention mechanism in 2D and 3D fields. Many experimental results are presented by visual attention maps or statistical charts. A visual attention map summarizes the most frequently visualized areas in an image by a group of subjects (Corredor et al., 2017). For example, El-Nasr and Yan (2006) took 2D and 3D games as experimental tasks to obtain two-dimensional and three-dimensional attention maps and then analyzed eye-movement patterns. A dynamic and sometimes hazardous construction sites often require a teleoperator to conduct information integration of the site scene and VA signals. An operation task has already placed a certain amount of cognitive load on an operator, and how much attention can the operator afford to spare on processing VAs? Investigating the visual attention allocating mechanism and building an attention map is of vital significance in such a context.




EXPERIMENT

A virtual teleoperation platform was developed to carry out the experiment designed for this study. It allows the user to perform an excavating task repeatedly. Different VAs may appear during the experiment, and the user must conduct a certain action according to the appeared VA. The operating data were recorded throughout the whole time.


Virtual Annotation Design

The design of VA in this study follows several principles. First, a VA shall convey straightforward information that any operator, at first sight, can understand. A total of two shapes, ring and cross, are tested in this experiment (refer to Figure 1). The ring-shaped VA requires the operator to push the honk button while excavating, and the cross-shaped VA requires the operator to cease operation until the VA vanishes. Such a design guarantees that an operator can easily understand a VA as long as it is noticed. Accordingly, the generated map mainly presents information about allocating an operator’s visual attention rather than a complex combination of visual attention, cognitive load, or other factors involved during “thinking.”


[image: image]

FIGURE 1. Two types of VA: (A) ring-shaped (B) cross-shaped.


Second, the VA should appear in the right location with proper size to be noticed with limited interference to the operator’s view of the work scene. The VA in this study randomly exhibits different sizes of small, middle, and large (Figure 2). The VA in the experiment will appear randomly at any location on the teleoperation screen to investigate the location’s impact. In addition, we designed a colorless worksite with red VAs to avoid potential interference from different color contrasts on the site.


[image: image]

FIGURE 2. Different VA sizes: small, middle, and large.




Experiment Design

The experiment consists of three sessions. Before the experiment started, subjects were required to fill out the pre-task questionnaire to provide information about gender, age, and previous 3D gaming experience. The first session presents all subjects with a short video introducing excavator operation and control (Figure 3). Each subject is given 5 min to familiarize the operation.


[image: image]

FIGURE 3. Introduction video screenshots.


The second session informed participants that the goal of the test is to move the balls from one trench to another as fast as possible while performing actions according to the VA that randomly appears on the screen. Then, 2 min is given for the subjects to practice operation with VAs.

The third session is the formal test of 10 min. Figure 4 demonstrates the interaction mechanism between the subject and the system. The system initiates the task and starts to display the cross and ring-shaped VAs in a random location with a random interval of 3–9 s throughout the experiment. The subject operates the excavator through two joysticks. When a VA appears, the subject must respond within 6 s; otherwise, the VA will disappear, and it will be considered a failed case of VA response. The number of balls moved and correct VA responses are presented in the top left corner of the screen.


[image: image]

FIGURE 4. Interaction mechanism of the experiments.




Experimental Platform

The teleoperation platform is deployed on a computer with 3.70 GHz Intel(R) Core(TM), 64G RAM, and NVIDIA GeForce RTX 2080 Ti with 11,048 MB VRAM. The excavator simulation software is developed in Unity. The UML class diagram in Figure 5 illustrates the architecture of the software. The excavator model was downloaded from GitHub,1 including the excavators’ movement control. The experiment adopts a teleoperation view that resides in the cockpit.


[image: image]

FIGURE 5. UML class diagram of the software platform.


A pilot test with three participants was conducted before the formal experiment to ensure that the system functions properly. After the formal test, all screen video records were carefully reviewed to ensure that the collected data were accurate.



Subjects

The subjects were recruited from the pool of Zhejiang University students through invitations and flyers. A total of twenty subjects were recruited for the experiments, including 10 females and 10 males. The mean age of the subjects was 23.5 years. All participants have no construction equipment operation experience. The 3D gaming experience is divided into three types: “never or rarely play,” “not very often but better than the first type,” and “regularly play and good at 3D games,” as suggested by El-Nasr and Yan (2006). Most subjects had previous 3D game experience (Figure 6).


[image: image]

FIGURE 6. Previous 3D gaming experience of subjects.




Human Visual Attention Assessment Indices

Response rate and response time are analyzed as the two major assessment indices. Response rate is the ratio of correct responses over failed responses. Response time refers to the duration between a VA appears and the subject responds to it. The response rate directly measures the subject’s performance and the response time implies the difficulty of processing a VA. In addition, we also recorded how many balls were moved by each subject as an assessment of excavating productivity.




RESULTS


Descriptive Statistic Results

The descriptive statistics data of gender and 3D game experience are shown in Figure 7. Since only two subjects regularly play 3D games, we combined the two groups of “not very often” and “regularly play.” No clear pattern was found.


[image: image]

FIGURE 7. Descriptive statistics of gender and 3D game experience.


The response rate, response time, and excavation productivity of each subject were submitted to a t-test, as listed in Table 1. Gender demonstrates no significant effect in differentiating the performances of response rate, response time, and excavation productivity. Those who play more 3D games tended to respond quickly (p = 0.054), but the result was not statistically significant.


TABLE 1. T-test results.

[image: Table 1]


Response Rate

Table 2 lists the response results. It is noticed that the cross-shaped VA has a better response rate than the ring-shaped VA.


TABLE 2. Descriptive statistics of response rates.

[image: Table 2]
Figure 8 demonstrates the correct responses for different sizes of VA. The radius of the dots (40 mm) in the scatter chart is estimated based on the vision span theory (Frey and Bosse, 2018). The coordinate system in Figure 8 matches the resolution of the teleoperation screen, and the origin is the center position of the screen. The scattered points are the corresponding position where the VA appears on the screen. Figure 9 includes both correct and failed responses. The blue dots stand for the correct ones and the red dots for the failed responses.


[image: image]

FIGURE 8. Visualization of correct response numbers: (A) cross VA, (B) ring VA.



[image: image]

FIGURE 9. Visualization of all response numbers: (A) cross VA, (B) ring VA.


To better visualize the result, we divided the screen into 8 × 12 grids and calculated an adjusted correct response rate for each grid by subtracting the number of false responses from correct responses. Figure 10 forms the result into a contour map, using a spectrum of warm color to cold color to represent the adjusted correct response values from high to low.


[image: image]

FIGURE 10. Visual attention map and corresponding view.


The map identifies four types of areas, as shown in Figure 10. Areas 1 and 4 are close to the edge of the screen. Specifically, area 4 refers to the blind spot of excavator operation, where the excavator’s boom blocks the view. An operator rarely needs to move the eyesight into these areas to perform an excavation task. They both have a low adjusted response rate, as expected. Area 2 is near and around the fovea vision field and has the highest response rate. The excavating action mostly happens within this area. An operator must pay enough attention to the area for proper interaction between the excavator and the environment. In addition, it is noticed that subareas A and B inside area 2 have high response rates. Subarea A corresponds to the score billboard, and subarea B corresponds to the location of the two trenches for digging and dumping, respectively. It makes sense that an operator pays more attention to the subareas. What remains to be explained is area 3, which is located in the fovea area but presents the lowest response rate.



Response Time

Table 3 demonstrated that most response times are less than 5 s. In general, the response time of the ring VA is longer than that of the cross VA, and the response time is shorter when the size is larger.


TABLE 3. Descriptive statistics of response time.

[image: Table 3]
Figure 11 shows the scattered diagrams of the response time. The radius of the dot is calculated by dividing the 40 mm by each corresponding response time. A large radius stands for a short response time. As shown in Figure 11, when a VA appears at the edge of the screen, the operator’s response time will be prolonged accordingly. With the size increasing, the number of larger dots is also increasing. The cross VA, on average, needed a longer response time. It should be noted that the cross VA leads to a better response rate, according to Table 2. Figure 12 is the contour map for response time. No clear pattern can be found.


[image: image]

FIGURE 11. Visualization of response time: (A) cross VA, (B) ring VA.



[image: image]

FIGURE 12. Map of the adjusted successful response time.





DATA INTERPRETATION AND DISCUSSION

This study investigated human visual attention with a VAs-aided teleoperation system. The results revealed that human attention allocation changed regularly with the different VA properties. This section analyzes the mechanism of human attention allocation in detail.


Visual Attention During Excavator Operation

Figure 10 demonstrates a clear pattern of an operator’s visual attention during the excavating task. A primary finding is that the operating task significantly influences an operator’s visual attention. In this experiment, an operator needs to move balls from the left to the right trench by performing actions of bucket digging, boom lifting, cabin rotation, and bucket dumping. The eyesight during the actions mainly fell into area 2, especially subarea B in Figure 10. The high response rate in subarea A also supports this finding. In addition, it matches our existing knowledge about human visual attention that the best area for the human eye to recognize objects is ± 10° horizontally and –30° to + 10° around the standard line of sight in the vertical direction (Ren et al., 2012).

The influence on attention allocation by the operating task is likely to override the effect of color contrast. The site background is white in the experiment, and the excavator part is yellow. The red VA should be more conspicuous against the white background than the yellow background. Nevertheless, the experiment did not differentiate the performance based on the background color.

The reason causing a low response rate in area 3 remains unrevealed. After carefully reviewing the experiment video records several times, we still cannot identify a solid reason. We can only speculate that the saliency effect may contribute to this phenomenon. Although area 3 is in the center of the screen, an operator’s visual attention is drawn to the trenches and the moving bucket most of the time. The trenches and the bucket trace form a ring around the center area, and the center area, just like areas 1 and 4, receives less attention from the operator. However, it requires further investigation to validate our speculation. In addition, sensing data can be collected during excavation tasks, such as eye-movement tracking, electroencephalograph (EEG), and electromyography (EMG), as suggested by Lee et al. (2022). The sensing data could provide an opportunity for more straightforward observation.



Cross Virtual Annotations vs. Ring Virtual Annotations

According to Table 2, the cross VA shows a much better performance in response rate. Although the cross and ring are two popular VA shapes used in many existing studies, we observed remarkable differences in this experiment. The ring VA requires the operator to push the honk button and the cross VA to cease operation. Many subjects demonstrated a “thinking” process when they saw a ring VA, but very few needed to spend time on “thinking” for a cross VA. It is possible because the shape of the cross generally means “stop” in the cultural background and in many practical scenes, such as traffic lights and no trespassing signs. In addition, the VA color in this study is red, which may enhance the impression of “stop.” On the other hand, no matter how easy we imagine it can be to push the honk button to respond to a ring VA, the difficulty level raises dramatically when a subject is under a stressful condition during excavator operation.

A practical implication is that we need to carefully consider all human common sense and cultural backgrounds during the design of VA. The effect of any additional small cognitive load imposed on an operator in a stressful working condition may be escalated.



Visual Attention by Virtual Annotations Size

Intuitively, as the VA size increases, subjects are more likely to detect VAs. Some experiment data in Table 2 and Figure 8 support this intuitive assumption; however, it seems that the marginal positive effect of increasing VA size is decreasing. With the three different sizes, the average response rates are 0.900, 0.914, and 0.915 for the cross-shaped VA and 0.571, 0.577, and 0.526 for the ring-shaped VA, respectively. The data present a trend of improvement from small to middle sizes but not from middle to large sizes.

Considering the vision span theory that the human field of view with sufficient reading resolution typically spans about 6 degrees of arc, the middle-sized VA in this study seems to be close to the best maximum size. It brings up a critical question what is the most appropriate VA size. We suggest a larger size in practice. In this experiment, the subjects expect VAs to appear during operation and are very likely to have allocated a certain amount of attention dedicated to VAs. When VAs may not show up with a regular pattern in a practical scene, it may require a more conspicuous way to present itself.




CONCLUSION

The overarching goal of this study was to investigate the operator’s visual attention when VAs are present during excavator teleoperation. A visual attention map is built based on the experiment results, considering the effect of VA size, shape, and appearing location. It is observed that the excavating task influences an operator’s visual attention, and the shape of VA plays a critical role in allocating visual attention. It is also speculated that the benefit of increasing VA size may have an asymptotic level, and the optimum size is to be studied in the future.

A major question is why there is an attention vacuum area in the vision center. We suggest future investigations with more subjects, eye-movement tracking, and physiological measurement devices. Testing on different types of construction equipment will also be helpful.
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Interdisciplinary integration is a new driving force in development of science and technology. Neuroscience, a powerful tool for studying human physiology and psychology that is greatly interconnected with the field of building construction, has attracted numerous research attention. In this paper, we systematically review the interdisciplinary applications of neuroscience tools using bibliometric methods. We report that the built environment, construction safety, architectural design, and occupational health are the main areas of research attention, while thermal comfort, air quality, hazard recognition, safety training, aesthetic design, and biophilic design, among others, comprise the most frequently studied topics with regards to application of neuroscience tools. Currently, eye tracking and the electroencephalogram are the most commonly used tools in the field of building construction, while functional near-infrared spectroscopy, functional magnetic resonance imaging and trigeminal nerve stimulation are still at their initial stage of application.

Keywords: building construction, neuroscience tools, bibliometric, physiological tools, neurophysiological tools


INTRODUCTION

With the global education movement flourishing in the 21st century, cultivation of interdisciplinary thinking in institutions of higher learning has received widespread attention worldwide (Aliyeva, 2022). For example, China established the 14th interdisciplinary subject in January 2021 to vigorously promote the country’s interdisciplinary development. Interdisciplinary is seen as the key to addressing complex societal challenges, with the integration of knowledge across multiple disciplines playing a crucial role in generation of effective solutions because of the increasing complexity and cross-disciplinarily of current challenges across industries (O’Donovan et al., 2021). Therefore, in the Era of Big Science, new scientific knowledge and discoveries are often generated by the intersection among different disciplines (Cockburn, 2021). Moreover, scientific research and technological advancement are increasingly dependent on such cross-disciplines. For instance, Sun et al. (2021) believed that the interpenetration, interaction, and integration of knowledge between different disciplines generate innovative new knowledge and technologies. Consequently, interdisciplinary research has not only become an important growth point for knowledge innovation and development, but also an important driving force for determining national science and technology innovation capacity. In addition, it is a current mainstream form of research, as evidenced by various disciplines that have attempted to apply knowledge from other disciplines, such as theories, methods and tools, to solve complex problems within themselves.

Neuroscience is a frontier discipline that applies biological mechanisms to explore human cognitive functions and mental activities. Its technical tools have received numerous attention from various disciplines, such as economics, marketing, and education, among others (Alvino et al., 2020). Consequently, neuroscience tools have become an excellent choice for interdisciplinary research, due to their ability to capture data directly from the human body to complement existing data sources. For example, these tools allow researchers to measure human response data directly as people are engaged in various activities (e.g., decision making) or in response to various stimuli (Dimoka et al., 2012), a phenomenon that has now been extended to the field of architecture. The concepts, methods and tools of architecture, a traditional industry, have remained unchanged for quite some time. However, the field of building has increasingly focused on human issues, owing to the increase in building standards and usage requirements (Wang et al., 2021), such as safety cognition and mental workload of workers during construction (Chen et al., 2016) as well as environmental perception of indoor personnel during usage (Kühn et al., 2021). Since these issues cannot be solved by the knowledge of building science alone, there is need for interdisciplinary integration between architecture and neuroscience, with support from architecture, neuroscience tools and psychology-related knowledge (Eberhard, 2009).

Neuroscience tools can not only measure stimuli-induced physiological signals, but also real-time activity signals of the brain. Boz et al. (2017) and Stasi et al. (2018) broadly classified neuroscience tools into two categories, namely physiological and neurophysiological tools. Particularly, physiological tools allows one to measure both voluntary and involuntary reflexes, such as fixating and tracking visual stimuli, whereas neurophysiological tools can record and analyze brain activity thereby allowing researchers to study human psychology and behavior, such as electroencephalogram (EEG). Currently, scholars have reviewed the interdisciplinary application of neuroscience tools in the field of building construction. For example, Zhang et al. (2019) and Saedi et al. (2022) summarized the application of EEG in the field of building construction safety, and analyzed the frequency bands of EEG as well as the channels used to detect the electrical activity of the brain. On the other hand, Cheng et al. (2022a) reviewed the application of eye tracking techniques in construction safety, and described the different index used to study human mental performance in visual, cognitive and attention aspects. Moreover, Hu and Shealy (2019) explored the application of functional near-infrared spectroscopy (fNIRS) in engineering decision making and design cognition, by exploiting the relationship between brain and behavior in engineering settings.

Although neuroscience tools have gradually been applied in building construction, and review articles highlighted the application of specific tools such as EEG and eye tracking, only a handful of studies have comprehensively reviewed the applications of neuroscience tools in building construction from a general standpoint. Moreover, little is known regarding the structure of interdisciplinary integration between neuroscience tools and building construction. In view of the interdisciplinary field of neuroscience tools applied to building construction research, this paper adopts the basic statistical methods in bibliometric to analyze the trend in development of this interdisciplinary field. Particularly, we first explored the most influential countries, institutions, scholars and journals in this field, trying to reveal the whole picture of the knowledge development of neuroscience tools in building construction domain from a macro perspective. Next, we applied the co-word analysis method in bibliometric, and established the co-occurrence network of keywords in this interdisciplinary field as well as cluster distribution of keywords based on the co-occurrence relationship, with the aim of generating knowledge on this interdisciplinary field from a micro perspective. Overall, this paper provides a comprehensive and objective panorama of knowledge development for scholars who seek to understand this interdisciplinary field, to provide latest research information and hot and emerging frontier knowledge topics. Moreover, we provide a valuable literature reference for scholars in the fields of environmental science, public health, sustainability, and neuroscience related to building construction.



MATERIALS AND METHODS


Data Retrieval

We first determined search terms for literature retrieval. To this end, we divided neuroscience tools into two main categories, namely physiological and neurophysiological tools. When discussing application of neuroscience tools in the field of marketing and information systems, Dimoka et al. (2012) and Alvino et al. (2020) reported the use of various physiological tools, including electrocardiography (ECG), electromyography (EMG), electrodermal activity (EDA), eye tracking (ET), and voice pitch analysis (VPA), among others, as well as neurophysiological tools such as electroencephalogram (EEG), functional magnetic resonance imaging (fMRI), functional near-infrared spectroscopy (fNIRs), magnetoencephalogaphy (MEG), transcranial magnetic stimulation (TMS), and transcranial direct current stimulation (tDCS), among others. Numerous measurement tools are currently applied in neuroscience. However, searching these tools in the database and limiting them to the field of building construction, after searching one by one, revealed that only a handful of them have actually been used for research in the field of building construction. Only nine neuroscience tools have been so far used in this field (Table 1). The search terms used in this study are also outlined in Table 1.


TABLE 1. Search terms for neuroscience tools used in building construction.

[image: Table 1]
After identifying the search terms for each neuroscience tool, we searched the Web of Science Core Collection, Scopus, and PubMed databases for articles in the field of building construction, which applied neuroscience tools. Among them, Web of Science and Scopus cover literature in the fields of natural sciences, social sciences and other scientific fields, while PubMed focuses on literature in the medical field. We focused on these three commonly used databases to collect complete literature in this interdisciplinary field. The specific search information is shown in Supplementary Table 1. We also screened the bibliographies in the initially downloaded articles, as shown in Figure 1, to identify further literature. Then, we adopted the method by Zhang et al. (2019) to remove duplicate and merging documents across the three databases. To this end, two manual screenings were used to identify relevant and eligible articles. Finally, a total of 307 articles were included in the study. Details from the articles, including the title, author, abstract, keywords, source publication, country, institution, publication year, references, and citation frequency, were retrieved.
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FIGURE 1. Flowchart describing the procedure for document retrieval and screening.




Methodology

Bibliometric is a discipline that uses mathematical methods to count the results of scientific research, describe the structure of science, analyze the inner workings of scientific systems, and explore the quantitative laws of scientific activity as a whole (Wang et al., 2022). In this study, we explored the application of neuroscience tools in building construction from an interdisciplinary standpoint, mainly using basic statistical and co-word analysis methods in bibliometric. Co-word analysis, which combines bibliometric and text mining techniques, is a content analysis method that mines the deep semantic relationships between terms. Since it uses co-occurrence patterns of words and phrases in a corpus, it can establish relationships between ideas and concepts in the subject domain thereby presenting them in the corpus. Specifically, if two or more keywords co-occur in a literature, these keywords are considered to have a co-occurrence relationship with each other. Co-word analysis identifies the strength of co-occurrence between terms and creates a set of lexical maps that effectively illustrate the strongest associations between individual terms. In the current Information Age, co-word analysis has made it easier for researchers to extract knowledge from texts, including research and conference papers, as well as newspaper articles and book chapters, thus allowing them to identify the degree of semantic closeness between each other via frequency of occurrence between specific keywords in the text.

The research framework of this paper is shown in Figure 2. Based on the literature data in this interdisciplinary field, we applied the bibliometric method targeting two aspects of research. The first involved the use basic statistics to analyze the distribution of numbers and citations in literatures to mine the law of change in this field. This method was also used to analyze the affiliation distribution of literatures, mine the most influential countries and institutions, as well as the most authoritative scholars and journals in this field, in order to generate the whole picture of the development of the field. The second aspect entailed the use keywords as the carrier of knowledge content. Since the same meaning of keywords may have different variants, expressions or abbreviations, after cleaning the keyword data, a standard keyword set is constructed. Then, the co-occurrence function in Vosviewer software was used to cluster the keywords, identify the knowledge structure of this interdisciplinary field from the perspective of content analysis, and further mine the core knowledge topics in the application research of each neuroscience tools in the field of building construction, according to co-occurrence frequency of the keywords.
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FIGURE 2. Research framework of neuroscience tools used in building construction.





OVERVIEW OF APPLICATION OF NEUROSCIENCE TOOLS IN BUILDING CONSTRUCTION


Yearly Distribution of Publications

Literature in this interdisciplinary field were subjected to quantitative statistics and results presented in a graph shown in Figure 3A. Summarily, the first article in this field appeared in 1996. The number of studies has been rapidly rising since 2010, reaching a peak of 76 articles in 2021. The overall trend is close to an exponential growth pattern, in line with the natural law of scientific knowledge growth discovered by Price (1975). Analysis of citations over the years revealed that the overall citations have also grown steadily, albeit with small fluctuations. The highest number of citations was 820 in 2019, followed by 704 in 2017, and indicated that neuroscience has been getting more and more attention from scholars in the field of building construction. Distribution of the number of literatures in the application research of a single neuroscience tool over the years is depicted using a heat map in Figure 3B. Notably, the red dotted box represents the time when each tool was first applied in the field of building construction. Summarily, ECG had cross-applications with the building construction field as early as 1996, while fNIRS and TNS were applied in this field at the latest in 2019. According to literature trends in the heat map, the two neuroscience tools, ET and EEG, had the most application, which rose steadily each year. Therefore, ET and EEG are the mainstream neuroscience tools used in the current research process of related issues in the field of building construction.
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FIGURE 3. Yearly distribution of publications. (A) Distribution of publications and citations. (B) Distribution of tools in neuroscience.




Affiliation Analysis of Publications

The distribution profiles of retrieved articles across countries, institutions, journals, and authors are shown in Figure 4. Figure 4A shows the top eleven countries with 8 or more articles, among which the highest number of articles were from China and the United States, followed by the United Kingdom and South Korea. This indicated that these countries have the most extensive research with regards to application of neuroscience tools. Meanwhile, analytical results of research institutions from which these articles were published are presented in Figure 4B. Summarily, Tsinghua University in China had the highest number of articles, followed by Shanghai Jiao Tong University. Notably, 4 of the eleven institutions with the highest number of articles were from China, with 5 of them from the United States, further affirming that these two countries are the main research sites for the application of neuroscience tools in building construction. Profiles of the most influential scholars are presented in Figure 4C. Summarily, Jebelli Houtan from University of Michigan, United States, has the highest number of publications, while Lian Zhiwei from Shanghai Jiao Tong University has the highest average citation and H-index. It is worth noting that the difference between the H-index and the number of publications of scholars Lian Zhiwei, Fotios S, and Chen Jiayu was only within 1, indicating these scholars’ articles are generally of high quality. Distribution of core journals to which these articles belong is illustrated in Figure 4D. From the data, it is evident that Building and Environment has the highest number of publications, while Automation in Construction has the highest average citation. The impact factor of these journals ranged between 2.5 and 8, which indicates that the application of neuroscience tools has gained numerous attention and recognition across the mainstream academic community in the field of building construction.
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FIGURE 4. Country analysis (A), institution analysis (B), author analysis (C), and journal analysis (D) of publication in this study.





KNOWLEDGE FUSION OF NEUROSCIENCE TOOLS IN BUILDING CONSTRUCTION


Structure Analysis in the Application of Neuroscience Tools

Keyword collection of literatures published in a field can reveal the content characteristics of the research. Therefore, by counting the frequency of keywords in a certain field, we can understand the research focus of the field to a certain extent. Co-word analysis can be used to reveal the co-occurrence relationship between keywords. Notably, appearance of two keywords in the same article reveals that there is a co-occurrence relationship between the two keywords, a phenomenon that reflects the content correlation between keywords. A stronger co-occurrence relationship implies a higher knowledge correlation between the content reflected by the keywords. Vosviewer is a commonly used co-word analysis software, which can establish a co-word network based on the co-occurrence relationship of keywords. Since a stronger co-occurrence denotes a closer distance between keywords, different clusters can be formed according to the distance, thereby reflecting different knowledge content. Based on this, we employed Vosviewer to mine the knowledge structure of this interdisciplinary field. Firstly, we imported the standardized keyword data into the software and selected Co-occurrence analysis, then selected keywords with a frequency of six or more. Finally, we generated a co-word network as shown in Figure 5.


[image: image]

FIGURE 5. Keywords co-occurrence network of neuroscience tools in building construction.


According to the figure, the size and color of the nodes represents the frequency of an average year of keywords, respectively, while the distance between nodes indicates the co-occurrence relationship among keywords. It is worth noting that nodes with high co-occurrence frequency are closer to each other. Therefore, safety, environment, and thermal comfort, among others, are the key knowledge topics for the application of neuroscience tools in the field of building construction. On the other hand, hazard recognition, wayfinding, and cognitive load, among others are the emerging topics in the field of building construction that have applied neuroscience tools in recent years. Analysis of the clustering formed by the co-occurrence relationship indicated that application of neuroscience tools to the building construction field is concentrated around four sub-domains, as follows:


Built Environment

Urban dwellers spend 80–90% of their time indoors, a phenomenon that exacerbates the impact of the built environment on the human body. Indoor built environment generates a microclimate that creates a certain temperature, humidity, light and other conditions, integrating various physical phenomena interacting with the space, while the human body has a dynamically physiological and psychological stress response to changes in the indoor environment, affecting the comfort perception and satisfaction with the indoor environment. Previous studies have reported application of current neuroscience tools to various aspects of building indoor environment research, including exploration of thermal comfort, sleep quality, and cognitive performance under different indoor conditions of temperature, humidity, and airflow (Pan et al., 2012; Lan et al., 2019; Lang et al., 2022). These tools have also been employed to uncover the effects of high concentrations of ozone, carbon dioxide, aerosols, particulate matter and other air pollution on human physiology, neurophysiology as well as other physical and mental health aspects (Huang et al., 2019; Snow et al., 2019). Moreover, the tools have been instrumental in identifying the effects of different light conditions, light sources, and lighting tools on human visual comfort, sleep, attention, alertness, and mood, among others (Lin and Westland, 2020). Furthermore, studies have described the use of these tools to successfully identify the effects of different types and levels of noise on human physiological and psychological responses (Lan et al., 2021). In addition, neuroscience tools have also been applied in research on indoor and outdoor plants. For example, scholars explored the effects of indoor plants on human comfort, mental stress, happiness as well as other physiological and psychological effects (Hassan et al., 2020; Elsadek and Liu, 2021), and the effects of different plants and colors in outdoor green spaces and the layout of green landscape on mental health (Huang et al., 2021).



Construction Safety

The high number of injuries and accidents in the construction industry has been attributed to long-term exposure of construction workers to risks coupled with little sensitivity to hazards. Previous studies have shown that accurate and timely identification of accident hazards is imperative to effective reduction of accidents at construction site and maintenance of construction safety (Wang et al., 2017). Traditional safety assessment methods, such as interviews and questionnaires, have been previously used. In recent years, neuroscience tools have been gradually applied as a more immediate and objective method. Construction hazard recognition is the most frequently applied topic. EEG can be applied to measure the level of physical and mental fatigue among construction workers and assess the safety hazards, such as trips, falls, and impacts, caused by workers’ mental and emotional state including depression, and stress, thereby improving health and productivity (Hasanzadeh et al., 2018; Tehrani et al., 2021). Scholars have also employed eye tracking to explore the visual search and attention allocation patterns of workers with different personality traits, knowledge levels, and experience levels (Fu et al., 2022). This approach has enabled effectively identification of on-site hazards, and analysis of the probability of hazards caused by search defects (Hasanzadeh et al., 2017). Accordingly, risk perception is a key part of workers’ safety decision making. Therefore, active safety training for construction workers is imperative to improving their risk alertness, attention levels and risk perception (Choi et al., 2019). Neuroscience tools, targeting neuroscience measurement, are also commonly used to study workers’ attitudes and willingness to train safely, assess the degree of improvement in safety hazard recognition ability under different training modes, and establish post-training safety warning as well as job performance assessment systems (Comu et al., 2021).



Architectural Design

Architectural designs should consider both the aesthetic and functional requirements of the building. Currently, neuroscience tools are frequently used in architectural design, mainly with regards to developing architectural aesthetic, environmental and interior navigation designs. Architectural appearance greatly impacts the aesthetic experience of the observer, while the judgment of beauty and unattractiveness are closely related to personal expertise as well as subjective feelings. Therefore, architects usually use eye tracking technology to not only determine the aesthetic effect of architectural elements but also explore the relationship between the observer’s gaze pattern with the formal properties of architectural elements under different design parameters (Jam et al., 2021). Previous studies have also reported the use of ERP and fMRI in analysis of key psychological dimensions sensitive to specific design parameters and the neural features evoked (Ma et al., 2015; Coburn et al., 2020). For interior environment design, a combination of virtual reality (VR) with EEG/ERP, ET has been used to effectively measure neurophysiological information related to human subjective feelings as well as cognitive functions across different interior environments. These include the proportion of interior functional areas, lighting designs, room color schemes, furniture color and other spatial environment designs, with respect to human emotions, security and comfort (Tuszynska-Bogucka et al., 2020). In terms of navigation design, since indoor wayfinding is a daily and complex activity, current researches have also applied high-resolution, immersive virtual reality (VR) technology, in combination with EEG and ET, to mine human way finding data. Consequently, these data have enabled effective understanding of the working memory and cognitive workload during execution of navigation tasks by designing different route parameters in the virtual platform, and finally propose the optimal route plan for interior design (Vecchiato et al., 2015).



Occupational Health

The construction industry is one of the most labor-intensive industries. Notably, workers in this sector are faced with demanding physical tasks almost every day, which take a toll on their health, as evidenced by prevalence of various conditions such as musculoskeletal disorders. For example, Umer et al. (2017) reported that steelworkers suffer from low back pain caused by prolonged static or awkward postures, while Anton et al. (2013) demonstrated that porters suffer from shoulder pain and other bodily pain when carrying various types of loads. These tasks expose workers to musculoskeletal disorders caused by a variety of ergonomic risks. Current EMG techniques in neuroscience have been applied in analysis of occupational health hazards among construction workers, such as in identification of the degree of chronic muscle fatigue, an important cause of musculoskeletal disorders (Seo et al., 2016). Particularly, this has been achieved by continuously monitoring biomechanical variables, including trunk muscle activity and trunk kinematics through surface electromyography and motion sensing (Umer et al., 2017), thereby determining which tasks cause excessive physical strain on construction workers. To reduce the risk of musculoskeletal disorders among the workers, construction managers need to better understand the physical and biomechanical requirements of various construction tasks. This will allow them to not only effectively implement appropriate preventive measures and improve occupational health in the construction industry, but also increase productivity of the construction workers.




Topic Analysis in the Application of Physiological Tools


Electrocardiogram

The electrocardiogram (ECG) is a non-invasive technique for measuring the electrical activity and electrophysiological response of the heart. Its simplicity, portability, and good temporal resolution make it ideal for clinical use. Heart rate variability (HRV) is a physiological measure of the variability of the human heart rate cycle and contains information on the regulation of the cardiovascular system by neurohumoral factors, reflecting the tension and balance of cardiac sympathetic and parasympathetic activity and their effect on cardiovascular system activity. HRV level is considered to be an indicator of physiological stress or arousal, increasing with low HRV and decreasing with high HRV. Therefore, changes in HRV can be used to analyze information about human thoughts, emotions, and behaviors, revealing individuals’ psychological responses to different environments or stimuli, such as emotional, fatigue, stress, and other psychological states. Table 2 details the most commonly used ECG analysis indexes in the field of building construction. By recording various HRV indexes, information on the autonomic nervous system and stress state can be acquired to provide clues and a basis for the study of human factors in this field.


TABLE 2. Physiological parameters measured by ECG.
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Figure 6 shows the co-word network of ECG used in the field of building construction. As illustrated in the figure, ECG is mainly used in research topics related to the indoor environment. Among the thermal comfort topics, research has revealed that cold indoor temperatures have a negative effect on cardiovascular health (Umishio et al., 2021), whereas human thermoregulation is related to thermal comfort and is regulated by the autonomic nervous system. HRV is sensitive to changes in ambient temperature and human thermal sensation and may be utilized as a potential physiological indicator of human thermal comfort (Liu et al., 2008). When thermal sensation is neutral or slightly significant, sympathetic and parasympathetic nerves are in relative equilibrium. When thermal sensation is significant or thermal discomfort is present, sympathetic nerves are in a more active state and can trigger emotions such as stress and anxiety (Yang et al., 2021). Within the context of air pollution, studies have demonstrated that higher levels of indoor exposure to carbon monoxide (Riojas-Rodriguez et al., 2006), carbon dioxide (Zhang et al., 2021), and ozone (Huang et al., 2019) result in elevated HRV, as reflected by decreased parasympathetic regulation (RMSSD, HF, pNN50) and increased sympathetic drive (SDNN, LF, LF/HF), while increased exposure to indoor particle pollutants, especially PM2.5, causes HRV levels to decrease (Cavallari et al., 2007), thus increasing cardiovascular risk (Jia et al., 2012). Within the context of indoor plants, it is demonstrated that the LF/HF ratio of viewing plants of different colors is significantly negatively correlated to human satisfaction, demonstrating that HRV is a valid physiological parameter for assessing the comfort provided by indoor plants (Qin et al., 2014).
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FIGURE 6. Keywords co-occurrence network of ECG in building construction.




Electromyogram

Electromyography (EMG) is a technique that utilizes surface electrodes to acquire bioelectrical signals generated during neuromuscular system activity. EMG signal analysis focuses on both time-domain analysis and frequency domain analysis. The purpose of this study is to investigate the possible causes of EMG changes and reflected muscle activity and function by correlating the time domain and frequency domain characteristics of EMG and muscle structure, as well as muscle activity and functional status. In recent years, EMG has also been gradually used in the construction field. Researchers typically connect EMG sensors to the upper arm, cervical spine, thoracic spine, lumbar spine, and back of workers to monitor their muscular status during heavy lifting, repetitive weight lifting, awkward kneeling, or squatting postures, and prolonged knee and neck flexion, etc. The most often used metrics for analyzing the EMG signals include, root mean square normalization, mean absolute value, median frequency, etc. (Ahn et al., 2019).

Figure 7 shows the co-word network of EMG used in the field of building construction. As can be observed, the use of EMG in the building construction field is mostly focused on the identification of muscle fatigue and the analysis of construction workers’ muscle ergonomics. In the area of muscle fatigue recognition, the amplitude of the EMG increases with the degree of fatigue during the process of muscle isometric contraction to fatigue, and studies have shown that the fatigue rate of the lumbar muscles of steelworkers is significantly higher than other parts of the body (Antwi-Afari et al., 2017) and that the EMG activity of lumbar muscles decreases significantly when bending over to assemble rebar (Umer et al., 2018). When construction workers are working on the roof, the slope of the roof and their kneeling posture have a significant effect on the peak activation of knee muscles (Dutta et al., 2020). Additionally, EMG can also detect the development of muscle strength and fatigue of construction workers in performing repetitive manual tasks and can predict the degree of muscle fatigue by analyzing the root mean square normalized amplitude of EMG (Li et al., 2017). Muscle ergonomics analysis demonstrates that the use of passive exoskeleton systems significantly reduces lumbar vertical spine muscle activity and that the reduction is even greater when weight lifting loads (Antwi-Afari et al., 2021). Meanwhile, EMG measurements of upper body muscle load between painters of different sexes reveal that female house painter have a higher relative muscle load than their male counterparts (Meyland et al., 2014).
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FIGURE 7. Keywords co-occurrence network of EMG in building construction.




Electrodermal Activity

Electrodermal activity (EDA) is a physiological technique for determining the conductivity of human skin by applying a small but constant voltage to the skin and measuring changes in electrical currents caused by sweat secretion (Mansi et al., 2021), including skin conductance level (SCL) and skin conductance response (SCR), where SCL indicates sympathetic activity induced by chronic stress and SCR can explain the correlation between specific stimulus events and levels of emotional arousal. Because sweat glands are innervated by the sympathetic nervous system, EDA is an ideal measure of sympathetic activation, which is influenced by the hypothalamus and limbic system (brain regions associated with emotion), making EDA a good indicator of an individual’s mood, arousal, stress, attention, and risk perception levels (Mansi et al., 2021). EDA is currently the most effective and sensitive physiological parameter for detecting changes in individual sympathetic arousal due to its high stability, ease of measurement, and high sensitivity (Mansi et al., 2021).

Figure 8 shows the co-word network of EDA used in the field of building construction. At the moment, EDA is primarily used in the built environment, where excessively high or excessively low indoor temperature (Chou et al., 2016; Sepehri et al., 2021), and a cold white lighting environment (Basso, 2001) can increase EDA, thereby increasing work stress for indoor workers. When people spend an extended period in a noisy environment, their respiration rate drops sharply and their EDA levels significantly increase (Park et al., 2018). Indoor placement of plants and artificial windows reduces people’s SCL levels, demonstrating that natural elements can be effective in relieving stress and reducing arousal (Kim et al., 2018), and similarly installing green walls indoors helps alleviate negative emotions (Yin et al., 2018). Wearable biosensors with integrated EDA capabilities are used in construction safety studies to obtain physiological signals from workers to assess their stress levels and the physical demands required for different jobs (Jebelli et al., 2019). For example, studies have found that workers with loads produce higher EDA values than those without loads (Anwer et al., 2021), and EDA can also be used to predict concentration levels by monitoring workers’ biosignals (Kim et al., 2021). EDA is often used in conjunction with VR in architectural design research to investigate the perception of human experience and emotional responses in architectural spaces and built environments (Ergan et al., 2019). For example, SCR may be used to measure and quantify the effect of geometric manipulation of building spaces on human emotional responses (Shemesh et al., 2021), as well as the effect of irregular exterior window shapes and sunlight exposure conditions on occupant pleasantness in the interior (Chamilothori et al., 2019).
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FIGURE 8. Keywords co-occurrence network of EDA in building construction.




Eye-Tracking

Eye-tracking (ET) is a technique that measures the properties of human eye movements as they process perspective information and is commonly used in studies on attention, visual perception, etc. Eye movement is closely related to visual attention, which is typically associated with cognitive processing, which determines human behavior. Consequently, human behavior can be efficiently analyzed by monitoring eye movement trajectories. The primary measures used in ET research include gaze and saccade, as well as a variety of derived metrics based on basic measurements such as gaze, scan path, pupil size, blink rate, etc. Similarly, ET can also define areas of interest (AOI) based on the scene and measure eye fixation and saccade between AOIs, including the number of fixations and running counts within the AOI. Increased fixation time and count of fixations to a specific area indicate increased interest in the target. With the evolution of ET technology, eye trackers are becoming increasingly prevalent in building construction, where two distinct types of eye tracker systems are commonly used. One is a stationary eye tracker system that requires the subject to sit in front of a monitor for visual tasks, while the other is a mobile eye tracker that uses an eyeglass-like sensor to record eye movement data as well as changes in head position (Hasanzadeh et al., 2018).

Figure 9 illustrates an ET co-word network used for research in the field of building construction. Since ET is widely used in construction, this section further details research on the core knowledge topics listed in Table 3. ET is mostly used in the built environment to study the light environment, where glare is a significant factor affecting the visual comfort of indoor personnel. PUI, BA, FR, and other indicators can indicate visual discomfort caused by glare, but increasing ambient luminance contrast can improve efficiency in a non-glare environment (Liu et al., 2021). In construction safety, it is discovered that the visual search patterns of workers who correctly identify hazards differ from those who do not, with attention deficit and mental fatigue being the primary reasons for workers’ decreased ability to detect hazards. The decrease is related to a change in the distribution of fixation and gaze points, and the use of wearable eye-tracking equipment can help identify construction hazards more accurately. From a safety training perspective, scan paths and fixation heat maps generated by ET technology can effectively reveal focused or personalized feedback to workers, and this feedback communicates to workers defects in the search process, eliciting reflection and thereby facilitating hazard recognition (Jeelani et al., 2018). ET technology has been used in architectural design to assess the aesthetic effect of architectural elements based on the gaze pattern of the eyes and has also been applied to the perception of building interior and exterior decoration and geometric design, reflecting people’s emotional response to various architectural spaces through pupil diameter and fixation time. ET is frequently used in conjunction with VR technology in indoor wayfinding studies to examine indoor navigation and signage design using metrics such as fixation time. Additionally, biophilic design elements such as greenery are gaining popularity, and the use of eye movement metrics such as total fixation time can help designers better understand how office design can contribute to occupant’s health and performance (Guo et al., 2022).
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FIGURE 9. Keywords co-occurrence network of ET in building construction.



TABLE 3. Research summary of ET applications in building construction.

[image: Table 3]



Topic Analysis in the Application of Neurophysiological Tools


Electroencephalogram and Event-Related Potential

The electroencephalogram (EEG) is a technique for recording brain activity using electrophysiological indicators. It records the electrical activity generated by neurons in the cerebral cortex by amplifying microscopic electrical signals in the cerebral cortex. The human brain is made up of tens of thousands of neurons that transmit information that causes the voltage across its membranes to vary in milliseconds, resulting in brain waves of different frequencies. Each rhythm of brain waves is associated with a specific state of the brain, as shown in Table 4, and these rhythms are identified by frequency and amplitude. The event-related potential (ERP) is a type of brain evoked potential, that is formed by the synchronization of postsynaptic potentials of a large number of neurons induced by a stimulus event, and it reflects neurophysiological changes in the brain during cognitive processes (Hou et al., 2021). EEG and ERP have high temporal resolution and can identify human emotions, cognition, and other psychological conditions. They are being used more widely used in the field of building construction than other methods. Table 5 shows the building topics analyzed and the EEG indicators involved.


TABLE 4. Specific information on EEG frequency bands.
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TABLE 5. Research summary of EEG applications in building construction.
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On the basis of the co-word network of EEG in Figure 10, Table 5 further summarizes the research topics and sub-topics of EEG applied to building construction, the commonly used EEG indicators, and EEG channels, the cognitive and emotional states, and the representative references. Thermal perception in the built environment is determined by the arousal and mood of the indoor thermal environment, and temperature changes affect brain rhythms and the power spectral densities (PSD) of brain electricity, which affects thermal comfort and thermal pleasure. Construction noise, as well as prolonged indoor noise in the building sound environment, can affect people’s minds and bodies. The alpha band which is excited by varying degrees of illumination and color temperatures in the lighting environment can reflect people’s mental states. When indoor air quality is poor and pollution levels are high, theta and beta powers of the human brain increase and can result in bad moods, whereas the alpha waves of the human brain are more active when viewing indoor plants and can significantly relieve personal stress. When workers are subjected to different stressors during construction, different brain wave patterns are generated, reflecting their emotional state, attention level, mental workload, and other mental activities. Monitoring and identification of worker fatigue using EEG can significantly reduce construction hazards, while low-frequency gamma waves can also reflect workers’ vigilance and attention levels. According to research, theta waves in the anterior cingulate cortex are associated with the emotional perception of specific geometric landscapes. EEG can help improve the architectural design and create environments that meet human needs by better understanding the impact of architectural design on human perception and subjective experience. Furthermore, when summarizing the existing literature in the field of building construction applied EEG, the analysis of data extracted by EEG primarily uses machine learning methods such as artificial neural network (ANN), support vector machine (SVM), random forest (RF), and hidden Markov models (HMM).
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FIGURE 10. Keywords co-occurrence network of EEG/ERP in building construction.




Functional Magnetic Resonance Imaging

Functional magnetic resonance imaging (fMRI) is a non-invasive imaging technique commonly used to study brain function. Its basic principle is to use magnetic resonance imaging to measure the hemodynamic changes induced by neuronal activity. While fMRI offers some advantages such as non-invasiveness, reproducibility, high spatial resolution, etc., its temporal resolution is low compared with neurophysiological tools such as EEG and fNIRs. Therefore, fMRI can dynamically track the changes of signals in various brain regions, such as those induced by thinking activities and cognitive experiences. Additionally, the high-resolution brain imaging images generated by fMRI are better visualized, making the technique more accessible to non-expert audiences. However, fMRI also has limitations in terms of motion restrictions and higher costs, mainly due to the cost of maintaining the equipment and hiring technicians to operate the scanner.

The co-word network in Figure 11 shows the application research for fMRI in the field of building construction. As illustrated in the figure, fMRI is mainly used in studies on architectural design. Because architecture’s aesthetic quality affects people’s well-being, the aesthetic response to architecture can be explained in terms of psychological dimensions associated with specific neural features of the brain (Coburn et al., 2020). Scholars have discovered that the prefrontal and hippocampal brain areas are involved in the evaluation of architectural aesthetics, with the primary factor affecting the activation of the parahippocampus place area being the openness of the space, which is typically regarded as more beautiful (Chatterjee et al., 2021). By studying the effect of ceiling height on aesthetic judgments in architectural design, researchers discovered that visuospatial processing activates the left anterior cuneiform and left middle frontal gyrus of the brain (Vartanian et al., 2015). Specific architectural styles can also induce contemplative states; for example, certain contemplative buildings (e.g., museums, churches, libraries, etc.) cause significant activation of the left posterior central gyrus and left inferior parietal phase, eliciting contemplative experiences (Bermudez et al., 2017). Additionally, construction noise has been studied using fMRI, and it was discovered that persistent noise exposure may alter the limbic gyrus (particularly the cingulate and parahippocampal gyrus), as well as adhesion locations, including the anterior cuneus and posterior lobe of the cerebellum (Dai and Lian, 2018).
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FIGURE 11. Keywords co-occurrence network of fMRI.




Functional Near-Infrared Spectroscopy

Functional near-infrared spectroscopy (fNIRS) is a wearable spectroscopy system that measures blood oxygen concentration to detect neurocognitive activation. fNIRS works by emitting near-infrared light in the 700–900 nm spectrum into the human cortex, and detecting the unabsorbed reflected light based on the sensitivity of blood oxygen to the wavelength and the light attenuation of the wavelength; thus elevated oxygenated hemoglobin concentrations can be used as a proxy for brain activation. In the field of cognitive neuroscience, the application of fNIRS has grown rapidly in recent decades, mainly due to its advantages over other neuroimaging modalities (fMRI, EEG) in terms of non-invasiveness, convenience, high spatial resolution, high temporal resolution, insensitivity to body movements and flexible application to a variety of experimental scenarios (inside and outside the laboratory) (Pinti et al., 2020). fNIRS is now being used not only in the fields of medicine and psychology but also in the humanities, social sciences, engineering, and other fields.

Figure 12 shows the co-word network of fNIRs used in building construction research. This tool is not extensively used at the moment, and it is mainly used for the research on hazard identification in construction safety. Hazard recognition is a visual search and cognitive processing process, fNIRS recordings of workers’ prefrontal cortex (PFC) activity reveal a negative association between PFC activity and hazard recognition ability (Zhang et al., 2021). During hazard recognition, different cortical regions of the PFC are differentially and continuously activated, with the left PFC being more involved, the dorsolateral PFC is used for electrical and shock-related hazard recognition, and the ventral PFC being used for stab-related hazard recognition (Zhou et al., 2021). However, when compared to other hazards such as electrical and fire hazards, fall hazards activate the brain more and use significant cognitive resources (Liao et al., 2021). Additionally, some researchers have also developed an HRA index to measure workers’ ability to identify hazards using PFC activation data obtained via fNIRS (Sun and Liao, 2019). Meanwhile, fNIRs are being employed in indoor wayfinding research, where they are used to assist in the design of adaptive wayfinding systems by monitoring and classifying real-time cognitive load (Zhu et al., 2021).
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FIGURE 12. Keywords co-occurrence network of fNIRs.






CONCLUSION

Over the last two decades, neuroscience tools, have expanded beyond medical and psychological applications to include humanities, social sciences, engineering, and other disciplines, resulting in the cross-fertilization of interdisciplinary knowledge with human-related research fields in these disciplines. The discipline of building construction is a perfect example of the interdisciplinary application of neuroscience tools. Given that the construction industry involves human physiological and psychological states, both for practitioners and building users, the application of neuroscience tools can significantly aid research in the field of building construction, ultimately achieving the overall goal of improving building safety, comfort, and health. Thus, this paper uses bibliometric approaches to examine the general knowledge overview and the specific knowledge structure and knowledge topics of neuroscience tools used in the field of building construction to determine how these tools advance scientific research in the field of building. In general, the main conclusions are as follows:

Knowledge overview: In the last decade, neuroscience tools have gained increasing attention from scholars in the field of building construction, and the number of related research literature has grown exponentially. ET and EEG are the most frequently used tools, primarily because ET can discover workers’ and indoor personnel’s visual search patterns, and EEG can monitor the mental power and cognitive status of workers and indoor personnel in real-time. Both of these tools may be mounted on wearable sensing devices, making them more suitable for non-laboratory research in the field of building construction. China and the United States currently have the strongest research capacities in this interdisciplinary field. Simultaneously, the majority of scientific research institutions and scholars who have made significant contributions to this field are from these two countries, indicating that these institutions and scholars are setting the future development trend for this interdisciplinary field. Additionally, the overwhelming majority of literature in this interdisciplinary field is published in journals with an impact factor of 2.5 and 8, demonstrating that the use of neuroscience tools to study building construction issues has been recognized by the mainstream academic community.

Knowledge structure: Using co-word analysis methods, the knowledge structure division of research on the application of neuroscience tools in the building construction field reveals that the research is mainly clustered into four directions, namely, built environment, construction safety, architectural design, and occupational health. In terms of specific neuroscience tools, ECG is mainly used to study the built environment; EMG is mainly used to study occupational health; fMRI is mainly used to study architectural design, and TNS currently includes only one article on the study of construction safety. EDA, ET, EEG, and fNIRs are used in the first three research directions, with ET and EEG being the most commonly used in the field of building construction and involved in research on topics such as thermal environment, acoustic environment, light environment, and air quality in the built environment. There is also research on topics such as hazard identification, mental fatigue, safety training, attention and alertness, stress levels in construction safety, aesthetic design, spatial design, and biophilic design in architectural design.

This paper attempts to present an exhaustive and systematic assessment of the application of neuroscience tools in the field of building construction, but there are some limitations. First and foremost, this research focuses on the application of neuroscience tools in the construction of buildings. The research literature on civil engineering applications such as bridges, roads, and subways is excluded throughout the process of data screening. In the future, we will be able to thoroughly investigate the application of neuroscience tools in the field of civil engineering. Secondly, only co-word analysis is used in this study to investigate the application of neuroscience tools, but co-citation analysis and main path analysis can be used in the future to uncover the highly cited literature and the citation relationships between the literature in this study. Although there are some limitations, preliminary research in this paper suggests that neuroscience tools used for construction problems are an emerging frontier research direction that provides a powerful methodological tool for human-related research problems across the construction projects’ life cycle.



AUTHOR CONTRIBUTIONS

MW designed the study and wrote the manuscript. XL wrote the manuscript. YL, WC, and ZW analyzed the data. XG revised the manuscript. All authors contributed to the article and approved the submitted version.



FUNDING

This study was supported by the National Natural Science Foundation of China (72104192), the China Postdoctoral Science Foundation (2020M683674XB), Shaanxi Soft Science Foundation (2021KRM161), and Shaanxi Natural Science Foundation (2022JM-429).



ACKNOWLEDGMENTS

We would like to thank Zhenzhen Wei for her contribution to English editing.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnins.2022.895666/full#supplementary-material



REFERENCES

Ahn, C. R., Lee, S., Sun, C. F., Jebelli, H., Yang, K., and Choi, B. (2019). Wearable sensing technology applications in construction safety and health. J. Constr. Eng. Manage. 145:03119007. doi: 10.1061/(ASCE)CO.1943-7862.0001708

Aliyeva, S. S. (2022). Relationship between interdisciplinarity and transdisciplinarity: an essentially contested concept perspective. J. Soc. Sci. Res. doi: 10.1080/13511610.2021.2023003

Alvino, L., Pavone, L., Abhishta, A., and Robben, H. (2020). Picking your brains: where and how neuroscience tools can enhance marketing research. Front. Neurosci. 14:577666. doi: 10.3389/fnins.2020.577666

Anton, D., Mizner, R. L., and Hess, J. A. (2013). The effect of lift teams on kinematics and muscle activity of the upper extremity and trunk in bricklayers. J. Orthop. Sports Phys. Ther. 43, 232–241. doi: 10.2519/jospt.2013.4249

Antwi-Afari, M. F., Li, H., Edwards, D. J., Parn, E. A., Seo, J., and Wong, A. Y. L. (2017). Biomechanical analysis of risk factors for work-related musculoskeletal disorders during repetitive lifting task in construction workers. Autom. Constr. 83, 41–47. doi: 10.1016/j.autcon.2017.07.007

Antwi-Afari, M. F., Li, H., Anwer, S., Li, D. W., Yu, Y., Mi, H. Y., et al. (2021). Assessment of a passive exoskeleton system on spinal biomechanics and subjective responses during manual repetitive handling tasks among construction workers. Saf. Sci. 142:105382 doi: 10.1016/j.ssci.2021.105382

Anwer, S., Li, H., Antwi-Afari, M. F., Umer, W., Mehmood, I., and Wong, A. Y. L. (2021). Effects of load carrying techniques on gait parameters, dynamic balance, and physiological parameters during a manual material handling task. Eng. Constr. Archit. Manag. Ahead of Print doi: 10.1108/ECAM-03-2021-0245

Aryal, A., Ghahramani, A., and Becerik-Gerber, B. (2017). Monitoring fatigue in construction workers using physiological measurements. Autom. Constr. 82, 154–165. doi: 10.1016/j.autcon.2017.03.003

Azemati, H., Jam, F., Ghorbani, M., Dehmer, M., Ebrahimpour, R., Ghanbaran, A., et al. (2020). The role of symmetry in the aesthetics of residential building facades using cognitive science methods. Symmetry-Basel 12:1438 doi: 10.3390/sym12091438

Banaei, M., Hatami, J., Yazdanfar, A., and Gramann, K. (2017). Walking through architectural spaces: the impact of interior forms on human brain dynamics. Front. Hum. Neurosci. 11:477 doi: 10.3389/fnhum.2017.00477

Basso, M. R. (2001). Neurobiological relationships between ambient lighting and the startle response to acoustic stress in humans. Int. J. Neurosci. 110, 147–157. doi: 10.3109/00207450108986542

Bermudez, J., Krizaj, D., Lipschitz, D. L., Bueler, C. E., Rogowska, J., Yurgelun-Todd, D., et al. (2017). Externally-induced meditative states: an exploratory fMRI study of architects’ responses to contemplative architecture. Front. Archit. Res. 6:123–136. doi: 10.1016/j.foar.2017.02.002

Boz, H., Arslan, A., and Koc, E. (2017). Neuromarketing aspect of tourism pricing psychology. Tourism Manage. Perspect, 23, 119–128. doi: 10.1016/j.tmp.2017.06.002

Cavallari, J. M., Eisen, E. A., Chen, J. C., Fang, S. C., Dobson, C. B., Schwartz, J., et al. (2007). Night heart rate variability and particulate exposures among boilermaker construction workers. Environ. Health Perspect. 1115, 1046–1051. doi: 10.1289/ehp.10019

Chae, J., Hwang, S., Seo, W., and Kang, Y. (2021). Relationship between rework of engineering drawing tasks and stress level measured from physiological signals. Autom. Constr. 124:103560 doi: 10.1016/j.autcon.2021.103560

Chamilothori, K., Chinazzo, G., Rodrigues, J., Dan-Glauser, E. S., Wienold, J., and Andersen, M. (2019). Subjective and physiological responses to facade and sunlight pattern geometry in virtual reality. Build. Environ. 150, 144–155. doi: 10.1016/j.buildenv.2019.01.009

Chatterjee, A., Coburn, A., and Weinberger, A. (2021). The neuroaesthetics of architectural spaces. Cogn. Process. 22, 115–120. doi: 10.1007/s10339-021-01043-4

Cheng, B., Luo, X., Mei, X., Chen, H., and Huang, J. (2022a). A systematic review of eye-tracking studies of construction safety. Front. Neurosci. 16:891725. doi: 10.3389/fnins.2022.891725

Cheng, B., Fan, C., Fu, H., Huang, J., Chen, H., and Luo, X. (2022b). Measuring and computing cognitive statuses of construction workers based on electroencephalogram: a critical review. IEEE Transactions on Computational Social Systems 1–16 doi: 10.1109/TCSS.2022.3158585

Chen, J. Y., Song, X. Y., and Lin, Z. H. (2016). Revealing the invisible gorilla in construction: estimating construction safety through mental workload assessment. Autom. Constr. 63, 173–183. doi: 10.1016/j.autcon.2015.12.018

Chen, J. Y., Taylor, J. E., and Comu, S. (2017). Assessing task mental workload in construction projects: a novel electroencephalography approach. J. Constr. Eng. Manage. 143:04017053. doi: 10.1061/(ASCE)CO.1943-7862.0001345

Cheng, R., Wang, J. M., and Liao, P. C. (2021). Temporal visual patterns of construction hazard recognition strategies. Int. J. Environ. Res. Public Health 18:8779 doi: 10.3390/ijerph18168779

Choi, B., Jebelli, H., and Lee, S. (2019). Feasibility analysis of electrodermal activity (EDA) acquired from wearable sensors to assess construction workers’ perceived risk. Saf. Sci. 115, 110–120. doi: 10.1016/j.ssci.2019.01.022

Chong, H. Y., Liang, M. X., and Liao, P. C. (2021). Normative visual patterns for hazard recognition: a crisp-set qualitative comparative analysis approach. KSCE J. Civ. Eng. 25, 1545–1554. doi: 10.1007/s12205-021-1362-5

Chou, C. M., Lu, C. C., and Huang, R. Y. (2016). Effects of different ambient environments on human responses and work performance. J. Ambient Intell. Humaniz. Comput. 7, 865–874. doi: 10.1007/s12652-016-0393-0

Coburn, A., Vartanian, O., Kenett, Y. N., Nadal, M., Hartung, F., Hayn-Leichsenring, G., et al. (2020). Psychological and neural responses to architectural interiors. Cortex 126, 217–241. doi: 10.1016/j.cortex.2020.01.009

Cockburn, J. (2021). Knowledge integration in transdisciplinary sustainability science: tools from applied critical realism. Sust. Dev. 30, 358–374. doi: 10.1002/sd.2279

Comu, S., Kazar, G., and Marwa, Z. (2021). Evaluating the attitudes of different trainee groups towards eye tracking enhanced safety training methods. Adv. Eng. Inform. 49:101353 doi: 10.1016/j.aei.2021.101353

Dai, C. Z., and Lian, Z. W. (2018). The effects of sound loudness on subjective feeling, sympathovagal balance and brain activity. Indoor Built Environ. 27, 1287–1300. doi: 10.1177/1420326X17719490

Deng, M., Wang, X., and Menassa, C. C. (2021). Measurement and prediction of work engagement under different indoor lighting conditions using physiological sensing. Build. Environ. 203:108098 doi: 10.1016/j.buildenv.2021.108098

Dimoka, A., Banker, R. D., Benbasat, I., Davis, F. D., Dennis, A. R., Gefen, D., et al. (2012). On the use of neurophysiological tools in is research: developing a research agenda for neurois. Mis Quart. 36, 679–702.

Dutta, A., Breloff, S. P., Dai, F., Sinsel, E. W., Carey, R. E., Warren, C. M., et al. (2020). Fusing imperfect experimental data for risk assessment of musculoskeletal disorders in construction using canonical polyadic decomposition. Autom. Constr. 119:103322 doi: 10.1016/j.autcon.2020.103322

Eberhard, J. P. (2009). Applying neuroscience to architecture. Neuron. 62, 753–756. doi: 10.1016/j.neuron.2009.06.001

Elsadek, M., and Liu, B. Y. (2021). Effects of viewing flowering plants on employees’ wellbeing in an office-like environment. Indoor Built Environ. 30, 1429–1440. doi: 10.1177/1420326X20942572

Ergan, S., Radwan, A., Zou, Z. B., Tseng, H. A., and Han, X. (2019). Quantifying human experience in architectural spaces with integrated virtual reality and body sensor networks. J. Comput. Civil. Eng. 33:04018062. doi: 10.1061/(ASCE)CP.1943-5487.0000812

Fu, H. L., Zhu, H., Xue, P. D., Hu, X., Guo, X. T., and Liu, B. S. (2022). Eye-tracking study of public acceptance of 5G base stations in the context of the COVID-19 pandemic. Eng. Constr. Archit. Manag. doi: 10.1108/ECAM-10-2021-0946

Garreton, J. A. Y., Rodriguez, R. G., Ruiz, A., and Pattini, A. E. (2015). Degree of eye opening: a new discomfort glare indicator. Build. Environ. 88, 142–150. doi: 10.1016/j.buildenv.2014.11.010

Guo, X. T., Fan, Z. Y., Zhu, H., Chen, X. Y., Wang, M. M., and Fu, H. L. (2022). Willingness to pay for healthy housing during the COVID-19 pandemic in China: evidence from eye tracking experiment. Front. Public Health 10:855671. doi: 10.3389/fpubh.2022.855671

Hamedani, Z., Solgi, E., Hine, T., and Skates, H. (2020). Revealing the relationships between luminous environment characteristics and physiological, ocular and performance measures: an experimental study. Build. Environ. 172:106702 doi: 10.1016/j.buildenv.2020.106702

Han, J., and Chun, C. (2021). Differences between EEG during thermal discomfort and thermal displeasure. Build. Environ. 204:108220 doi: 10.1016/j.buildenv.2021.108220

Han, Y., Yin, Z. Z., Zhang, J. J., Jin, R. Y., and Yang, T. (2020). Eye-tracking experimental study investigating the influence factors of construction safety hazard recognition. J. Constr. Eng. Manage. 146:04020091. doi: 10.1061/(ASCE)CO.1943-7862.0001884

Hasanzadeh, S., Esmaeili, B., and Dodd, M. D. (2017). Measuring the impacts of safety knowledge on construction workers’ attentional allocation and hazard detection using remote eye-tracking technology. J. Manage. Eng. 33:04017024. doi: 10.1061/(ASCE)ME.1943-5479.0000526 *pg,

Hasanzadeh, S., Esmaeili, B., and Dodd, M. D. (2018). Examining the relationship between construction workers’ visual attention and situation awareness under fall and tripping hazard conditions: using mobile eye tracking. J. Constr. Eng. Manage. 144:04018060. doi: 10.1061/(ASCE)CO.1943-7862.0001516 *pg,

Hassan, A., Chen, Q. B., Liu, Y. G., Tao, J., Li, G., Jiang, M. Y., et al. (2020). Do plants affect brainwaves? effect of indoor plants in work environment on mental stress. Eur. J. Hortic. Sci. 85, 279–283. doi: 10.17660/eJHS.2020/85.4.9

Hou, C. X., Wen, Y., He, Y. Q., Liu, X. J., Wang, M. M., et al. (2021). Public stereotypes of recycled water end uses with different human contact: evidence from event-related potential (ERP). Resour. Conserv. Recycl. 2021:168. doi: 10.1016/j.resconrec.2021.105464

Hu, M., and Shealy, T. (2019). Application of functional near-infrared spectroscopy to measure engineering decision-making and design cognition: literature review and synthesis of methods. J. Comput. Civil. Eng. 33:04019034. doi: 10.1061/(ASCE)CP.1943-5487.0000848

Huang, J., Song, Y., Chu, M. T., Dong, W., Miller, M. R., Loh, M., et al. (2019). Cardiorespiratory responses to low-level ozone exposure: the inDoor Ozone Study in childrEn (DOSE). Environ. Int. 131:105021. doi: 10.1016/j.envint.2019.105021

Huang, S. P., Qi, J. D., Li, W., Dong, J. W., and van den Bosch, C. K. (2021). The contribution to stress recovery and attention restoration potential of exposure to urban green spaces in low-density residential areas. Int. J. Environ. Res. Public Health 18:8713. doi: 10.3390/ijerph18168713

Hwang, S., Jebelli, H., Choi, B., Choi, M., and Lee, S. (2018). Measuring workers’ emotional state during construction tasks using wearable eeG. J. Constr. Eng. Manage. 144. doi: 10.1061/(ASCE)CO.1943-7862.0001506

Jam, F., Azemati, H. R., Ghanbaran, A., Esmaily, J., and Ebrahimpour, R. (2021). The role of expertise in visual exploration and aesthetic judgment of residential building facades: an eye-tracking study. Psychol. Aesthet. Creat. Arts. 16, 148–163. doi: 10.1037/aca0000377

Jebelli, H., Hwang, S., and Lee, S. (2018). EEG-based workers’ stress recognition at construction sites. Autom. Constr. 93, 315–324. doi: 10.1016/j.autcon.2018.05.027

Jebelli, H., Choi, B., and Lee, S. (2019). Application of wearable biosensors to construction sites. i: assessing workers’ stress. J. Constr. Eng. Manage. 145:04019079. doi: 10.1061/(ASCE)CO.1943-7862.0001729

Jeelani, I., Han, K., and Albert, A. (2018). Automating and scaling personalized safety training using eye-tracking data. Autom. Constr. 93, 63–77. doi: 10.1016/j.autcon.2018.05.006

Jeon, J., and Cai, H. B. (2021). Classification of construction hazard-related perceptions using: wearable electroencephalogram and virtual reality. Autom. Constr. 132:103975. doi: 10.1016/j.autcon.2021.103975

Jia, X. F., Song, X. M., Shima, M., Tamura, K., Deng, F. R., and Guo, X. B. (2012). Effects of fine particulate on heart rate variability in Beijing: a panel study of healthy elderly subjects. Int. Arch. Occup. Environ. Health 85, 97–107. doi: 10.1007/s00420-011-0646-3

Kakitsuba, N. (2016). Comfortable indoor lighting conditions evaluated from psychological and physiological responses. Leukos 12, 163–172. doi: 10.1080/15502724.2015.1061945

Ke, J. J., Du, J., and Luo, X. W. (2021). The effect of noise content and level on cognitive performance measured by electroencephalography (EEG). Autom. Constr. 130:103836. doi: 10.1016/j.autcon.2021.103836

Kim, J., Cha, S. H., Koo, C., and Tang, S. K. (2018). The effects of indoor plants and artificial windows in an underground environment. Build. Environ. 138, 53–62. doi: 10.1016/j.buildenv.2018.04.029

Kim, N., Kim, J., and Ahn, C. R. (2021). Predicting workers’ inattentiveness to struck-by hazards by monitoring biosignals during a construction task: a virtual reality experiment. Adv. Eng. Inform. 49:101359. doi: 10.1016/j.aei.2021.101359

Kühn, S., Forlim, C. G., Lender, A., Wirtz, J., and Gallinat, J. (2021). Brain functional connectivity differs when viewing pictures from natural and built environments using fMRI resting state analysis. Sci. Rep. 11:4110. doi: 10.1038/s41598-021-83246-5

Lan, L., Xia, L. L., Tang, J. Y., Zhang, X. J., Lin, Y. B., and Wang, Z. T. (2019). Elevated airflow can maintain sleep quality and thermal comfort of the elderly in a hot environment. Indoor Air 29, 1040–1049. doi: 10.1111/ina.12599

Lan, L., Sun, Y. X., Wyon, D. P., and Wargocki, P. (2021). Pilot study of the effects of ventilation and ventilation noise on sleep quality in the young and elderly. Indoor Air 31, 2226–2238. doi: 10.1111/ina.12861

Lang, X. Y., Wargocki, P., and Liu, W. W. (2022). Investigating the relation between electroencephalogram, thermal comfort, and cognitive performance in neutral to hot indoor environment. Indoor Air 32. doi: 10.1111/ina.12941

Lei, Q. H., Yuan, C., and Lau, S. S. Y. (2021). A quantitative study for indoor workplace biophilic design to improve health and productivity performance. J. Clean Prod. 324:129168. doi: 10.1016/j.jclepro.2021.129168

Li, X., Komeili, A., Gul, M., and El-Rich, M. (2017). A framework for evaluating muscle activity during repetitive manual material handling in construction manufacturing. Autom. Constr. 79, 39–48. doi: 10.1016/j.autcon.2017.01.005

Li, H., Wang, D., Chen, J. Y., Luo, X. C., Li, J., and Xing, X. J. (2019). Pre-service fatigue screening for construction workers through wearable EEG-based signal spectral analysis. Autom. Constr. 106:102851. doi: 10.1016/j.autcon.2019.102851

Li, J. J., Jin, Y. C., Lu, S., Wu, W., and Wang, P. F. (2020). Built environment information and human perceptual feedback collected through a combined virtual reality (VR) and electroencephalogram (EEG) method. Energy Build. 224:110259. doi: 10.1016/j.enbuild.2020.110259

Liao, P. C., Sun, X. L., and Zhang, D. (2021). A multimodal study to measure the cognitive demands of hazard recognition in construction workplaces. Saf. Sci. 133:105010. doi: 10.1016/j.ssci.2020.105010

Lin, J., and Westland, S. (2020). Effect of long-wavelength light on electroencephalogram and subjective alertness. Lighting Res. Technol. 52, 763–774. doi: 10.1177/1477153520902255

Liu, W. W., Lian, Z. W., and Liu, Y. M. (2008). Heart rate variability at different thermal comfort levels. Eur. J. Appl. Physiol. 103, 361–366. doi: 10.1007/s00421-008-0718-6

Liu, Y. Z., Habibnezhad, M., Shayesteh, S., Jebelli, H., and Lee, S. H. (2021). Paving the way for future eeg studies in construction: dependent component analysis for automatic ocular artifact removal from brainwave signals. J. Constr. Eng. Manage. 147:04021087. doi: 10.1061/(ASCE)CO.1943-7862.0002097

Llinares, C., Higuera-Trujillo, J. L., and Serra, J. (2021). Cold and warm coloured classrooms. effects on students’ attention and memory measured through psychological and neurophysiological responses. Build. Environ. 196:107726. doi: 10.1016/j.buildenv.2021.107726

Ma, Q. G., Hu, L. F., and Wang, X. Y. (2015). Emotion and novelty processing in an implicit aesthetic experience of architectures: evidence from an event-related potential study. Neuroreport 26, 279–284. doi: 10.1097/WNR.0000000000000344

Mansi, S. A., Barone, G., Forzano, C., Pigliautile, I., Ferrara, M., Pisello, A. L., et al. (2021). Measuring human physiological indices for thermal comfort assessment through wearable devices: a review. Measurement 183:109872. doi: 10.1016/j.measurement.2021.109872

Meyland, J., Heilskov-Hansen, T., Alkjaer, T., Koblauch, H., Mikkelsen, S., Svendsen, S. W., et al. (2014). Sex differences in muscular load among house painters performing identical work tasks. Eur. J. Appl. Physiol. 114, 1901–1911. doi: 10.1007/s00421-014-2918-6

Noghabaei, M., Han, K., and Albert, A. (2021). Feasibility study to identify brain activity and eye-tracking features for assessing hazard recognition using consumer-grade wearables in an immersive virtual environment. J. Constr. Eng. Manage. 147:04021104. doi: 10.1061/(ASCE)CO.1943-7862.0002130

O’Donovan, C., Michalec, A. O., and Moon, J. R. (2021). Capabilities for transdisciplinary research. Res. Eval. 31, 145–158. doi: 10.1093/reseval/rvab038

Pan, L., Lian, Z. W., and Lan, L. (2012). Investigation of gender differences in sleeping comfort at different environmental temperatures. Indoor Built Environ. 21, 811–820. doi: 10.1177/1420326X11425967

Park, S. H., Lee, P. J., and Jeong, J. H. (2018). Effects of noise sensitivity on psychophysiological responses to building noise. Build. Environ. 136, 302–311. doi: 10.1016/j.buildenv.2018.03.061

Pinti, P., Tachtsidis, I., Hamilton, A., Hirsch, J., Aichelburg, C., Gilbert, S., et al. (2020). The present and future use of functional near-infrared spectroscopy (fNIRS) for cognitive neuroscience. Ann Ny Acad. Sci. 1464, 5–29. doi: 10.1111/nyas.13948

Price, D. J. D. (1975). Science Since Babylon. New Haven, USA: Yale University Press.

Qin, J., Sun, C. J., Zhou, X., Leng, H. B., and Lian, Z. W. (2014). The effect of indoor plants on human comfort. Indoor Built. Environ. 23, 709–723. doi: 10.1177/1420326X13481372

Riojas-Rodriguez, H., Escamilla-Cejudo, J. A., Gonzalez-Hermosillo, J. A., Tellez-Rojo, M. M., Vallejo, M., Santos-Burgoa, C., et al. (2006). Personal PM2.5 and CO exposures and heart rate variability in subjects with known ischemic heart disease in Mexico City. J. Expo. Sci. Environ. Epidemiol. 16, 131–137. doi: 10.1038/sj.jea.7500453

Saedi, S., Fini, A. A. F., Khanzadi, M., Wong, J., Sheikhkhoshkar, M., and Banaei, M. (2022). Applications of electroencephalography in construction. Autom. Constr. 133:103985. doi: 10.1016/j.autcon.2021.103985

Schrom-Feiertag, H., Settgast, V., and Seer, S. (2017). Evaluation of indoor guidance systems using eye tracking in an immersive virtual environment. Spat. Cogn. Comput. 17, 163–183. doi: 10.1080/13875868.2016.1228654

Seo, J., Lee, S., and Seo, J. (2016). Simulation-based assessment of workers’ muscle fatigue and its impact on construction operations. J. Constr. Eng. Manage. 142:04016063. doi: 10.1061/(ASCE)CO.1943-7862.0001182

Sepehri, S., Aliabadi, M., Golmohammadi, R., and Babamiri, M. (2021). Human cognitive functions and psycho-physiological responses under low thermal conditions in a simulated office environment. Work 69, 197–207. doi: 10.3233/WOR-213469

Shan, X., Yang, E. H., Zhou, J., and Chang, V. W. C. (2019). Neural-signal electroencephalogram (EEG) methods to improve human-building interaction under different indoor air quality. Energy Build. 197, 188–195. doi: 10.1016/j.enbuild.2019.05.055

Shemesh, A., Leisman, G., Bar, M., and Grobman, Y. J. (2021). A neurocognitive study of the emotional impact of geometrical criteria of architectural space. Archit. Sci. Rev. 64, 394–407. doi: 10.1080/00038628.2021.1940827

Snow, S., Boyson, A. S., Paas, K. H. W., Gough, H., King, M. F., Barlow, J., et al. (2019). Exploring the physiological, neurophysiological and cognitive performance effects of elevated carbon dioxide concentrations indoors. Build. Environ. 156, 243–252. doi: 10.1016/j.buildenv.2019.04.010

Son, Y. J., and Chun, C. (2018). Research on electroencephalogram to measure thermal pleasure in thermal alliesthesia in temperature step-change environment. Indoor Air 28, 916–923. doi: 10.1111/ina.12491

Stasi, A., Songa, G., Mauri, M., Ciceri, A., Diotallevi, F., Nardone, G., et al. (2018). Neuromarketing empirical approaches and food choice: a systematic review. Food Res. Int. 108, 650–664. doi: 10.1016/j.foodres.2017.11.049

Sun, X. L., and Liao, P. C. (2019). Re-assessing hazard recognition ability in occupational environment with microvascular function in the brain. Saf. Sci. 120, 67–78. doi: 10.1016/j.ssci.2019.06.040

Sun, Y., Livan, G., Ma, A., and Latora, V. (2021). Interdisciplinary researchers attain better long-term funding performance. Commun. Phy. 4:263. doi: 10.1038/s42005-021-00769-z

Tehrani, B. M., Wang, J., and Truax, D. (2021). Assessment of mental fatigue using electroencephalography (EEG) and virtual reality (VR) for construction fall hazard prevention. Eng. Constr. Archit. Manag. Ahead of print doi: 10.1108/ECAM-01-2021-0017

Tuszynska-Bogucka, W., Kwiatkowski, B., Chmielewska, M., Dzienkowski, M., Kocki, W., Pelka, J., et al. (2020). The effects of interior design on wellness - eye tracking analysis in determining emotional experience of architectural space. a survey on a group of volunteers from the Lublin Region, Eastern Poland. Ann. Agr. Env. Med. 27, 113–122. doi: 10.26444/aaem/106233

Umer, W., Li, H., Szeto, G. P. Y., and Wong, A. Y. L. (2017). Identification of biomechanical risk factors for the development of lower-back disorders during manual rebar tying. J. Constr. Eng. Manage. 143:04016080. doi: 10.1061/(ASCE)CO.1943-7862.0001208

Umer, W., Li, H., Szeto, G. P. Y., and Wong, A. Y. L. (2018). Proactive safety measures: quantifying the upright standing stability after sustained rebar tying postures. J. Constr. Eng. Manage. 144. doi: 10.1061/(ASCE)CO.1943-7862.0001458

Umishio, W., Ikaga, T., Kario, K., Fujino, Y., Suzuki, M., Ando, S., et al. (2021). Electrocardiogram abnormalities in residents in cold homes: a cross-sectional analysis of the nationwide Smart Wellness Housing survey in Japan. Environ. Health Prev. Med. 26:104. doi: 10.1186/s12199-021-01024-1

Vartanian, O., Navarrete, G., Chatterjee, A., Fich, L. B., Gonzalez-Mora, J. L., Leder, H., et al. (2015). Architectural design and the brain: effects of ceiling height and perceived enclosure on beauty judgments and approach-avoidance decisions. J. Environ. Psychol. 41, 10–18. doi: 10.1016/j.jenvp.2014.11.006

Vecchiato, G., Tieri, G., Jelic, A., De Matteis, F., Maglione, A. G., and Babiloni, F. (2015). Electroencephalographic correlates of sensorimotor integration and embodiment during the appreciation of virtual architectural environments. Front. Psychol. 6:1944. doi: 10.3389/fpsyg.2015.01944

Wang, D., Dai, F., Ning, X. P., Dong, R. G. G., and Wu, J. Z. (2017). Assessing work-related risk factors on low back disorders among roofing workers. J. Constr. Eng. Manage. 143:10.1061/(ASCE)CO. doi: 10.1061/(ASCE)CO.1943-7862.0001320

Wang, T. K., Huang, J., Liao, P. C., and Piao, Y. M. (2018). Does augmented reality effectively foster visual learning process in construction? an eye-tracking study in steel installation. Adv. Civ. Eng. 2018, 1–12. doi: 10.1155/2018/2472167

Wang, X., Li, D., Menassa, C. C., and Kamat, V. R. (2019). Investigating the effect of indoor thermal environment on occupants’ mental workload and task performance using electroencephalogram. Build. Environ. 158, 120–132. doi: 10.1016/j.buildenv.2019.05.012

Wang, J. M., Cheng, R., Liu, M., and Liao, P. C. (2021). Research trends of human-computer interaction studies in construction hazard recognition: a bibliometric review. Sensors 21:6172. doi: 10.3390/s21186172

Wang, M., Li, L., Hou, C., Guo, X., and Fu, H. (2022). Building and health: mapping the knowledge development of sick building syndrome. Buildings 12: 287.

Xing, X. J., Li, H., Li, J., Zhong, B. T., Luo, H. B., and Skitmore, M. (2019). A multicomponent and neurophysiological intervention for the emotional and mental states of high-altitude construction workers. Autom. Constr. 105:102836 doi: 10.1016/j.autcon.2019.102836

Xing, X. J., Zhong, B. T., Luo, H. B., Rose, T., Li, J., and Antwi-Afari, M. F. (2020). Effects of physical fatigue on the induction of mental fatigue of construction workers: a pilot study based on a neurophysiological approach. Autom. Constr. 120:103381. doi: 10.1016/j.autcon.2020.103381

Xu, H. P., Li, J., Wu, J. M., and Kang, J. (2019). Evaluation of wood coverage on building facades towards sustainability. Sustainability 11:1407. doi: 10.3390/su11051407

Yang, Y. L., Hu, L., Zhang, R., Zhu, X. L., and Wang, M. Y. (2021). Investigation of students? short-term memory performance and thermal sensation with heart rate variability under different environments in summer. Build. Environ. 195:107765. doi: 10.1016/j.buildenv.2021.107765

Yao, Y., Lian, Z., Liu, W., Jiang, C., Liu, Y., and Lu, H. (2009). Heart rate variation and electroencephalograph - the potential physiological factors for thermal comfort study. Indoor Air 19, 93–101. doi: 10.1111/j.1600-0668.2008.00565.x

Yin, J., Zhu, S. H., MacNaughton, P., Allen, J. G., and Spengler, J. D. (2018). Physiological and cognitive performance of exposure to biophilic indoor environment. Build. Environ. 132, 255–262. doi: 10.1016/j.buildenv.2018.01.006

Yin, J., Arfaei, N., MacNaughton, P., Catalano, P. J., Allen, J. G., and Spengler, J. D. (2019). Effects of biophilic interventions in office on stress reaction and cognitive function: a randomized crossover study in virtual reality. Indoor Air 29, 1028–1039. doi: 10.1111/ina.12593

Zhang, F., Haddad, S., Nakisa, B., Rastgoo, M. N., Candido, C., Tjondronegoro, D., et al. (2017). The effects of higher temperature setpoints during summer on office workers’ cognitive load and thermal comfort. Build. Environ. 123, 176–188. doi: 10.1016/j.buildenv.2017.06.048

Zhang, Y., Zhang, M., and Fang, Q. (2019). Scoping review of EEG studies in construction safety. Int. J. Environ. Res. Public Health. 21: 4146. doi: 10.3390/ijerph16214146

Zhang, Z. J., Zhuo, K. F., Wei, W. H., Li, F., Yin, J., and Xu, L. Y. (2021). Emotional responses to the visual patterns of urban streets: evidence from physiological and subjective indicators. Int. J. Environ. Res. Public Health 18:9677. doi: 10.3390/ijerph18189677

Zhou, X. S., Hu, Y. N., Liao, P. C., and Zhang, D. (2021). Hazard differentiation embedded in the brain: a near-infrared spectroscopy-based study. Autom. Constr. 122:103473. doi: 10.1016/j.autcon.2020.103473

Zhu, Y., Chen, T., Ding, N., Chraibi, M., and Fan, W. C. (2021). Follow people or signs? a novel way-finding method based on experiments and simulation. Physica A 573:125926. doi: 10.1016/j.physa.2021.125926


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Wang, Liu, Lai, Cao, Wu and Guo. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.










	 
	ORIGINAL RESEARCH
published: 06 July 2022
doi: 10.3389/fnins.2022.919914





[image: image]

How to Promote Urban Intelligent Transportation: A Fuzzy Cognitive Map Study

Luwei Zhao1,2, Qing’e Wang1* and Bon-Gang Hwang2

1School of Civil Engineering, Central South University, Changsha, China

2Department of the Built Environment, College of Design and Engineering, National University of Singapore, Singapore, Singapore

Edited by:
Pin-Chao Liao, Tsinghua University, China

Reviewed by:
Tao Wang, Chongqing University, China
Elmer Magsino, De La Salle University, Philippines
Yuting Chen, University of North Carolina at Charlotte, United States

*Correspondence: Qing’e Wang, wqecsu@csu.edu.cn

Specialty section: This article was submitted to Decision Neuroscience, a section of the journal Frontiers in Neuroscience

Received: 14 April 2022
Accepted: 14 June 2022
Published: 06 July 2022

Citation: Zhao L, Wang Q and Hwang B-G (2022) How to Promote Urban Intelligent Transportation: A Fuzzy Cognitive Map Study. Front. Neurosci. 16:919914. doi: 10.3389/fnins.2022.919914

As an important part of smart city, intelligent transportation is an critical breakthrough to solve urban traffic congestion, build an integrated transportation system, realize the intelligence of traffic infrastructure and promote sustainable development of traffic. In order to investigate the construction of intelligent transportation in cities, 20 initial affecting variables were determined in this study based on literature analysis. A questionnaire collected from professionals in intelligent transportation was conducted, and a total of 188 valid responses were received. Then the potential grouping was revealed through exploratory factor analysis. Finally, a causal model containing seven concepts was established using the practical experience and knowledge of the experts. A root cause analysis method based on fuzzy cognitive map (FCM) was also proposed to simulate intelligent transportation construction (ITC). The results indicate:(1) The 20 variables can be divided into six dimensions: policy support (PS), traffic sector control (TSC), technical support (TS), communication foundation (CF), residents’ recognition (RR), and talent quality (TQ); and (2) In the FCM model, all six concept nodes (PS, TSC, TS, CF, RR, and TQ) have a significant positive correlation with the target concept node ITC. The rank of the six dimensions according to correlation strength is TS, CF, PS, TSC, RR, and TQ. The findings of this paper can help academics and practitioners understand the deep-seated determinants of urban intelligent transportation construction more comprehensively, and provide valuable suggestions for policy makers. And thus, the efficiency of intelligent transportation construction can be improved.
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INTRODUCTION

With the acceleration of urbanization, the pilot constructions of smart cities in China are actively under way. Smart cities collect and analyze data in real time using interconnection technology and make prediction and adaptive decisions to improve functional efficiency (Albino et al., 2015; Nikitas et al., 2020; Chakraborty et al., 2021). Since the faster population growth rate, the urban traffic congestion problem is still an inevitable problem in the current urbanization process, and the growth rate of per capita road area is still relatively slow, although the urban road construction developed rapidly presently. Generally speaking, traffic congestion may induce economic losses and other inevitable problems. Therefore, smart transportation construction is becoming an important part of smart city construction. Intelligent transportation system (ITS) is also becoming a booming field, making urban traffic safer and more efficient (Zhu et al., 2018).

The development of ITS initiated from the early 1970s, its purpose is to provide excellent services for the drivers and passengers in the transportation system. As the development direction of future transportation system, ITS combines advanced technologies, including electronic sensor technology, data transmission technology and intelligent control technology (Qi, 2008; An et al., 2011; Mayilvaganan and Sabitha, 2013; Shi and Abdel-Aty, 2015).

There are many definitions of ITS. Some scholars define it as a system using Internet, mobile communications, big data, cloud computing, computing intelligence and analysis technology to improve road safety and manage traffic (Winkowska et al., 2019). It is also defined as an system that integrates communication, control, vehicle sensing and electronic technologies to address traffic-related challenges (Ajayi et al., 2021). Some scholars defined it as a system composed of three main parts: traffic infrastructure, traffic management system, information and communication technology (Singh and Gupta, 2015). The transportation infrastructure includes road network, cars, buses, traffic lights and so on. Traffic management system includes regulatory agencies, traffic rules and so on. Information and communication technologies include the Internet, cloud / fog / edge computing, cellular networks (3G/4G/5G) and global positioning systems (GPS) (Wahab et al., 2020). Without exception, all the definitions mentioned above embed the information and communication technology into the transport system. ITS can also realize intelligent traffic management through intelligent parking (Bagula et al., 2015), intelligent traffic lights, vehicle monitoring and tracking, accident detection, license plate recognition, path planning, real-time infrastructure management and so on (Adeniran, 2017; Winkowska et al., 2019; Ajayi et al., 2021).

Based on the systematic literature review and practical analysis, Cledou et al. (2018) reviewed 42 publications about intelligent transportation service provided by nine intelligent cities around the world, and proposed a classification method for planning and designing intelligent transportation service. The proposals provide tools for policy makers and scenarios for the use of policies. The highly interconnected transportation system enables smart cities to detect emergency and make a response rapidly, improve efficiency and reduce risk greatly (Ganin et al., 2019). Simultaneously, interconnectedness itself presents a new vulnerability (Lombardi et al., 2012; Westraadt and Calitz, 2020), namely systems communicating with other systems and controlled remotely are easily hijacked (Petit and Shladover, 2014; Amoozadeh et al., 2015; Li et al., 2016). The network efficiency and resilience of random and targeted interruptions in ITS system have been studied in 10 urban areas, the results showed that under different threaten scenarios, the crossroads or roads controlled by the intelligent transportation system would be disturbed. Therefore, the flexible construction of transportation infrastructure should be investigated (Yang and Pun-Cheng, 2018; Ganin et al., 2019; Boukerche and Wang, 2020; Guevara and Auat Cheein, 2020; Haydari and Yilmaz, 2020).

In summary, the pioneer researches were mainly dedicated in the definition, development status and top-level design, construction mode of ITS. However, the empirical researches on the development and dynamic mechanism of ITC are still less reported. Therefore, Therefore, this study aims to solve the following problems: How to define the affecting factors of the development of intelligent transportation construction? How to distinguish the key factors affecting the development of intelligent transportation construction and its mechanism through empirical analysis?

The fuzzy cognitive map (FCM) method can consider the system composition and internal feedback mechanism, simulate the ITS through modeling, evaluate the long-term evolution of urban intelligent transportation system construction and reveal the complex relationship among the influencing factors (Pluchinotta et al., 2019; Chen et al., 2020; Pereira et al., 2020; Bakhtavar et al., 2021). The novelty of this method is that it can simulate the dynamic variability of system behavior with time, and can analyze a variety of scenarios, including predictive analysis and diagnostic analysis (Khanzadi et al., 2018; Azar and Dolatabad, 2019; Ladeira et al., 2019; Vaz et al., 2021). At the same time, it has a scientific feedback mechanism, which can accurately simulate the whole complex dynamic changes of ITS. Some scholars used FCM to carry out engineering researches to provide new reference ideas. Based on the construction experience and knowledge of experts, Zhang et al. (2017) used FCM to establish a causal model containing nine concepts, and simulated the performance of tunnel boring machines and suggested strategies to improve the efficiency of tunnel construction. Luo et al., 2020a,b, 2021) analyzed the influencing factors of prefabricated construction cost and construction project governance, respectively, summarized the influence factors, and constructed a causality model composed of 9 nodes for evolution analysis by using fuzzy cognitive map method.

In this study, 20 variables affecting the development of intelligent transportation construction were identified based on literature analysis. Through questionnaire and exploratory factor analysis, the 20 variables were divided into 6 dimensions: policy support (PS), traffic sector control (TSC), technical support (TS), communication foundation (CF), residents’ recognition (RR), and talent quality (TQ). The causal weights of the key factors were obtained based on expert interviews. The causality model composed of seven nodes (PS, TSC, TS, CF, RR, TQ and ITC) was constructed and the evolution was analyzed using the fuzzy cognitive map method, and reasonable suggestions were proposed finally.

This study can provide important theoretical basis and decision support for the construction and development of urban intelligent transportation. This study is universal and can be replicated and extended to more cities. Intelligent transportation can alleviate the problems of traffic congestion, environmental pollution, traffic safety and energy consumption in large, medium and small cities in China to a certain extent. It helps to alleviate and improve urban traffic service level and service efficiency. The application of emerging technologies can improve the information management level in the transportation field. This can also promote the sustainable development of urban transport system.

The remainder of this article is organized as follows. Section “Literature Review” introduces literature review. Section “Methodology” introduces several research methods used. Section “Data Analysis” describes how variables are grouped. Section “Fuzzy Cognitive Map Model and Predictive Analysis” describes the modeling and analysis process, section “Discussion” is a discussion, and section “Conclusion” concludes the paper.



LITERATURE REVIEW

The existing research on intelligent transportation construction mainly focuses on traffic basic resources, technical support, residents’ quality, government support and so on. Based on the literature analysis in these fields, the main factors affecting the development of intelligent transportation were summarized.

Urban traffic infrastructure construction is the foundation of intelligent transportation construction. Urban traffic basic resources include road utilization rate, traffic information collection equipment, traffic signal control system, number of vehicles and so on. The population and the number of vehicles in a city will affect the efficiency of road use, which also has a great impact on the development of intelligent transportation construction (Zhang et al., 2021). The traffic information collection equipment can collect real-time traffic information within the city, vehicle information at the entrance and exit of the city, parking space information, non-motor vehicles and pedestrian information and so on. It provides data support for the development of traffic information and promotes the continuous improvement of the traffic control system (Guo and Lv, 2022). In the urban traffic system, alleviating road congestion, dredging traffic flow, restraining traffic accidents and improving air quality mainly rely on the traffic signal control system, which is also the main part of the urban traffic system (Neelakandan et al., 2021; Ghanadbashi and Golpayegani, 2022).

Vehicle-to-vehicle communication technology is based on Wifi transmission, so that different vehicles can share information with each other in a timely manner, such as location and speed. Based on the background information processing, the data is timely integrated, transmitted, analyzed and fed back to help the driver reasonably allocate their time and plan the travel route. Therefore, communication technology has a certain impact on the development of intelligent transportation construction. Communication technology includes wireless network transmission speed (Zhang et al., 2018; Zhang and Lu, 2020), wireless network coverage rate (Huang et al., 2019), GPS vehicle positioning device (Balid et al., 2018), driving decision optimization device (Shao et al., 2019), traffic flow forecast and safety monitoring technology based on cloud platform (Li W. et al., 2021), etc.

Talents are a powerful guarantee for the construction and development of intelligent transportation. Making full use of talents, scientific research and other favorable conditions to speed up the pace of traffic management, technology research and patent research and development is conducive to promoting the construction and development of intelligent transportation (Han and Zhang, 2021; Lycourghiotis et al., 2021). Strengthening citizens’ understanding and recognition of smart traffic is helpful to promote and apply command traffic construction in cities (Guo and Pei, 2022). The construction of intelligent transportation is inseparable from the cooperation between various departments, the maintenance of enterprise reporting system and equipment, and the protection of people to equipment. These behaviors need strong sense of social responsibility as a support.

The government has the responsibility and obligation to guide the construction of intelligent transportation. The policy documents related to smart city construction and emerging industry development planning involve many aspects, including scientific research policy, traffic development planning, investment and financing policy, and traffic management policy. These documents can provide policy guidance for the construction and development of intelligent transportation. The stimulation of scientific research policy helps to integrate the resources of industries and scientific research institutions in the city, solve the problems of insufficient motivation for industrial development, and promote the transformation and upgrading of traditional industries such as automobile manufacturing (Sumalee and Ho, 2018). Traffic development planning guides the planning, construction, operation and management of traffic development (Yuan and Li, 2021). Smart transportation construction relies on wireless equipment, Internet, cloud computing and other related industries. This determines that its construction needs a lot of money, needs to bear high risk, and the return cycle is long. Therefore, it is necessary for the government to formulate appropriate investment and financing policies to promote relevant enterprises to obtain financing support (Singh et al., 2020). In this process, with the integration of the new generation of information technology and the transportation industry, many new formats and new models have emerged. In order to reasonably guide the development of new formats, it is urgent to adjust the management policy (Boukerche et al., 2020). Increasing policy publicity can promote more citizens and enterprises to join the construction of smart cities (Zhu et al., 2019).

By synthesizing the literature review, typical cases in the literature and intelligent transportation development report, the preliminary variable list related to intelligent transportation construction was selected and modified. These variables have been mentioned by many researchers in this field. Combined with the expert survey feedback mentioned in the section “Data Analysis” of this study, a total of 20 initial variables were identified, as shown in Table 1.


TABLE 1. The sources of the variables.
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METHODOLOGY


Questionnaire Survey

The survey strategies of this study are as follow: (1) Extensive initial variables were selected through a comprehensive literature review. (2) Intelligent transportation development reports and institutional documents of some smart cities were collected and analyzed to supplement initial variables. (3) Before the comprehensive survey, five professionals conducted a pilot study by interviews to test and improve the initial variable list. All professionals have participated in the construction of intelligent transportation in many cities and have more than 10 years of research experience in the field of transportation. The pilot study has two main purposes: to test whether 20 variables are suitable for intelligent transportation construction and test whether the description or explanation of each variable is appropriate. The questionnaire was modified according to their feedback. (4) Conduct comprehensive investigations. The respondents included transportation department managers, workers involved in construction, subway drivers, taxi drivers, bus drivers, passengers, graduate students and teachers majoring in transportation. Some construction workers and drivers have college degrees or less, but they also have rich traffic experience and can make effective suggestions. The questionnaire is divided into two parts. The first part is to collect the basic information of participants in intelligent transportation, including age, working years, positions, education level, enterprise type and scale. The second part is used to measure the dimension division of influencing variables of intelligent transportation construction. A Likert 5-point scale is used to obtain respondents’ views on the importance of each variable, 1 being the least important and 5 the most important. A brief description of some unusual variables is also attached to the questionnaire to ensure that all respondents use the same definition of each variable. Participants were encouraged to add additional variables not mentioned in the list based on their experience. In this step, WeChat was used to distribute electronic questionnaires and recycle them. (5) SPSS 22.0 was used for exploratory factor analysis to identify important variables and reveal potential components.



Fuzzy Cognitive Map

Fuzzy cognitive map is a fuzzy graph structure that allows causal propagation in the system, and its particularity is to allow forward and backward links. The unique reasoning technology of FCM enables it to simulate, analyze and evaluate the performance of complex systems under the consideration of system uncertainty, dynamics, interaction and interdependence. FCM is a dynamic system containing directed topology, which is composed of nodes, arcs, loops and feedback. The concept node is used to describe the concept of system behavior. The concept nodes are connected by symbols and weighted arcs to represent the causal relationship between concepts, including three steps of model design, establishment and application. Details are as follow: (1) Model design. Based on literature review, expert discussion, questionnaire survey and analysis, the key influencing factors of smart traffic construction were identified as nodes in dynamic fuzzy cognitive map. The 9-level fuzzy semantic scoring standard was established, and the causal relationship between the indicators is preliminarily identified. (2) Model establishment. Five experts were invited to assign the causal relationship strength between all indicators. Then, it was input into the FCM Analyst software, and the causal impact weight between the concept nodes could be automatically integrated by the software. The FCM dynamic model was established in the software. (3) Model application. The evolution analysis was carried out in FCM Analyst software, followed by prediction analysis.



Exploratory Factor Analysis

Exploratory factor analysis (EFA) can identify the internal relationship between different variables, and classify several variables with close ties and high correlation into one category (Niu et al., 2019). EFA is used to address the problem of analyzing the interrelationships among a large number of variables (e.g., questionnaire responses) by defining a set of common underlying dimensions, known as factors. Based on principal component analysis and variance rotation, this study uses exploratory factor analysis to explore the internal relationship between the variables affecting the construction of intelligent transportation.




DATA ANALYSIS

Five professionals were invited to conduct pilot studies to test and refine the initial variable table. These five experts are researchers, professors and construction engineers of intelligent transportation. They are qualified and experienced in both scientific and practical aspects. All professionals have participated in the construction of intelligent transportation in many cities and have more than 10 years of research experience in the field of transportation. Therefore, experts in the field can refine the initial variable table and judge the correlation between factors based on their work experience, which provides the possibility to validate the simulation results to some extent. The refined questionnaire was distributed to 518 professionals engaged in traffic construction. Comprehensive investigation began from 2022.01 to 2022.03. A total of 208 questionnaires were collected, of which 188 were valid (valid response rate was 36.29%). Forty-eight from academia and 140 from industry. They have relevant experience and knowledge in smart city construction and smart transportation construction. It means that the answers they provide are valid. Basic information of the respondents is shown in Table 2. The ratio of sample size to variables is about 9:1, which meets the conditions for exploratory factor analysis (the ratio of sample size to variables is higher than 5:1)(Kyriazos, 2018).


TABLE 2. Profiles of respondents.
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The test result also indicated that the sample was well suited for this method, with the Kaiser–Meyer–Olkin (KMO) index reaching 0.870 and with Bartlett’s test rejecting the null hypothesis (χ2 = 1688.73, df = 264, sig. = 0.000) as shown in Table 3. Cronbach’s α coefficient ranging from 0.904 to 0.908 showed that each extracted factor was internally consistent. By the latent root criterion, a six-component finding was carried out, with a total variance of 61.339% (>60%), which adequately relied on the Malhotra guideline (Zhang et al., 2019). Each variable only loaded heavily on one of the six factors, with a weight above 0.50. Item communalities were all higher than 0.4, showing that the variables were explained well by the underlying factors (Watkins, 2018).


TABLE 3. Results of exploratory factor analysis.
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For further discussion, it is necessary to rename the components. The practical significance of a component can be explained by the common characteristics of the integrated variables, or by the relatively high variables it carries. Considering the characteristics of smart transportation and following the internal relationship between variables, potential grouping can be better understood. These six components are named: (1) Policy support (PS), including V14, V16, V17, V18, V19; (2) Traffic sector control (TSC), including V01, V04, V06, (3) Technical support (TS), including V02, V05, V09; (4) Communication foundation (CF), including V03, V07, V08; (5) Residents’ recognition (RR), including V10, V13, V20; (6) Talent quality (TQ), including V11, V12, V15.



FUZZY COGNITIVE MAP MODEL AND PREDICTIVE ANALYSIS


Identification of Concept Nodes

Based on the previous analysis results, seven conceptual nodes, including policy support (PS), traffic sector control (TSC), technical support (TS), communication foundation (CF), residents’ recognition (RR), talent quality (TQ), and intelligent transportation construction (ITC), which were about to form the FCM model were identified.



Causality Judgment and Weight Determination

Based on the experience and knowledge of the above five experts, experts were invited to use nine-level fuzzy semantics (see Table 4) for causal relationship judgment and scoring to describe the interaction between conceptual nodes. The scoring results were input into the FCM Analyst software, and the causal impact weights between concept nodes could be automatically integrated by the software (Zhang et al., 2017). For example, the influence of concept node i on j is scored, and the judgment results are respectively zero, negative medium, negative weak, negative weak, negative medium, negative weak, negative weak, negative weak, negative weak, negative weak and negative weak. After inputting the software in turn, the final causal influence weight is −0.275.


TABLE 4. The sources of the variables.
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Based on the FCM Analyst software, a summary of the weight scores of multiple experts was obtained. The calculation rules are set in the software and the user only needs to input the semantic judgments of the experts on the causal influences between the concept nodes. The calculation formula is as follows, where Wij represents the comprehensive influence weight of concept node i to j; M represents the total number of participating experts; bk represents the credibility weight of the kth expert; Wijk represents the fuzzy influence weight of concept node i to j based on the judgment of the kth expert.

[image: image]



Construction of FCM Model

Based on the integration of the above five expert judgment results, the FCM model was finally formed by using the software (see Figure 1). To make the model an organic whole, a directed arc representing causality must be used to connect the cause and result nodes. At the same time, the weights of these directed arcs are set. Therefore, the model contains the causal relationship and weight between concept nodes. The values between seven concept nodes represent the causal impact weights, representing the extent to which concept node i affects j.


[image: image]

FIGURE 1. FCM Model of Intelligent Transportation Construction.




Predictive Analysis

The meaning of predictive analysis is that when the existence of a concept node is found, it can predict future results. In this paper, it is used to analyze the changes and updates of intelligent transportation construction caused by the changes of influencing factors, in order to identify the direct causality. In FCM Analyst, the value of causality can be expressed by the five-point language scale of “very disadvantageous, unfavorable, neutral, advantageous and very advantageous”. In the initial phase, except for specific concept nodes, the values of all concept nodes are set to neutral 0.

It was assumed that the ith concept node is at a very unfavorable level (−1.0), an unfavorable level (−0.5), a favorable level (+0.5), and a very favorable level (+1.0), respectively. The final result of intelligent transportation construction was obtained in these four situations. The target concept node (intelligent transportation construction) evolved continuously and stabilizes at a fixed value after many interactions. The impact of the change of concept nodes on intelligent transportation construction (ITC) was shown in Figure 2, and the fixed value of intelligent transportation construction after iteration in different situations was shown in Table 5. The selection of the maximum number of iterations in this study was based on the following. The dynamic model of FCM is essentially a multiplication operation between the vector composed of the initial state value of the index (concept node) and the matrix of the causal correlation strength between the index. Then a threshold function (the threshold function included in FCM Analyst software) was transformed to get the state value of the concept node at the next time. If the state value of the concept node does not reach the convergence condition at the next time, the iteration continues until the convergence is reached.
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FIGURE 2. Impacts of variables on the ITC. Policy support (PS), traffic sector control (TSC), technical support (TS), communication foundation (CF), residents’ recognition (RR), talent quality (TQ), and intelligent transportation construction (ITC).



TABLE 5. Fixed values of ITC after a set of iterations in different scenarios in the predictive analysis.
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Taking the concept node PS as an example, when the value of PS is 1.0 (or 0.5), the target concept node ITC is stable at a fixed value of 0.7725 (or 0.7201) after several iterations, which indicates that there is a significant positive correlation between PS and ITC. Similarly, the concept node CF, RR, TS and TQ are significantly positively correlated with the target concept node TSC. In terms of correlation intensity, the ranking of the six dimensions is TS, CF, PS, TSC, RR, and TQ. Among them, technical support (TS), communication foundation (CF) and policy support (PS) have the strongest positive correlation with intelligent transportation construction (ITC), which are the core influencing factors of ITC. Therefore, full attention should be paid to the development of technology related to intelligent transportation, the establishment of communication foundation and the improvement of supporting policies in the construction and management of intelligent transportation.




DISCUSSION

Urban transportation system consists of several subsystems. The level of development of a city’s transportation is closely related to its historical reasons, natural conditions, policy support, science and technology, and citizens’ demands. Based on the system analysis of intelligent transportation construction, countermeasures and suggestions are made for the development of urban intelligent transportation construction.


(1)Technologies related to the development of intelligent transportation construction should be vigorously developed to accelerate the landing of technical achievements and promote the development of urban intelligent transportation industry. Breakthroughs in key technologies are the guarantee of the development of intelligent transportation construction. Intelligent transportation will be cloud computing, Internet, big data and other advanced technologies and cutting-edge information technology into one. This realizes the use of vehicle networking in transportation and is changing the way people travel. This provides new ideas to promote the development of urban intelligent transportation construction.

(2)Whether the city’s transportation supply can meet the public’s demand for transportation is an important indicator of the public’s satisfaction with travel. It is also the key to check whether it can be recognized by the public and whether satisfactory smart transportation can be built. The application of wisdom facilities and infrastructure to transportation can improve the efficiency of transportation operation. Therefore, the communication foundation will affect the transportation supply capacity of Qingdao city under the policy promotion. The means of communication and information technology can provide better services to citizens and create a good living environment.

(3)The current intelligent transportation construction in many cities is in the initial stage, and a perfect top-level design has not yet been formed. The development of urban intelligent transportation construction must rely on the government’s assistance and support. National policies largely affect the development of urban intelligent transportation construction. Therefore, improving the support policy and increasing support are beneficial to the development of urban intelligent transportation construction.





CONCLUSION

With the booming development of global smart cities, the construction and development of urban intelligent transportation is facing opportunities and challenges. This study explored the key influencing factors of urban intelligent transportation construction and proposed a root cause analysis method based on fuzzy cognitive map (FCM) to model intelligent transportation construction. To explore the potential group among all the 20 variables, an exploratory factor analysis was conducted. The results showed that there are six impacted sources on urban smart transportation construction, including policy support (PS), traffic sector control (TSC), technical support (TS), communication foundation (CF), residents’ recognition (RR), talent quality (TQ). In the FCM model, all six concept nodes have a significant positive correlation with the target concept node TSC. The rank of the six dimensions based on correlation strength is TS, CF, PS, TSC, RR, and TQ. The most probable root indexes are technical support (TS), communication foundation (CF) and policy support (PS), respectively. Therefore, early intelligent transportation-related technologies should be innovated and integrated, communication infrastructure should be improved, and appropriate policy support should be formulated.

In summary, this study revealed the impacted sources on urban intelligent transportation construction, which have important management significancy for the practice. The results of the study showed that the factor framework has good applicability and operability.

The concern of this study is that the majority of respondents in the practitioner group are mainly engaged in smart city and smart transportation construction in developing countries. This is generally acceptable as the mutual learning on the macro level is existed, although the level of smart transportation construction varies from country to country internationally. It should be noted that this study only focuses on the key variables that contribute to the construction of smart transportation in cities and their ultimate impact on the construction of smart transportation. Further research will be conducted to reveal the interrelationships among these variables and the dynamic interactions among them. This will help intelligent transportation builders understand how to pursue construction speed and quality in the best way.
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The driver is one of the most important factors in the safety of the transportation system. The driver’s perceptual characteristics are closely related to driving behavior, while electroencephalogram (EEG) as the gold standard for evaluating human perception is non-deceptive. It is essential to study driving characteristics by analyzing the driver’s brain activity pattern, effectively acquiring driver perceptual characteristics, creating a direct connection between the driver’s brain and external devices, and realizing information interchange. This paper first introduces the theories related to EEG, then reviews the applications of EEG in scenarios such as fatigue driving, distracted driving, and emotional driving. The limitations of existing research have been identified and the prospect of EEG application in future brain-computer interface automotive assisted driving systems have been proposed. This review provides guidance for researchers to use EEG to improve driving safety. It also offers valuable suggestions for future research.
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INTRODUCTION

It’s well-known that drivers play a crucial role in the driving process, which requires substantial cognitive effort and attention (Lemercier and Cellier, 2008) from the operator’s brain (Chisholm et al., 2008). According to the Statistics of the World Health Organization (WHO), 1.35 million people die from road traffic accidents every year (Tan et al., 2021; Wang et al., 2021).

Fatigue and distraction (Stutts et al., 2001) are thought to be important factors in traffic accidents (Carney et al., 2015). Although the ratio of the accidents caused by fatigue driving varies from about 1% to about 20% in different regions (Pei et al., 2013; Anund et al., 2016), the consequences of traffic accidents caused by fatigue are comparatively more serious, and fatigue driving accounts for a higher proportion in fatal accidents (Armstrong et al., 2010). This is because the fatigue is more likely to be ignored by drivers than other factors (Vanlaar et al., 2008; Miller et al., 2020), which was interpreted as an optimistic bias in some research (Meng et al., 2015). This optimistic bias will make drivers less inclined to rest when they feel tired, and more likely to continue to drive, which increases the possibility of accidents. The data had shown that lane departure crashes caused by driving distraction in the United States account for 20% of officially reported crashes, and accounts for 41% of traffic accident mortality (Fagerberg, 2004). Klauer et al. (2006) found that nearly 80% of collisions and 65% of critical collisions were related to distraction by analyzing the raw driving data of 100 vehicles (). This is because the distraction can slow down the reaction time (RT) of the driver by up to two seconds, thereby raising the risk for accidents significantly (Zwahlen et al., 1988). For instance, the visual distraction can reduce driver’s lateral control ability and the time of looking at the road (Carsten, 2006).

As the driver’s psychological feedback to the traffic environment, emotion is also considered to be the main factor causing traffic accidents. For instance, the congested traffic situation often stimulates the anger emotion generation of drivers, and further induces drivers’ cognitive deficiency (e.g., attentional bias) (Mesken et al., 2007). Anger provocation leads to an increased tendency to underestimate the potential traffic hazards (Stephens and Groeger, 2009). With the diversification of modern life style, emotional changes are more prominent, including not only negative emotions, but also extreme emotions, which will lead drivers to an abnormal driving level. As is evident from the quoted accident statistics, the status of drivers is the most commonly contributing factor in fatal accidents worldwide, moreover, an ineffective driving status (e.g., fatigue, distraction, anger) plays an important role in the sequence of events leading to many of the accidents.

Poor driving status (Abdoli et al., 2015) (e.g., distracted and drowsy) may have a significant impact on the quality of maneuvers performed, with potentially catastrophic consequences for both the passenger and the driver. Roughly speaking, the two tasks may have similar visuomotor and cognitive characteristics that may cause similar adjustments in workload (Hancock and Verwey, 1997) profiles, affecting driver performance (Horberry et al., 2006), which may lead to potentially catastrophic consequences. Situations exist that require alertness (Smith et al., 2000) from the driver for noticing issues as well as accurate judgment for tackling them. Hence, the need for a continuously improved understanding of driver behavior and how to optimize driving performance is particularly important. Therefore, effective monitoring and regulation of drivers’ bad driving state and in-depth revelation of the nature of dangerous driving behavior have become a research hotspot in the field of road traffic safety.

The most common methods for driver status detection can be divided into the vehicle-based, video-based, and physiological signals-based techniques. The self-assessment (Eby et al., 2003) of fatigue, driving physical features (Ji et al., 2004; Peng et al., 2022b), facial features (Lee and Chung, 2012), voice intonation features (Krajewski and Nöth, 2007), and neurophysiological features (Fan et al., 2021) measures may contain camouflaged data in the research process, leading to certain unreliability of research conclusions. Among these methods, the neurophysiological measurements and their associated features are the most effective, which have been widely used in attempts to describe different human mental statuses and to estimate the activity of central nervous systems related to driving performance. The physiological signals include electroencephalography (EEG), electrocardiography (ECG), electromyography (EMG), electro-oculogram (EOG), Phonocardiogram (PCG), galvanic skin response (GSR), respiration rate (RT), and skin temperature (ST), all of these physiological data (Shen et al., 2008) that have been widely used in attempts to identify and detect human statuses (Jap et al., 2009; Gunes et al., 2011; Cheng et al., 2022b; Fu et al., 2022; Peng et al., 2022a). Among these methods, the EEG signals represent the most promising way to detect driver states since they can reflect the physiological activity of the human brain more intuitively and are more accurate due to strong immunity to artifacts (Chavarriaga et al., 2018). EEG is an electrophysiological signal, and different mental activities, emotions or external activities can affect the changes of brain waves. Compared with other physiological signals, EEG signals can reflect the physiological activity of the human brain more intuitively, which are called the “gold standard” for evaluating human cognitive state due to their advantages of high temporal resolution, non-invasiveness, low-cost properties (Xing et al., 2020). Moreover, EEG uses a simple and subject-acceptable method to obtain data that can be used for driver state perception analysis. Therefore, EEG signals have become a common focus for future intelligent transportation-assisted driving and brain-computer interface fields (Cheng et al., 2022a; Fan et al., 2022). An optimal human-machine symbiotic interaction, where the vehicle can consider the driver’s goals and preferences, can be achieved by fully exploring the intrinsic correlation between driving states and physiological/psychological signals. The block diagram of the driving assistance system considering driving states is shown in Figure 1. With full consideration of the environmental information, driver’s physiological signals (e.g., EEG, heart rate, respiratory rate) and facial expressions, and the driving states inferred by the recognition modules, especially a brain-machine interfaces (BMIs), the controller of driving assistance system can determine the type and level of assistance it provides.
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FIGURE 1. Driving assistance system considering driving states.


This study systematically reviews these EEG-based researches of adverse driving states (e.g., fatigue, distraction and emotion) from the theoretical, technical and applied levels, including their definitions, causes, effects on driving behavior, generation mechanism from the EEG level, detection methods based on EEG, etc. Furthermore, the key EEG theoretical concept is also introduced. This study can help road traffic safety researchers to understand the nature of bad driving behavior, grasp the development and dilemma of adverse driving state detection in the field of brain science, and determine the future development perspectives. The remainder of the paper is organized as follows: Section “Basic Theory of Electroencephalography” introduces the basic theory of EEG, sections “Study of Fatigue Driving Based on EEG,” “Study of Distraction Driving Based on EEG,” and “EEG Based Studies in Emotional Driving” respectively introduce the main applications of EEG in the traffic field such as fatigue driving, distracted driving, and emotional driving; section “Discussion, Conclusion, and Future Prospects” summarizes the development trend and limitation of adopting EEG for drivers in the future transportation field.



BASIC THEORY OF ELECTROENCEPHALOGRAPHY

To begin with, we introduce the theories of EEG signals, the types of EEG electrodes, brain waves or neural oscillation. EEG is a method of recording brain activity using a net of regularly spaced electrodes and is the superimposed of postsynaptic potentials of many neurons in the cerebral cortex (Shan et al., 2018; Hou et al., 2021; Liu et al., 2022).

Electrocorticogram (ECoG) refers to similar records obtained directly from the cerebral cortex or dura mater. Local field potential (LFP) refers to the insertion of a small electrode into the brain to record electrical signals generated by brain activity. All three techniques record postsynaptic potentials generated by neuronal activity (Buzsáki et al., 2012). Figure 2 shows the differences in three different types of brain activity recording techniques. This paper mainly discusses EEG, which is the most widely used in neuroscience research (Henry, 2006). Figure 3 shows the EEG 10–20 international system, which is widely used to regulate the position of electrodes (Acharya et al., 2016). The system specifies the standardized position of 75 electrodes on the scalp, each at 10 and 20% points along the longitude and latitude lines, respectively. The name of the electrode consists of two parts. The English letter is the approximate area corresponding to the electrode: frontal pole (Fp), frontal lobe(F), central region(C), parietal lobe(P), occipital lobe(O), temporal lobe(T), and the ending number represents the distance to the midline. The higher the number, the farther away from the midline. Odd numbers are used in the left hemisphere and even numbers are used in the right hemisphere (the division between left and right is based on the subjects’ perspective). According to its spatial location, the cerebral cortex is divided into frontal lobe, parietal lobe, temporal lobe and occipital lobe.
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FIGURE 2. Three brain activity recording techniques.
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FIGURE 3. EEG 10-20 international system.


Analysis of brainwaves and their decomposition in different frequency bands are often used to assess changes in the “intrinsic dynamics” of the subject while performing simple cognitive or sensor-motor tasks (Kim et al., 2020). EEG is the gold standard for brain activity measurement and is considered a good indicator of mental status (Shalash, 2019). The amplitude or power of brain waves in specific brain regions, as well as in different frequency bands throughout the brain, has been shown to be reliably associated with different cognitive processes (Züst et al., 2019). Brain waves are usually divided into five different waves according to their frequencies, namely the Gamma (30–42 Hz), Beta (13–30 Hz), Alpha (8–13 Hz), Theta (4–8 Hz) and Delta (0.5–4 Hz) waves (Holm et al., 2009) as shown in Figure 4, of which Delta and Theta waves are called slow waves, which usually appear when a person is asleep or in meditation. The alpha wave is the basic rhythm of normal brain waves, which occurs when the brain is awake and relaxed. The beta wave is a fast wave, which usually occurs when a person is mentally stressed or hyperactive. It has been shown that a decrease in alertness and a worse performance are associated with increased EEG power spectra in the theta band and changes in EEG alpha power (Gale et al., 1977). In addition, Okogbaa et al. (1994) noted that increased EEG power spectra in the beta band were associated with increased alertness and arousal, alpha waves occurred during relaxation conditions with reduced levels of attention in a drowsy but awake state; and theta waves occurred primarily in the sleep state. Many studies on EEG studies have also been conducted by extracting the characteristic quantities of these EEG waves data analysis.
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FIGURE 4. EEG wave band categories.


Currently, there are numerous applications of EEG research results in the study of traffic driving behavior, mainly focusing on traffic safety. The driver is an important component of the traffic system, and in the field of intelligent transportation, vehicle driver assistance is a key component of the traffic system, and the development of its vehicle driver assistance systems has mostly focused on monitoring the driver’s driving state (Namazi et al., 2019). In the field of traffic flow theory, some exploratory studies have been conducted to incorporate the driver’s physiological and psychological perceptions during dynamic driving as a parameter in traffic flow models (Tang et al., 2012). EEG signals can visually reflect the physiological activity of the brain, which further reflects the psychological perceptual activity of a person. Therefore, applying the results of EEG signal research to the field of traffic driving behavior can effectively improve driver cognition and contribute to the development of relevant traffic models that incorporate driver perception. Next, we discuss the research on driver brain waves under fatigue driving, distracted driving, and emotional driving, respectively.



STUDY OF FATIGUE DRIVING BASED ON EEG

Whether the driver’s fatigue state can be accurately detected is very important to ensure driving safety. Studies have shown that driving fatigue may be caused by driver mental overload (Hu and Lodewijks, 2021) or mental underload (Ahlstrom et al., 2021). Mental overload usually occurs because of continuous, long-time concentrated work. And although the effect of mental underload on fatigue is not as obvious as mental overload, it will still aggravate driver’s drowsiness in situations such as night driving or driving straight for a long time (Young and Stanton, 2007; Solls-Marcos et al., 2017). Some researchers stated that mental underload would impair the driver’s ability to distribute attention resulting in an inevitable collision (Nilsson, 1996; Young and Stanton, 2002). Despite there being some differences between fatigue, drowsiness and sleepiness, they usually mean the same thing in EEG-based research. In this section, we will discuss the development history and application of EEG fatigue detection.

At first, studies were mostly aimed at finding a qualitative relationship between fatigue and EEG signals. Lal and Craig (2001) analyzed and obtained the changing characteristics of EEG in different fatigue levels based on the average awake-stage EEG activity, and found that the activity of delta wave and theta wave increased in the fatigue stage. Shen et al. (2008) detected the drivers’ mental state via EEG and proved that using EEG to estimate the drivers’ fatigue level is feasible. Yeo et al. (2009) carried out a driving simulating experiment which indicated that there was an alpha loss phenomenon when the subjects were sleepy.

Later, research were performed to discover possible EEG-based fatigue parameters or features and to quantitatively analyze the link between fatigue and EEG signal. Jap et al. (2009) proposed four kinds of algorithms (i) (θ + α)/β, (ii) α/β, (iii) (θ + α)/(α + β), and (iv) θ/β to detect the fatigue, and found that algorithm revealed a larger increase in all four algorithms when fatigue was detected. They also examined the possibility of using features of alpha, beta, delta and theta wave to identify fatigue, and proposed four kinds of combination indices θ/α, β/(α + β), (β + α)/β and (θ + α)/(α + β). Combining these indices with driving time, the results showed that the change of θ/(α + β), β wave and θ wave could be applied to detect fatigue together (Jap et al., 2011). These studies brought forward new indices by combining EEG signal with its physiological characteristics and verified the effectiveness of these indices subsequently. It is an efficient way to find new fatigue indicators for later studies.

Further, the time-dependent EEG signal is transformed into a spectrum of EEG power varying with frequency, so as to directly analyze the changes of different frequencies or frequency bands related to specific brain activity is called frequency domain analysis. In the field of driving safety, EEG is usually divided into delta rhythm (0.5–4 Hz), theta rhythm (4–8 Hz), alpha rhythm (8–13 Hz), beta rhythm (13–30 Hz), and gamma rhythm (above 30 Hz) according to the length of the period or the frequency. The EEG study can be analyzed by directly extracting these rhythms or the associated signal characteristic quantities made by the combination of these rhythms. Ahlström et al. (2018) found by power spectral density estimation that in the same road environment, due to increased subjective sleepiness in night-time driving, EEG alpha rhythm content increased in the same road environment. In addition, it is becoming a common analysis method to focus on the spatial distribution of EEG signals on the scalp surface by combining the frequency domain information and extracting the corresponding feature indicators to analyze the activity status of different brain regions. In addition, combining frequency domain information with spatial information to focus on the spatial distribution of EEG signals on the scalp surface and extracting corresponding characteristic indicators to analyze the activity status of different brain regions is also becoming a common analysis method. Charbonnier et al. (2016) used the spectral information of EEG signals obtained in six brain regions to calculate the spatial covariance matrix of EEG in different brain regions over 20 s and transformed it into a driving fatigue index varying between 0 and 1. The conclusion showed that the alpha rhythm-based driving fatigue index can be used as a characteristic indicator for an accurate assessment of mental fatigue over a long period of time.

There are also studies that extract novel features. For example, a new feature ξ 20 is generated by bispectrum analysis of the 30 s time window (Vinayak et al., 2010). This feature can track the gradual development of drowsiness until standard sleep stage I. Another new feature, IEBW, is generated by PTFD analysis and has a 10-s time window (Yoshida et al., 2007). This feature can distinguish between the awake state and the sleepy state and the normal sleeping state. However, these two features require intensive computing, so their real-time performance needs to be further evaluated.

Based on these features and parameters, researchers had proposed methods of driver state classification. Vuckovic et al. (2002) Used the complete spectral density of EEG as the input of artificial neural network to automatically identify the driver’s alert state and sleepy state. Guo et al. (2016) argued that α/β had the highest correlation with reaction time, and used a Gray correlation to enhance the accuracy of fatigue classification, finally achieving an accuracy of 86%. However, there were only two EEG experts to observe the EEG waveform to subjectively judge the subjects’ awake and sleepy states, which is a lack of objectivity. Mu et al. (2017) estimated the feasibility of an entropy-based feature extraction method and acquired an accuracy of 98.75% using Support Vector Machine(SVM) classification algorithm. Although SVM performs well in generating decision surfaces when processing high-quality data, it isn’t suitable for complex invariance. San et al. (2016) proposed a hybrid deep genetic model to remedy for the deficiency of SVM in processing complex invariance. Chen et al. (2018) combined synchronization likelihood with minimum spanning tree, and employ them in feature recognition and classification. Zeng et al. (2019) proposed a new detecting method of driver state based on LightGBM algorithms and gained a better performance in classification and decision efficiency compared to SVM, convolutional neural network (CNN) and other traditional classification methods. More and more studies also prefer to use time-frequency analysis to obtain information of EEG, where wavelet analysis and wavelet packet analysis become the focus of attention of various researchers. B and Chinara (2021) extracted time-frequency features from EEG signals in the selected channel using wavelet packet transform, and finally proposed a drowsiness detection model based on single-channel EEG signals. Wang proposed a driving fatigue detection method based on multi-non-linear feature fusion strategy to evaluate the degree of driver fatigue (Wang et al., 2020). These models not only explore new feature indexes, but also reduce the dimensionality of EEG data, greatly improve the running speed of the model, and are of practical significance.

On the basis of the improved discrimination and prediction methods of driver fatigue, the research of brain fatigue monitoring system based on EEG began to emerge. Lin et al. (2005) established a system based on EEG power spectrum analysis, independent component analysis and fuzzy neural network model. The system could evaluate the driver’s cognitive state and predict the driver’s driving behavior at the same time. Lin et al. (2011b) optimized the process of artifact removal and brain source selection. On this basis, the driver fatigue recognition model is established by using independent component analysis and self-organizing map, and the accuracy is about 90%. Raut and Kulkarni (2014) designed a brain computer interface system that can detect driving fatigue in real time, which can monitor the driver’s sleepiness and send an alarm to the driver when it is found, so as to prevent traffic accidents (Raut and Kulkarni, 2014). Some real-time and practical driver fatigue identification devices for car drivers, train drivers and pilots were also designed. He et al. (2014) developed a real-time fatigue monitoring device based on sedentary EEG, which can run under Android system. Zhang et al. (2017) designed a portable EEG-based fatigue detection device for high speed train drivers. The device would collect drivers’ EEG and send the raw EEG data to the computer where the data is processed to detect drive fatigue. Once fatigue was detected, the device would send a message to wake the driver up. Some studies integrated EEG with other human features in order to obtain higher recognition accuracy and processing speed. Fu et al. (2016) combined EEG with Electromyogram(EMG) and respiratory signal, which significantly increase the posterior probability.

However, for the sake of safety, most driving fatigue simulation experiments were carried out under laboratory simulation conditions. And researchers had built driver fatigue detection systems based on EEG in the laboratory environment. Although the development process of drowsiness is similar to the real on-road environment (Fors et al., 2018), some researchers suggested that subjects tended to have higher subjective and physiological drowsiness level using a driving simulator (Hallvig et al., 2013). As a result, in order to ensure security, more factors must be involved in the migration from laboratory environment to real environment. In addition, for the real environment, the probability of identification error should be reduced as much as possible. Hybrid measurement based on EEG was considered to provide a more reliable solution (Dong et al., 2011), and hybrid measurement reduced the number of identification errors, thus improving the availability of the system.

Timeliness is a major challenge for driver fatigue detection. In order to solve this problem, it is necessary to use not only a shorter data processing time window, but also an intelligent data mining model to ensure that the driver’s drowsiness is estimated in time (Wei et al., 2015). From the point of view of timeliness, EEG is more suitable for driver fatigue detection applications. The physiological reason behind the short time window of EEG analysis is its direct relationship with drowsiness. The key is that for EEG itself, the time window of feature extraction is directly related to the timeliness of the fatigue detection system.

In addition, the latest developments in EEG dry sensors, low-power integrated circuits and wireless communication technologies have moved EEG-based fatigue detection from research to practical applications. Chen et al. (2017) proposed a new EEG method based on main band power spectral density (PSD) to estimate the mental load of tasks, which reliably evaluates the cognitive needs of construction tasks. With the development of wireless and wearable EEG devices, we believe that EEG-based fatigue detection system is a more promising research field under natural driving conditions.

Electroencephalogram related technologies make it possible to develop driver fatigue detection systems with higher precision and lower time delay. Due to the non-hidden characteristics of EEG, driver fatigue can be identified or predicted before external performance, which effectively reduces the time of detection-feedback loop, gives drivers more reaction time and reduces the incidence of accidents. In the long transition period between manual driving and automatic driving, the detection and feedback of driver fatigue based on EEG can effectively reduce the incidence and mortality of traffic accidents. The experimental environment and corresponding research methods of some studies are summarized and sorted out as shown in Table 1.


TABLE 1. Research summary of fatigue driving based on EEG.
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STUDY OF DISTRACTION DRIVING BASED ON EEG

The International Organization for Standardization defined distracted driving (Pettitt et al., 2009) as “focusing on activities unrelated to driving, which seriously affects driving behavior.” Lee et al. (2008) defined driving distraction as “a kind of dangerous behavior that drivers turn their attention to activities unrelated to driving tasks, resulting in the decline of drivers’ vision, cognition, decision-making, and operation ability.”

The distraction task may be derived from the external environment (Regan et al., 2008), which is a significant stimulus for bottom-up attention grabbing (Miller and Buschman, 2013). On the other hand, distraction can also be internal, a phenomenon known as cognitive distraction (Chun et al., 2011). However, the driver’s attention capacity is limited, due to this feature, the driver needs to choose the focus of attention, either toward driving or toward distraction. Investigating the origins of distraction and its influence on driving behavior is very important for improving safety on the road. For instance, research in this field could contribute to the development and improvement of advanced driver assistant systems (ADAS) that help to reduce the number of accidents by flexibly adjusting to the current driver state. The National Highway Safety Administration divided driving distraction into visual distraction, auditory distraction, cognitive distraction and physical distraction (Ranney et al., 2001). In the complex and diverse traffic environment, the types of stimuli that cause driver distraction include visual stimulus (Karthaus et al., 2018), auditory stimulus (Caird et al., 2018) and so on. The study found that, compared with auditory stimuli, visual resource conflict is the largest (Wickens, 2002). Various studies have confirmed that visual stimulation has a greater distracting effect (Sodnik et al., 2008). Therefore Human Machine Interface and The Safety of Traffic in Europe had done a lot of research (Carsten, 2006) con the evaluation methods and indicators of drivers’ visual distraction and cognitive distraction. It was found that visual distraction could reduce the lateral control ability and the time of looking at the road; Cognitive distraction would reduce the driver’s steering ability, and improve the driver’s frequency of looking at the center of the road and lane line keeping ability. Previous research (Wali et al., 2013a) showed that researchers had been able to use machine vision to detect and identify visual distraction efficiently and accurately. Compared to visual distraction, the detection accuracy of cognitive distraction is higher since the relevant data is more simple to process (Sonnleitner et al., 2014). Furthermore, it is more easily implemented to monitor driver’s cognitive distraction in real time. For these reasons, EEG-based distraction detection experiment is largely regarded to cognitive detection. And researches on EEG-based distraction detection were mainly about finding the relationship between EEG signal and visual distraction or cognitive distraction.

Due to different types of interference, the research on distracted driving is more detailed than fatigue driving (Young and Salmon, 2012). It includes not only the relationship between EEG and distracted driving and the classification of distracted driving, but also the active site of different interference tasks in the brain and the prediction of the starting and ending time of distracted driving by EEG. At present, research regarding cognitive distraction accounts for the largest proportion, and the experiment on distraction detection is also mainly under driving simulation environment. Moreover, the data processing mainly depends on the theory of probability and statistics. At the same time, because setting different cognitive interference tasks is needed in distracted driving experiments, the EEG activities related to interference events have become the hot spot of distracted driving research.

Electroencephalogramsignals can be extracted from a variety of feature indicators, and the selection of appropriate feature indicators is very important for the content of the study. The Event-Related Spectral Perturbations (EPSP) analysis (Lin et al., 2008) has been widely conducted. Lin et al. (2008) designed random vehicle trajectory offset interference and mathematical calculation interference experiments, and found that when the driver is distracted, there would be an increase of frontal theta and beta activities. Then, further study showed that the increase of frontal theta wave power could be an indicator of the severity of interference during real driving (Lin et al., 2011a). Almahasneh et al. (2014) analyzed the hemispheric data and stated that the right frontal cortex was the most affected area during distracted driving. Therefore, the activation of the right frontal cortex might be regarded as a feasible spatial index that indicates the driver distraction. They later discovered that when the driver was distracted, the frontal lobe electrode pairs and the posterior parts of the brain showed a higher degree of coherency (Almahasneh et al., 2016). Savage et al. (2020) argued that distraction could cause an overall reduction of theta wave activity in occipital part. Wali et al. (2013b) extracted the power spectral density and spectral center of gravity frequency of different wavelets (DB4, db8, Sym8, and coif5). Mean and standard deviation were calculated and an analysis of variance (ANOVA) was performed. The result showed that these two features of Sym8 are highly distinguishable from distraction levels. Using the power spectral density features extracted by Sym8 wavelet, the best average accuracy obtained by subtraction fuzzy classifier was 79.21%. Liu et al. (2016) used the semi-supervised machine learning method to improve the G-mean by 0.0245 compared with the traditional supervised learning method without adding labeled data.

The potentials can be measured by electrodes attached to the subject’s scalp when they are exposed to external visual or auditory stimuli. Such evoked potentials are often referred to as event-related potentials (ERPs) (Donchin, 1979). In studies of driver distraction, ERP is commonly used to measure the amplitude and latency of one or several components of the EEG signal. For example, one study used negative slow waves (NSW), the most negative event-related potentials in the 430-995 ms range on electrodes Fz and Cz, to assess the allocation of neural resources in single- and dual-task conditions (Chan and Singhal, 2015). It was found that the NSW wave amplitude was reduced in the dual-task condition compared to the single-task condition and indicated that the driver shifted cognitive resources from the primary driving task to processing distracting stimuli. In another study comparing P300 wave amplitude with driving difficulty, an increase in difficulty was found to be associated with a decrease in P300 wave amplitude (Chan et al., 2016). Liang and Lin (2018) showed in a study of driver perception of road hazards that there were differences in event-related potentials between hazardous and non-hazardous stimuli in the Pz, Cz, and C3 channels, and in particular, significant differences between hazardous and safe drivers within a time window of 80–100 ms after stimulation. Studies using ERP signals to investigate the association between hazard perception and driver behavior deserve further attention.

Furthermore, the event-related potential P300 (Soltani and Knight, 2000) reflects physiological and psychological functions related to cognitive processes such as perception and memory, and can be divided into two subgroups, P3a and P3b. It is found that when drivers deal with simple interference tasks, there is no significant change in driving behavior, but the amplitude of ERP in EEG signal is significantly weakened, which suggests that stimulus context as defined by the target/standard discrimination difficulty rather than stimulus novelty determines P3a generation. In the driving context, for example, inhibition deficits associated with declines in the cognitive processing of distraction stimuli are reflected in a smaller P3b amplitude (Karthaus et al., 2018). Analyzing the types of event-related synchronization and desynchronization (ERS/ERD) of drivers under auditory interference can provide a new idea for the cognitive model modeling of brain-computer interaction.

Some researchers held the opinion that driving distraction was generally the interaction of two or more types of distractions. Yusoff et al. (2017) discussed the feasibility of a hybrid detection methods using four kinds of common measurement method (driving performance measurement, driver physical measurement, driver biological measurement and subjective reports), and proposed a hybrid measurement method of physical measurement and physiological measurement. They verified that this hybrid method had higher accuracy than other methods in detecting distraction (Yusoff et al., 2017).

Different from other detection methods that rely on external features, EEG-based detection can effectively identify all types of distraction, and has advantages in the detection of cognitive distraction. This feature may enable using a single EEG device to recognize mixed distractions, reduce the number of detection devices, and improve portability. The experimental environment and corresponding research methods of some studies are summarized and sorted out as shown in Table 2.


TABLE 2. Research summary of distracted driving based on EEG.
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EEG BASED STUDIES IN EMOTIONAL DRIVING

Emotional driving is when a driver’s emotional state deviates from the norm driving behavior (Dula and Geller, 2003). Some studies have pointed out that emotion has become one of the main causes of traffic accidents, among which the identification of emotion is the focus of driving emotion research (Villanueva et al., 2015).

Emotions themselves are highly complex and abstract, and psychologist Russell (1980) proposed a two-dimensional model of emotions, also known as the Valence-Arousal model (Figure 5), in which the horizontal and vertical axes represent Valence and Arousal, respectively. Since the two-dimensional model cannot effectively distinguish emotions such as fear and anger, Mehrabian proposed a three-dimensional spatial representation of emotions, adding “dominance” to Valence and Arousal, which is also known as the Valence-Arousal-Dominance model (Mehrabian, 1996).


[image: image]

FIGURE 5. Valence-Arousal model of emotion.


Emotions play an extremely important role in the driver’s decision making, planning, reasoning and other behaviors (Ali et al., 2018). According to the Valence-Arousal model, the common driver emotions can be divided into positive emotions (e.g., happy, excited) and negative emotions (e.g., nervous, sad). Studies (Dula and Geller, 2003) have shown that emotions can significantly cause young drivers to engage in risky driving behaviors such as reckless driving and risky driving (Fernandes and Job, 2003), especially negative emotions. Positive emotions enable drivers to drive better, thus playing a certain positive role in traffic safety (Lewis et al., 2008). Steinhauser et al. (2018) studied the effects of positive and negative emotions on driving behavior and showed that emotions acted as a mediator to influence the driver’s attentional state and thus directly changed driving behavior. Existing research (Megías et al., 2011) demonstrates that drivers’ emotional states have a direct impact on their alertness, hazard awareness, and maneuverability (Pêcher et al., 2009). Drivers with irritability tend to drive fast and easily get irritated during driving, leading to aggressive driving behavior (Elander et al., 1993). For example, when their vehicle is forced to slow down due to the influence of other vehicles, they will have an angry mood, and then they will overtake the vehicle by repeatedly accelerating and changing lanes (Stephens and Groeger, 2009). Current research has focused on driving behavior in relation to risk perceptions, emotions, attitudes, and certain human characteristics, among which emotions and affective components highly influence human decision-making and perceived risk (Slovic et al., 2004). Barrett and Salovey (2002) suggested that emotions play a major role in motivational behavior. Analyzing the influence of the mood of driving behavior is also very meaningful, because it is difficult to change one’s character, but it can adjust and control the emotions, understand how the emotional states affect driving behaviors to affect driving behavior, is vital for development of advanced driver assistance system, the system through the flexibility to adapt to the current state of the driver to improve safety. This has great implications for reducing dangerous driving behavior.

At the cognitive level of the brain, the brain localization theory suggests that brain structure is closely related to emotions. Sarlo et al. (2005) used the film to induce negative emotion and neutral emotion of the subjects, respectively. The study found that the alpha band of EEG signals is highly related to emotional changes. When negative emotions are induced, the potentials of the alpha band in the right hindbrain will produce a strong response (Sarlo et al., 2005). The research from Balconi and Lucchiari (2008) and Miltner et al. (1999) indicated that two types of wave signals, gamma and beta, are particularly useful for recognizing emotion. Li and Lu (2009) observed that gamma wave signal was related with two particular but distinct emotions: happiness and sadness. On the other hand, Bos found that the most reliable electrode positions for detecting emotional valence are F3 and F (Lin et al., 2010).

Driver emotion recognition is becoming an important task for advanced driver assistance systems (ADAS), and data shows that monitoring the driver’s emotions while driving can provide important feedback to the driver, which can be useful in preventing accidents. Common emotion recognition methods can be divided into two categories based on non-physiological signals and physiological signals. Most of the initial studies used non-physiological signals such as facial expressions (Anderson and McOwan, 2006), voice intonation and physical features to extract recognition features (Yin et al., 2017), but the effect of recognition was not satisfactory because these features could be artificially and deliberately disguised. Physiological signal recognition mainly consists of two types, one is based on the peripheral nervous system, such as measurement of human heart rate, respiration, skin impedance, and physiological signals such as electromyography (Picard et al., 2001), and the other is based on the EEG signals of the central nervous system. The biggest advantage of peripheral nervous system-based recognition methods is that emotions are not easily artificial, but the disadvantage is the lack of a uniform criterion and low accuracy. With the continuous research, it has been found that emotions are closely related to human physiological and psychological activities, and the association with cortical activity is particularly obvious. The EEG signals also have the advantage of being less susceptible to artifacts because they contain a lot of physiological information, and they are more accurate than other physiological signals (Jie et al., 2014). It has become a hot and cutting-edge technology to study driver’s emotions through brain electricity. In 2016, a study (Zhang and Lee, 2010) made an effective distinction between positive and negative emotions in human beings through EEG. Zhang et al. (2011) classified the four emotions by an effective method combining GA-Fisher classifier and EEG, with an accuracy of 79.82–82.74%. Abhang et al. (2016) proposed an efficient and reliable emotion recognition system based on EEG signals.

Petrantonakis and Hadjileontiadis (2010) proposed a high-order crossover EEG feature of emotion recognition, and used this feature to identify emotion. Lin et al. (2010) induced 26 subjects into four emotions of joy, anger, joy and sadness, and then used linear classification algorithm to classify the collected EEG signals, with an accuracy of 79.23 and 85.35%. Nie et al. (2011) combined hybrid adaptive filtering with high-order crossover to classify six emotions, and the accuracy was 85.17%. Taking into account the driver’s personality characteristics and the influence of traffic environment, Fan et al. (2010) established a driver emotion detection model based on EEG signals using Bayesian network, which can provide adaptive assistance, and pointed out that in addition to alcohol and fatigue, emotion is another factor that affects driver behavior. Therefore, driver emotion detection can help improve driving safety. Chae (2015) found correlations between six emotions in simulated driving and brain signals evoked by flat-screen display images, suggesting that a novel driver vehicle interface could be designed. Rothkrantz et al. (2009) proposed a system of classification of certain emotional states by analysis of EEG signal, which can evaluate the drivers’ respondents under extreme emotions. Frasson et al. (2014) uses an EEG system to capture and analyses the type and intensity of the driver’s emotions, then generate corrective actions that can reduce the emotions. After a period of training, drivers are able to correct their emotions on their own (Frasson et al., 2014).

Katsis et al. (2008) proposed a method to evaluate the emotional state of a race car driver and designed a wearable system for emotion recognition, which assessed the emotional state by facial electromyography, ECG, respiration, and electrical skin activity, and validated the system. In future research on driving emotion recognition, extracting multimodal features will be beneficial to improve the accuracy of recognition models and provide strong support for the development of real-time driving emotion detection devices. Zheng et al. (2014) proposed an emotion recognition technique combining eye-movement information and EEG, whose experiment results show that the performance of the fusion model combining EEG and eye tracking features outperforms previous methods based on unimodal signals. Currently, multimodal-based driver state modulation is also a hot research topic to improve the overall model recognition accuracy.



DISCUSSION, CONCLUSION, AND FUTURE PROSPECTS

It is necessary to study the EEG characteristics in different driving states, and to try to decipher the intrinsic correlation between driving behavior and brain activity from a neurological perspective, to study the intrinsic mechanism of driving behavior at a deeper level, and to apply it to future vehicle intelligent assistance systems, which can help improve the driving experience and enhance driving safety. This paper provides a review of the applications of EEG signals in the field of traffic safety, focusing on the monitoring of poor driving status, including fatigued driving, distracted driving, emotional driving, and some other applications. Given the above, understanding the states of drivers may lead to better state management.

In general, the advantages and limitations of applying EEG to driver state detection can be summarized as


Advantages

Human cognitive states are closely related to human physiological and psychological activities, and the association with cortical activity is particularly obvious. Compared with other physiological signals, EEG signals can reflect the physiological activity of the human brain more intuitively and are more accurate since they are less susceptible to artifacts. Moreover, the EEG signals also have the advantages of high temporal resolution, non-invasiveness, low-cost properties.



Limitations

The common head-mounted EEG measurement equipment used in EEG experiments are not very applicable in naturalistic driving conditions, because they are inconvenient to carry and the signals acquired by them fluctuate greatly when the drivers engage in various tasks (e.g., observing the surrounding traffic and reacting to a conflict) which can lead to uncontrolled interference to data collection. At present, the EEG experiments, which are non-invasive to the human brain and harmless to the psychology of the subjects, were usually conducted in driving simulators with a significant difference from real traffic environment. Unfortunately, there often is a certain arbitrariness in the behavior of the subjects since they think the driving errors will not lead to catastrophic consequences. Therefore, it is questionable whether the experiment results can truly reflect the EEG changes in real-life scenarios. Furthermore, the effectiveness of state recognition models based on EEG is closely related to study sample since the EEG signals have strong individual characteristics, which may cause the models trained in laboratory environment cannot deal with actual driving contexts very well.

Aiming at these limitations, some future research prospects were proposed to apply such technologies based on EEG to actual driving contexts and traffic safety improvement, as follow.

A portable acquisition device is the foundation for applying these state detection technologies based on EEG to the actual driving contexts. With the development of EEG dry sensors, low-power integrated circuits and wireless communication technologies, the EEG-based driver state detection under naturalistic driving conditions are considered to be promising. For instance, the drowsiness of professional drivers has been detected by simply wearing a cap with an EEG acquisition device in Australian coal mines.

A high-accurate and real-time state detection is necessary to deal with actual driving contexts. With the improvement of processing speed and computing power of computers, the machine learning approaches in a multi-modal setting, which can fully mine the complex data information and implicit features collected in unconstrained scenarios, are regarded as a viable bridge from research to practical use. For instance, a classification based on the dissimilarities of multi-modal physiological signals can efficiently recognize drivers’ emotions (Bota et al., 2019).

Automated driving is considered to be an effective means to avoid traffic accidents caused by poor driver driving status. Limited by technological development and legal establishment, the autonomous vehicles will be in human-machine co-driving phase for a long time. The current automated driving development does not consider the impact of bad driving states on driving behavior, and it is difficult to achieve accurate prediction of the driving behavior of drivers in different states. With the help of advanced machine learning algorithm techniques (Tan et al., 2022), the road traffic efficiency and safety will be significantly improved by applying the state detection technologies based on EEG to the practical use, such as an advanced brain-controlled driving assistance system or an automated driving system incorporating human brain cognitive decision-making and learning human driving behavior.
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design

Index

o power,  power, y power,
power density spectra (PDS),
Mental workload index

Relative B power, relative 6
power

6/p power, Asymmetry index
(ASI) of a power

B power, frontal asymmetry
index (FAI), a-band percentage
a relative power, p relative
power, High-3 power, 0 relative
power

Relative EEG power

Power spectral densities (PSD),
EEG-engagement index (EN)
PSD, average value of
amplitude

6+ /B, (0 + o)/(a + B), /B,
6/p

a power, PSD, relative EEG
power

a, B, 6, 3 mean power, Median
frequency, PSD
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Ratio of a to p waves (RAB),
power spectrum, event-related
spectral perturbations (ERSPs)
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C3,CZ,F3,FZ

TPY, FP1, FP2, TP10
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14 channels

14 channels

AF3, AF4, F3, F4, FC5, FC8,
F7,F8, P7,P8, O1, 02
14 Channel

F4, P3, F7, CP2, FC6, P3

F3,P7, Pz, P4, P8, 01, 02,
FP2, F8

Mental State

Sleep quality, cognitive load,
mental workload, working
memory, perception, reaction,
attention

Emotion, pleasant, satisfaction,
relaxation

Attention, stress, mental
workload

Sleep, relaxation, work
engagement

Executive function, reaction
time, working memory,
attention, cognitive flexibility
Comfort, attention, memory
mental workload, inattentional
blindness
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Drowsiness, mental fatigue

Attention, vigilance, distraction

Stress

Emotion

Emotion, stress and anxiety,
relaxation, arousal

Novelty, comfort, pleasantness,
arousal

References

Yao et al., 2009; Zhang et al.,
2017; Choi et al., 2019; Wang
etal., 2019

Son and Chun, 2018; Han and
Chun, 2021

Ke et al., 2021; Lan et al., 2021

Kakitsuba, 2016; Deng et al.,
2021

Shan et al., 2019; Snow et al.,
2019; Zhang et al., 2021

Qin et al., 2014; Elsadek and
Liu, 2021; Llinares et al., 2021

Chen et al., 2016, 2017, 2022

Jeon and Cai, 2021;
Noghabaei et al., 2021

Aryal et al., 2017; Liet al.,
2019; Xing et al., 2020

Ke et al., 2021; Wang et al.,
2017, 2019; Cheng et al.,
2022b

Jebelli et al., 2018; Chae et al.,
2021

Hwang et al., 2018; Xing et al.,
2019

Banaei et al., 2017; Ergan
etal., 2019

Vecchiato et al., 2015





OPS/images/fnins-16-895666/fnins-16-895666-t004.jpg
Frequency Frequency Mental state Research topic

bands

Delta (3) 0.5-3.5Hz Delta appears in deep non-REM sleep disorders,
sleep and is usually located in the alcoholism
thalamus

Theta (0) 4-7 Hz Theta is associated with difficulties Mental load, working
with mental operations (e.g., memory, cognitive
inattention, distraction, memory effort, anxious
difficulties, anxiety, depression, etc.) temperament

Alpha (o) 8-12Hz Alpha occurs when emotions are physical and mental
stable or relaxed, is associated with relaxation
relaxed wakefulness, and
contributes to mental coordination,
calmness, and alertness

Beta (8) 13-30 Hz Beta occurs during moments of Concentration, stress
mental activity, busy or anxious levels, alertness levels
thinking, and is associated with
focus, analysis, conscious alertness

Gamma (y) > 30 Hz Gamma occurs in advanced Cognitive processing,

information processing or complex
mental activities such as cognition,
memory or associative learning

problem solving,
learning, facing
cognitive challenges
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Built Light Mean Pupil Diameter (PD), Pupillary Tobii Pro Glasses 2 Garreton et al., 2015;
environment environment Unrest Index (PUI), Blink Rate (BR), Hamedani et al., 2020; Liu
Blink Amplitude (BA), eye Fixation Rate et al.,, 2021
(FR), and Eye Convergence (EC)
Construction Hazard Fixation count, fixation duration, time to Tobii Pro Glasses 2, Sun and Liao, 2019; Xu et al.,
safety recognition first fixation, pupil size, fixation heat Tobii T60 XL 2019; Han et al., 2020; Cheng
map, scan paths, intersection etal., 2021; Chong et al., 2021;
coefficient Wang et al., 2021
Attention Fixation time, fixation count, run count, Tobii Pro Glasses 2, Hasanzadeh et al., 2017;
dwell time, run count, dwell percentage, EyeLink II, Tobii Glasses Hasanzadeh et al., 2018
and first fixation time, Pupil dilation, Il
Saccadic velocity, Saccadic duration
Mental fatigue Blink rate/count, blink duration, pupil Pupil Labs Lietal, 2019; Li et al., 2020;
diameter, percent change in pupil Cheng et al., 2022a
diameter (PCPD), fixation duration,
fixation count, gaze point position
Safety Training Dwell Time, Fixation Counts (FC), Tobii Glasses 2, Tobii Jeelani et al., 2018; Wang
Fixation Time (FT), Mean Fixation Pro X2-30 Hz, SMI et al., 2018; Comu et al., 2021
Duration (MFD), Visual Attention Index iView XTM HED
(VAI), Ratio of On-Target: All-target
Fixation Time (ROAFT), Time to First
Fixation
Architectural Aesthetic Fixation Duration Tobii Pro Glasses 2, Azemati et al., 2020; Jam et al.,
design design Eyelink 2021
Architectural Mean fixation duration, fixation count, Tobii TX300, Pupil Labs Tuszynska-Bogucka et al.,
perception Pupil Diameter, time to first fixation, ET, Tobii X2-30 2020; Shemesh et al., 2021
number of fixations during observation,
average number of fixations, total
duration of all fixations, number of visits
during observation, average number of
visits per person
Indoor Relative number of fixations, fixation Tobii Pro Glasses 2 Schrom-Feiertag et al., 2017
Navigation counts, fixation time

Biophilic design

Total Fixation Duration, fixation time

Tobii Glasses 2, Tobii
Pro VR Integration

Yin et al., 2019; Lei et al., 2021
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Implication

Sensitive indicators for
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function
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Reflects the tension level of the
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Reflects parasympathetic or
vagal activity

Reflect sympathetic nerve
activity
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the autonomic nervous system
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Tool classification

Physiological tools

Neurophysiological tools

Search terms

Electrocardiogram (ECG)
Electromyography; electromyogram (EMG)

Electrodermal activity (EDA); galvanic skin
response (GSR); Skin conductance responses
(SCRY); skin conductance level (SCL)

eye tracking; eye tracker (ET)

Electroencephalogram;
electroencephalography;
electro-encephalography (EEG)

event related potential*(ERP)

functional near-infrared spectroscopy (fNIRS)
functional magnetic resonance imaging (fMRI)
Trigeminal nerve stimulation (TNS)
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Number of choices Green infrastructure Conventional infrastructure Total Kruskal-Wallis 2
(percentage) (percentage) (percentage) (effect size £2)
Control 7 (35%) 13 (65%) 20 (50%)

Intervention 17 (85%) 3 (15%) 20 (50%) x2 =102
Total 24 (60%) 16 (40%) 40 (100%) 2 =0.26

“*ip < 0.001.
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Confucian culture

Face consciousness
Group conformity
Extended family concept

Crisis consciousness

HFC group
LFC group
HGC group
LGC group
HEFG group
LEFC group
HCA group
LCA group

N400

Renting-Positive

Owning-Negative

Average peak value

-6.729£3.744
~5.962+5.036
-9.3354.387
~4.357+3.461
-9.142:3.778
-3.549£2.944
~7.765+3.036
-4.9265.115

0.640

0010

<0.001

0.078

Average peak value

-5.731+3.844
~6.637+4.273
~7.4943.722
-4.874+3.992
~7.708+3.683
-4.6613.864
~7.841+3.439
-4.528+3.970

0.547
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Level Dimension

Indicator

Demographic characteristics ~ Gender
Age

Per capita monthly income

Father's occupation

Mother's occupation

Confucian culture Face consciousness

Group conformity

Extended family concept

Crisis consciousness

Moderator variable Perceived usefulness

Psychological factor

Policy perception

Subjective attitudes toward
housing consumption

Housing consumption
decision

Male
Female

24 or less

24 or more

3,000 0r less

3,000-5,000

5,000

Government official

Farmer

Professionals

Others

Government offcial

Farmer

Professionals

Others

I think buying a house is a status symbol

Not owning a house is not an honorable thing

Buying a house makes me feel good

Most of the surrounding relatives/iriends/colleagues own a house

Most of my relatives/friends/colleagues around me think | should own a house

Most of the relatives/friends/colleagues around think that owning a house is a basic conditions of lfe
Owning a home better nurtures and educates future generations

Owning a home can make lfe better for your family

Owning a house can give future generations a material basis for growth

Owning a house can ease my work-le worries

Owning a house makes my lfe easier

I think owning a home makes me feel happier

Owning a home and being able to choose the style of decoration | like dives my preference for buying
ahome

Owning a home avoids having to move a lot and makes me prefer to buy a home

I think rental housing will limit the future compulsory education of children

I think it is difficult to protect the rights of renters and landlords in the current rental market

1 have ftle trust in the X'an rental market

I thirk the rental market in X/'an is not well-served

The understanding of “rent and purchase'housing system

The atttude of “rent and purchase” housing system which uide housing gradient consumption

‘The understanding of Xi'an City Talent Settlement Rental Subsidy Policy

I have a positive atiitude toward renting a house (e.g., | think renting is more cost effective, a way to
enjoy life, etc)

1 have a negative attitude toward renting a house (for example, | think rented housing is constraining,
unhappy, etc.)

I have a positive attitude toward owning a house (e.g., | think home ownership is warm, comfortable,
and satisfying, etc.)

I have a negative attitude toward owning a house (e.g., | think it is not cost effective to buy a house,
there is no need to cut back on other spending to buy a home, etc.)

Owning a house

Renting a house
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inattentional bindness.





OPS/images/fnins-16-891725/fnins-16-891725-e002.jpg
FCR=

Fixation count in AOI
" Fixation count in AOG

3)





OPS/images/fnins-16-891725/fnins-16-891725-e003.jpg
MFD =

Fixation time
™ Fixation count

@)





OPS/images/fnins-16-891725/fnins-16-891725-e004.jpg
VAI

Fixation time
= Search duration

5)





OPS/images/fnins-16-891725/fnins-16-891725-e005.jpg
Number of cells with at least one fixation

FSD = ©)

Total number of cells





OPS/images/fnins-16-891725/fnins-16-891725-e001.jpg
FIR =

Zi(E(f) =S (f) inaor
>, (E(f) = S(fy) in A0G

@)





OPS/images/fnins-16-919914/fnins-16-919914-t004.jpg
z
o

© O N O O~ W N =
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Negative very strong
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Negative medium
Negative weak

Zero

Positive weak
Positive medium
Positive strong
Positive very strong

Symbol

Wnvs
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Kpvs

Value
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No. Cronbach’s o Component (Variable groupings)

1 2 3 4 5 6
V14 0.908 0.682
V16 0.906 0.716
V17 0.905 0.693
V18 0.908 0.720
V19 0.905 0.780
VO1 0.907 0.693
Vo4 0.906 0.838
V06 0.904 0.641
V02 0.905 0.589
V05 0.907 0.618
V09 0.907 0.606
VO3 0.908 0.787
Vo7 0.905 0.557
V08 0.907 0.649
V10 0.907 0.836
V13 0.908 0.756
V20 0.905 0.681
V11 0.906 0.811
V12 0.907 0.751
V15 0.909 0.594
Variance (%) 13.02  12.31 10.76 10.07 831 7.37
Cumulative variance (%) 13.02  25.33 36.09 46.16 54.47 61.84
Kaiser-Meyer-Olkin measure of sampling adequacy 0.856
Bartlett’s test of sphericity Approximate x2 1688.73
df 264

Significant 0.000
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Category

Age

Years of experiences

Education level

Position

Classification

18-24

25-30

31-40

>40

<5

5-10

>10

Junior College and below
Bachelor

Master

Ph. D and above
General staff

Project manager
Department manager
Senior manager

Numbers

15
38
59
76
64
83
41
55
55
63
15
60
51
40
37

Percentage (%)

7.98
20.21
31.38
40.43
34.04
44.15
21.81
29.26
29.26
33.50
7.98
31.91
27.13
21.28
19.68
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No. Variables Sources

Vo1 Road utilization ratio Zhang et al., 2021; Wang et al., 2022

Vo2 Road Video Surveillance System Pramanik et al., 2021; Pratama and Supangkat, 2021; Guo and Lv, 2022
V03 Wireless network transmission speed Zhang et al., 2018; Jacob and Darney, 2021

V04 Number of vehicles Zhang et al., 2021

V05 Traffic flow collection system Chen et al., 2021; Vijayalakshmi et al., 2021; Guo and Lv, 2022
V06 Driving decision optimization device Shao et al., 2019; Yin et al., 2021

Vo7 Coverage rate of wireless networks Huang et al., 2019; Wang G. G. et al., 2021

V08 GPS vehicle positioning device Balid et al., 2018; Bai et al., 2021

V09 Traffic flow prediction and monitoring technology LiJ. etal., 2021; Li J. et al., 2021

V10 Residents’ cognition of intelligent transportation Lycourghiotis et al., 2021; Mohandu and Kubendiran, 2021

V11 Social responsibility consciousness Guo and Pei, 2022

V12 Education level of talents Du et al., 2021; Han and Zhang, 2021

V13 Residents’ transportation travel mode Yang et al., 2018; Zhao et al., 2022

V14 Special talent training Han and Zhang, 2021; Manias and Shami, 2021

V15 Population aging rate Yang et al., 2018; Kanthavel et al., 2021; Wang J. et al., 2021
V16 Scientific research policy Sumalee and Ho, 2018; Gohar and Nencioni, 2021

V17 Traffic development planning Nama et al., 2021; Yuan and Li, 2021

V18 Investment and financing policy Singh et al., 2020; Razmijoo et al., 2021

V19 Traffic management policy Boukerche et al., 2020; Poon, 2021; Telang et al., 2021

V20 Magnitude of propaganda Zhu et al., 2019; Dauvergne, 2021
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Scenarios P(TCli = +1.0) P(TC|i = +0.5) P(TCli = -0.5) P(TCli = —1.0)

PS 0.7725 0.7201 —0.7201 —0.7725
CF 0.8118 0.7445 —0.7445 —0.8118
RR 0.7264 0.6940 —0.6940 —0.7264
TS 0.8206 0.7503 —0.7503 —0.8206
TQ 0.7007 0.6803 —0.6803 —0.7007

TSC 0.7616 0.7138 —0.7138 —0.7616






OPS/images/fnins-16-858888/fnins-16-858888-g002.jpg
k%

100

Ration of entering

Incongruent

Congruent





OPS/images/fnins-16-858888/fnins-16-858888-g001.jpg
epoch 3

500-800 ms





OPS/images/fnins-16-858888/cross.jpg
3,

i





OPS/images/fnins-16-872979/fnins-16-872979-t002.jpg
1) 2 3 ) 5 (6) @ @®)

Sample Females Inexperienced females
DV stock_at stock_po earni_po prisk stock_at stock_po earni_po prisk
active 1.114 0.433 -0.514 -0.373 1.361 0.207 -0.718 1.419
(0.824) (0.597) (0.486) (0.744) (1.094) (0.803) (0.575) (0.853)
high 0.459 2.709 —0.754 0.287 1.878 3.363 2.055 5.464*
(3.063) (2.219) (1.808) (2.772) (4.106) (8.012) (2.159) (8.197)
active*high —1.821 —1.746* —0.158 —0.239 —3.490* —2.920* —1.260 —2.561*
(1.210) (0.877) (0.714) (1.095) (1.599) 1.173) (0.841) (1.229)
prisk —0.067 —0.079 —0.168* —0.1565 —0.087 —0.294**
(0.123) (0.089) (0.072) 0.172) (0.126) (0.090)
p —0.208 0.773* 0.025 —-0.114 —0.007 0.797* 0.205 0.222
(0.353) (0.256) (0.208) (0.319) (0.428) (0.314) (0.225) (0.341)
es 0.034 0.080 —0.011 —0.011 —0.054 0.034 —0.042 —0.019
(0.082) (0.059) (0.048) (0.074) (0.100) (0.074) (0.053) (0.080)
es*high —0.020 —0.101 —0.0183 0.048 —0.028 —0.106 —0.095 —0.085
(0.124) (0.090) (0.073) (0.112) (0.160) (0.118) (0.084) (0.128)
Constant 3.168 2.553* 6.357** 6.192*** 5.186* 3.602* 7.706*** 5.140**
(1.959) (1.420) (1.156) (1.634) (2.410) (1.768) (1.267) (1.793)
R? 0.071 0.179 0.236 0.088 0.122 0.242 0.436 0.245
Adj—R? —0.00978 0.107 0.169 0.0209 0.00388 0.140 0.360 0.160
F 0.880 2.485* 3.529* 1.310 1.033 2.368* 5.741** 2.866*
N 88 88 88 88 60 60 60 60
Achieved power 0.389 0.886 0.974 0.489 0.461 0.869 0.999 0.875

The dependent variables are as follows: stock_at represents the attractiveness of Company X’s stock as a medium- to long-term investment; stock_po represents the
potential of Company X’s stock price to appreciate over the next 3 years; earni_po represents Company X's earnings potential over the next 3 years; and prisk represents
perceived risk. Active = 1 if receiving active stimulation and =0 otherwise; high = 1 if the pay ratio is high and =0 otherwise; rp represents risk preference; and es represents
equity sensitivity. The standard errors are shown in parentheses. The asterisks indicate significant differences (* 0.1,”* 0.01, ** 0.001).
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DV =pip (1) 2 () @) (5)
Total Females Males Inexperienced females Inexperienced males
active —0.079 0.344 —0.684 0.283 —-0.417
(0.321) (0.500) (0.411) (0.633) (0.556)
high 0.896 0.805 —0.010 2.432 —0.254
(1.039) (1.861) (1.207) (2.375) (1.541)
active*high —0.693 —1.242* 0.157 —2.557* —0.106
(0.465) (0.735) (0.586) (0.925) (0.774)
prisk —0.213* —0.105 —0.302*** —0.179* —0.329"**
(0.045) (0.075) (0.052) (0.099) (0.066)
p 0.180 0.198 0.157 0.332 0.195
(0.138) (0.214) (0.175) (0.247) (0.215)
es 0.006 0.034 —0.031 —0.021 —0.036
(0.029) (0.050) (0.035) (0.058) (0.043)
es*high —0.045 —0.045 —-0.012 —0.076 0.005
(0.042) (0.075) (0.049) (0.093) (0.060)
Constant 5.484*** 4.026** 7.086** 5.498** TA2o
(0.732) (1.190) (0.908) (1.394) (1.135)
R? 0.204 0.146 0.358 0.282 0.419
Adj-R? 0.171 0.0710 0.302 0.185 0.336
F 6.168*** 1:959* 8377 2.915* 5065
N 176 88 88 60 57
Achieved power 1.000 0.781 1.000 0.936 0.998

The dependent variable pip represents perceived investment potential; active = 1 if receiving active stimulation and =0 otherwise; high = 1 if the pay ratio is high and =0
otherwise; prisk represents perceived risk; rp represents risk preference; and es represents equity sensitivity. The standard errors are shown in parentheses. The asterisks

indicate significant differences (* 0.1, **0.01, ** 0.001).
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Number of connections to acquisition server

Acquisition server CPU occupancy
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Control server GPU occupancy
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Algorithm server GPU ocoupancy
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Wireless operating frequency band 2.4GHz
Wireless rate 5,400 Mbps
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Parameter name

Sensor type
Pixel

Maximum resolution
Electronic shutter
Wide dynamic
Signal to noise ratio

Video compression
standard

Using code stream

Optional video bit
rate/KBps

Video frame rate

Access standard

Parameter value

1/1.8-inch CMOS'

4 million

2,688 x 1,520

1/3 5~1/100000 s
120 dB

>56 dB

H.265; H.264; H.264H;

.264B; MJPEG

4,096 kbps (4M)
H.264:32Kbps~10240KopsH.265:12Kbps~10,240 Kops

50Hz: Primary code stream (2688 x 1520@25(ps),
Auxiiary code stream 1(704 x 576@25fps), Auxiliary code
stream 2(1920 x 1080@251ps)

ONVIF(Profile S/Profile G); GB/T28181;CGIRTMP;
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Variable Item Loadings Cronbach’s AVE CR

alpha
Person P1 0.846 0.789 0.703 0.877
(Online learning
state
of respondents)
p2 0.856
P3 0.813
Artifact Al 0.883 0.803 0.7117 0.884
(Online learning
platforms
and resources)
A2 0.817
A3 0.839
Task (Online T 0.847 0.864 0.711 0.908
learning task)
T2 0.877
T3 0.813
T4 0.834
Perceived PBC1 0.864 0.792 0.705 0.878
Behavioral
Control
PBC2 0.828
PBC3 0.826
Attitude ATTH 0.800 0.842 0.761 0.905
ATT2 0.902
ATT3 0.911
Intention INTH 0.958 0.909 0.917 0917

INT2 0.957
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Construct Task Artifact Person Attitude Intention Perceived behavioral control

Task 0.843

Artifact 0.692 0.847

Person 0.765 0.665 0.839

Attitude 0.581 0.588 0.619 0.872

Intention 0.572 0.59 0.596 0.776 0.958

Perceived behavioral control 0.659 0.714 0.585 0.584 0.575 0.840

Bold means square roots of AVE values.
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Hypothesis Relationship

HA1 Artifact-Person

H2 Artifact-Task

H3 Artifact-Attitude

H4 Artifact-Perceived Behavioral Control
H5 Person-Attitude

H6 Person-Task

H7 Task-Perceived Behavioral Control
H8 Perceived Behavioral Control-Attitude
H9 Attitude-Intention

H10 Perceived Behavioral Control-Intention

*“*refer to the significance level at 0.01.

Path coefficient

0.665
0.328
0.176
0.496
0.355
0.546
0.316
0.247
0.669
0.184

t-value

74.022
24.032
9.658
33.538
22.342
42.325
20.672
14.471
62.682
16.242

p-value

Conclusion

Support
Support
Support
Support
Support
Support
Support
Support
Support
Support
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Constructs No Items References

Artifact A1 The rich online learning platforms and their functions during the pandemic can meet the needs of my online  Hoffman and Novak, 1996;
learning. Finneran and Zhang, 2003
A2 Inthe online study during the pandemic, | can interact effectively with teachers and classmates through the
platform.

A3 There are rich resources (audio, graphics, and text) in online learning during the pandermic, which can satisfy
my demands for learning resources.

Task Ti When | start online learning during the pandemic, | have clear learning goals. Ghani, 1995; Finneran and
Zhang, 2003; Guo et al., 2016

T2 When pursting online during the panderic, | have strong time management ability and I'm able to control
study progress.
T8 When pursuing online during the pandemic, | am able to complete the course tasks of online learning.
T4 During the pandemic, | learn online and achieve the same effect as the previous offine learning.
Person P When learning online during the pandemic, I can concentrate well. Csikszentmihalyi and LeFevre,

1989; Ghani and Deshpande,
1994; Moon and Kim, 2001

P2 Ifeel very happy in online learing during the pandermic.
P8 When pursting online during the pandemic, | have the same feeling s offine learing in the past.

Perceived PBC1 | am equipped with the skills and knowledge necessary for online learning. Ajzen, 1991; Taylor and Todd,
behavioral 1995; Davis and Wong, 2007
control

PBC2 | am familiar with the functions of various online learning platforms and can operate them skillfully.
PBC3  With the online learning experience during the pandemic, | find it easy to use the online learning platform.

Attitude ATT{ 1 use online learning during the pandemic, and it wil difficult for me to stop using it now and in the future.  Thompson et al., 1991; Zhou,
2016

ATT2 I think online learning is a more interesting way of learning than offine learning.
ATT3 I like learning online.

Intention INT1  After the pandemic, | am willing to continue to use online learning. Davis, 1989; Lung-Guang,
2019

INT2 | am willing to stick to online learning in the future.
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Region Number of The sample Number of Number of Effective Comparison of effective
universities size of 150%r universities by universities with sampling rate sampling rate with nationally
in each region random sampling effective response calculated sampling rate (r)
Northeast China 140 7.25 9 6 4.29% >3.45%
North China 202 10.46 12 12 5.94% >3.45%
East China 373 19.31 20 12 3.22% <3.45%
South China 108 5589 6 8 4.63% >3.45%
Central China 173 8.96 g 6 3.47% >3.45%
Northwest China 107 5.54 8 5 4.67% >3.45%
Southwest China 140 7.25 8 8 5.71% >3.45%
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Frequency Percent

Gender

Male 2341 42.91%
Female 3115 57.09%
Grade

Freshman 1930 35.37%
Sophomore 1554 28.48%
Junior 1629 29.86%
Senior 343 6.29%
Professional category

Science and engineering 3550 65.07%
Culture and management 1906 34.93%
Number of online courses during the pandemic

2 and less 178 3.17%
3-5 courses 593 10.87%
6-8 courses 2462 45.12%
9-10 courses 1431 26.23%
11 courses or more 797 14.61%
Average daily online learning hours duration during the pandemic
1horless 131 2.40%
1-2 h (including 2 h) 483 8.85%
3—4 h (including 4 h) 1804 33.06%
5-6 h (including 6 h) 2190 40.14%

7 h and above 848 156.54%
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Predicted behavior

Sunscreen usage
Inclination to quit smoking
Online music purchases of
adolescents

Chocolate sales in supermarket

Online microloan money lending

Value estimates of abstract
objects

Key results

Neural signals in the MPFC predicted changes in sunscreen use 1 week after scanning. Prediction
was 23% more accurate compared to self-reported attitudes and intentions.

Neural signals in the MPFC predicted reduction of smoking 1 month after scanning. Neural
prediction was better at population level than self-reports.

Activation patterns in brain’s valuation network predicted consuming of previously unknown popular
songs and the success of new songs.

Brain activation patterns in valuation network forecasted better the real supermarket sales of
chocolate bars than the participants’ behavioral judgment.

Both NAcc and MPFC activities predicted individual lending choices and NAcc activity forecasted
loan appeal success on the Internet. The predictive power of neural signals was greater than those
of the behavioral choices.

Valuation network incorporates the contextual information and valuation is a dynamic, continuously
updated process.

References

Falk et al., 2010

Falk et al., 2011, 2012

Berns and Moore, 2012

Kihn et al., 2016

Genevsky and Knutson,
2015; Genevsky et al.,
2017

Magrabi et al., 2021






OPS/images/fpsyg-13-873289/fpsyg-13-873289-t001.jpg
Concept

Description

Impact and relationship to Bayesian
theory

References

Intuitive physics (Section “Intuitive
Physics”)

Intuitive psychology (Section “Intuitive
Psychology”)

Intuitive culture (Section “Intuitive
Culture”)

Reinforcement learning (Section
“Reinforcement and Self-Supervised
Learning”)

Self-supervised learning (Section
“Reinforcement and Self-Supervised
Learning”)

Bayesian inference (Section “The
Bayesian Brain and Meaningful
Reasoning”)

Meaningful reasoning (Section “The
Bayesian Brain and Meaningful
Reasoning”)

Default mode network (Section “Brains
as Over-Parameterized Modeling Organ
and the Role of Default-Mode
Network”)

Valuation network (Section “The Brain’s
Valuation Network”)

Physical, immutable constraints of the
environment and world.

Understanding of self and others in the local
environment.

Contextual constraints for behavior and
principles of the environment on large scale.

Mechanism to learn from actions and their
rewards.

Mechanism to learn by observing the world.

Mechanism to combine incoming data with
mental models (priors).

Contextual decision-making strategies in
varying situations.

Integrates high-dimensional information and

keeps track of ongoing events and contexts.

Computes and predicts the relative value of
items and decisions.

Mental models (priors) of the world.
Predictions are based on combining
prior beliefs with upcoming events.

Creation, usage, and updating of the
mental models. Computation of
posterior probabilities of events using
sensory information and priors.

Neurophysiological mechanisms of
decision making. Does
over-parametrized, contextual
computations with Bayesian sampling.

Battaglia et al., 2013; Lake
etal., 2017

Lake et al., 2017; Sapolsky,
2018

Sapolsky, 2018

Lake et al., 2017; Silver
etal., 2021

Sekar et al., 2020; Levine,
2022

Gershman et al., 2015;
Sanborn and Chater, 2016

Jaynes, 2003; Suomala,
2020

DuBrow et al., 2017;
Yeshurun et al., 2021

Genevsky et al., 2017;
Magrabi et al., 2021
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Channel

Region

R dorsolateral prefrontal cortex
R medial prefrontal cortex

R dorsolateral prefrontal cortex
R dorsolateral prefrontal cortex
L medial prefrontal cortex

L orbitofrontal cortex

L orbitofrontal cortex

t-value

2.700
2.491
2.209
2.709
2.859
2.761
2.529

Significance

0.013*
0.021*
0.038*
0.013*
0.009*
0.012*
0.020*

*0.1, **0.01.
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Title

Danger—safety
Pollution—environmental
Dirty—neat

Harmful—helpful
Non-promotable —promotable
Dislike—like
Exclusion—acceptance
Doubt—trust

No support—support

Reluctant to buy—willing to buy

Before the intervention

After the intervention

Mean (M1)

3.14
4.14
3.45
3.5
3.82
3.18
3.32
3.09
3.45
3.27

Standard deviation (SD1)

0.64
0.94
0.86
0.91
0.91
0.66
1.04
1.04
0.87
0.77

t-value

1.000
5.665
2.485
2.569
4.231
1.283
1.433
1.433
0.491
1.667

Sig.
0.329
0.000
0.021
0.018
0.000
0.213
0.167
0.167
0.628
0.110

Mean (M1)

4.08
4.63
4.08
4.33
4.63
3.79
4.04
3.92
4.25
4

Standard deviation (SD1)

0.58
0.77
0.78
0.64
0.58
0.66
0.81
0.65
0.67
0.72

t-value

9.004
10.343
6.843
10.254
13.826
5.894
6.328
6.868
9.063
6.782

Sig.
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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APS(mm) ASA(°) AAV(°/s) AFD(ms) ABD(ms)

Quiet state 3.95 3.69 27.8 237 186
Out-of-loop state 4.47 417 17.8 276 213
Stress state 5.06 4.49 26.9 201 141
F 6.37 11.36 13.73 4.78 17.63
p 0.000** 0.108 0.083 0.039* 0.143

“ in the table represents significant differences, and “**” is extremely significant.
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Abscissa PX  Ordinate PY Saccade

amplitude SA
Sampling fixation points i — 1 PXi_1 PYi_4 SAi_1
Sampling fixation points / PX; PY; SA;
Sampling fixation points i + 1 PXiy4 PYitq SAi41

Specifically, both PX and PY represent the cross-ordinate values of this sampled
fixation point, while SA represents the saccade distance between the sampled gaze
point and the previous sampled fixation point.
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VA Size Correct number Failed number Total Response rate

Cross Small 226 25 251 0.900
Middle 254 24 278 0.914
Large 290 27 317 0815
Ring Small 128 96 224 0.571
Middle 165 121 286 0.577
Large 153 138 291 0.526

Total 1,216 431 1,647 0.738
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PX and PY Forecast

Mission1 Mission2 Mission3 Mission4 Mission5

Actual Mission 1 13 1 3 3 2
Mission 2 10 36 2 2 0
Mission 3 8 1 33 0 1
Mission 4 6 2 il 34 1

Mission 5 3 0 1 1 36





OPS/images/fpsyg-13-816127/fpsyg-13-816127-t004.jpg
Surveil-lance alert
Target search
Table query

Click icon

Status tracking

F

p

R;

27.50
19.24
18.75
11.07
16.58
18.95
0.201

Ro

238.77
15.61
21.40
26.69
19.58
2118
0.094

17.56
25.38
28.49
19.78
27.58
23.78
0.197

20.96
32.40
26.07
13.93
23.49
23.69
0.253

10.20
7.37
5.29

28.53
13.81
13.04

0.062

Ro/p

83.74
78.33
109.31
142.02
117.41
60.16
0.051

Ro/p

113.39
48.16
82.12
191.68
83.36
37.41
0.214

Ra+6)/(a+p)

107.29
70.93
91.46
137.88
92.35
49.53
0.149






OPS/images/fpsyg-13-816127/fpsyg-13-816127-t005.jpg
P X, PY and SA Forecast

Mission 1 Mission 2 Mission 3 Mission4 Mission 5

Actual  Mission 1 36 1 1 1 1
Mission 2 2 37 1 2 0
Mission 3 1 1 37 1 1
Mission 4 1 il 0 36 0
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APS

(mm)
Surveillance 4.06
alert
Target search 4.25
Table query 412
Click icon 3.98
Status tracking 4.03
F 3.83
p 0.159

APX
(px)

831

426
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1189
34.59
0.027*

APY
(px)

363

239
247
658
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32.78
0.018*

ASA (°)

3.37

4.28
3.96
2.39
1.75
21.84
0.000™

AAV
(°/s)

29.4

13.7
19.6
17.5
5.37
4.95
0.072

AFD
(ms)

269

318
376
326
718
17.55
0.068

“ in the table represents significant differences, and “**” is extremely significant.
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