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There is no shortage of articles and books exploring women’s underrepresentation in science. 
Everyone is interested--academics, politicians, parents, high school girls (and boys), women in 
search of college majors, administrators working to accommodate women’s educational interests; 
the list goes on. But one thing often missing is an evidence-based examination of the problem, 
uninfluenced by personal opinions, accounts of “lived experiences,” anecdotes, and the always-en-
croaching inputs of popular culture. This is why this special issue of Frontiers in Psychology 
can make a difference. In it, a diverse group of authors and researchers with even more diverse 
viewpoints find themselves united by their empirical, objective approaches to understanding 
women’s underrepresentation in science today. 

The questions considered within this special issue span academic disciplines, methods, levels 
of analysis, and nature of analysis; what these article share is their scholarly, evidence-based 
approach to understanding a key issue of our time. 
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Editorial on the Research Topic

Underrepresentation ofWomen in Science: International and Cross-Disciplinary Evidence and

Debate

There is no shortage of articles and books exploring women’s underrepresentation in science.
Everyone is interested—academics, politicians, parents, high school girls (and boys), women in
search of college majors, administrators working to accommodate women’s educational interests;
the list goes on. But one thing often missing is an evidence-based examination of the problem,
uninfluenced by personal opinions, accounts of “lived experiences,” anecdotes, and the always-
encroaching inputs of popular culture. This is why this special issue of Frontiers in Psychology
can make a difference. In it, a diverse group of authors and researchers with even more diverse
viewpoints find themselves united by their empirical, objective approaches to understanding
women’s underrepresentation in science today.

OVERVIEW OF ARTICLES IN SPECIAL ISSUE

The questions considered within this special issue span academic disciplines, methods, levels of
analysis, and nature of analysis; what these article share is their scholarly, evidence-based approach
to understanding a key issue of our time.

Sexism in Professorial Hiring
Ceci andWilliams re-visited the experimental paradigm from their 2015 Proceedings of the National
Academy of Sciences article in which (in four of their five experiments) faculty were asked to rate
three short-listed finalists for a tenure-track position. The 2015 study revealed a 2:1 preference for
women when finalists were equivalently excellent. The new study contrasted a male finalist who
was slightly superior to the female finalist. Women’s advantage vanished when the male applicant
was depicted as slightly stronger, suggesting that fears that affirmative action goals will undermine
hiring of most-qualified applicants are unfounded.

Allen-Hermanson examined an overlooked aspect of the women’s underrepresentation debate:
Are philosophers prejudiced against hiring women applicants despite professing conscious, explicit
egalitarian beliefs? Unlike other humanities departments, philosophy departments have far fewer
women professors than might be expected. He reviewed several recent data sets demonstrating that
female applicants are favored when it comes to tenure-track hiring in philosophy departments.
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Exploring the Gender Gap via National

Datasets
Using 1993–2010 nationally representative data, Kahn and
Ginther examined whether the gender gap in engineering has
narrowed recently. They discovered that the majority of the
gender retention gap was due to women leaving the labor
force coincident with child-bearing. There was no gender
retention difference by 7–8 years post-bachelors for those full-
time employed; single childless women were more likely than
men to remain in engineering than were single childless men,
and women who left engineering entirely were just as likely as
men who left to remain in math-intensive fields. Their findings
caution against past assertions that women do not persist in
STEM fields as long as men.

In their latest meta-analysis, Su and Rounds examined data
from 52 samples entailing over 430,000 respondents between
1964 and 2007. Gender differences in interests favoring males
were largest in engineering-related fields, and favored women in
allied health fields and social sciences. This adds to the large body
of empirical findings that have revealed similar sex differences
along the people-thing dimension.

Miller and Wai reported the results of their analysis
of longitudinal data to examine the baccalaureate-to-PhD
transition. In contrast to the traditional leaky pipeline metaphor,
they found that over time, women have segued from the
baccalaureate to PhD programs in increasing numbers. Their
work suggests that researchers and policy makers need to look
elsewhere for causes of women’s underrepresentation.

Wang et al. studied factors predicting gender differences in
selection of STEM occupations, and whether math task values
and altruism mediate the pathway through which gender affects
STEM career choice through math achievement. Based on
longitudinal analyses, they found that the association between
gender and working in a STEM career by one’s early- to mid-
thirties was mediated by math achievement scores in twelfth
grade; females did more poorly on standardized math tests than
did males.

Stereotypes about “Brilliance” and

“Male-Oriented” Fields
Meyer et al. examined field-specific beliefs regarding the
importance of brilliance. They provide support for the hypothesis
that women are most likely to be underrepresented in fields that
members believe require raw intellectual talent, which women
are stereotyped to possess less of than do men. The beliefs of
participants with exposure to a field predicted the magnitude of
the field’s gender gap, independent of their beliefs about the level
of mathematical ability required. Their findings are consistent
with female high school students taking fewer AP courses in all
areas of science except biology (Ceci et al., 2014).

Cheryan et al. presented data and argument showing that
modern American culture stereotypes as male-oriented those
fields that involve social isolation, an intense focus on machinery,

and inborn brilliance. These stereotypes are compatible with
qualities that are typically more valued in men than women in
American culture. Their work continues their recent insights and
is consistent with the findings of some of the other contributors,
particularly Meyer et al.

Smyth and Nosek explored whether variation in female
representation across scientific disciplines is associated with
differences in the strength of gender-science stereotypes, explicit
and implicit, held by men and women in these fields. For explicit
stereotypes that associate science with “male,” the strength of
stereotyping varied across scientific disciplines as a function of
gender ratios in the disciplines; however, implicit stereotypes did
not vary as a function of such ratios. Giving currency to their
findings is recent evidence that children continue to associate
science with being male (Miller et al., in press).

Importance of Competitive Schools and

Perceived Math Ability
Mann et al. analyzed findings from PISA data from 55 countries.
They placed schools along a continuum from most to least
competitive, based on average math and science performance.
Schools that are most competitive are often associated with
stronger math-science environments. The authors found that the
aspirations gender gap narrowed for high-performing students in
stronger performance environments.

Nix et al. reported an analysis of longitudinal, nationally
representative high school data. They found that perceived
mathematics ability when under challenge predicted important
outcomes such as taking advanced science courses in high school,
and that high school men scored higher than women did in their
perceived ability under mathematics challenge. Their findings
are consistent with female high school students taking fewer AP
courses in all areas of science except biology (Ceci et al., 2014).

Wisdom from the Trenches of Academia
Finally,Williams et al. collected and analyzed an original national
empirical dataset in which provosts, deans, associate deans, and
department chairs of STEM fields at 96U.S. research-intensive
universities rated the quality and feasibility of strategies for
retaining women in STEM fields. For example, administrators
agreed that gender quotas were a weak idea, and that campus
childcare centers were an excellent idea. Women administrators
were more supportive than were men of shared tenure lines, and
saw it as more feasible for men to stop the tenure clock for 1 year
for childrearing.

In sum, readers will find multiple perspectives in this special
issue, and the editors hope it will stimulate new directions of
thinking and scholarship on women and science.
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Women have substantial advantage
in STEM faculty hiring, except when
competing against
more-accomplished men

Stephen J. Ceci * and Wendy M. Williams

Department of Human Development, Cornell University, Ithaca, NY, USA

Audits of tenure-track hiring reveal faculty prefer to hire female applicants over males.

However, audit data do not control for applicant quality, allowing some to argue women

are hired at higher rates because they are more qualified. To test this, Williams and Ceci

(2015) conducted an experiment demonstrating a preference for hiring women over

identically-qualified men. While their findings are consistent with audits, they raise the

specter that faculty may prefer women over even more-qualified men, a claim made

recently. We evaluated this claim in the present study: 158 faculty ranked two men and

one woman for a tenure-track-assistant professorship, and 94 faculty ranked two women

and one man. In the former condition, the female applicant was slightly weaker than her

two male competitors, although still strong; in the other condition the male applicant was

slightly weaker than his two female competitors, although still strong. Faculty of both

genders and in all fields preferred the more-qualified men over the slightly-less-qualified

women, and they also preferred the stronger women over the slightly-less-qualified man.

This suggests that preference for women among identically-qualified applicants found

in experimental studies and in audits does not extend to women whose credentials are

even slightly weaker than male counterparts. Thus these data give no support to the twin

claims that weaker males are chosen over stronger females or weaker females are hired

over stronger males.

Keywords: affirmative action, women in science, bias, sexism, academic hiring

Introduction

Much has been written about the campaign to diversify faculty at American colleges and
universities, an effort that started in earnest during the 1980s and continues unabated. To this
end, hundreds of analyses of faculty hiring for tenure-track positions have been reported, and the
temporal changes in the fraction of female and minority applicants in the American professoriate
have been charted (e.g., Smith et al., 2004; Kang and Banaji, 2006; Turner et al., 2008; Niederle
et al., 2013). Despite substantial gains in diversity of faculty, the dominant view appears to be that
racial and gender preferences continue to be needed to counter not just historical prejudice but
also current biases held by faculty—most of which may be implicit, and which result in barriers
against hiring women and minorities. It is alleged that such biases create, in the words of Kang and
Banaji, “threats to fair treatment—threats that lie in every mind” and that affirmative-action hiring
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programs should be continued until data are available to indicate
such threats are over: “such data should be a crucial guide to
ending affirmative action” (Kang and Banaji, 2006, p. 1063).
With some notable exceptions demonstrating female-friendly
hiring preferences by faculty (Williams and Ceci, 2015), there
continues to be evidence of implicit and occasionally explicit
biases directed at women and ethnic minorities. Although few
of these demonstrations of bias concern hiring of academic
science faculty, some of them are indirectly relevant. The
present experiment was undertaken to determine whether
gender differences trump applicant quality in tenure-track hiring
decisions.

Stereotypes, Hiring Bias, and Gender Congruity
A growing literature reveals people are apt to explicitly
associate science with men, including not only students but also
scientists (Smyth and Nosek, 2015), and that such stereotypes
are pervasive, as shown recently by Miller et al. (2015). In
their transnational analysis, Miller et al. showed higher female
enrollment in post-secondary course-taking in nations with
weaker implicit and explicit gendered stereotypes regarding
science. Such stereotypes can lead to biased evaluations against
women in so-called gender-incongruous contexts, such as in
STEM fields in which men have historically been dominant
(engineering, physics, economics, computer science, geosciences,
and mathematics). This form of bias is particularly likely
to emerge when information about applicants’ competence
is unavailable or when the evaluators are not experienced
professionals. For example, Ernesto Reuben and his colleagues
(Reuben et al., 2014) asked nearly 150 men and women (mostly
undergraduates) to add a string of four 2-digit numbers. They
were given 4min to do as many additions as possible. The
authors then assigned the role of hiring manager to nearly 200
male and female students, who were asked to decide whom
among these 150 students to hire. Afterward these managers
were given an implicit bias test. The authors found that men
were hired at twice the rate of women; most of the students
playing the role of hiring manager believed men were better at
math and science. Even when informed of superior arithmetic
scores by women, some hypothetical managers continued to
prefer to hire men. In their “cheap talk” condition (which had
the largest gender bias), applicants selected the lower performing
male over the higher performing female in 29% of the cases
compared to selecting the lower performing female over the
higher performing female in only 2% of the cases. Hence, in that
study, the pro-male bias trumped even applicant quality. Taken
together, these transnational and experimental studies indicate
that implicit biases and sometimes explicit ones can lead to fewer
women preparing for a career in STEM and ultimately being
hired.

Studies of gender biases suggest that stereotypes are not
always activated but rather are invoked when information about
applicants is limited or ambiguous or when evaluators lack
motivation to be careful. In such situations stereotypes can
reduce cognitive load during decision-making. However, relying
upon stereotypes may be unnecessary when information about
applicants indicates unambiguously high competence, as in the

case with tenure-track hiring. In their recent metaanalysis,
Amanda Koch and her associates found that gender-role
congruity bias was largest when so-called “individuating
information” that was informative of applicants’ competence was
ambiguous or not clearly diagnostic of success. They reported
that sex bias shrinks in male-dominated fields when diagnostic
information about applicants’ competence is available (see Koch
et al., 2015, pp. 130–131). The authors reported near-zero
bias when female applicants were evaluated by experienced
professionals in male-dominated fields if information regarding
their competence was available (d = 0.02). This finding is
relevant to the Reuben et al. hiring manager study because the
evaluation was not done by experienced professionals, and in
one version student managers were significantly less biased when
they were supplied with the women’s actual arithmetic scores,
albeit some smaller number of student managers still exhibited
a male hiring bias even in this condition. Typically, however,
the studies in the metaanalysis examined applicants with equally
strong records, thus telling us little about whether bias occurs for
female applicants possessing inferior credentials, as some have
alleged (e.g., Niederle et al., 2013).We directly address this lacuna
in the current experiment.

Relatedly, Moss-Racusin et al. (2012) found that both male
and female faculty preferred to hire, remunerate, and mentor
a male applicant for a lab manager post than an identically-
qualified female applicant. However, the lab manager post was
baccalaureate-level and the lab manager applicant was depicted
as ambiguously-competent rather than as unambiguously stellar.
Thus, the Reuben et al. andMoss-Racusin et al. experiments leave
unanswered the question of whether such bias would be found in
hiring applicants for professorships under conditions in which
experienced faculty have motivation to be careful and possess
diagnostic information about applicants’ competence—in other
words, the real-world conditions under which faculty are usually
hired.

Background for the Present Study
In the present study we report findings from an ongoing
program of experimental research aimed at examining biases
in the hiring of women scientists in male-dominated fields in
the academy. The major focal question in the current study
is: How much do gender-related biases trump preferences
for the candidate with the highest quantitative competence
index, based on publications, letters, interview, and job talk?
Recent experimental evidence indicates that when evaluators
are themselves experienced professionals, women applicants for
professorships are preferred over equally-competent men when
both are depicted realistically, as identically and unambiguously
stellar (Williams and Ceci, 2015). Here we ask whether this
preference for female applicants will extend to situations in which
women are quantitatively slightly weaker than men.

Many blue-ribbon panels and national organizations argue for
the continued use of preferential hiring programs because biased
hiring is viewed as a cause of women’s underrepresentation in
academic science, by “inadvertently foreclosing consideration of
the best-qualified persons by untested presuppositions which
operate to exclude women and minorities” (AAUP, 2014).
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Notwithstanding the recent pro-female hiring data of Williams
and Ceci, there are recent empirical data implying that hiring
is sexist and that it possibly forecloses the prospects of the
best-qualified female applicants. However, none of these data
concern the hiring of academic science faculty by professionals
who possess diagnostic information, but they nevertheless are
relevant. Below we describe a survey study and an experiment
that are relevant to gender bias in academic hiring, even though
neither actually involves hiring of professors in male-dominated
fields.

Sheltzer and Smith (2014) surveyed biology department web
pages and departmental directories to ascertain the numbers
of graduate students and postdoctoral researchers employed by
faculty members. They found that elite male faculty (winners of
lifetime awards, members of the National Academy of Sciences,
recipients of funding by the Howard Hughes Medical Institute)
employed fewer female graduate students and postdoctoral
researchers than did elite female faculty, who did not exhibit
a gender asymmetry. New assistant professors in biology were
disproportionately comprised of individuals who came from
these elite laboratories, which had an overabundance of male
grad students and postdocs, thus reflecting a seeming causal loop.
However, two features of this study merit mention: first, biology
is a field in which women are well represented among both PhD
recipients and among the professoriate, so it is unlikely to be the
ideal field in which to detect gender bias. Second, because this
was not an experiment, it leaves open alternative explanations
for the observed gender asymmetry, such as whether female
postdocs self-selected (i.e., were more likely to apply to work
with female faculty). Despite these concerns, the findings are
suggestive of a male faculty bias in recruiting and appointing
postdocs that can eventuate in more male professors being
hired, despite the fact that biology is a field that appears to be
female-friendly.

There is one experiment in the last 30 years that has
addressed the question of sex bias in the hiring of professors;
it was conducted by Steinpreiss and her associates 16 years ago
(Steinpreis et al., 1999). They found faculty of both genders
preferred to hire the male applicant over the identically-
qualified female applicant. However, there are two features of
this experiment that limit its applicability: first, it examined
bias in only one field, psychology, which is the field in which
women are best represented—psychology has the largest fraction
of women professors of all STEM fields, constituting the majority
of faculty. Second, Steinpreiss et al. did not find a preference for
hiring a man over a woman when the hypothetical applicants
were depicted as unambiguously stellar senior faculty applicants
(considered for early tenure). The reason these points are
noteworthy is that Koch et al.’s metaanalysis found small-to-
moderate sex bias in male-dominated jobs when applicants had
average or ambiguous competence (d = 0.29) but, as noted
above, no bias when applicants had high competence (d =

0.02) or when evaluators were motivated to be careful (d =

0.01), both conditions that characterize tenure-track hiring. For
hiring tenure-track professors in male-dominated fields such as
engineering, physics, and economics, experienced professionals
might be expected to exhibit little or no sex bias when evaluating

applicants who are unambiguously competent. Finally, some
evidence suggests that an implicit stereotypic association of race
with violence in a videogame simulation did not lead to racist
behavior when participants held relatively high implicit negative
attitudes toward prejudice (Glaser and Knowles, 2008). This
suggests that motivation against possessing or demonstrating
bias influences behavior and attitudes of even those possessing
implicit biases.

In contrast to experiments showing hiring bias, Williams and
Ceci (2015) reviewed 8 large-scale audits of actual hiring that
indicate women are preferred for tenure-track hiring in the
real world. For example in a large National Research Council
(NRC) (2009) analysis, women were hired at rates higher than
their application numbers in every field assessed at the 89
research universities the NRC panel studied: in mathematics,
women constituted 20% of applicants but 32% of hires; in
electrical engineering women were 11% of applicants but 32%
of hires; in chemistry women were 18% of applicants but
29% of hires; and in physics they were 12% of applicants but
20% of hires. Similar pro-female hiring data were reported
in the National Computer Research Association hiring report
for professorships in computer science: “as new PhDs, women
submitted far fewer applications than men but received many
more offers per application. Female new hires applied for
only 6 positions (compared with 25 for men), obtained 0.77
interviews per application (vs. 0.37 for men), and received 0.55
offers per application (vs. 0.19 for men). Obviously women
were much more selective in where they applied, and also
much more successful in the application process.” Against
this backdrop of actual hiring data showing a preference for
female applicants, a goal of this program of research has been
to determine whether this hiring advantage occurs because
women applicants are more qualified than men. Williams
and Ceci (2015) showed in their experiments this is not
what is driving the female hiring preference because women
applicants continue to be preferred over male applicants who are
equally qualified. This is in contrast to frequent claims to the
contrary.

Present Study
In a recent series of experiments, Williams and Ceci (2015) asked
a nationally stratified sample of 873 faculty from four academic
fields (economics, psychology, biology, and engineering) to rank
two otherwise identically-qualified hypothetical finalists for a
tenure-track assistant professorship in their department. These
identically-qualified finalists were referred to as Dr. X and Dr. Z
and they were presented to faculty with identical quantitative
ratings of their candidacy based on their research, job talk,
letters, and interview; the sole difference between them was
their gender. Faculty were informed that Dr. X and Dr. Z
were both rated 9.5 by their departmental colleagues on the
basis of their publications, interview, letters, and meetings,
where 10.0 = outstanding/exceptional and 1 = cannot support
for tenure-track hiring. Thus, Drs. X and Z were depicted
as unambiguously strong applicants, which is realistic for
tenure-track applicants who have made it to the short list
of finalists in searches that often generate hundreds of PhD
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applicants.1 Faculty preferred to hire the female 2-to-1 over
her identically-qualified male counterpart. This strong pro-
female bias was found in all four fields and by faculty of both
genders with the exception of male economists who showed
no preference between equivalently-qualified female and male
applicants. Because of its stratified national sampling and use
of sampling weights, the Williams and Ceci (2015) findings
were representative of the size of the ratio at all types of
institutions, from small teaching-intensive colleges to large,
research-intensive ones.

There were two features in Williams and Ceci’s experimental
design that were implemented to obscure the true purpose
of their experiment, one of which is relevant in the present
context. To obscure the true nature of their hypothesis so that
faculty would not realize they were being assessed to determine
whether they harbored sexist biases in hiring, Williams and Ceci
disguised the study to appear as a competition between different
personalities. In actuality the personalities were counterbalanced
with gender and varied in a between-subjects design. In addition
to the use of this personality disguise, there was another ploy
used to minimize faculty respondents’ awareness; it was the
addition of a third applicant, a foil. In addition to pitting an
equally-qualified Dr. X against a Dr. Z, Williams and Ceci
added a third short-listed competitor who was pretested to be
slightly inferior to X and Z, labeled Dr. Y. Unlike Drs. X and
Z who were both given quantitative scores of 9.5, Dr. Y was
given 9.3, which although still very strong is slightly inferior.
In the Methods section we describe this feature in more detail
because it is a central aspect of the present study. Thus, the
inclusion of these two features—a slightly lower-rated foil (Dr.
Y) and the counterbalanced adjectives—served to disguise the
true purpose of the experiment. And the misdirection appeared
to work: A survey of 30 faculty in their study reported no
suspicion that the experiment had to do with gender preference
in hiring.

Summing across numerous analyses, Williams and Ceci
reported the odds of preferring a woman over an identically-
qualified man was roughly 2-to-1. Importantly for the purpose
of the present experiment, only 2.53% of faculty preferred to
hire Dr. Y over his slightly stronger competitors, Drs. X and Z.
In a subsequent experiment that excluded the Dr. Y foil, these
researchers asked faculty to rate only one applicant (either a
female or male finalist), to avoid implicit competition between a
woman and man. Faculty assigned their own quantitative scores
to the applicant they were sent to evaluate. Again, there was

1For example, a faculty respondent in the field of biology in Williams and

Ceci’s experiment wrote: “In a typical search these days we will receive over 200

applications for one position. The search committee triages that down to a group of

around 30 or 40, and then nomore than around 6–8 are invited to come for a three-

day visit and to give a seminar.” Many similar comments were offered by others

in their national survey, hence the finalists are usually unambiguously strong, as

is true in our own department where a recent tenure-track search for an assistant

professor generated 267 applicants in psychology. All applicants who survive to the

short list are accomplished, having successfully completed doctorates, published

papers, and garnered strong letters of recommendation. In a separate rating task

we gave 35 faculty the CVs of actual short-listed candidates and asked them to rate

these on a 10-point scale and, as expected, the mean rating was in the excellent

range.

a preference for women, with faculty of both genders giving
the female candidate a higher quantitative score than other
faculty gave the identically-qualified male candidate. This latter
finding suggests that faculty have internalized the norm of gender
diversity and were not merely responding in a manner that is
politically correct or to exhibit some other form of impression-
management, because faculty had no knowledge that other
faculty were evaluating the identical accomplishments in the
form of an opposite-sex applicant.

These results raise an intriguing question regarding the
pervasiveness of the preference for women: Would it still be
observed if the Dr. Y foil was a woman instead of a man? If
Dr. Y was a slightly less accomplished female finalist as compared
to the two male finalists, would faculty still reject her—that
is, would they still choose her only 2.53% of the time as was
found when Dr. Y was a male? Or would the desire for gender
diversity among faculty be sufficiently strong that they would
prefer to hire a slightly less accomplished female Dr. Y over more
accomplished male applicants? This is the question we attempt to
answer in the current experiment. It will shed light on the extent
of faculty’s desire to diversify the academy: It is one thing to
find that faculty of both genders prefer to hire a female applicant
over her identically-qualified male counterpart by a ratio of 2-
to-1, but it is another matter to ask whether this preference for
female applicants extends to a preference to hire a slightly weaker
female applicant, one described as 9.3 on a 10-point scale who is
competing against two males who are described as 9.5.

Thus, the current experiment consisted of a comparison of
a woman assigned a slightly lower quantitative score competing
against two men assigned a slightly higher quantitative score, all
of whom were competing for the same assistant professorship.
We used the same 9.3 vs. 9.5 quantitative scores used byWilliams
and Ceci (2015) because their survey provides a national base-
rate for faculty expectations for this contrast. If a preference is
found for a female finalist depicted as 9.3 over men depicted
0.2 points higher, then subsequent contrasts between even lower-
rated females would be in order. But first we sought evidence of
preferential hiring of women who are only slightly weaker than
their male competitors.

Methods

Participants
The pool of potential faculty participants was assembled by
drawing a national stratified sample of 694 tenured/tenure-
track professors (half female, across all ranks). This was done
by randomly sampling from online directories for Carnegie
Foundation’s 3 Basic Classifications of: (a) Doctoral (combining
all three levels of doctoral intensity), (b) Master’s institutions
(combining all three levels—small, medium, and large), and
(c) Baccalaureate institutions (combining all three levels of
such institutions). This sample of 694 professors was drawn
equally from four popular fields, two math-intensive ones
in which women faculty are greatly underrepresented— <

15% (engineering, economics)—and two non-math-intensive
fields (biology, psychology) in which women faculty are well
represented and are considered to have achieved what gender
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equity advocates regard as a critical mass, although even
these fields still produce significantly more female PhDs than
the female fraction of total professorships. There were two
constraints in randomization. One was that for an institution to
be included it had to have programs in at least three of the four
fields. This was true of all doctoral institutions in the sampling
frame, but it excluded many small colleges that lacked two or
more of the four fields, and over half of the nation’s combined
master’s programs. The second constraint was that only tenured
or tenure-track faculty were included in the sample frame; off-
line faculty (emeriti, adjuncts, lecturers, instructors, courtesy
faculty members, and visiting professors) were excluded, as only
faculty who actually vote on tenure-track hiring were desired as
subjects.

Overall, out of the 694 faculty who were assigned to one of
two conditions, 252 responded with full data (36.3%): 158 rated
a male Dr. X who was pitted against a female Dr. Y and a male
Dr. Z; and 94 rated a female Dr. X who was pitted against a male
Dr. Y and a female Dr. Z.

Materials
Two sets of materials were used, the first containing profiles of
two male applicants, Dr. X and Dr. Z, with identical scholarly
qualitative scores but differing in gendered adjective descriptors
(“kind, socially-skilled, creative” vs. “analytical, competitive,
powerhouse”). As noted, these descriptors were used to disguise
the actual hypothesis, leading raters to believe the research
question was whether they preferred one type of individual over
the other. These gendered descriptors were counterbalanced so
that half the faculty receivedDr. X portrayed as amale “analytical,
competitive, powerhouse” competing against Dr. Z as a male
“kind, socially-skilled, creative” colleague, and half received Dr. X
and Z portrayed with the opposite terms. Dr. Y was described as
“shy and reserved,” which is more negative than “socially skilled”
or a “real powerhouse,” and in the chair’s notes some concern
was raised about Y’s teaching performance, whereas no concern
was raised for X or Z. Thus, the quantitative “pre-rankings” gave
an explicit cue that Drs. X and Z were stronger than Dr. Y,
albeit only slightly so (see Supplementary Material for one set
of these materials). These different personae were the same as
those used byWilliams andCeci (2015) andwere based on gender
congruity norms (Diekman and Eagley, 2000; Cuddy et al., 2004).
Notwithstanding this systematic variation of these descriptors
between faculty raters, Drs. X and Z were otherwise identical:
both were rated 9.5 out of 10.0 in quality on the basis of their
scholarly accomplishments, job talk, and faculty meetings. This
corresponded to “impressive.”

In every contest between the male Drs. X and Z, a third
candidate was added, a female Dr. Y, who was depicted as slightly
lower in scholarly quality (9.3) than the male Drs. X and Z, and
who was pretested with an independent group of faculty who did
not participate in this experiment to ensure that raters perceived
her quality as slightly lower. Dr. Y was always depicted in the
same terms used by Williams and Ceci for their Dr. Y foil when
he was amale, since it was established that under these conditions
their male Dr. Y was chosen by only 2.53% of faculty in their large
stratified national sample.

The second set of materials simply reversed the genders so
that Drs. X and Z were depicted as women and Dr. Y as a man;
everything else was identical.

Procedure
Thus, the contest presented to every faculty member was to
choose between three finalists for a tenure-track position, in one
condition with Drs. X and Z both being male candidates of
equivalent quality (9.5) and Dr. Y being a slightly lower quality
female candidate (9.3), and in the other condition with these
genders reversed (see Supplementary Material for materials).
Faculty members were sent personal emails containing one of
the counterbalanced depictions, and were asked to rank these
three finalists in order of their hiring preference: first, second,
and third for a tenure-track assistant professorship in their own
department. The question of interest is whether faculty exhibit
preferential hiring for female applicants possessing slightly lower
quantitative scores than their male counterparts.

Results

The main analysis examined which candidate was ranked first
by faculty of each gender and at each type of college/university,
and in each of four academic disciplines. In addition to the
four disciplines (engineering, economics, psychology, biology)
there were three types of colleges/universities based on the
Carnegie classification (1= doctoral, 2= bachelors/masters, 3=
baccalaureate).

The response rates for every cell (university Carnegie type
by discipline by gender, 3 × 4 × 2) were evaluated in a logistic
regression. Response rates for the 252 faculty across these 24
cells were unrelated to the findings. These data were analyzed
with both unweighted and weighted logistic regression models
to provide a stronger test on their representativeness. Here we
report only the traditional unweighted analyses but the weighted
results (weighted to account for differences in the numbers of
men and women in the population and in the sampling frame)
were highly similar, with no result changing.

Across the 158 contests between the equivalently strong male
Drs. X and Z, only 7 faculty respondents preferred the slightly
weaker female Dr. Y, and one faculty rater gave tied ranks
for X and Y for first place. This resulted in an overall female
Dr. Y-preference of 4.8%. In the condition in which 92 faculty
were asked to choose between two slightly more accomplished
women—Drs. X and Z—and a slightly less accomplished male
Dr. Y, only 1 out of 92 respondents chose the latter (1.2%). There
was no statistical difference between Y foils when depicted as
male vs. female, chi square 2.136, p = 0.144 (The 95% CIs
for the ratio of choosing Dr. Y 7 times out of 158 contests
is between 2 and 9 percent, and the ratio of choosing Dr. Y
1 time out of 92 contests is between 0 and 6 percent; the CI
of the difference in proportions covers 0, ranging from −1.59
to 7.3 percent).2 There were no differences between the four
disciplines in this male vs. female Y-preference, nor were there

2With low counts some approximations used to compute CIs will not work well,

so we used a number of methods to compute the CIs in R. The results were similar:

The CIs for the ratio of choosing 7 Ys out of 158 pairings is between 2 and 9 percent,
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any differences between the three types of Carnegie institutions
or between male and female faculty members, all p > 0.20.
Finally, faculty gender did not interact with the gender of the Y
foil. Basically, everyone preferred the more accomplished X and
Z candidates over the less accomplished Y candidate, regardless
of Y’s gender. And this extended even to fields in which women
are very underrepresented (engineering and economics).

and the ratio of choosing 1 Y out of 92 pairings is between 0 and 6 percent. The

CI of the difference in proportions covers 0 and ranges from−1.59 to 7.3 percent.

Exact numbers below using the R code:

(PropCIs)

library(binGroup)

binCI(158,7,.95)

95 percent CP confidence interval

[ 0.018, 0.08915 ]

Point estimate 0.0443

binCI(92,1,.95)

95 percent CP confidence interval

[ 0.0002752, 0.05908 ]

Point estimate 0.01087

scoreci(7,158,.95)

data:

95 percent confidence interval:

0.0216 0.0886

scoreci(1,92,.95)

data:

95 percent confidence interval:

0.0019 0.0590

binom.test(7,158)

Exact binomial test

data: 7 and 158

number of successes= 7, number of trials= 158, p < 2.2e−16

alternative hypothesis: true probability of success is not equal to 0.5

95 percent confidence interval:

0.01799534 0.08915030

sample estimates:

probability of success

0.0443038

binom.test(1,92)

Exact binomial test

data: 1 and 92

number of successes= 1, number of trials= 92, p < 2.2e−16

alternative hypothesis: true probability of success is not equal to 0.5

95 percent confidence interval:

0.0002751557 0.0590778511

sample estimates:

probability of success

0.01086957

add4ci(7,158,.95)

data:

95 percent confidence interval:

0.02028254 0.09082857

sample estimates:

[1] 0.05555556

add4ci(1,92,.95)

data:

95 percent confidence interval:

0.06605514

sample estimates:

[1] 0.03125

wald2ci(7,158,1,92,.95,adjust= T)

data:

95 percent confidence interval:

−0.01590209 0.07334890

sample estimates:

[1] 0.0287234

In view of this finding, there was no justification for
conducting a follow-up experiment in which the female Y foil
was depicted as less qualified than the 9.3 value used in this
experiment, given that she was not preferred even at this slightly
lower level, meaning that she would not be ranked higher if she
were depicted as lower in quality than 9.3 out of 10.

Discussion

When, as in the present experiment, women candidates
are depicted as slightly less accomplished than their male
counterparts, they did not have a significant gender advantage
in hiring, and were bypassed in favor of slightly superior male
candidates 95.2% of the time, which is not significantly different
from the 97.47% bypass rate of males depicted as slightly less
accomplished (2.53% choosing male Y foil who had a 9.3 score)
in Williams and Ceci’s (2015) experiment. That is, this result is
also similar to the situation in which Dr. Y is depicted as a less
accomplished male competing against two stronger female Drs.
X and Z. In this latter contest, the male Dr. Y is chosen only 1.2%
of the time (all p > 0.10, n.s.). Even taking into account low
power to detect differences between magnitudes this small, the
hundreds of faculty in the Williams and Ceci (2015) study and
the hundreds in the present study suggest that it is rare (<5%) to
prefer any applicant who is depicted as even slightly weaker than
her or his competitors. Apparently, academic faculty view quality
as the most important determinant of hiring rankings, which
suggests that when women scientists are hired in the academy
it is because they are viewed as being equal or superior to male
competitors.

Hence, the current findings should help dispel concerns that
affirmative hiring practices result in inferior women being hired
over superior men (e.g., Niederle et al., 2013). Even though the
Dr. Y foil was described as only slightly less accomplished, faculty
almost always preferred to hire a slightly more accomplished
candidate, and this preference was independent of the gender
of the candidates and the gender of faculty raters, and it was
observed in both math-intensive and non-intensive fields.

The absence of preference for male Dr. Y does not necessarily
imply that academic hiring is meritocratic under all conditions.
It is possible that with different levels of candidate information
(or if the candidates involved were at a somewhat lower level
as opposed to being in the top tier), different results might
have been found. For example, in the Steinpreis et al. (1999)
study no gender preferences were found when the candidate’s
CV was highly competitive, but a male preference was found
when the CV was less strong. The current study is consistent
with these results at the highly competitive candidate level,
and showed that slightly less exceptional female candidates
were not preferred over exceptional male candidates. Relatedly,
Dovidio and Gaertner (2004) findings on aversive racism
and selection decisions found that white participants did not
discriminate against an unambiguously strong black candidate
(vs. a white candidate), but discrimination occurred when the
candidates’ qualifications were depicted as ambiguous. These
findings suggest that discrimination may be a concern when
candidate qualifications are ambiguous, but not when candidates
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are exceptionally strong. Thus, themost prudent interpretation of
the present results is that exceptionally strong candidates of both
genders are unlikely to face gender discrimination. Given that
the current study focused on top-tier candidates, any conclusions
drawn should be confined to excellent tenure-track candidates.

The present findings may provoke concern of a different
sort. If affirmative action is intended to not merely give a
preference to hiring a woman over an identically-qualified
man, but also to tilt the odds toward hiring a woman who
may be slightly less accomplished but who is still rated very
highly (recall that a 9.3 was in the “extremely impressive”
range), gender diversity advocates may be disheartened by
these findings. Those who have lobbied for more women to
be hired in fields in which they are underrepresented, such
as engineering and economics, may find the present findings
dismaying and argue that, in the context of hiring in a field
in which women are underrepresented, extremely well-qualified
female candidates should be given preference over males rated
a notch higher. Walton et al. (2013) argued on both empirical
and theoretical grounds that hiring more members of devalued
groups would actually promote meritocracy, diversity, and
organizational performance, not undermine it. (Consideration of
this argument entails complexities that are beyond the scope of
this study.)

Notwithstanding differing views regarding affirmative hiring
of impressive women in underrepresented fields, one claim
finds no support in the present results. It is the allegation that
the dearth of women in some fields is the result of superior
women being bypassed in favor of less accomplished men—a
claim made by numerous commentators.3 If academic hiring is

3Many commentators have opined that female scientists are superior to their male

counterparts, and therefore the fact that they are hired at the same rate as men

obscures the fact that they should be hired at even higher rates, if merit was the

basis for hiring. Consider:

“The studies [claiming gender neutrality] examined odds ratios

rather than details of the proposals submitted. This does not rule

out the possibility of gender bias. AsMarie Vitulli and I said in 2011

[Kessel and Vitulli, 2011], “selection bias can also explain why, in

the presence of gender discrimination, female scientists might still

fare as well as their male colleagues in some respects if their work

was better on average than that of their male peers.” (Kessel, 2012)

“Given qualified women drop out of math-intensive fields at

higher rates than their male peers. the women who remain

are probably, on average, better than their male colleagues and

should be having better (hiring) outcomes on average. If their

salaries, resources, publication rates, etc. are similar, it then

indicates gender discrimination still exists, not that this problem has

been solved.” (http://blogs.sciencemag.org/sciencecareers/2011/02/

the-real-cause.html; retrieved on June 22, 2014)

“Female scientists were either not retained or not hired so that

only a couple of super-brilliant female scientists were working in

staff-scientist positions. On the other hand, several mediocre male

scientists were hired and retained, many rising to staff-scientist

positions or higher. If you compare these super-brilliant female

scientists with their mediocre male counterparts, of course you will

not see the difference in their treatment.” (Kali, 2011)

anti-meritocratic, then the weaker male Dr. Y should have been
chosen over his stronger female competitors. But as seen, only
1.2% of males who were depicted as the slightly weaker candidate
were preferred over slightly stronger female candidates. Thus,
there is no support for the view that superior women are being
bypassed in favor of inferior men when the contest is between
highly accomplished candidates. Hence, these findings call into
question claims of current biased tenure-track hiring that have
been put forward and they suggest this is a propitious time for
talented women to launch tenure-track careers in academic
science, where their impressive credentials will be viewed
favorably by hiring committees vis-à-vis identically-qualified
men.

None of this means that women no longer face unique
hurdles in navigating academic science careers. Evidence shows
that female lecturers’ teaching ability is down-rated due to
their gender (Bug, 2010; MacNell et al., 2015), letter writers
for applicants for faculty posts in chemistry and biochemistry
use more standout (ability) words when referring to male
applicants (Schmader et al., 2007), faculty harbor beliefs about
the importance of innate brilliance in fields in which women’s
representation is lowest (Leslie et al., 2015), and newly-
hired women in biomedical fields receive less than half the
median start-up packages of their male colleagues, which could
conceivably result in fewer publications down the line (Sege et al.,
2015)—to mention a few areas where women continue to face
hurdles. Nor do the present findings deny that historic sexist
hiring prevented many deserving women from being hired. But
these findings do call into question broad or unqualified claims
of biased tenure-track hiring that have been put forward. The
present findings are not incompatible with earlier studies that
found anti-women bias at lower levels hiring a lab manager,
(Moss-Racusin et al., 2012) or getting emails returned (Milkman
et al., 2012), or hiring members of a math team (Reuben
et al., 2014) if one assumes that bias may come into play when
diagnostic information is missing (Koch et al., 2015) but not
when such information is present as in the case of hiring a
candidates who earned doctorates and garnered strong letters
and ratings. This suggests that sex biases might reduce the
number of women entering training for the STEM pipeline, but
our results indicate that when a woman emerges as a strong
candidate for a faculty position, she is no longer handicapped as
far as being offered the job. Thus, these earlier findings of bias
against less accomplished women (e.g., those applying to be lab
managers) and the present findings are not mutually exclusive
with the current results showing that top-tier female candidates
are viewed favorably. This suggests that the gender gap in math-
intensive fields might be best addressed by focusing on earlier
experiences (encouraging more females to take high school AP
physics, computer science, Calculus BC, recruiting more women
into college STEM majors—areas identified by Ceci et al. (2014)
as associated with the underrepresentation of women in these
fields).

These new data will be of interest to academics struggling to
increase the representation of women, because our data refute
the claim that affirmative hiring policies are non-meritocratic
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and lead to less competent women being preferred for jobs. At
the same time, these data debunk the claim that less-qualified
men are favored over more-qualified women. We found no
support for this, either. For those who believe affirmative action
means giving a boost to an underrepresented group when all
else is equal, our data will be welcome news, since we show
that academic hiring preferences are quality-based. However, for
those who argue that affirmative action means choosing slightly
less accomplished individuals over more accomplished ones for
reasons of diversity, our data suggest that at least when it comes
to gender, faculty may be reluctant to embrace this pathway to
diversity.

Possible Reactions to These Findings
Our work on this topic has led to certain comments that we have
heard repeatedly. We note some of these below along with a few
reactions in response to them:

1. “Thank goodness the academy is still a meritocracy in which
competence determines who’s hired.” Some readers will likely
be pleased that the academy is still a domain in which
competence as traditionally quantified matters more than
social factors. Such individuals believe that the academy
should continue to function exactly this way, and are
heartened when presented with evidence that it does.

2. “The 1–10 rating scale assumes that what is being rated is what
matters—and women are often good at things not assessed by
this scale, such as collaborative work, advising, and service.”
Of course other attributes are important for a professorial
career, attributes that are not measured by the scale we used
which was based on research publications, teaching awards,
job talk, and letters. However, the assumption of those who
raise this point is that women are superior to men in these
unmeasured skills—which is actually an empirical question.
Men may be superior in them, or women may be, or both
groups may be equivalent. Simply because an attribute is not
assessed does not mean that women are superior at it, nor will
inclusion of it necessarily boost women more than men, and
close the gender gap (Ceci and Papierno, 2005).

3. “The entire male-centered, Western notion of assigning a job
applicant a “quality” score on a 1–10 scale is misguided at
its core.” Critics espousing this view are often in favor of
a reinterpretation of everyday constructs. They eschew the
notion that publications, awards, letters of reference, job talks,
citations, and grants are the most important indicators of
ability and predictors of success as a professor. Proposals for
alternative, empirically-tested, valid and reliable indicators,
and predictors of professorial success are most welcome, so
that we can think more broadly.

4. “Such ranking experiments have nothing to do with real-world
hiring.” As we noted, women have significant advantages in
actual, real-world hiring—they are hired at higher rates than
men. Some of our critics seem reluctant to acknowledge this
fact, which is shown clearly in multiple audit studies that
analyze who is actually hired at universities in the U.S. and
Canada (see cites in Williams and Ceci, 2015). To argue
that our experiment has no relevance to real-world hiring

seems unpersuasive in view of the fact that in the real
world of academic hiring women also are chosen over men
in disproportionate numbers. As one commentator noted
in arguing for the relevance of the current experimental
design: “One would have to say both that women are, in
fact, stronger candidates (which is one strong assumption for
which there is no direct evidence), implying that faculty don’t
prefer them over equally qualified men in real hiring contexts,
and that, nonetheless, faculty DO prefer them in hypothetical
situations (another strong assumption for which there is no
direct evidence). By far the most sensible explanation is the most
economical one: faculty prefer women both in the hypothetical
case and the real case; their preferences don’t swing wildly from
the actual to the hypothetical.”

5. “The process of assigning a rating to a woman’s dossier is
inherently prone to sexist bias; thus, women are less likely to
receive an equivalent rating to that of male competitors.” This
is a popular view; however, we found that subjects evaluating
a single dossier, presented as either female or male, assigned a
significantly HIGHER rating to that dossier when it belonged
to a woman than a man (8.20 vs. 7.14, p < 0.01). The
translation of traditional indicia (publications, letters, etc.)
into ratings seems to work at least as well when ranking a
female applicant.

Limitations of Present Study
No experiment is perfect, and this one is no exception.
It is possible that the faculty raters rarely chose the less
competent candidate because they were supplied with “pre-
ranked” quantitative ratings of the candidates (e.g., 9.3 or 9.5
on a 10-point scale). Hence, the present results may have been
influenced by giving faculty “pre-ranked” ratings. Perhaps in
the absence of being given quantitative ratings, faculty will shift
criteria to justify their final decisions (e.g., be influenced by
gender to give more credence to the eminence of an applicant’s
advisor/institution if a woman’s list of publications is shorter
than her male competitor’s). Assigning pre-ranking scores will
likely be variable in actual hiring; this variability in assigning
scores could increase the rate of selecting someone who’s rated
a 9.3 on average. In other words, disagreements would likely
be more common in actual hiring decisions due to the variable
ways faculty translate their impressions. Since concerns about
personality and teaching performance were raised for Dr. Y, but
not for Drs. X or Y the primary reason someone might want to
hire Dr. Y was gender when Y was a woman.

The present data provide no hint of the extent to which this
occurs. However, in Experiment 5 of the Williams and Ceci
(2015) paper, 127 faculty were given only one applicant to rank,
either a man or woman who were identically accomplished.
When the applicant was a man the faculty who were asked
to rate his strength gave him a rating of 7.14 but when
the identical portfolio belonged to a woman, the faculty who
were asked to rate her gave her a rating of 8.2 (p <

0.01). So there is some suggestion that faculty shift their
quantitative ratings to justify their preference for women, even
when they are asked to generate the rating themselves, for
what are actually identical accomplishments of both genders.
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If true, the present findings suggest this shift is limited to
conditions in which candidates are identically competent and
very accomplished.

In future research it would be interesting to vary the CVs of
the 9.3-rated female applicant and the 9.5-rated male applicants
in terms of their number of publications, advisor eminence,
teaching awards during graduate school, the prestige of their
PhD-granting institutions, etc. to determine how much shift in
faculty-assigned quantitative ratings is observed as a function of
applicant gender. In this experiment we began with the smallest
difference of 9.5 vs. 9.3, with a plan to widen this gap if it turned
out that faculty preferred slightly weaker women; but since they
did not, there was no reason to widen the gap.

The low baserate for choosing the Y foil presents statistical
issues: The rate of selecting the female Dr. Y (4.8%) was slightly
higher than rate of selecting the male Dr. Y (1.2%), although this
difference was not statistically reliable. Statisticians have written
about the challenges of comparing frequencies of rare events (e.g.,
Bradburn et al., 2007). This has ramifications if the null result
is affected by low statistical power, and future research might
enlarge the sample size to see whether weaker women may be
preferred over stronger men. However, faculty preference for the
less qualified Dr. Y candidate was always rare in this experiment
and in the Williams and Ceci (2015) one (<5%), regardless of
applicant gender, so even if a preference for the weaker female
became significant, the magnitude of such an effect would likely
be quite small.

Although the current study is well-suited to address
the specific question it posed, it employed a very specific
methodology and DV that may have limited the operation and
detection of implicit bias. It is possible that the use of implicit
measures may have revealed bias as has been observed to occur
even among university professors. Measures of explicit bias may
not always be collinear with implicit measures (see Smyth and
Nosek, 2015). As was noted in the introduction, findings from
real-world hiring audits (not experiments, but actual hiring of
university professors) indicate female applicants are typically
hired at higher rates than their male counterparts—for at least
the last two decades (Williams and Ceci, 2015).

Many have argued that the pro-women hiring preference
is because women are on average stronger applicants, by dint

of the winnowing process they have survived from college-to
graduate school-to applying for tenure track jobs: it is argued
that the reason women are more likely to be hired than their
male counterparts for tenure track jobs in the real world is
because those women who end up applying for tenure-track jobs
represent the “cream of the cream,” a higher mean quality than
the typical male applicant. Williams and Ceci (2015) designed
their experiments to test this claim and reported that even when
applicant strength was equated (experiments 1–3), faculty still
preferred female applicants over identical male applicants. And
as noted above, in their fifth experiment 127 faculty were asked
to assign their own strength ratings (on a 10-point scale) to either
a man or woman applicant. Faculty rated the same applicant 8.2
when it had a woman’s name on it but only 7.14 when it had a
man’s name on it. So Dr. Y did not receive lower scores when
described as a woman, and higher scores when described as a
man, as some would predict.

Finally, the experimental condition that involved two female
finalists (out of three) might have seemed odd for a STEM faculty
member in math-intensive fields where 70%-plus of applicants
are often male. On the flip side, having the woman be lower-
rated than two men might have also made gender more salient.
To the extent that either of these is true, it is an important issue
that future research should address (e.g., by conducting focus
groups or using a shortlists of only two applicants, only one of
whom is female—a situation we deliberately rejected because we
felt it might make the gender contest overly salient and explicit).
However, in view of the media and publicity surrounding
findings from these type of experimental designs, follow-up
research cannot be undertaken in the near future without
compromising the experimental reactivity of participants.
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That philosophy is an outlier in the humanities when it comes to the underrepresentation
of women has been the occasion for much discussion about possible effects of subtle
forms of prejudice, including implicit bias and stereotype threat. While these ideas have
become familiar to the philosophical community, there has only recently been a surge of
interest in acquiring field-specific data. This paper adds to quantitative findings bearing
on hypotheses about the effects of unconscious prejudice on two important stages
along career pathways: tenure-track hiring and early career publishing.
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INTRODUCTION

That philosophy is an outlier in the humanities when it comes to the underrepresentation of
women has been the occasion for a lot of discussion about possible effects of subtle forms of
prejudice, including implicit bias and stereotype threat. Though real-world effects are not strongly
evidenced (Forscher et al., 2017), there is widespread concern in philosophy that involuntary
and unconscious implicit associations might diverge from a person’s declared beliefs affecting
our actions, judgments, and attitudes. Unconscious bias might influence how we treat junior
colleagues from socially stigmatized groups when it comes to sharing opportunities for professional
development, advancement, and in evaluating scholarly potential and credentials. For example, a
departmental committee might implicitly prefer a male candidate to a female candidate with the
same qualifications despite holding conscious and explicit attitudes about the equality of the sexes.
Meanwhile, stereotype threat is when awareness of and identification with stereotypes (such as that
philosophy is for white males) results in heightened anxiety, performance disparities, and reduced
interest.

These ideas have become familiar to the philosophical community, which continues to debate
policy initiatives and other measures for improving diversity, such as making syllabi and conference
line-ups more inclusive, adjusting the management of professional organizations, and reforming
journal and hiring practices. These ongoing discussions need to be informed by the best possible
evidence, and there is a growing interest in acquiring field-specific data. The investigatory model
informing this study is inspired by the hiring audits used in STEM disciplines. This paper
contributes data pertinent to hypotheses about the effects of prejudice on two important stages
of career pathways: tenure-track hiring and early career publishing.

If women are evaluated more harshly because of unconscious bias on the part of letter writers
and hiring committees, or have weaker files and perform less well in interviews because of
stereotype threat, or even face conscious and explicit discrimination, then they might be expected
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to be less successful at finding tenure-track employment. Indeed,
biases are often conjectured to be a major cause of the
underrepresentation of women in philosophy.1 Fortunately there
have been several recent studies of employment trends, including
Jennings’ for a 2-year period (2012 and 2013) and a follow-up
funded by the American Philosophical Association known as
the APDA report.2 These and other resources can help test
hypotheses predicting effects of biases on hiring.3 Working
from her original data, it was decided that post-doctorate
appointments would be ignored in order to focus on more
desirable tenure-track lines, leaving us with 229 men and 109
women in the pool. Since this manuscript was written, the data
used in the APDA report has been corrected and revised and will
also be taken into account. So, how are women doing on the job
market?4.

RESULTS

Analysis of Jennings’ original data suggests women and men
are hired at a rate roughly proportionate to their numbers
for entry-level tenure-track jobs in philosophy.5 Concerning
the follow-ups, the first APDA report in 2015 actually found
women were hired significantly more often, increasing the
odds of obtaining a permanent academic position by 85%.6 A
2016 update corroborated this finding notwithstanding Jennings’
statement that “we did not find a significant effect of gender on
placement. . .”7 While technically true, however, this was only
because in 2016 they elected not to examine this low hanging
fruit. Despite this flagging of interest in this aspect of the
gender question, she did acknowledge there were about 10%
more women than men among those obtaining a permanent
position over the entire data set (chi-squared test p < 0.01)
and (with prompting by an anonymous commenter) admitted
the number was much higher (around 23%) concerning those
graduating within the most recent hiring cycles (2012–2015).
Another commentator also brought the high significance of this
result to our attention (chi-square, p= 0.0007). The upshot is that
with the help of various anonymous commentators, we can be
confident that the APDA findings offer strong support that men
are significantly less likely to obtain permanent positions.

1“Implicit bias and stereotype threat. . .will make it harder for women to do
well. . .to be recognized in graduate school, less likely to get strong letters of
recommendation, and less likely to be hired. The women who, despite this,
get hired at strong research departments are likely to be especially exceptional
philosophers” (Saul, 2012).
2The Academic Placement and Data Analysis project’s results can be found here:
http://webcache.googleusercontent.com/search?q=cache:szvEA0v8tSgJ:dailynous.
com/wp-content/uploads/2016/04/apdareportupdateto2015report.pdf+&cd=2&hl
=en&ct=clnk&gl=us&client=safari
3http://www.newappsblog.com/2014/12/gender-and-publications.html#more. See
also Solomon and Clarke (2009).
4Here and there minor corrections were made for errors, such as duplicate entries.
5All of our raw data can be accessed at Genderandphilosophy.blogspot.com
6See p. 11 of the 2015 report: http://dailynous.com/wp-content/uploads/2016/04/
apdafinalreport2015.pdf
7http://dailynous.com/2016/04/15/philosophy-placement-data-and-analysis-an-
update/

Another noteworthy finding obtained from Jennings’ earlier
results is that female candidates had about half as many
publications as their male counterparts. The average publication
counts for candidates (having no prior academic appointment)
were 1.37 for men and.77 for women (medians 1 and 0;
p = 0.000808)8 and is also extremely significant. However, as
the quantity of publications is only one very crude measure
of a candidate’s strengths, we can also look at how several
other variables might depart from these aggregated results.
For example, besides quantity, Jennings’ data also contained
information about the putative “quality” of a publication (defined
as a “top-15” journal according to a poll at the Brooks Blog).
Here, male tenure-track hires are about three times more likely
to have published in a highly regarded venue (see Appendix and
Figure 1).

It is natural to wonder how important publications are when
it comes to assessing job candidates, and certainly we can
agree publications are not the only relevant factor. Even for a
research-oriented position the quality of writing samples, the
reputation of doctoral institutions, and the weight assigned to
letters of recommendation will also be taken into account. As a
rough proxy for reputational factors rankings of degree-granting
programs obtained from the 2006–2008 edition of the Gourmet
Report were utilized.9 How publication records of new hires
might differ depending on whether they had a prior position or
accepted a tenure-track job straight out of graduate school was
also considered.

Some have claimed that prestige interacts with gender in
that women from highly regarded programs tend to publish
the least, whereas men from less fancy programs publish the
most.10 However, we find the relationship between gender and
prestige to be somewhat murkier. Although the finding men in
general tend to publish more and in more prestigious places
was corroborated, program prestige correlated positively with
the output of high-quality publications regardless of gender.
Gendered differences also depended somewhat on whether we
were looking at candidates who had held a prior academic
appointment.

First, mean Gourmet Report scores were incorporated within
Jennings’ spreadsheet revealing a disparity in average home
department rankings of 3.31 for men and 2.93 for women
(medians were 3.6 and 3.2). High prestige “top-20” departments
have a score of at least 3.4, and so next men and women
were divided into elite (“top-20”) and non-elite (“non-top-20”)
subgroups to see if there would be any interesting effects.11 The
rankings for male and female “top-20” hires turn out to be very
similar with mean scores of 3.94 for men and 4.02 for women
(with medians of 3.7 each). Given this, we expect to find a
small gendered difference in prestige among the remainder, and

8Meaning a 99.9192% confidence that the result is not due to chance. P was
obtained using a Fisher exact test.
9It was reasoned that the reputational ranking should reflect the fact that
candidates take around 5 or 6 years to obtain their degrees. But the results do not
differ much if a slightly more recent or less recent edition is used instead.
10See http://genderandprestige.blogspot.com
11Note that candidates from top-20 schools appear to fill half of new tenure-line
positions.
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FIGURE 1 | Gender and publishing.

FIGURE 2 | Gourmet-ranked TT positions.

indeed the averages here are 2.26 for men and 1.9 for women
(with medians of 2.6 and 2.3).12 It was also noted that there
was no significant interaction between gender and the prestige
of hiring departments, though there was evidence candidates
from relatively lower prestige institutions lack upward mobility:
Whereas top candidates of either gender could expect to find a
position at a Gourmet-ranked institution a bit less than half the
time, this was true of other candidates only 7–8 percent of the
time (Figure 2). This might indicate that there are, in effect, two
semi-independent job markets. In terms of outcomes, there seems
to be a top-20 market mostly closed to non-elite candidates and a
non-top-20 market open to all.

Next, turn to consider how prestige might interact with
gender when it comes to publishing. As mentioned earlier,
differences depended on whether candidates had a prior
appointment. In considering those with no prior appointment,

12Women seem to be slightly more likely to obtain degrees from unranked
programs, which were scored as a “0.” Hence, if we ignore unranked programs
these small differences in the overall rankings disappear.

it was found that top-20 men stand out: they publish more,
and in “better” places than the others. Meanwhile, top-20
women publish less often than non-top-20 men and women,
nevertheless they tend to do better when it comes to quality
(Figure 3). As it is unclear how to weight quantity versus
“quality” in assessing candidate strength, no conclusions are
drawn here about the advantages or disadvantages of the
remaining subgroups. We can observe that top-20 women
have much more access to top-20 jobs, which might suggest
“quality” counts for more across the market. Alternatively,
there might be different standards for the different “markets”
proposed above: top-20 individuals appear to be a little stronger
concerning “quality” and non-top-20 are stronger for quantity
(Figure 4). Perhaps then publishing counts, but counts differently
depending only whether one is competing on the “elite”
market favoring “quality” or the “non-elite” market favoring raw
output.13

13Against this the reader is asked to compare the data in Figures 3, 5, which might
suggest that when it comes to re-entering the market with a prior position it may
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FIGURE 3 | Publishing (no prior position).

FIGURE 4 | Prestige and publishing.

Now we can consider the candidates who did have a
prior position. Here, men had significantly higher averages for
quantity and “quality” (Figure 5). For example, low-prestige men
published almost three times as much as the average high-prestige
women and were about two times more likely to have a top-
15 publication. This might indicate that women, regardless of
prestige, tend to submit to journals less frequently because they
are less confident, as expected by hypotheses invoking stereotype
threat14 or even disadvantages in the reviewing process.15 Then
again, there are several other explanations for the publishing gap.
Notwithstanding this uncertainty, men and women appear to be
held to different standards.

be more important for non-elite candidates of either gender to improve “quality”
and elite candidates to improve quantity.
14Though we note that enthusiasm for stereotype threat theory is in rapid
decline thanks to concerns about ecological validity, experimental design and
interpretation, replicability, and evidence of publication bias, see Sesardic and De
Clercq (2014).
15This finding of a gender gap in publishing is in step with Krishnamurthy et al.
(forthcoming).

Returning to an earlier suggestion, might it be the case
that publications are not that important in hiring? This
is hard to accept given that productivity is so often tied
to securing research-intensive positions in the competitive
academic environment and critical to determinations about
prospects for earning tenure. This seems clear when we consider
lateral hires, which constitute much of the data, and as just
mentioned indicate upward trends in output. That candidates
from less fancy programs publish more regardless of gender also
suggests a widespread presumption that publishing compensates
for other deficiencies. We can also note that previous research
indicates that publication records are a critical indicator of
candidate strength (Steinpreis et al., 1999).

In a blog comment, Jennings16 attempts to explain away the
publishing gap by proposing that enhanced opportunities are
more often offered to males. Others have also worried that “at the
graduate level, supervisors may be more likely to encourage men
to publish their work” (Saul, 2013). Jennings wonders if most of

16http://www.newappsblog.com/2014/12/gender-and-publications.html#more

Frontiers in Psychology | www.frontiersin.org June 2017 | Volume 8 | Article 953 | 22

http://www.newappsblog.com/2014/12/gender-and-publications.html#more
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


fpsyg-08-00953 June 13, 2017 Time: 12:22 # 5

Allen-Hermanson Leaky Pipeline Myths

FIGURE 5 | Publishing (with prior position).

the difference between genders is attributable to a handful (15%)
of high productivity (HP) men, defined as those with at least five
publications at the time of hiring (5% of women are HP by the
same standard).17 Yet these numbers are derived from looking at
all hires, including those candidates who had a prior academic
appointment, and therefore more opportunities to publish. When
we consider those with no prior position, none of women and
only 3% of the men (n = 7) are HP. Since there are so few, the
gap cannot be explained by those who are highly productive.

Nevertheless, all HP hires were examined in order to see
what proportion of their work might be attributable to enhanced
opportunities.18 Using Google searches of cvs the number of
such publications for each of the 61 HP candidates was obtained
by counting works that were co-authored with a senior figure,
articles or chapters in edited volumes, conference proceedings,
and publications which otherwise appeared to be by invitation,
such as introductions to special issues.19 Although the pool of HP
women is small20 it was found that 37.5% of their publications
fell into this category. Turning to the men, first those who
were exceptionally productive (having at least 10 publications)
were examined. The rationale here is that if the HP men are
favored with extra opportunities, this will likely be reflected in
the output of those who publish the most. Yet for this group, only
34.3% of their work was attributable to enhanced opportunities21

while the result was 37.7% for all HP men.22 In addition, the
means, medians, and modes for those in the HP group did not
significantly vary by gender. While not exhaustive, as there could

17HP candidates were very likely to have had at least one prior position (median
for both genders = 1; means were 0.88 for men and 0.86 for women).
18In this case, we also included 10 highly productive individuals with post-
doctorates in order to increase the population. M = 54; F = 7. Post-docs are shaded
in blue in the spreadsheet titled “high performers” and tenure-track hires are in
yellow.
19We didn’t count book reviews as peer-reviewed publications. If we do, the
proportion of work attributable to enhanced opportunities falls to 31%.
20There are about a third as many as one would expect given that women account
for 32.2% of the hires.
21Falling to 31% with book reviews.
22Falling to 32.8% with book reviews.

be other kinds of special opportunities, favoritism in a non-blind
review process, as well as differential barriers to obtaining prior
positions, the data offered here suggests HP men and women are
treated about equally. It was found that highly productive men
were about twice as likely to publish in well-regarded (“top-15”)
journals.23

Returning to market outcomes, the previous results were
augmented by placement data obtained from two additional
sources: the American Philosophical Association’s Guide to
Graduate Programs24 and the Philjobs website25 and cohere
with similar findings from hiring audits in STEM fields
(Williams and Ceci, 2015). In addition, individual notices of new
appointments from Philjobs for the 2014 hiring season were
monitored.26 Next the analysis of the APA data is presented
followed by a consideration of the findings obtained from
Philjobs.

Data was transcribed about gender and hiring found in the
APA’s 2013 and 2014 Guides to Graduate Programs for two 5-
year periods: 2008–2013 and 2009–2014. Only programs that
allowed for a comparison between hiring outcomes and how
many men and women went to market were included in the
calculations. The Guides provided data for 64 schools in the 2013
edition and 65 for 2014 (37 schools provided data twice, so there
is placement information available for 92 distinct programs for
these mostly overlapping timespans). For 2008–2013 it was found
that 40% of men who went on the market eventually landed a
tenure-track job compared to 50.6% of the women, meaning a
woman’s probability of obtaining tenure-track employment was
about 25% better (p = 0.037).27 The corresponding probabilities
of obtaining any kind of academic position (including much less
desirable temporary appointments) were a lot closer at 86 and

23Using Jennings’ data, we found that the highly productive men (with at least five
publications) had an average of 1.98 publications in top journals. Women had an
average of 1.14. The median was 1 in both cases.
24http://www.apaonline.org/?page=gradguide
25http://philjobs.org/appointments/dataFeed
26Philjobs http://philjobs.org/appointments
27Calculated using a Fisher Test.

Frontiers in Psychology | www.frontiersin.org June 2017 | Volume 8 | Article 953 | 23

http://www.apaonline.org/?page=gradguide
http://philjobs.org/appointments/dataFeed
http://philjobs.org/appointments
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


fpsyg-08-00953 June 13, 2017 Time: 12:22 # 6

Allen-Hermanson Leaky Pipeline Myths

89%. Women also made up 26.3% of the market and 31.1% of the
tenure-track placements. The 2014 Guide reinforces this pattern,
with 35.3% of men and 46.7% of women finding tenure-track
employment from 2009 to 2014 meaning the probabilities were
about one-third better for women (p= 0.016).28 Similar to before,
83.6% of men and 87.8% of women found any kind of academic
job. Women made up 25.2% of the market and 31% of junior
tenure-track hires.

One might wonder if schools with good placement records,
and, especially, good records for placing women might be
overrepresented in the APA data. However, this concern is not
realistic. Consider what it would take for the schools where
we didn’t have data to close the gender gap. According to the
APA, the 2008–2013 period comprised 530 junior tenure-track
placements, and yet we would have to suppose an additional 200
competitions went unreported in which a man won every single
time—in that case the chances equalize to 50%. There would
have to be more than 500 unreported tenure-earning jobs going
solely to men for the disproportion to be reversed (i.e., for men
to have a 25% greater chance). In such a small profession, there
are probably not enough unreported jobs for this to be the case:
while Philjobs reported 816 junior tenure-track placements for
the same period, many of these are lateral moves that placement
officers would not normally pass on to the APA.

Adding to uncertainty about possible unreported hires, one
might also wonder if these results would hold up for periods
other than 2009–2014, and what the year-to-year results look like.
With these concerns in mind we can turn to data provided by

28Fisher Test.

Philjobs. This process began by examining the 2014 hiring season,
which was arbitrarily defined as spanning July 1, 2014 to June
30, 2015. Over the course of the year information was gathered
about individual tenure-track hires, including those who had a
previous academic appointment as well as those going to market
straight from graduate school. For 2014 it was found that 56
out of 148 hires (37.8%) went to women. While the number
of doctorates awarded to women as a percentage of the total
doctorates in philosophy fluctuates somewhat from 1 year to
the next, it was assumed that the year immediately prior would
give a reasonable approximation of how gender is distributed
on the job market; in 2013, for example, 27% were awarded to
women.29

To add more depth to the investigation hiring outcomes
for nine further years (2005–2013) were also examined using
data provided by the Philjobs website. In order to make
this information useable certain corrections and additions to
their spreadsheet were necessary, including the elimination of
duplicated entries, filtering out senior appointments and non-
tenure-track hires, spot-checking for accuracy, and using Google
searches to ascertain gender where it was missing or in doubt.
Next, year-by-year comparisons were made between placement
and the distribution of philosophy PhDs using the NSF’s Survey
of Earned Doctorates. The relationship between awarded PhDs
and junior hiring from 2005 to 2014 is depicted in Figure 6
and gives a general sense of the market. The distribution of
philosophy doctorates by gender for the same period is found in
Figure 7. For some years (2005, 2006, 2008, 2009, 2012) there was

29See the 2013 edition of the NSF’s Survey of Earned Doctorates.

FIGURE 6 | Earned PhDs and TT hiring.
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FIGURE 7 | Earned Doctorates by gender.

FIGURE 8 | Gender and tenure-track hiring.

a rough correspondence between the percentage of women who
were hired and their share of philosophy doctorates awarded in
the year immediately prior. As a further check the rankings for
the 2005 market (using the 2001 edition of the Gourmet Report)
were consulted, though there were no significant differences
in the means (3.00 for men and 3.01 for women) or medians
(men: 3.3; women: 3.35) of candidates. For the remaining years
(including most recent hiring seasons) women appear to be
overrepresented, accounting for 28.4% of the earned doctorates
but 35.73% of tenure-track hires (Figure 8).30

Finally, these results were compared to updates found in the
2016 APDA report. First, my list of successful job candidates
for the 2012 season was merged with the APDA’s. Although

30p = 0.000372.

these mostly overlapped, there were some differences. In order
to seek greater accuracy every candidate was re-checked, one-by-
one, in attempts to verify gender and success in a tenure-track
competition in 2012 (e.g., by consulting cvs, locating welcome
messages at hiring Departments, etc.). Both data sets contained
errors resulting in 56 changes to my list (37 additions and 19
deletions) and 36 changes to the APDA’s (29 additions and 7
deletions), thus bringing the two into harmony.31 Though this
process was tedious and time-consuming, it was hoped it would
maximize the accuracy of the data for at least 1 year and so
allow us to see if this additional scrutiny would alter the results

31The final tally for 2012 was 140 men and 61 women. Note that there was only one
instance where a gender was assigned incorrectly due to a limitation of the software
used by the APDA project.
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in any significant way. With this revised data it was then a
simple task to recalculate the hiring figures. According to my
original survey 32.7% of tenure-track hires went to women in
2012 whereas the APDA’s 2016 report puts this a little lower at
30.7%. The outcome for the revised and re-verified data is just shy
of their result at 30.3%. To place this in context, note that in the
previous year 31.3% of doctorates in philosophy went to women.
Hence, it can be reaffirmed that the 2012 market outcomes do
not attest to a significant gender effect in hiring. However, 2012
was also unusual in light of the pattern for the years 2010, 2011,
2013, and 2014, which might indicate significant bias in favor of
female candidates (Figure 8). Would this pattern also stand up
to further scrutiny? This time instead of more forensic checking
of merged data sets, the APDA’s numbers were taken at face
value with a result in keeping with my original findings provided
in Figure 8. Going by the APDA’s data women obtained 32.5%
of the tenure-track jobs in 2013 and 39% in 2014 whereas my
results were 35.1% (with 26.7% earning doctorates) and 37.8%
(27% earning doctorates). Instead of quibbling about a percentage
point here or there, it can be agreed there is no evidence women
are underrepresented among those obtaining tenure-track jobs
for at least a decade. To the contrary, recent years seem to attest
to a reverse gender effect.

DISCUSSION

Market outcomes starting in 2014 and going back 10 years
offer no evidence women are at a disadvantage in tenure-
track competitions. The same can be said for the other
objective measures that were examined including publishing
and the reputations of home and hiring departments. No
statistically significant evidence that pervasive dysfunction in
departmental cultures is harming early career market outcomes
of budding women philosophers could be found. Meanwhile, the
biggest drop in women’s participation appears to occur almost
immediately, right after first exposure to philosophy’s themes,
methods, and traditions (Adelberg et al., 2013; Dougherty et al.,
2015). Although evidence that the gender gap in philosophy is
attributable to pre-university influences has been available since
at least 2012 (Paxton et al., 2012) the present study adds to
the case against the hypothesis that sexist attitudes (whether
conscious or unconscious) held by philosophers are a major cause
of disproportion according to gender.

All the same, we can be somewhat reticent to draw strong
conclusions about the extent of philosophy’s climate problems,
and it might be premature to say that there is no systemic anti-
female prejudice. Bias that was present but somehow neutralized

by measures departments have taken or coping strategies adopted
by women might have been overlooked. Then again it seems
doubtful that explicit policy changes and coping strategies were
adopted more than 10 years ago, long before there was wider
awareness of the issue of unconscious bias. It is also conceivable
that bias shows up elsewhere, affecting outcomes for tenure
and promotion, though keep in mind this conjecture is not
supported even by mainstays of the implicit bias literature, such
as Steinpreis et al. (1999) whose name-swapping experiments
found “no main effects” for tenurability. The present findings
are a better fit with the strong preference for women in
STEM found by experimental manipulations (Williams and Ceci,
2015).

While counter thoughts are not to be dismissed lightly, the
hypothesis that unconscious bias works against women in hiring
and early career publishing is not well supported. Although it is
conceivable implicit bias initially reduces perception of a woman’s
cv. and then “affirmative actors” reverse its impact, this proposal
strikes one as overly complicated: why not just assume people are
not downgrading the accomplishments of talented women?

The suggestion that there is a shyness effect making bias hard
to detect is also hard to square with the evidence about pre-
market publishing opportunities. Why doesn’t bias reveal itself
in disparities for special invitations to publish where there are no
equity policies or structures, little to no collegial oversight, and
it is hard to conceive of coping strategies? We should also worry
that efforts to improve the representation of women could even
backfire, e.g., if committees adopted blind review of candidates
under the dubious assumption that more accomplished women
are systematically undervalued.
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APPENDIX

Raw data is available at genderandphilosophy.blogspot.com
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Women are an increasing percentage of Bachelors in Engineering (BSEs)

graduates—rising from 1% in 1970 to 20% in the 2000s—encouraged by increasing

K-12 emphasis on attracting girls to STEM and efforts to incorporate engineering and

technology into K-12 curricula. Retention of women in STEM and in engineering in

particular has been a concern historically. In this paper, we investigate whether this

gap has increased because a larger proportion of females entering engineering find

themselves ill-matched to this field, or whether the gap has decreased as engineering

becomes more accommodating to women. Using 1993–2010 nationally representative

NSF SESTAT surveys, we compare cohorts of BSEs at the same early-career stages

(from 1–2 to 7–8 years post-bachelors). We find no evidence of a time trend in the

gender gap in retention in engineering and a slightly decreasing gender gap in leaving

the labor force. We find, as others have, that the majority of the gender retention

gap is due to women leaving the labor force entirely and that this exit is highly

correlated with child-bearing; yet women with engineering majors are half as likely as all

college-educated women to leave the labor market. There are no clear time trends in

female BSEs leaving the labor market. Single childless women are actually more likely

than men to remain in engineering jobs. Some of the gender differences in retention

we find are caused by differences in race and engineering subfield. With controls for

these, there is no gender retention difference by 7–8 years post-bachelors for those

full-time employed. There were two unusual cohorts—women with 1991–1994 BSEs

were particularly likely to remain in engineering and women with 1998–2001 BSEs were

particularly likely to leave engineering, compared to men. Cohorts before and after these

revert toward the mean, indicating no time trend. Also, women who leave engineering

are just as likely as men to stay in math-intensive STEM jobs.

Keywords: engineering careers, gender, leaving STEM, women engineers, retention

Introduction

Engineering has been and continues to be a field dominated by men. However, the percentage
of women getting bachelors in engineering (BSE) has grown dramatically over the decades,
from approximately from 1% in 1970 to 10% in 1980, 15% in 1990 and stabilizing near
20% in the 2000s (NSF WebCASPAR). This has been a period of consciousness-raising
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about the paucity of women in STEM fields, of rising math
test scores among K-12 girls, of more girls taking high school
math and science courses, and of women increasing their general
college attendance relative to boys (Ceci et al., 2014). Figure 1
illustrates the growth in representation of females among BSE
and in other STEM fields.

There has been considerable interest and research on women’s
retention in STEM in general, and in engineering in particular.
Most recently, the National Academy of Engineering and
National Research Council (National Academy of Engineering
and National Research Council, 2014) convened a workshop
on this topic. Women working in the engineering profession,
represented by the Society of Women Engineers (SWE), have
been very active in surveying women in their field to understand
women’s greater exit rates. In addition to the Society of Women
Engineers (2009) and the National Academy of Engineering
and National Research Council (2014) studies, Morgan (2000);
Hunt (2010), and Singh et al. (2013) addressed women’s exit
from engineering particularly, while work such as Preston (1994,
2004), Xie and Shauman (2003), and Xu (2008) addressed exit
more generally in all STEM fields.

Previous work on women’s retention in engineering was
primarily based on cross-sectional data which combines people
from many different cohorts (which we identify here by the year
of their bachelor’s degree in engineering). Measuring retention
at different career stages in a cross-section actually combines
differences across career stages and differences across cohorts.
For instance, in a 2010 cross-section, the only people who would
be observed 1 year from their bachelor’s degree are themillennials
who graduated in 2009, and the only ones who would be observed

FIGURE 1 | Percent female among bachelors in engineering compared to other STEM fields over time. Data Source: NSF WebCASPAR data base

(https://ncsesdata.nsf.gov/webcaspar/).

at 20 years from their bachelors are the Gen X’ers who graduated
in 1990.

There are reasons to believe that recent cohorts of
engineering majors may behave differently than earlier
cohorts did when they were the same age. On the one
hand, we might expect later cohorts of women to be more
likely to remain in the field because of women’s increasing
representation among engineering graduates. Hunt (2010)
has shown that scientific fields of study with lower female
percentages tend to have higher exit rates of women from the
field.

On the other hand, we might expect that later cohorts of
women engineering majors will be less likely to remain in
the field than earlier cohorts. Women might be majoring in
engineering in greater numbers because high school curricula
have increasingly included engineering and computer education
and educators have been encouraged to attract women to
engineering (Carr et al., 2012). It may be that some of the
women choosing engineering majors today might be less well-
matched to the occupation and not find working in engineering
satisfying. Therefore, a larger proportion of later cohorts of
engineering BSE women may leave engineering after they have
spent a few years working in non-engineering fields. In a
similar vein, the recent National Academies conference report
indicates that excessive workloads, unclear expectations, lack of
work-life balance, and a “chilly climate” were associated with
women leaving engineering (National Academy of Engineering
and National Research Council, 2014). If it is the case that
recent cohorts of BSE women are less well-matched to the
engineering occupation, these climate issues may increase
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the propensity of women in more recent cohorts to leave
engineering.

These possibilities suggest that we should compare different
cohorts of BSE, particularly during the first years after they
graduate. We compare whether recent cohorts of women with a
BSE leave the engineering field with greater or lesser frequency
than previous cohorts. We also test whether there is a general
time trend in gender retention differences over the last few
decades. Along with this, we might expect that those women
who leave engineering might move to non-math-intensive
occupations with greater proportions of women.

We test these hypotheses using NSF longitudinal SESTAT data
that allow us to study cohorts as recent as 2009 bachelors in
engineering (BSE) and as early as those with BSEs in 1985. We
use data from eight different waves of the same survey spread
over 18 years (1993–2010), allowing us to tease apart differences
across cohorts from differences in retention that occur as careers
develop, and to further to identify whether the career pattern is
different across the cohorts. Moreover, given the panel nature of
these surveys, we can follow specific individuals longitudinally
for periods as long as 8 years which gives us a better sense of the
timing of exit.

Previous Research

Preston (1994, 2004), Xie and Shauman (2003), Xu (2008), and
Glass et al. (2013) have studied women’s exit from science and
engineering as a whole using a variety of national data sources.
Preston found large differences in the 1980s and early 1990s.
Using data from the 70s, 80s, and early 90s, Xie and Shauman
found that women with bachelors in STEM (excluding social
sciences) are about one quarter less likely than men to work in
STEM occupations and that married women with children are
the most affected. Xu (2008), using the 1999 National Survey
of Postsecondary Faculty, found that women and men were
equally likely to seek to leave STEM academic careers but that
women had greater intentions to seek another position within
academia. Glass et al. (2013) followed female college graduates
from the National Longitudinal Survey of Youth 1979 and
found that women in STEM occupations were more likely to
leave their field early in their career compared with women in
other professional occupations. They find that women in STEM
occupations move to non-STEM occupations at very high rates
and attribute women’s departure from STEM careers to climate
issues or job matching.

Research on gender differences in retention in engineering
specifically are most germane to this paper. The Society of
Women Engineers (2009) surveyed engineering alumni of 21
colleges from 1985 and later. In their 2005 cross section of
graduates from these 21 schools whose BSE was their highest
degree, there was an average 10% gender gap in the likelihood
of working in engineering. Further, they found that 90% of
this gender gap was a result of women leaving the labor
force entirely. These gender differences were similar to those
from the more nationally representative 2003 NSF SESTAT,
although overall their retention rates were higher than those in
SESTAT.

Morgan (2000) used the 1993 National Survey of College
Graduates (NSCG) and captured employment of those who
received BSEs between 1965 and 1989 but measured the gap only
for those with highest degrees in engineering (i.e., only those
who did not choose immediately post-bachelors to enter into
a different field via a degree). As such, her estimate of exit is
likely to be lower than ours. She found a 3 percentage point
(ppt.) gender gap in the likelihood that full-time workers with
highest degrees in engineering were employed in engineering
jobs, defined using a survey question asking whether respondents
were working in a field closely or somewhat related to their field
of highest degree. In contrast, women in other fields were 6 ppt.
more likely than men to remain in the field of their highest
degree. She also found these women were 9 ppt. more likely than
men to be out of the labor force and 7 ppt. more likely to be
working part-time.

Hunt (2010) also uses the NSCG, but from both the 1993
and 2003 surveys. Like Morgan, she studied those with highest
degrees in engineering and based her analysis on the question
of how closely their job related to the field of highest degree.
Hunt found about a 10% average gender difference in overall
retention1, of which 70% could be accounted for by women
leaving the labor force (similar toMorgan’s 3% gender gap among
full-time workers). Also like Morgan (2000), Hunt found that the
gender differences in engineering were slightly larger than gender
differences in other sciences or in non-STEM fields. Unlike
Morgan (2000) and Society of Women Engineers (2009), Hunt
estimated gender differences with regression models allowing
her to control for field, age, degree level, and race among other
factors. Holding these constant, women who studied engineering
were slightly more likely than women in other fields to be
working (about 1 ppt.) but considerably less likely than women
in other fields to have a job related to her highest degree (on
the order of 5 ppt. of those working or about 4 ppt. of those
irrespective of whether they worked). Finally, Hunt finds that
including the male share of the field in the regression model
that estimates female exit more-than-explains the lower female
retention of women in engineering compared to other non-
STEM fields.

The only research using longitudinal data to examine
retention in engineering was Greenfield’s presentation in
National Academy of Engineering and National Research
Council (2014), which used data from the Department of
Education’s Baccalaureate and Beyond. She primarily analyzed
the 1992–1993 BSE cohort whose sample was small (560, with 80
women). She measured retention as working in an engineering
or architecture job. She found that retention rates for employed
women engineering BSEs were higher than those of men’s in
engineering—13.7 ppt. higher after 1 year, 14.8 ppt. higher than
men after 4 years, and 6.8 ppt. higher after 10 years. The retention
rate of women in engineering was not lower than other fields at
4 years, but was substantially lower at 10 years. She also looked
at 1-year retention rates across several later cohorts and found

1This number is computed from Hunt’s figures although she herself did not make

this calculation.
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that later cohorts of women were less likely to stay in engineering
immediately after receiving their bachelors.

A final relevant finding in Hunt (2010) is that the share of
men in the specific sub-field of STEM study was positively highly
correlated with women’s exit from science (r = 0.51) She finds
that including the male share of the field in a regression of female
exit more-than-explains the lower female retention of women in
engineering compared to other non-STEM fields.

Thus, all of these studies find gender differences in retention
in engineering that are small relative to the percentages who stay
in engineering, contradicting the general impression of much
higher exit rates from engineering (e.g., see Singh et al., 2013).
One (National Academy of Engineering and National Research
Council, 2014) even found women more likely to remain in
engineering.

Materials and Methods

SESTAT is collected by the National Science Foundation (NSF)
and is the most comprehensive database on the employment,
educational, and demographic characteristics of U.S. scientists
and engineers available. SESTAT actually includes observations
from three NSF surveys: the National Survey of Recent College
Graduates (NSRCG), the National Survey of College Graduates
(NSCG) and the Survey of Doctorate Recipients (SDR). From the
NSCG respondents, SESTAT includes only those who received a
degree in STEM or had ever worked in a STEM occupation. From
the NSRCG, SESTAT includes recent bachelor’s and master’s
degree recipients in STEM fields. The SDR samples US-awarded
PhDs in STEM disciplines. SESTAT oversamples women and
under-represented minorities (URMs) in order to allow more
accurate measures of gender and racial differences.

Within each decade, SESTAT followed individuals through
the different waves, adding new people to represent more recent
graduates (from the NSRCG). The 1990s panel includes 4 waves:
1993, 1995, 1997, and 1999. The 2000s panel includes 4 waves:
2003, 2006, 2008, and 2010. SESTAT thus includes as many as
four observations on a single individual over a 7 or 8 year span in
each decade (although for various reasons many people are seen
for fewer than four surveys2). Note that there are primarily 2-year
gaps between survey waves, although there is one 4-year and one
3-year gap.

SESTAT collects information on education, employment
including labor force status, occupation, employer
characteristics, work activities, and comprehensive demographic
information on gender, race/ethnicity, marital status, children,
citizenship, and immigration status.

The measurement of who is working as an engineer is not
straightforward. In the majority of this analysis, we define
people as working in engineering if their primary occupation
is categorized by the NSF as engineering. This excludes all jobs
categorized as computer and information scientists, such as
computer system analysts. Moreover, it excludes jobs categorized

2This includes: adding new cohorts; adding others if needed to balance others who

had dropped out of the survey; non-response for one wave (people were dropped

if they did not respond for 2 waves); aging out at age 75 etc.

as being engineering-related, such as “electrical, electronic,
industrial, and mechanical technologists and technicians” or
architects. Based on the 2010 SESTAT, we calculate that 1.73
million people were employed full-time in engineering jobs, 2.31
million in computer jobs, and 0.46 million in engineering-related
jobs. Beginning in 2003, SESTAT began including low to mid-
level “engineering managers” within engineering occupations,
but not “top level managers, executives, and administrators.”
“Engineering managers” (or manageers, a term we have coined)
represented 15.6% of the 1.73 million full-time engineering jobs
in 2010. Because we want to compare cohorts working in the
1990s as well as the 2000s, we exclude engineering managers in
our analysis of engineering retention across cohorts. That said,
we also analyze whether BSEs moved into management jobs and
if so, whether the job was required technical STEM education.

We use the SESTAT data to examine gender differences in
remaining in engineering by cohort and years since degree. Our
cohort analysis is based on the 28,117 individuals in SESTAT
surveyed who received their first bachelor’s degree in engineering
(BSE)3 between 1985 and 2009. For ease of presentation, we
divide cohorts into approximately 3- to 5-year BSE groupings
starting with the 1985–1990 cohort and ending with the 2006–
2009 cohort, choosing endpoints so each cohort has enough
observations to create reasonably accurate statistics. Individuals
in the analysis were observed in a SESTAT survey at either 1–
2 years, 3–4 years, and/or 7–8 years post-BSE. We also examine
outcomes for people working 15–16 years after the degree, but
the number of women in this older cohort is small.

We begin our cohort analysis using descriptive statistics to
examine gender differences in remaining in engineering by years
since PhD for the outcomes of (1) being “engaged in engineering,”
defined as working in an engineering occupation or enrolled
in an advanced engineering degree program4; (2) working full-
time in an engineering occupation for the subsample that is
employed 35 or more hours per week; and (3) being out of
the labor force—defined as not working and not looking for
work. We then use linear probability regressions to estimate
gender differences in these same outcomes, controlling for things
that might be responsible for gender differences but that are
not directly attributable to gender per se, including engineering
subfield, survey year, immigrant status, race, and one measure
of socioeconomic class, whether the parent had graduated
college. We present the coefficient on gender from these models
in order to examine differences in remaining in engineering
across cohorts. We then take a closer look at factors associated
with leaving the labor force by adding interaction terms to
our linear probability models, specifically interaction terms for
female X cohort X family-status. Finally, for those who leave
engineering, we examine where they go—to engineering related,
other mathematically intensive STEM, non-mathematical STEM,
or non-STEM occupations.

3We limit this analysis to first bachelors because we are interested in those who

originally chose engineering as a field in college, not those who came to it later.

Also, those for whom the engineering BS is not their first bachelors degree may be

at a different career stage. The vast majority of BSEs are first bachelors.
4After a handful of years from the BSE when some complete a masters, there is no

distinction between engaged in and working in engineering.
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Stata 13 was used for all statistical analysis including the linear
probability multiple regression models. The paper only includes
those results related to gender differences. Full regression results
for all regression tables are available in the Supplementary
Material.

Results

Average Gender Differences in Retention
Post-bachelors
2010 Averages
Figure 2 shows the proportion of women and men, respectively
with BSEs who in 2010 are “engaged in engineering” graphed by
years since the BSE. We use 3-year moving averages because of
the erratic periodicity of SESTAT surveys and the small number
of females at each point. Figure 2 demonstrates the starting point
of this paper, that in the 2010 cross-sectional data, after a few
years post-BSE a gap appears and women with BSEs become less
likely to be working in engineering jobs than men. The average
gender difference in remaining in engineering (for those within
30 years of the BSE) is 7.8 percentage points (or ppt.) At 10 years
post-bachelors, the gender difference is 8.2 ppt.; at 20 years, it is
15.5 ppt. and at 30 years, it is 10.4 ppt. We note, however, that the
sample size of women engineers who in 2010 were more than 18
years post-BSE is very small (<100 individuals per year), so the
right-hand side of the graph must be considered only suggestive.

Some of the gender difference in engineering retention may
simply be due to the fact that more women than men are not
working at all (either unemployed or out of the labor force) or
working part-time. Among those in the 2010 SESTAT within
30 years of their BSE, 19.2% of women but only 5.6% of men
were not working, a difference of 13.6 ppt. The 2010 percentage
of women not working among BSEs is similar to the 20.0%
not working in 2010 among all US women with a bachelors or
higher5.

Moreover, rather than leave the labor force, some people
instead choose to work part-time. In 2010, 5.7% of those with

FIGURE 2 | Percent of female and male Bachelors of Engineering

(BSEs) remaining in engineering, by years from BSE (3-year moving

averages). Data Source: NSF SESTAT Survey 2010.

5Also within 30 years of their bachelors. Calculated by the authors from the Bureau

of the Census’s American Community Survey.

BSEs in engineering (within the past 30 years) worked part-time.
There is a large gender difference in the likelihood of working
part time (as would be expected if women are the primary child-
caregivers): 12.7% of women with BSEs but only 4.1% of men
were working part-time.

Two facts suggest that there are fewer part-time jobs available
within engineering than are desired by BSEs. First, 32.4% of
women with BSEs who worked part-time were in engineering
jobs compared to 38.5% of women with BSEs who worked full-
time. Second, only 5.7% of all those with a BSE work part-time,
much less than the 14.4% working part-time of those with non-
engineering STEM bachelors. This suggests that if a person with
a BSE wants to work part-time, she/he is much more likely to
be forced to work outside of engineering. This paucity of part-
time jobs within engineering may be due to choices made by
employers insensitive to women’s flexibility needs, a point we
discuss in the conclusion.

Including only those BSE’s working full-time eliminates 32.4%
of female BSEs compared to 10.3% of male BSEs. The average
gender difference in remaining in engineering among full-time-
working BSEs (2010, first 30 years) is 1.6 ppt., much less than the
7.8 ppt. average for the entire population.

Figure 3 includes only those BSEs who are working full-time
and graphs the percent in engineering for men and women
separately. We see that in the 15 years after their undergraduate
diploma, on average men and women are equally likely to remain
in engineering, with periods when women are more likely than
men to do so. Beyond 15 years post-BSE, however, men are
consistently more likely to remain in engineering, with the gap
fluctuating considerably due to even smaller sample sizes of
full-time working women than in Figure 2.

1993–2010 Averages
As noted earlier, using a single SESTAT year (2010) confuses
cohort and career stage differences. Instead, we use the data from
all 8 SESTAT waves from 1993 to 2010 to measure the gender
retention gap at three different early career stages (measured by
years from BSE): 1–2 years after their bachelors, 3–4 years after
their bachelors, and 7–8 years after their bachelors.We use 2-year
career-stage spans because in most cases, SESTAT surveys were

FIGURE 3 | Percent of female and male Bachelors of Engineering

(BSEs) working full time who remain in engineering, by years from

BSE. Data Source: NSF SESTAT Surveys 1993–2010.
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administered every 2 years (We also do limited analyses for the
stage 9–16 years post-BSE).

Table 1 gives the average probability that men and women
remain in engineering (either working or getting higher degrees)
at the three different career stages averaging over individuals
in the sample observed at this career stage. Before we discuss
cohort-specific gender retention, we first describe this average
retention at each career stage using both descriptive statistics
(Table 1) and regression analysis (Table 2).

The first row of Table 1 tells us that 61% of both male and
female BSEs enter an engineering job (or schooling) in the 1–2
years immediately after graduating with a BSE, 39% do not.
There is no (significant) gender difference. By 3–4 years post-
BSE, a gender difference had appeared, where women were
3.6 percentage points (ppt.) less likely than men to remain in
engineering; and by 7–8 years, this gender difference hadwidened
to 8.3 ppt. Columns 4 through 6 include only those working full
time. Since women are more likely than men to leave the labor
force as well as more likely to work part-time, excluding these two
groups from the population (as well as the unemployed6) changes

6Unemployment rates of BSE engineers are similar for men and women.

the gender difference considerably at all career stages. At 1–2
years, those women working full-time were significantly more
likely than men (3.1 ppt.) to remain in engineering on average;
at 3–4 years men and women were insignificantly different;
and only by 7–8 years were women less likely to remain in
engineering, with a significant gender difference of 3.0 ppt.

The last three columns confirm that at each career stage, on
average females are more likely than men to be out of the labor
force completely, but that the main movement out of the labor
force occurs between 4 and 8 years of the BSE.

Regression Analyses of Average Retention
Table 2 uses linear probability regressions to calculate these
same measures at the same three career stages, controlling for
engineering subfield, survey year, immigrant status, race, and
one measure of socioeconomic class, whether the parent had
graduated college.

We highlight only those Table 2 results that are qualitatively
different from what was found in the simple descriptive statistics
of Table 1. Compared to Table 1, at 3–4 years post-BSE,
the addition of controls erased the gender difference for the
population as a whole (Neither table finds a gender difference

TABLE 1 | Average probability of remaining in engineering (working or studying) or out of the labor force: all cohorts combined.

%of all BSE grads engaged %of BSE grads working FT % Out of the Labor # Observations

in engineering in engineering Force

Male (%) Female (%) Female-male Male (%) Female (%) Female-male Male (%) Female (%) Female-male Male Female

difference (%) difference (%) difference (%)

1–2 years post-BSE 61.38 60.54 −0.84 67.75 70.82 3.07*** 5.55 8.41 2.86*** 12162 4695

3–4 years post-BSE 61.35 57.79 −3.56*** 65.95 66.45 0.50 4.39 6.76 2.37*** 10733 3773

7–8 years post-BSE 53.58 45.33 −8.26*** 56.04 53.00 −3.04** 1.77 10.30 8.53*** 9205 2607

Gender difference t-test ***p < 0.01, **p < 0.05. 15–16 averages cannot be given because the #observations in some cases are too small to report.

TABLE 2 | Coefficient on female from linear probability models of remaining in engineering: all cohorts combined.

Probability of remaining in engineering Probability of leaving the labor force

Population: all Population: working FT Population: all

1–2 years post-BSE 0.0127 0.0362*** 0.0073

(0.0094) (0.0100) (0.0048)

3–4 years post-BSE −0.0163 0.0185* 0.0102**

(0.0102) (0.0108) (0.0047)

7–8 years post-BSE −0.0620*** −0.0092 0.0834***

(0.0119) (0.0131) (0.0044)

15–16 Years post-BSE if still in Eng at 7–9 years −0.0072 0.0905* 0.1053***

(0.0474) (0.0508) (0.0159)

Coefficient significance ***p < 0.01, **p < 0.05, *p < 0.1.

Standard errors in parentheses.

Controls include dummies for engineering subfield, survey year, BSE year, if parent had ≥BA/BS, immigrant status, race.

#obs: All population: 1–2 years: 16,857; 3–4 years: 14,506; 7–8 years: 11,812; 15–16 years: 884.

#obs: FT only: 1–2 years: 13,382; 3–4 years: 12,501; 7–8 years: 10,585; 15–16 years: 848.
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retention disadvantage for full-time workers at this stage). At 7–
8 years, for the whole population, what was an 8.3 ppt. gender
difference in Table 1 becomes 6.2 ppt. with controls (Table 2);
in contrast, among those working full time, there is no longer
a significant gender difference. Finally, with controls, gender
differences in being out of the labor force (Table 2) are somewhat
smaller than without controls (Table 1) and no longer significant
at 1–2 years. Overall, then, the control variables do explain some
of the gender differences observed in the descriptive statistics. In
work not shown, we investigated which of the controls variables
were themajor mediating factors.We found that subfield was one
important factor but that race/ethnicity was the most important
control variable responsible for some of the average gender gap7.
Women in engineering are less likely than men to be white (non-
Hispanics)—the race with the highest retention rates—and more
likely to be Asian or black, both groups with lower retention rates.
This result suggests that racial retention rates are important to
study in future research.

The last row models retention at an even later career stages
by asking, “Of those who remain working in engineering 7–8
after their degree, what is the gender difference in the likelihood

7Thus estimating the gender gap at 7–8 years from BSE, controlling for race

variables alone made the gender coefficient fall. Our race variables are defined as

follows: We separated out non-black Hispanics and we combined black with other

under-represented races such as Native American. Asians were a separate category.

There were no gender differences in the percentage of men and women who were

Hispanic.

of remaining in engineering approximately 8 years later?” 8 This
allows us to incorporate BSEs as early as 1984, even though the
earliest BSEs we can observe at their careers’ beginning are from
19919. This row indicates that there was no significant gender
retention difference during years 8–16 among those people who
were still in engineering at the beginning of this stage. When we
look only at those who are still full-time employed at year 15–16
post-BSE, on average women aremore likely than men to remain
in engineering.

Differences across Cohorts
Tables 3,4 present gender differences for cohorts defined by
narrow ranges of BSE years. Table 3 gives averages per
cohort/gender, while each panel of Table 4 gives coefficients from
a linear probability regression runwith interaction terms between
the female dummy variables and a dummy variable for each
cohort, as well as on other control variables.

We cannot compare exactly the same cohorts across all
career stages, for two reasons. First, the latest BSE years are
only observed in their first career stages, while the earliest BSE
years are only seen in their later career stages. Second, we lose

8We use a range for beginning and end points because of the spacing of SESTAT

surveys. To further increase our sample size, if someone was not observed in years

7 or 8 but was observed in year 9 still in engineering, we also include them in this

panel.
9Analysis for 1984 BSEs uses SESTAT 1993 for the 9-year point and SESTAT 1999

for the 15-year point. Analysis of 1995 BSEs uses SESTAT 2003 and 2010 for the 8

and 15 year points, respectively. Those with 1985, 1986, 1989, and 1993 BSEs could

not be observed at both career points so are not included in the Panel D analysis.

TABLE 3 | Average probability of remaining in engineering (working or studying) or out of the labor force by BSE year cohort.

Cohort % of all BSE grads engaged % of BSE grads working FT % Out of the Labor # Observations

(BSE years) in engineering in engineering Force

Male Female Female-male Male Female Female-male Male Female Female-male Male Female

(%) (%) difference (%) (%) (%) difference (%) (%) (%) difference (%)

(A) 1–2 YEARS POST-BSE

1991–1994 57.34 65.94 8.59*** 63.99 73.64 9.65*** 4.20 4.28 0.07 4601 1077

1995–1997 62.89 60.48 −2.41 68.47 68.77 0.31 4.53 6.45 1.92* 2237 663

1998–2001 62.04 57.08 −4.96* 69.59 69.95 0.35 5.18 11.79 6.61*** 1362 546

2002–2005 59.47 55.95 −3.51 66.87 66.46 −0.42 6.79 9.78 2.98** 1957 886

2006–2009 64.86 62.06 −2.80 70.45 74.18 3.73 6.82 10.06 3.24*** 2005 1523

(B) 3–4 YEARS POST-BSE

1989–1990 62.04 58.22 −3.82 68.44 68.75 0.31 4.74 7.66 2.92*** 2526 561

1991–1994 61.94 67.55 5.61** 66.76 75.38 8.62*** 4.65 5.18 0.52 2575 598

1995–1997 60.20 57.31 −2.89 63.78 62.26 −1.52 3.66 3.94 0.27 1104 328

1998–2001 60.39 53.18 −7.21** 64.86 63.34 −1.52 2.75 6.08 3.34*** 933 366

2002–2005 61.51 53.45 −8.05*** 66.65 62.04 −4.61** 5.07 8.93 3.85*** 2510 1336

2006–2007 61.13 57.91 −3.22 64.12 68.10 3.97 4.36 6.77 2.42* 1085 584

(C) 7–8 YEARS POST-BSE

1985–1990 56.75 49.14 −7.61*** 59.13 58.14 −0.99 1.69 12.40 10.71*** 4607 957

1991–1994 54.56 57.90 3.33 56.64 65.84 9.20** 1.88 9.94 8.06*** 996 253

1995–1997 49.66 42.52 −7.15* 52.97 55.38 2.42 1.81 11.90 10.09*** 919 234

1998–2001 56.20 43.19 −13.01*** 59.44 49.25 −10.19*** 1.84 8.92 7.07*** 1763 789

2002–2003 44.93 38.80 −6.13* 45.57 43.67 −1.90 1.74 8.14 6.40*** 920 374

Gender difference t-test ***p < 0.01, **p < 0.05, *p < 0.1.
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TABLE 4 | Gender differences in remaining in engineering or leaving the labor force by cohort (calculated as the coefficient on female−cohort interaction

from a linear probability regression at each stage).

Cohort (BSE years) Probability of Remaining in Engineering Probability of Leaving the Labor Force

Population: All Population: Working FT Population: All

(A) 1–2 YEARS POST-BSE

1991–1994 0.1049*** 0.1140*** −0.0102

(0.0203) (0.0210) (0.0103)

1995–1997 −0.0074 0.0026 0.0036

(0.0206) (0.0213) (0.0105)

1998–2001 −0.0303 0.0143 0.0414***

(0.0242) (0.0260) (0.0123)

2002–2005 −0.0191 −0.0097 0.0125

(0.0198) (0.0214) (0.0101)

2006–2009 0.0012 0.0430** 0.0032

(0.0178) (0.0194) (0.0090)

(B) 3–4 YEARS POST-BSE

1989–1990 −0.0327 0.0074 0.0249*

(0.0308) (0.0334) (0.0140)

1991–1994 0.0717*** 0.1014*** −0.0017

(0.0222) (0.0233) (0.0101)

1995–1997 −0.0184 −0.0044 −0.0039

(0.0292) (0.0303) (0.0133)

1998–2001 −0.0570** −0.0066 0.0230*

(0.0277) (0.0295) (0.0126)

2002–2005 −0.0552*** −0.0299 0.0183**

(0.0188) (0.0198) (0.0086)

2006–2007 −0.0135 0.0434 0.0012

(0.0252) (0.0272) (0.0115)

(C) 7–8 YEARS POST-BSE

1985–1990 −0.0574*** 0.0141 0.1057***

(0.0206) (0.0231) (0.0075)

1991–1994 0.0696* 0.1213*** 0.0781***

(0.0396) (0.0429) (0.0145)

1995–1997 −0.0682** 0.0226 0.0987***

(0.0323) (0.0369) (0.0118)

1998–2001 −0.1201*** −0.0926*** 0.0695***

(0.0221) (0.0241) (0.0081)

2002–2003 −0.0390 −0.0035 0.0568***

(0.0275) (0.0299) (0.0101)

(D) FROM 9–16 YEARS POST-BSE IF STILL IN ENGINEERING AT 7–9 YEARS

1984 −0.1313** 0.0310 0.1833***

(0.0654) (0.0731) (0.0218)

1987–1994 −0.0623 −0.0058 0.0521

(0.0978) (0.0997) (0.0326)

1995 0.3289** 0.2708** −0.0504

(0.1287) (0.1324) (0.0429)

Controls include dummies for engineering subfield, survey year, BE year, if parent had ≥BA/BS, immigrant status, race.

Because of the irregular SESTAT periodicity, the following intermediate BE years are not in the data.

(A) 1999, 2000, 2003; (B) 1997, 1998, 2001; (C) 1993, 1994, 1997; (D) 1989, 1993.

#obs: All population: (A) 16,857; (B) 14,506; (C) 11,812; (D) 884.

#obs: FT only: (A) 13,382; (B) 12,501; (C) 10,585; (D) 848.

some BSE years when SESTAT did not have the standard 2-year
periodicity10. Specifically, we do not observe those with BSEs in
1999, 2000, or 2003 at the 1–2 year mark, we do not observe those
with BSEs in 1997, 1998, and 2001 at the 3–4 year mark, and we
do not observe those with BSE’s in 1993, 1994, and 1997 at the

10Recall that SESTAT skips from 1999 to 2003 and then to 2006.

7–8 year mark. In the analysis of the 8 to 16 year career stage, we
have information about even fewer cohorts since the cohorts need
to be observed both at the 7–9 year point (to see if they start the
stage in engineering) and again at the 15–16 year point, meaning
the last observed cohort have 1995 BSEs.

In addition, we have estimated linear probability models with
single-year cohorts (Table A1 in Supplementary Material). Since
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each annual cohort sample is small, the majority of single-year-
cohort gender gaps are not significantly different from zero.
Nevertheless, this analysis does help us to analyze whether our
arbitrary cohort definitions hid large variation within multi-year
cohorts. The Supplementary Table A1 gender gap coefficients for
the whole population are graphed as Figure 4. Our discussion
below will primarily be based on the multi-year cohorts of
Tables 3, 4; however, we refer to Table A1 in Supplementary
Material analysis when results on gender differences in single
years adds to our understanding.

Cohort Differences at 1–2 Years
In our earlier discussion of the averages across all cohorts, we
found no differences in the retention of women and men in
engineering in the first 2 years post-BSE receipt, with or without
controls. There was a significant but modest difference in women
leaving the labor force that seemed to be due to race and subfields.
Among who were working full time, however, women were
actually significantly more likely to remain in engineering than
men at this stage (with and without controls).

This same pattern is not shared by all cohorts. For four
out of the five cohorts—all those with 1995 to 2009 BSEs—the
estimated average differences (Table 3 first columns) suggest that
women were less likely than men to remain in engineering at this
early career stage. While this difference was only significant for
one cohort (those with BSEs 1998–2001), if we combined the
four cohorts 1995–2009, the overall gender difference is highly
significant (p = 0.001). Adding controls (Table 4 first column)
lowers numerical estimates of the gender difference for these 4
cohorts. Moreover, not only are none of the gender differences in
these four cohorts significant in Table 4 (not even 1998–2001),
but the combined 1995–2006 effect is small and insignificant
as well. The year-by-year results in the Supplementary Material
Table A1 (graphed in Figure 4) show only a single year—2006—
with a significant and negative gender difference at the 1–2 year
stage between 1995 and 2009.

Returning to Table 3, the four cohorts (1995–2009) where
women were less or equally likely to remain in engineering in
the 2 years post-BSE are balanced by a single cohort where

FIGURE 4 | Gender gap in retention in engineering, by BSE-year,

calculated as coefficients on Female X BSE-year interaction terms in

regression results of Table A1 in Supplementary Material. Data Source:

NSF SESTAT Surveys 1993–2010.

women are muchmore likely to remain, leading to a zero average
gender difference. Women in the 1991–1994 cohort were 8.6
ppt. more likely than men to remain in engineering; adding
controls (Table 4) increases the gender difference to a positive
10.5 ppt. (Table A1 in Supplementary Material demonstrates that
significantly higher women’s retention was observed for 1991,
1992, and 1993 BSEs). Comparing the 1991–1994 cohort to
the one immediately after, Table 3 suggests that both a higher
engagement of women in engineering and a lower engagement
of men contributed to the gender difference.

Gender differences in leaving the labor force were significant
for all four cohorts, although smaller in Table 4with controls and
not significant except for the 1998–2001 cohort. The more noisy
year-by-year analysis of Table A1 in Supplementary Material
indicates 4 years with significantly higher female labor force exit
(1996, 1998, 2001, 2007) and 2 years with significantly lower
female labor force exit (1995, 2009), scattered throughout the
period.

Limiting the analysis to those who worked full-time, there
were no cohorts where women were significantly less likely than
men to remain within 2 years of their BSEs in either Table 3 or
Table 4. Full-time working BSE women in the cohort of 1991–
1994 were much more likely to remain in engineering than men,
with full-time women 9.6 ppt. more likely to remain without
controls and 11.4 ppt. more likely with them11. In addition,
the most recent cohort of full-time working women, those who
received their BSEs in 2006–2009, were also more likely than
comparable men to remain in engineering in years 1–2, with
the difference more significant with controls (p = 0.027) than
without (p = 0.106). In the year-by-year analysis, this is reflected
in positive coefficients in 2006–2008, significant (and large) in
2006.

Cohort Differences at 3–4 Years
In the averages discussed earlier, womenwere less likely thanmen
to remain in engineering at 3–4 years post-BSE, although this was
mostly explained by controls. Women were also more likely to
leave the labor force. Limiting to those working full time, not only
did the average gender difference in retention disappear, but with
controls it seemed that FT working women were 1.8 ppt. more
likely than men to stay in engineering at this career point.

When we divide this into cohorts, we find that this pattern
was generally accurate for five of the six cohorts observed at
this stage, with the exception again being those with BSEs 1991–
1994. Thus, for each of the other five cohorts, women were less
likely to remain in engineering than men at the 3–4 year point;
these differences were significant for only two of the five cohorts:
1998–2001 and 2002–2005. This was true without (Table 3) or
with (Table 4) controls. The year-by-year effects (Table A1 in
Supplementary Material) corroborate these results.

In terms of exit from the labor force, significant gender
differences are present for these two cohorts as well as for the
earliest cohort (BSEs 1989–1990). As a consequence, limiting
the analysis to full-time workers shrinks the gender retention

11As above, the three individual years 1991, 1992, and 1993 were separately

significant in Table A1.
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differences for these 5 cohorts: without controls only the
average gender gap for the 2002–2005 full-time cohort remained
significantly negative; with controls, none of these five cohorts
had significantly lower full-time female retention rates.

As we saw at 1–2 years, the exceptional cohort at 3–4 years
was those with BSEs in 1991–1994. These women were 5.6
ppt. more likely to remain in engineering than men on average
(Table 3), 7.2 ppt. more likely with controls (Table 4). Full-time
working women were 10.1 ppt. more likely than full-time men
to remain in engineering with controls, and there was no gender
difference in exit from the labor force. The year-by-year results
of Table A1 corroborate this unusual pattern for each year of this
cohort, including 1990. Men’s participation in engineering at this
stage was not particularly low for this cohort; instead, women’s
participation was particularly high.

Based only on the 1–2 year career stage, we might have
concluded that women in later cohorts were more likely than
men to leave engineering, because the earliest cohort observed
(1991–1994 BSEs) were so different than those after it. At the 3–4
year career stage, we can now observe earlier cohorts than 1991–
1994 BSEs. We see that 1991–1994 BSE was not representative
of earlier cohorts. Instead, it was only the 1991–1994 cohort that
was exceptional in its staying power.

Cohort Differences at 7–8 Years
Seven to eight years post-BSE, averaging across cohorts women
were less likely to remain in engineering with or without controls,
with larger differences (8.3 ppt.) than seen at earlier stages. This
had been primarily due to 8.5% more women than men leaving
the full time labor force. Among those who worked full-time, the
average gender difference in retention dropped to 3.0 ppt. and
with controls became less than 1 ppt. and insignificant.

Again, the cohort analysis indicates that a higher retention
of women compared to men in the 1991–1994 cohort had
been balancing out negative gender differences among the other
cohorts. Women from all other cohorts (1985–1990, 1995–2003)
were significantly less likely than men to remain in engineering
by year 7–8, with gender differences in cohorts ranging from 6.1
ppt. to 13.0 ppt. (Table 3). Adding controls (Table 4) makes these
gender differences only modestly smaller and still significant,
with the exception of the 2002–2003 cohort—the latest one—
whose significance falls to p = 0.15.

Women were much more likely than men to have left the
labor force at year 7–8 across all cohorts including the 1991–1994
cohort and the 1995–1997 cohort (with 8.1 ppt. and 10.1 ppt.
gender differences), two cohorts that previously had not left in
greater numbers than men.

Despite this, women in the 1991–1994 cohort who remained
working full-time continued to be much more likely than men in
this cohort to remain in engineering with and without controls
(9.2 ppt. and 12.1 ppt., respectively), and also muchmore likely to
remain in engineering than women in the previous or subsequent
cohorts.

Only women in the 1998–2001 cohort continued to have a
significant and large gender disadvantage in retention among
those working full-time, 10.2 ppt. without controls and 9.3
ppt. with. This gender difference was equally due to men’s

high likelihood of remaining in engineering and women’s low
likelihood of remaining.

The year-by-year effects from Table A1 in the Supplementary
Material and Figure 4 add interesting nuances. Every one of
the separate year effects 1998–2002 showed significantly lower
female retention for both the whole and the full-time sample,
and significantly higher female rates of leaving the labor force.
Among other things, this suggests that the cohort should have
been defined as 1998–2002. BSEs from 1991 and 1992 (the only
years between 1991 and1994 observed by SESTAT at the 7–8 year
point12) had significantly positive gender differences for full-time
women.

Cohort Differences at Later Career Stages
We only observe a limited number of BSE years at later career
stages. The cohort analysis of Table 4 Panel D follows those
who were observed working in engineering at approximately
7–9 years post-BSE through year 15–16. It includes only 884
observations, 152 of whom were female. The earliest observable
cohort year of 1984 had large gender-differences (13.1 ppt.) in
engineering retention by the 15th–16th year. This was due to an
extremely high rate of women’s leaving the labor force: no gender
difference remained among those working full-time. Those with
1995 BSEs who had remained working in engineering through
year 7–9 were more likely than men to remain in engineering at
year 15–16 and equally likely as men to remain in the labor force.
Given the SESTAT timing, we observe few people who received
BSEs between 1985 and 1994 so results completely lacked power
and significance. Because Panel D analysis is based on so few
observations, we consider these results only suggestive.

Estimating Cohort Gender Differences as Careers

Unfold
A final way we illustrate the differences between cohorts over
careers is via six regressions, one for each of the six cohorts, each
one on all years of data that we observe that cohort. In each
regression, we estimated the likelihood of a cohort remaining
in engineering as a function of the regular covariates (race, field
dummies, year dummy, citizenship dummy) as well as on two
polynomials functions (quartics) for year from BSE, one for
male and one for female. This allows us to predict the gender
differences in mobility as careers develop separately for men and
women. These gender differences for the whole population are
illustrated as Figure 5.

The average for each cohort illustrates similar differences
to those found earlier, i.e., the cohorts of BSE < 1991, BSE
1995–1997 and particularly BSE 1998–2001 have negative gender
differences and the cohort of 1991–1994 has the most positive
gender difference.

However, this figure adds interesting information on patterns
as careers develop, although we are reluctant to base too much
of our analysis on this figure because the size of some cohorts
at some post-BSE years is quite small. The earliest two cohorts
have gender differences that start with women being more likely
to be in engineering, but these differences becomes increasingly
negative as they age and many have children. Interestingly, for

12Recall that there were no SESTAT surveys 2000–2002.
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FIGURE 5 | Cohort-specific estimated time-paths of gender gaps in

retention in engineering, calculated as the difference of the female and

male retention rates by year-from-BSE predicted from regression. Data

Source: NSF SESTAT Surveys 1993–2010.

the cohort of 1991–1994 this trend reverses and the gender
gap begins narrowing at 16 years post-BSE, presumably when
children’s caregiving needs fall.

All later cohorts start at zero gender difference but
immediately after, a gender gap appears and widens at careers
develop, particularly due to women dropping out of the full-time
labor force. The most enigmatic pattern is shown by the 1998–
2001 cohort, with a strong U-shaped pattern bottoming out at
year 7–813. This reflects a reverse pattern in women’s tendency to
leave the labor force (also evident in the Table 3 averages), where
women’s probability of being out of the labor force first decreases
and then increases14, a pattern that may reflect macroeconomic
conditions during the 2000s.

Alternative Measures of Retention
It is possible that our definition of “engineering” jobs based
on the NSF engineering occupations classifications is too
narrow, since engineering is a field that may be used in
a variety of other jobs. If we are allowed to use a more
expansive definition of an “engineering job”—including jobs
that are “engineering-related” (e.g., engineering technicians,
architects) and management jobs “requiring technical expertise
in engineering or the natural sciences”—we find generally the
same qualitative gender differences in retention, although the
broader measure leads to somewhat more negative gender gaps.
The few qualitative differences from Table 4 are in later cohorts:
2006–2009 BSEs working full-time with controls no longer
have a significantly positive coefficient at 1–2 years; at 3–4
years, 2006–2007 BSEs—but not its full-time subset—now have
significantly negative coefficients; and the 2002–2003 cohort now
has significantly negative retention gender differences at 7–8
years, but again not for its full-time subset.

13The cohort of 1995–1997 BSEs also has a U-shape, but this nonlinearity is

insignificant (p = 0.45) in sharp contrast to the 1998–2001 BSE cohort where the

nonlinearity has a p-value of 0.02.
14This remains the case even if we exclude people who are currently in school. The

same pattern of labor force participation is seen to a much smaller extent among

men.

Synthesis of Cohort Differences
Our main research question was to investigate whether the latest
cohorts are unusual in terms of gender differences in retention, or
more generally whether we observe a time trend across cohorts.
We find no evidence that the gender differences in the cohort
of the last half of the 2000s were consistently and significantly
different than cohorts of the preceding decade. We tested and
rejected that the gender gap was significantly different between
the 2006+ cohort and the preceding one (2002–2005) at both the
1–2 and the 3–4 year stages (We do not observe BSEs from the
last half of the 2000s at the 7–8 year stage).

Moreover, Figure 4 and Table A1 in the Supplementary
Material show individual cohort-year gender retention gaps with
variations from 1998 BSE and later that look more like noise
than trend. We have statistically tested for general time trends
in cohort-year gender retention gaps in any of the 9 time-series
of Table A1 in the Supplementary Material (corresponding to
retention by the whole population, by the full-time working
population, and leaving the labor force, at each of the 3 career-
stages)15. The only significant time-trend we find (at p ≤ 0.10
levels) is a trend toward larger negative gender differences in
retention over time at the 1–2 years post-BSE stage (for both
the whole population and the FT population). However, this
estimated time trend is entirely due to the fact at the 1–2 year
point, the 1991–1994 cohort—where women remain more than
men—is the earliest cohort observed. This trend disappears at the
career stages that include pre-1991 cohorts. Moreover, excluding
the 1991–1994 cohort, there are no significant time trends in
any of 9 time-series (as evident in Figure 4). The one other
time-series that approaches being significant (with or without the
1991–1994 cohort) is a slightly decreasing tendency to leave the
labor force at the 7–8 year career stage (both p = 0.11).

Our results highlight two cohorts as being unusual: (1) the
cohort who received their BSE’s 1991–1994, where in regression
results women were more likely than men to stay in engineering
at each career stage, for the whole population as well as for
full-time workers only; and (2) the cohort of 1998–2002, where
in women were substantially less likely than men to remain in
engineering at the 7–8 year stages, even among those women
working full-time.

We analyzed whether these two cohorts were unlikely to
have occurred randomly. If we assume that all of annual
coefficients on the gender retention differences at the three
different career stages from Table A1 in the Supplementary
Material were generated randomly from a normal distribution,
we can examine whether the coefficients for these cohorts were
sufficiently different from the mean coefficient such that they
were less than 10% likely to have been generated randomly so that
the coefficients appear in the normal distribution’s top or bottom
5% tail. We found coefficients in the top 5% of the distribution at
various career stages in the years 1991, 1992, and 1993; we found
coefficients in the bottom 5% in 1999 and 2000 only at 7–8 year
stage; and finally we found coefficients for 2002 in the bottom tail,
again at the 7–8 year stages. In an alternative test to distinguish

15To do this, we run regressions of the coefficients on a time trend variable. Each

regression has 12–14 observations depending on the career stage.
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outliers (looking at distributions within each column in Table
A1 in the Supplementary Material separately), the early 90s
remained as outliers. However, neither 1999, 2000 nor 2002 were
in the hypothetical bottom tail. We conclude that the finding that
women with early 1990s BSEs were less likely than men to leave
engineering at all three career points is quite robust, but that we
are less certain that women with 1998–2002 BSEs were unusually
likely to leave engineering at the 7–8 year point.

Where Do They Go?
Leaving the Labor Force for Family Reasons
Women leaving the labor force are responsible for a good portion
of the gender retention differences observed, and variation in
the rate of leaving the labor force over the career cycle and
across cohorts propel some of our findings. As Table 1 showed,
an average 10.3% of female BSEs did so by 7–8 years. For
many women, leaving the labor force coincides with having
children. For instance, of the women out of the labor force
at 7–8 years post-BSE, 72% had children compared to only
29% of BSE women working full time. In this section, we
investigate whether cohort differences observed were a result
of changing fertility decisions over cohorts such as postponing
child-bearing or marriage. To do this, we add family terms,
specifically interaction terms for female X cohort X family-status
to our regressions of Table 4 (first columns). We combine males
of all family types into a single category because fewmen leave the
labor force irrespective of family status. We divide women into
three categories: single women without children, married women
without children, and women with children16. The coefficients of
the three family-status terms by cohort are graphed in Figure 6,
where a value of 0 means that the women were similar to men.
Figure 6 shows that single women without children are more
likely than men to remain in engineering at the 7–8 year point
for every cohort except for the unusual 1998–2001 cohort. This
is true both overall and among the subset working full time.
For the cohort with 1991–1994 BSEs, single childless women’s

FIGURE 6 | Gender gap in retention in engineering by family-status of

women at 7–8 years post-BSE for all BSEs (comparison group: all

men). Data Source: NSF SESTAT Surveys 1993–2010.

16There are too few single women with children to separate them from married

women with children. We have tried dropping them and results are similar, not

surprising in light of the fact that children rather than marital status dominates the

results for married women.

advantage over men in staying (15.6 ppt.) is more than twice the
average for all women in Table 4. This indicates that the 1991–
1994 BSEs were not outliers because they tended to be single or
childless: instead, they were outliers within the group of single
(or married) women without children. For the remaining three
cohorts of single childless women, the gender advantage is not
always significant, but positive and jointly significant.

In contrast, women with children (right-hand set of histogram
bars) are much less likely than men to remain in engineering
at the 7–8 year point for all cohorts. For these women, the
magnitudes of the gender differences for the four cohorts
with female retention disadvantages are between 70 and 230%
greater than in Table 4 gender differences, with 1998–2001 being
largest and the earliest 1985–1990 cohort second largest. Gender
differences for the fifth cohort—1991–1994 BSEs—switch from
significantly positive to insignificantly negative.

Finally, marriage alone—even in the absence of children—
seems to affect women in some cohorts. Thus, in the 1995–
1997 and 2002–2003 cohorts, childless married women are
significantly less likely to continue in engineering than single
childless women.

We have also re-estimated our regression of the likelihood of
leaving the labor force including gender-family status interactions
and found that women of all family situations are significantly
more likely than men to leave the labor force, although by
far the largest differences are for those women with children.
Specifically, married women without children are least likely to
leave (gender difference 1.9 ppt.), single women without children
are slightly (but significantly) more likely to leave (gender
difference 3.3 ppt.), but women with children are a huge 18.4
ppt. more likely than men to leave the labor force by the 7–8
year career stage. Dividing into cohorts, the impact of children
on remaining in the labor force has no time trend, with gender
differences ranging from 13.8 ppt.–22.6 ppt.

Even for those who remain working full-time, children may
lead women to leave the engineering occupation if engineering is
particularly demanding in terms of hours or hours-inflexibility
(Goldin, 2014). Figure 7 illustrates the gender engineering
retention differences of those working full time, by family status.

FIGURE 7 | Gender gap in retention in engineering by family-status of

women at 7–8 years post-BSE for BSEs working full-time (comparison

group: men working full-time). Data Source: NSF SESTAT Surveys

1993–2010.
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For women without children—both single and married—the
gender differences for those working full time are similar to the
ones in Figure 6, with one difference in scale: single childless
women with 1995–1997 BSEs who work full time are now much
more likely (17.4 ppt.) to remain in engineering than comparable
men.

For women with children working full time (right-hand set of
bars), however, there are basically zero gender differences for 3 of
the 5 cohorts (including the 1991–1994 cohort). Children did not
deter these cohorts of women from remaining in engineering.

Among women with children working full-time, both the
exceptional cohort of 1998–2001 BSEs and the earliest cohort
(1985–1990) continue to have large and significant female
disadvantages. But while the 1998–2001 cohort of women is
less likely than men to remain in engineering irrespective of
their family status, it takes marriage and/or children to deter
the earliest 1985–1990 cohort. This may be representative of the
period before 1985 as well, where marriage and children have a
large impact not just on whether a women works, but on whether
she works in engineering jobs.

To summarize, single women without children are actually
more likely than men to remain in engineering. Children have
the greatest effect pulling women out of the labor force and thus
out of engineering jobs. Among women and men working full-
time, women with children in three cohorts behave like men.
Children andmarriage deter even full-time working women from
remaining in engineering for the earliest cohort. The cohort
of women with 1998–2001 BSEs has the least attachment to
engineering irrespective of family situation. The cohort of women
with 1991–1994 BSEs only has a higher likelihood than men of
staying in engineering if they have no children.

Leaving for Other Occupations
Even though children explain much of the gender differences
in remaining in engineering in most cohorts, we are interested
in knowing whether more recent cohorts of women who work
full-time are more likely than previous cohorts not just to leave

engineering, but to leave all technical or math-intensive fields
(chemistry, physics, math, geology, economics) STEM jobs. This
may occur if they were overly encouraged to enter fields that did
not particularly interest them.

For those who have left engineering but remain working full-
time at the 7–8 year post-BSE point, Figure 8 shows the gender
difference in the percent of full-time working BSEs working in
various types of occupations. The largest gender difference across
all cohorts is that women are more likely than men to move to
non-intensive STEM occupations, in which we include biology,
psychology, and social science jobs. In fact, women are on average
more than four times as likely as men to move from engineering
BSEs to being in these non-mathematical STEM occupations,
a sector that grew considerably over the study period and that
increasingly attracted womenmajors (Figure 1). Women are also
significantly more likely than men to move to health jobs (which
included health management). We note that women in the latest
cohort observed at the 7–8 year point (2002–2003) aremore likely
to move to both health and non-math STEM jobs.

While women are more likely to move to non-math-intensive
STEM jobs, men are more likely to move to non-STEM jobs.

On average, women and men are equally likely to move out
of the more technical, math-intensive jobs shown in the first,
second and fourth sets of bars of Figure 8. Isolating cohorts, the
2002–2003 cohort does not demonstrate a consistent tendency
to move from these jobs, suggesting that recent cohorts of
women are not running away from technical/math fields. The
only cohort with consistent behavior across these sectors is
that of 1991–1994: although women in this cohort were more
likely to stay in engineering than men, they were less likely to
go into other technical, math-intensive jobs, perhaps because
the more technical-focused women of this cohort remained in
engineering.

The third set of bars represents technically-oriented
managerial jobs. Men are clearly more likely to move to
these jobs. However, women have a small advantage in moving to
non-STEMmanagement jobs. We presume that this difference is

FIGURE 8 | Cohort-specific gender differences in the probability of being in occupations other than engineering among those working full-time (at 7–8

years post-BSE). Data Source: NSF SESTAT Surveys 1993–2010.
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likely to be dominated by opportunities for advancement rather
than choice.

Summary and Discussion

This paper uses NSF longitudinal SESTAT data to study recent
cohort differences in gender-specific careers of people who
received BSE. It concentrates on the first 8 years of people’s post-
bachelors career because we cannot observe many cohorts for
longer periods. Our analysis misses data for certain cohorts due
to the irregular periodicity of the SESTAT surveys. Nevertheless,
the sample is large and complete enough to find significant results
related to changes in gender differences over cohorts.

The paper’s major contribution is to consider whether there
are time patterns in the gender differences in leaving engineering
for other jobs within the first 8 years after receipt of a Bachelors in
Engineering (BSE). This is of particular interest if recent cohorts
of female BSEs are opting out of engineering because they feel it
is a bad match.

We find that overall, women are more likely than men to leave
engineering by 3–4 years post-BSE for some cohorts and by 7–
8 years post-BSE for all but one cohort. However, there are no
clear time trends in this gender difference. Particularly, retention
of women in the most recent cohorts is neither particularly high
nor low.

We find that much of this gender difference is attributable to
women leaving the labor force, similar to the findings of several
others (Society of Women Engineers, 2009; Hunt, 2010). Thus,
at 7–8 years post-BSE, the gender difference in leaving the labor
force completely is 8.5 ppt., more than enough to account for the
overall gender difference. Gender differences in leaving the labor
force for BSEs was shown to be similar to that among all college
graduates (calculated fromAmerican Community Survey). There
is a small time trend toward women in later cohorts being less
likely to leave the labor force at the 7–8 year career point.

Family status is of key importance. Women with children are
most likely to leave the labor force and therefore engineering.
Single women without children are actually less likely than men
to leave engineering (by the 7–8 year point) for 4 of the 5 cohorts.

Similarly, women who remain working full-time on average
are somewhat more likely than full-time men to remain in
engineering jobs through the 3–4 year post-BSE point, and
equally or more likely 7–8 years post-BSE for four of the
five cohorts. Dividing by family status, single women without
children who work full-time are more likely to remain for four
of the five cohorts at the 7–8 year point and even women with
children are equally likely to remain for 3 of the 5 cohorts.

Two cohorts stand out. The first is the cohort with BSEs
in the early 90s (1991–1994) where women were 8–12% more
likely than men to remain in engineering jobs through the 7–8
year point. Having children did discourage even these women

to leave the labor force and thus engineering, but those with
children who remained working full-time were equally likely as
men to remain in engineering. Moreover, unlike the previous
cohort (BSE < 1991), Figure 5 indicates that this cohort’s gender
gap in retention (not limited to full-time workers) bottoms out
at 16 years post-BSE, again reflecting the unusual aspect of the
1991–1994 cohort in that they returned to engineering once their
child-rearing responsibilities lightened.

On the other hand, the cohort of women with 1998–2001 BSEs
seems more likely than any of those studied to leave engineering
jobs for other jobs, particularly by the 7–8 year point, irrespective
of family status. The unusual pattern of this cohort of women’s
labor force commitment (with more out of the labor force in the
years immediately post-BSE than some years later, later followed
by increased exit) suggested the possibility of macroeconomic
factors’ influencing this cohort.

The earliest cohort picked up by SESTAT at the 7–8 year point
are 1985–1990 BSEs. Children and marriage lead this cohort
of women to be more likely to leave engineering even if they
remain working full-time. This suggests an improvement in the
environment of engineering jobs since 1990 making it easier for
mothers to remain in their jobs, perhaps the result of the 1993
Family and Medical Leave Act.

Full-time working women who left engineering were
equally likely as full-time men to remain in technical, math-
intensive jobs, with no clear time trend, again suggesting
that recent cohorts of women BSEs are not more ill-suited to
mathematical/technical work than previous ones.

In sum, women who get BSE behave similarly to other college-
educated women in terms of their likelihood to leave the labor
force for family reasons. There has been a slight decrease over
time in this likelihood. Of those who remain working full-
time, women and men are equally likely to stay connected
to engineering and, if they do leave engineering, to use their
technical skills. There is no evidence that later cohorts of women
whowork full-time are different than previous cohorts of women.
With the large growth in female engineering majors and an
unchanging rate of retention, we can expect future growth of
women in engineering careers.
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The degree of women’s underrepresentation varies by STEM fields. Women are now
overrepresented in social sciences, yet only constitute a fraction of the engineering
workforce. In the current study, we investigated the gender differences in interests as
an explanation for the differential distribution of women across sub-disciplines of STEM
as well as the overall underrepresentation of women in STEM fields. Specifically, we
meta-analytically reviewed norm data on basic interests from 52 samples in 33 interest
inventories published between 1964 and 2007, with a total of 209,810 male and 223,268
female respondents. We found gender differences in interests to vary largely by STEM
field, with the largest gender differences in interests favoring men observed in engineering
disciplines (d = 0.83–1.21), and in contrast, gender differences in interests favoring
women in social sciences and medical services (d = −0.33 and −0.40, respectively).
Importantly, the gender composition (percentages of women) in STEM fields reflects
these gender differences in interests. The patterns of gender differences in interests and
the actual gender composition in STEM fields were explained by the people-orientation
and things-orientation of work environments, and were not associated with the level
of quantitative ability required. These findings suggest potential interventions targeting
interests in STEM education to facilitate individuals’ ability and career development and
strategies to reform work environments to better attract and retain women in STEM
occupations.

Keywords: interests, gender differences, people-orientation, things-orientation, gender disparities in STEM fields

INTRODUCTION
Despite major advancement of women’s participation and status
in the workforce over the past decades, women overall remain
the minority in science, technology, engineering, and mathemat-
ics (STEM) disciplines. The underrepresentation of women in
STEM fields keeps our society from fully utilizing human capital
and is of great concern to researchers, educators, and the general
public. However, past research on this topic typically treated all
STEM fields as a whole and ignored the differences among sub-
disciplines of STEM. It is important to note that all STEM fields
are not identical. Sub-disciplines of STEM vary in their culture
and climate, training and preparation required, and the type of
work activities involved. The percentages of women across sub-
fields of STEM also vary vastly. For example, women have made
immense progress in biomedical and social sciences, now earn-
ing over 50% of bachelor’s and master’s degrees, whereas the
percentage of women obtaining any level of engineering degree
lingers below 20% (National Science Foundation, 2013). To build
a more balanced and competitive workforce, we need to gain a
better understanding about the psychological and socio-cultural
factors that contribute to the differential participation of women
across STEM sub-disciplines. Investigating why women are scarce
in some STEM fields but not in others may offer us insight into
how to increase women’s overall representation in STEM.

The current study focuses on the differential interests of men
and women that may drive career choices within STEM fields
just as they influence the selection between STEM and other
careers1 . Interests have been consistently shown as a critical pre-
dictor for career choice and career attainment. Existing studies
have suggested that the differential interests of men and women
are one of the most important psychological mechanisms that
underlie gendered career choices and gender disparities in the
STEM fields (e.g., Lubinski and Benbow, 1992; Ceci et al., 2009;
Su et al., 2009). For example, Su et al. (2009) examined gender
differences in vocational interests and two work-task dimen-
sions (namely, Things–People and Data–Ideas; Prediger, 1982) and
found substantial gender differences in the Things–People dimen-
sion (d = 0.93), with men preferring working with things and
women preferring working with people. The effect size of this

1We acknowledge that many other factors may underlie women’s underrepre-
sentation in STEM fields, including (1) cognition and learning, particularly
factors related to mathematical preparation and achievement, (2) develop-
mental environments, such as influences from home, school, and peers, and
(3) institutional and organizational biases in the hiring, training, and promo-
tion processes. We focus on interests to offer the evidence for one important,
yet less emphasized perspective that explains the differential representation of
women across STEM sub-disciplines as well as the overall underrepresentation
of women in STEM fields.
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gender difference in interests was close to one standard devia-
tion, and among the largest reported in the literature of individual
differences (Lubinski, 2000). Interests in people-oriented careers
may explain women’s underrepresentation in some STEM fields,
which are typically things-oriented.

Despite these findings suggesting the role of interests in gen-
dered career choices, several gaps exist in this research. First,
no study has looked within STEM fields and investigated men
and women’s interests in each sub-discipline of STEM. Second,
although many studies reported statistics on the percentages of
women in STEM occupations, no research has compared the
trend in labor statistics with gender differences in interests to
examine whether actual percentages of women in each STEM
sub-discipline match or mismatch their interests. This informa-
tion is critical, as it will help identify areas where interventions
could be fruitful for increasing the participation of women. Third,
past research typically studied the determinants of STEM career
choices using individuals as the unit of analysis and rarely incor-
porated indicators of occupational characteristics to study their
effects on men and women’s interests at the occupational level.
Understanding the interaction between individuals’ interests and
the characteristics of STEM occupations is essential for explain-
ing why women remain severely underrepresented in some STEM
fields and yet are growing in numbers in other STEM fields that
are equally demanding intellectually and temporally.

In this article, we seek to advance the literature in the fol-
lowing ways. First, we highlight the differential interests of men
and women within STEM fields and offer it as one explanation
for the uneven distribution of women across the STEM disci-
plines. We extended Su et al. (2009) meta-analysis and examined
gender differences in basic interests (i.e., specific and homoge-
neous interests in activities and objects with shared properties,
such as Mathematics or Biological Science). Specifically, we exam-
ined men’s and women’s basic interests in the full range of STEM
fields, from Engineering in which the number of women are the
sparsest, to Social Sciences in which women are over-represented.
Further, we investigated the extent to which gender differences in
basic interests contributed to the gender composition (percent-
ages of men and women) in corresponding occupational fields,
and the degree to which these gender differences in basic inter-
ests mediated the effects of occupational characteristics, such as
people- and things-orientation and job requirement in quantita-
tive ability, using a person–environment (P–E) fit approach.

THE OTHER SIDE OF THE COIN: THE ROLE OF INTERESTS IN
STEM CAREERS
Person–environment (P–E) fit theories (e.g., Holland, 1959, 1997;
Pervin, 1968; Dawis and Lofquist, 1984; Schneider, 1987) main-
tain that individuals and environments can be described using
a commensurate set of characteristics. For example, an individ-
ual can be described in terms of his/her interests in social or
people-related activities, and an environment can be described
in terms of its likelihood to fulfill such interests. An environ-
ment may be conceptualized at a variety of different levels, such as
an academic major, an occupational field, organizational culture
and climate, or the relationship with supervisor and work team
(Su et al., 2014). Further, the degree of compatibility between

individual and environmental characteristics is associated with
career choice, satisfaction, and performance. Individuals seek out
and thrive in environments that provide a good fit with their traits
and motives; they are likely to stay in environments that are com-
patible, and will leave those environments that are incompatible.
As such, people’s interests in work environments channel their
career decision-making and career advancement.

It has been consistently shown that, compared to men, women
have stronger preference for work environments that provide
more opportunities and activities to work with people. Such pref-
erence has been explained under different theoretical frameworks,
such as people-orientation (e.g., Thorndike, 1911; Woodcock
et al., 2013), social interests (e.g., Su et al., 2009; Robertson
et al., 2010), subjective task values (e.g., Meece et al., 1982;
Eccles, 2007), and communal goals (e.g., Diekman et al., 2010;
McCarty et al., 2014). Regardless of the theoretical framework
used, research in this area has shown that differential prefer-
ences of men and women are associated with the gender dis-
parities in STEM fields. For example, in a series of 15 studies,
Woodcock et al. (2013) examined the people-orientation and
things-orientation of 7450 participants and found that females
consistently scored higher than males in people-orientation
(mean d = 0.49, range from 0.11 to 0.86), whereas males con-
sistently scored higher than females in things-orientation (mean
d = 0.99, range from 0.58 to 1.33). Moreover, Woodcock et al.
(2013) showed that people- and things-orientations predicted the
choice of a STEM major in college, with things-orientation posi-
tively associated with STEM major choice and people-orientation
moderating this relationship (that is, a particularly strong rela-
tionship between things-orientation and STEM major choice
when people-orientation is low). The effects of people- and
things-orientations on STEM major choice fully accounted for the
effect of sex.

Similarly, Su et al. (2009) conducted a meta-analysis that
quantitatively synthesized data from 47 interest inventories with
503,188 respondents, and reported substantial gender differences
in interests. Specifically, males on average scored higher on the
Realistic scale that measured interests in working with things and
gadgets or working outdoors (d = 0.84); in contrast, females on
average scored higher on the Social scale that measured inter-
ests in helping people (d = −0.68). Su et al. (2009) argued that
gender disparities in STEM fields occurred for two reasons: first,
from an inter-individual perspective, men outnumber women in
the upper tail of the Realistic interest distribution, which pre-
dicts entry into things-oriented careers including STEM fields;
second, from an intra-individual perspective, given the same
level of Realistic interests, women are more likely than men to
have a competing level of Social interests, which orient them
toward people-oriented careers, or, within STEM fields, those
sub-disciplines that are more likely to fulfill their interests in
helping people, such as medical science and services.

Eccles and her colleagues (Meece et al., 1982; Eccles, 1994,
2007, 2009; Jacobs et al., 2005) argued that the perceived task val-
ues of various occupational options (e.g., “Can I directly relate to
people and help people in this occupation?”) is one of the most
important mechanisms underlying educational and occupational
choices, including the decision to enter STEM fields and the
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choice within various STEM sub-disciplines. Because females are
socialized to possess higher social values in interacting and help-
ing people, they are more likely to be drawn to occupational fields
with work tasks that are perceived to fulfill these values, such as
teaching, nursing, or medical science, rather than fields that are
perceived to be low in these values, such as physical science and
engineering.

Lastly, through two experimental studies, McCarty et al.
(2014) demonstrated that participants who highly valued com-
munal goals, regardless of gender, had aversive and avoidant reac-
tions to work environment that is low in communion. Specifically,
Diekman et al. (2010, 2011) showed that the endorsement of
communal goals significantly impeded intention to pursue STEM
careers, even when controlling for past experience and self-
efficacy in science and mathematics. Consistent with the litera-
ture, women on average scored higher on communion than men,
suggesting that women were less likely to favor work environ-
ments that are perceived less compatible with communal goals,
including some STEM fields.

Based on the above evidence, we argue that men and women’s
differential interests for work environments provide the other
side of the coin—an equally, if not more, important psychologi-
cal mechanism for understanding the gender disparities in STEM
fields—in addition to cognition and learning pertaining to math
preparation and achievement. We propose that the interests that
underlie women’s overall underrepresentation in STEM fields also
underlie the differential distribution of women across STEM dis-
ciplines and explain why women tend to choose some STEM
disciplines over others.

THE CONCEPTUALIZATION, FUNCTION, AND
MEASUREMENT OF INTERESTS
Interests are defined as “trait-like preferences for activities, con-
texts in which activities occur, or outcomes associated with
preferred activities” that orient individuals toward certain envi-
ronments and motivate goal-oriented behaviors within environ-
ments (Rounds and Su, 2014). Such intrinsic preferences construe
an essential part of individuals’ identity and serve as an impe-
tus for individuals to navigate through and function effectively in
their environments (Hogan and Blake, 1999; Su et al., 2009).

Based on P–E fit theories (e.g., Holland, 1997), interests
directly influence educational and career choices as people grav-
itate toward academic or work environments that are congruent
with their interests. It has been reliably shown that interests pre-
dict academic major and occupational membership (e.g., Strong,
1943; Campbell, 1971; Kuder, 1977; Savickas and Spokane, 1999).
In addition, interests also impact career trajectory and attainment
through its indirect effects on learning and knowledge acquisi-
tion, which prepares as well as constrains one’s pursuit in certain
educational and occupational fields. Interests in an activity act as
a source of intrinsic motivation that drives individuals to learn
more about it. An accruing volume of research has linked interest
with persisted learning, deeper engagement, and better knowl-
edge acquisition (e.g., Hidi, 2001; Silvia, 2006) and has shown
the increasing coupling of interests and domain-specific knowl-
edge/ability over time (Ackerman, 1996; Denissen et al., 2007).
Thus, an individual with strong interests in mathematics, for

example, is more likely than his/her uninterested peers to aspire
to education and a career in mathematics; in the meanwhile, this
individual is more likely to engage in activities to learn math that
leads to increased math knowledge and ability, which, in turn,
prepares him/her for entry into a math major or a math-related
career as well as persistence and attainment in that field.

This dynamic relationship between interests and
knowledge/ability development is critically important for
understanding the significance of interests for educational and
career attainment in STEM. Interests do not only serve as a
self-selection mechanism for a few binary choices in life such
as choosing a college major or entering an occupation; rather,
interests contribute to individuals’ preparedness for STEM fields
by promoting learning in these fields and provide the foundation
for individuals’ educational and career development throughout
the lifespan.

Interests can be conceptualized and measured at differ-
ent levels of specificity. The most commonly studied interest
typology is Holland’s (1959, 1997) RIASEC model (abbrevia-
tion for Realistic, Investigative, Artistic, Social, Enterprising, and
Conventional), which is used to categorize both individual inter-
ests and corresponding characteristics in work environments.
The RIASEC model captures the broadest level of interests and
work environments. Each of the six broad categories encom-
passes a heterogeneous group of occupations and activities that
share a common “theme.” Therefore, the RIASEC types are some-
times also referred to as the general occupational themes. For
example, the Realistic (R) theme captures interests in working
with things and gadgets, working with hands, or working out-
doors. Typical occupations and work activities represented in the
Realistic theme include carpenters, automotive engineers, farm-
ing, or putting out forest fires. The Social (S) theme captures
interests in working with people and helping people. Typical
occupations and work activities included in the Social theme
are teachers, social workers, volunteering at a charity, or help-
ing people solve their emotional problems. Realistic and social
interests are closely associated with the constructs of things- and
people-orientations (Woodcock et al., 2013). The Investigative
(I) theme, as its name suggests, captures interests in science
and research. It is the best indicator for the interests in pur-
suing education or careers in STEM fields. However, STEM is
a broad term with heterogeneous sub-disciplines. Many disci-
plines in natural sciences, such as physical science, astronomy,
and chemistry, also involve a heavy Realistic component; the most
quintessential is the field of engineering, with a strong focus
on working with things, in addition to its emphasis on research
and investigation; in comparison, other disciplines in health and
human sciences, such as psychology, medicine, or nutrition sci-
ence, also involve a Social component. Therefore, although most
STEM fields fall within the Investigative theme, they may be
arranged on a continuum from the most things-oriented to the
least things-oriented field, and from the most people-oriented
to the least people-oriented. The broad occupational themes are
not sufficient to capture the nuances among various sectors in
the world of work and the heterogeneous interests represented
in these environments. More specific measures of interests are
needed.
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Basic interest scales characterize shared properties of homoge-
neous sets of work activities and environments (Liao et al., 2008).
For example, instead of broad Social interests, a basic interest
scale may measure interest in Teaching, Counseling, or Professional
Advising activities; similarly, instead of broad Investigative inter-
ests, a basic interest scale may measure interest in Mathematics,
Physical Science, or Medical Science activities. What is unique
about basic interest scales is that the interest measured by a basic
interest scale is often implied in the object of interest. A Medical
Science basic interest scale may include items like “work in a lab,”
“study blood samples,” and “develop a new medicine to cure a
disease.” Taken together, responses to these items reflect an indi-
vidual’s level of interest in the field of medical science. In other
words, the specificity of basic interests corresponds precisely with
the targeted environments. As a result, basic interests provide an
excellent measure of individuals’ preferences for specific work
environments; gender differences in basic interest scales repre-
sent differential preferences of men and women for these work
environments, such as sub-disciplines of STEM.

OVERVIEW AND HYPOTHESES OF THE CURRENT STUDY
The purposes of the current study were three-fold: first, we
examined gender differences in basic interests by STEM field,
including physical sciences, biological science, medical science,
medical services, social sciences, mathematics, applied mathe-
matics, computer science, engineering, and mechanics and elec-
tronics. Because the definition of STEM disciplines varies by
organization and a unified list is not available, we adopted
the definition from two federal agencies: (1) STEM-Designated
Degree Programs List from the U.S. Immigration and Customs
Enforcement (2012), and (2) STEM Workforce Sectors from the
U.S. Department of Labor (2007). We expected gender differences
in basic interests to vary largely across these different STEM dis-
ciplines. Second, we demonstrated that the gender composition
(percentages of men and women) in these STEM fields closely
mirrored the pattern of gender differences in basic interests.
Third, we sought to understand the occupational characteristics
that were associated with the gender differences in basic interests.

To answer these research questions, we meta-analytically
reviewed technical manuals of interest inventories that included
a relevant basic interest scale. Because traditional meta-analysis
is subject to sampling errors from individual studies reviewed,
we selected norm groups from technical manuals to be our data
source as they are typically large and well sampled (cf. Hedges and
Nowell, 1995). Data from these technical manuals provide rela-
tively accurate estimation of the differential interests of men and
women for each sub-discipline of STEM. In addition, we obtained
occupational characteristics from the Occupational Information
Network (O*NET; National Center for O∗NET Development,
2014) on the things-orientation, people-orientation, and level
(i.e., amount) of quantitative ability required for each sub-
discipline of STEM.

Based on P–E fit theories and existing studies showing that
women had higher people interests and lower things interests
compared to men, we expected to find greater gender differ-
ences in basic interests favoring men in STEM fields that are
high in things-orientation and low in people-orientation, such

as engineering; we expected to find smaller gender differences in
basic interests favoring men or gender differences in the oppo-
site direction in STEM fields that are low in things-orientation
and high in people-orientation, such as medical and social sci-
ences. Consistent with the continuum of STEM sub-disciplines
ordered by their things- and people-orientations, we expected
the size of gender differences in basic interests in these fields
to form a continuum as well. Given previous research reporting
that people-orientation and things-orientation are two separate
dimensions instead of opposite ends of one bipolar dimension
(e.g., Graziano et al., 2011; Tay et al., 2011), we propose the
following two hypotheses:

Hypothesis 1a: The gender difference in interests in a STEM
field (favoring men) is positively associated with the level of
things-orientation of that field.
Hypothesis 1b: The gender difference in interests in a STEM
field (favoring men) is negatively associated with the level of
people-orientation of that field.

With research evidence showing that gender differences in math
ability and achievement are negligible (e.g., Hyde et al., 1990;
Hyde and Linn, 2006), we reason that quantitative ability is not
a factor that affects men and women’s differential career pref-
erences. Thus, we expected the gender difference in interests in
a STEM field to be unrelated to the level of quantitative ability
required for that field once the things- and people-orientations of
the field are accounted for. In other words, women’s lower interest
in some STEM fields is not the result of their avoidance of work
environments that require higher levels of quantitative ability, but
rather, the result of their aversion to work environments that are
high in things-orientation and low in people-orientation.

Hypothesis 2. Controlling for the things- and people-
orientations of a STEM field, the gender difference in interests
in that field is unrelated to the level of quantitative ability
required.

More importantly, given the strong relationship found between
interests and career choices, we expected the gender composi-
tion of various STEM fields to reflect observed gender differences
in interests. Further, we expected the gender difference in inter-
ests in a STEM field to fully mediate the effects of occupational
characteristics (things- and people-orientations) on the gender
composition of that field. Similar to Hypothesis 2, we expected
the gender composition of a STEM field to be unrelated to the
level of quantitative ability required for that field once the things-
and people-orientations of the field are accounted for.

Hypothesis 3. The percentage of women in a STEM field is neg-
atively associated with the gender difference in interests in that
field (favoring men).
Hypothesis 4a. The percentage of women in a STEM field is
positively associated with the people-orientation of that field;
this relationship is full mediated through gender differences
in interests.
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Hypothesis 4b. The percentage of women in a STEM field is
negatively associated with the things-orientation of that field;
this relationship is full mediated through gender differences
in interests.
Hypothesis 5. Controlling for the things- and people-
orientations of a STEM field, the percentage of women in that
field is unrelated to the level of quantitative ability required.

Besides the above hypotheses, we examined several additional
moderators for the gender differences in basic interests in STEM
fields, including (1) job complexity, (2) the age group of a sam-
ple, (3) the year of data collection, and (4) the degree to which
an interest inventory was developed to be gender-balanced (i.e.,
using item development strategies to remove items that displayed
large gender differences and to increase the overlap between male
and female interest score distributions). More details are provided
for these moderators in the Methods section.

METHODS
META-ANALYTIC DATABASE
Database for the current study was composed of norm samples
from vocational interest inventory technical manuals, published
from 1964 till the current date. Procedures to identify and select
the interest inventories were described in detail in Su et al. (2009).
Because we were interested in the gender differences in basic inter-
ests in this study, the following criteria were applied to select
interest inventories to form the current meta-analytic database:
first, the interest inventory had one or more scales that mea-
sured basic interests in any fields related to physical sciences,
biological science, medical science, social sciences, mathemat-
ics, computer science, and engineering. We included scales that
measured interests in professional-level activities in these fields
(i.e., activities performed by scientists, engineers, and mathemati-
cians), as well as scales that measured interests in technical-level
activities (i.e., activities performed by science technicians, engi-
neering technicians, workers in applied mathematics, mechanics
and electronics, and those in medical services). By including
interest scales at both levels in our database, we were able to exam-
ine whether job complexity had an effect on the gender differences
in basic interests and on the gender composition of various STEM
fields. Second, the inventories used the same form for male and
female respondents and reported means and standard deviations
for both males and females in the technical manuals, allowing
effect sizes of gender differences to be calculated. Third, because
it was possible for an interest inventory to have multiple edi-
tions, we included data from a new edition only when it used
an entirely new sample. Application of these inclusion criteria
resulted in 52 samples from 33 inventories, with a total of 209,810
men and 223,268 women. The mean ages of the samples ranged
from 12.50 to 42.55 years. The samples were surveyed between
1963 and 2007.

CLASSIFICATION OF BASIC INTEREST SCALES BY STEM FIELD
To identify relevant basic interest scales for each sub-discipline
of STEM, we perused every interest inventory and classified
each basic interest scale into corresponding STEM field based
on (1) the items on the scale and (2) the correlates of the scale

score. Most basic interest scales measured interests as suggested
by their titles, such as the Social Science scale in the Jackson
Vocational Interest Survey (JVIS; Jackson, 2000). A few excep-
tions were classified differently than their title would suggest. For
example, the Engineering and Physical Sciences scale in the Ohio
Vocational Interest Survey II (OVIS-II; Winefordner, 1983) was
classified as a scale measuring interests in engineering, rather than
physical sciences, because the majority of its items were occupa-
tional titles in engineering, such as “Electronics Engineer” and
“Nuclear Engineer.” Similarly, the Mathematics and Science scale
in the Career Interest Inventory (CII; Psychological Corporation,
1991) had mostly engineering and computer science related items
and was classified as a scale measuring engineering interests.
The Science scale in the Vocational Interest Inventory-Revised
(VII-R; Lunneborg, 1993) primarily measured interests in medi-
cal science, and the Mechanical scale in the Guilford-Zimmerman
Interest Inventory (GZII; Guilford and Zimmerman, 1989) had
items that measured interests in the professional-level of engi-
neering activities, rather than the technical-level of mechanical
activities. These scales were classified accordingly.

Further, some basic interest scales measured interests broader
than one STEM field. For example, several scales, including the
Science scale in the Career Assessment Inventory-Vocational edi-
tion (CAI-V; Johansson, 1984), measured interests in physical sci-
ences and biological science. A separate category, Natural Sciences,
was hence created to classify these scales, rather than forcing
them into either the Physical Sciences category or the Biological
Science category. Finally, scales that were designed to measure
basic interests but rather measured the full range of interests in
all disciplines of sciences and research, such as the Research scale
in the Strong Interest Inventory (SII; Donnay et al., 2005), were
excluded from the current study.

As a result, the basic interest scales from all the interest inven-
tories were classified into 13 fields. Eight of these fields were at the
professional-level, including Physical Sciences, Natural Sciences,
Biological Science, Medical Science, Social Sciences, Mathematics,
Computer Science, and Engineering; the other five fields were
at the technical-level, including Science Technicians, Engineering
Technicians, Applied Mathematics, Mechanics and Electronics, and
Medical Services. Table 1 lists all the basic interest scales classified
under each STEM field by sample.

IDENTIFICATION OF OCCUPATIONAL CHARACTERISTICS AND
STATISTICS
We obtained occupational-level information from two sources:
information about the people-orientation, things-orientation,
and level of required quantitative ability was acquired through the
O∗NET production database 18.1 (National Center for O∗NET
Development, 2014), and information about the percentages of
women in STEM fields was obtained from the U.S. Bureau of
Labor Statistics (2014) latest report Women in the Labor Force:
A Databook. Both sources used the 2010 Standard Occupational
Classification (SOC; U.S. Bureau of Labor Statistics, 2010) sys-
tem, allowing us to combine two sources of information using
matching occupational codes.

The O∗NET database provides comprehensive and regularly
updated information on various aspects of worker attributes and
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Table 1 | Overview of the meta-analysis database: basic interest scale, moderator variables, and effect size by STEM field and sample.

Inventory References Scale Moderator Sample size Effect

size

Complexity Gender- Sample Age N MN FN d

balanced year group

PHYSICAL SCIENCES

SII Donnay et al., 2005 Science 2 1 2002 5 2250 1125 1125 0.42

SII Harmon et al., 1994 Science 2 1 1994 5 18,951 9484 9467 0.24

SII Hansen and Campbell, 1985 Science 2 1 1985 5 600 300 300 0.28

SII Campbell, 1974 Science 2 1 1974 5 600 300 300 0.32

CAI-E Johansson, 2003 Scientific Research
and Development

2 2 1986 5 900 450 450 0.23

KGIS-E Kuder, 1964 Scientific 2 1 1963 1 4109 2080 2029 0.91

KGIS-E Kuder, 1964 Scientific 2 1 1963 2 5704 2766 2938 0.87

KGIS-E Kuder and Zytowski, 1988 Scientific 2 1 1987 1 5894 2714 3180 0.96

KGIS-E Kuder and Zytowski, 1988 Scientific 2 1 1987 2 7113 3402 3711 0.80

KOIS Kuder and Zytowski, 1991 Scientific 2 1 1985 3214 1583 1631 0.23

KCS Zytowski, 2007 Scientific 2 1 2007 3619 1663 1956 0.33

JVIS Jackson, 2000 Physical Science 2 1 1999 2 2380 1190 1190 0.71

JVIS Jackson, 2000 Physical Science 2 1 1999 5 1120 560 560 0.52

JVIS Jackson, 1977 Physical Science 2 1 1977 3 1000 500 500 0.76

GZII Guilford and Zimmerman,
1989

Scientific 2 1 1989 215 97 118 0.88

NATURAL SCIENCES

CAI-V Johansson, 1984 Science 2 2 1976 5 1500 750 750 0.24

CISS Campbell et al., 1992 Science 2 1 1992 5 5241 3442 1799 0.43

IDEAS Johansson, 1996 Science 2 2 1989 1 1770 820 950 0.65

IDEAS Johansson, 1996 Science 2 2 1989 2 2891 1208 1683 0.50

IDEAS Johansson, 1978 Science 2 1 1977 1 598 292 306 0.30

IDEAS Johansson, 1978 Science 2 1 1977 2 3436 1755 1681 0.35

BIOLOGICAL SCIENCES

JVIS Jackson, 2000 Life Science 2 1 1999 2 2380 1190 1190 0.24

JVIS Jackson, 2000 Life Science 2 1 1999 5 1120 560 560 0.14

JVIS Jackson, 1977 Life Science 2 1 1977 3 1000 500 500 0.18

MEDICAL SCIENCE

SII Donnay et al., 2005 Medical Science 2 1 2002 5 2250 1125 1125 0.06

SII Harmon et al., 1994 Medical Science 2 1 1994 5 18,951 9484 9467 0.09

SII Hansen and Campbell, 1985 Medical Science 2 1 1985 5 600 300 300 0.18

SII Campbell, 1974 Medical Science 2 1 1974 5 600 300 300 0.01

CAI-E Johansson, 2003 Medical Science 2 2 1986 5 900 450 450 −0.20

OVIS-II Winefordner, 1983 Medical Service 2 2 1980 1 9242 4604 4638 −0.23

OVIS-II Winefordner, 1983 Medical Service 2 2 1980 2 6416 3157 3259 −0.21

OVIS-II Winefordner, 1983 Medical Service 2 2 1980 3 2792 1055 1737 −0.06

OVIS D’Costa et al., 1970 Medical 2 1 1969 2 45,845 23,062 22,783 −0.13

IDEAS Johansson, 1996 Medical 2 2 1989 1 1770 820 950 −0.15

IDEAS Johansson, 1996 Medical 2 2 1989 2 2891 1208 1683 −0.20

JVIS Jackson, 2000 Medical Service 2 1 1999 2 2380 1190 1190 0.15

JVIS Jackson, 2000 Medical Service 2 1 1999 5 1120 560 560 0.11

JVIS Jackson, 1977 Medical Service 2 1 1977 3 1000 500 500 0.12

VII Lunneborg, 1981 Science 2 3 1976 2 600 300 300 −0.17

VII-R Lunneborg, 1993 Science 2 3 1985 2 1562 748 814 −0.03

MEDICAL SERVICES

SII Donnay et al., 2005 Healthcare Services 1 1 2002 5 2250 1125 1125 −0.24

SII Harmon et al., 1994 Medical Service 1 1 1994 5 18,951 9484 9467 −0.17

(Continued)
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Table 1 | Continued

Inventory References Scale Moderator Sample size Effect

size

Complexity Gender- Sample Age N MN FN d

balanced year group

SII Hansen and Campbell, 1985 Medical Service 1 1 1985 5 600 300 300 −0.04
SII Campbell, 1974 Medical Service 1 1 1974 5 600 300 300 −0.52
CAI-E Johansson, 2003 Medical Service 1 2 1986 5 900 450 450 −0.12
CAI-V Johansson, 1984 Medical Service 1 2 1976 5 1500 750 750 −0.47
CISS Campbell et al., 1992 Medical Practice 1 1 1992 5 5241 3442 1799 −0.13
OVIS-II Winefordner, 1983 Health Services 1 2 1980 1 9800 4479 4552 −0.58
OVIS-II Winefordner, 1983 Health Services 1 2 1980 2 6672 3120 3217 −0.55
OVIS-II Winefordner, 1983 Health Services 1 2 1980 3 2800 1052 1730 −0.32
OVIS D’Costa et al., 1970 Nursing and Related

Technical Services
1 1 1969 2 46,065 23,203 22,862 −0.90

IDEAS Johansson, 1978 Medical Service 1 1 1977 1 598 292 306 −0.75
IDEAS Johansson, 1978 Medical Service 1 1 1977 2 3436 1755 1681 −0.90
CII-1 Psychological Corporation,

1991
Health Services 1 1 1989 1 13,280 6545 6735 −0.42

CII-1 Psychological Corporation,
1991

Health Services 1 1 1989 1 19,780 9825 9955 −0.46

CII-1 Psychological Corporation,
1991

Health Services 1 1 1989 1 26,082 13,123 12,959 −0.50

CII-2 Psychological Corporation,
1991

Health Services 1 1 1989 2 14,300 6987 7313 −0.38

CII-2 Psychological Corporation,
1991

Health Services 1 1 1989 2 8556 4208 4348 −0.35

CII-2 Psychological Corporation,
1991

Health Services 1 1 1989 2 8399 4051 4348 −0.36

CDI Jackson, 1986 Health Services 1 1 1986 3 1000 500 500 −0.37
CDI Jackson, 2003 Health Services 1 1 2003 1 212 114 98 −0.43
CDI Jackson, 2003 Health Services 1 1 2003 2 737 385 352 −0.34
CDI Jackson, 2003 Health Services 1 1 2003 3 386 206 180 −0.31
CDI Jackson, 2003 Health Services 1 1 2003 4 392 171 221 −0.30
CDI Jackson, 2003 Health Services 1 1 2003 5 317 148 169 0.00
CDI Jackson, 2003 Health Services 1 1 2003 5 276 145 131 −0.32
SOCIAL SCIENCES

SII Donnay et al., 2005 Social Sciences 2 1 2002 5 2250 1125 1125 −0.08
CII-1 Psychological Corporation,

1991
Social Science 2 1 1989 1 13,190 6491 6699 −0.42

CII-1 Psychological Corporation,
1991

Social Science 2 1 1989 1 19,674 9757 9917 −0.50

CII-1 Psychological Corporation,
1991

Social Science 2 1 1989 1 26,009 13,056 12,953 −0.59

CII-2 Psychological Corporation,
1991

Social Science 2 1 1989 2 14,871 7346 7525 −0.44

CII-2 Psychological Corporation,
1991

Social Science 2 1 1989 2 8849 4392 4457 −0.37

CII-2 Psychological Corporation,
1991

Social Science 2 1 1989 2 8679 4241 4438 −0.40

JVIS Jackson, 2000 Social Science 2 1 1999 2 2380 1190 1190 −0.08
JVIS Jackson, 2000 Social Science 2 1 1999 5 1120 560 560 −0.10
JVIS Jackson, 1977 Social Science 2 1 1977 3 1000 500 500 −0.33
SCIENCE TECHNICIANS

COPS-R Knapp and Knapp, 1979 Science-Skilled 1 3 1979 2 400 200 200 0.02
COPS Knapp et al., 1990 Science-Skilled 1 1 1988 2 14,619 7565 7054 0.13

(Continued)
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Table 1 | Continued

Inventory References Scale Moderator Sample size Effect

size

Complexity Gender- Sample Age N MN FN d

balanced year group

COPS Knapp et al., 1990 Science-Skilled 1 1 1988 3 3237 1379 1858 0.12
COPS Knapp and Knapp, 1984 Science-Skilled 1 1 1982 2 4145 2034 2111 0.24
COPS Knapp and Knapp, 1984 Science-Skilled 1 1 1982 3 1445 773 672 0.17
ENGINEERING

OVIS-II Winefordner, 1983 Engineering and
Physical Science

2 2 1980 1 9119 4530 4589 0.86

OVIS-II Winefordner, 1983 Engineering and
Physical Science

2 2 1980 2 6368 3132 3236 0.81

OVIS-II Winefordner, 1983 Engineering and
Physical Science

2 2 1980 3 2781 1052 1729 0.90

OVIS D’Costa et al., 1970 Applied Technology 2 1 1969 2 45,832 23,058 22,774 1.55
CII-1 Psychological Corporation,

1991
Mathematics and
Science

2 1 1989 1 13,190 6491 6699 0.48

CII-1 Psychological Corporation,
1991

Mathematics and
Science

2 1 1989 1 19,674 9757 9917 0.61

CII-1 Psychological Corporation,
1991

Mathematics and
Science

2 1 1989 1 26,009 13,056 12,953 0.68

CII-2 Psychological Corporation,
1991

Mathematics and
Science

2 1 1989 2 14,871 7346 7525 0.48

CII-2 Psychological Corporation,
1991

Mathematics and
Science

2 1 1989 2 8849 4392 4457 0.46

CII-2 Psychological Corporation,
1991

Mathematics and
Science

2 1 1989 2 8679 4241 4438 0.43

JVIS Jackson, 2000 Engineering 2 1 1999 2 2380 1190 1190 1.24
JVIS Jackson, 2000 Engineering 2 1 1999 5 1120 560 560 0.85
JVIS Jackson, 1977 Engineering 2 1 1977 3 1000 500 500 1.13
VII Lunneborg, 1981 Technical 2 3 1976 2 600 300 300 0.95
VII-R Lunneborg, 1993 Technical 2 3 1985 2 1562 748 814 0.52
COPS-R Knapp and Knapp, 1979 Technology-

Professional
2 3 1979 2 400 200 200 0.19

COPS Knapp et al., 1990 Technology-
Professional

2 1 1988 2 14,619 7565 7054 1.01

COPS Knapp et al., 1990 Technology-
Professional

2 1 1988 3 3237 1379 1858 0.89

COPS Knapp and Knapp, 1984 Technology-
Professional

2 1 1982 2 4145 2034 2111 1.05

COPS Knapp and Knapp, 1984 Technology-
Professional

2 1 1982 3 1445 773 672 0.96

GZII Guilford and Zimmerman,
1989

Mechanical 2 1 1989 215 97 118 1.28

WOWI Ripley et al., 2001 Engineering and
Related

2 1 1997 169,436 78,564 90,872 0.95

ENGINEERING TECHNICIAN

OVIS D’Costa et al., 1970 Appraisal 1 1 1969 2 46,002 23,151 22,851 1.19
CDI Jackson, 1986 Science and

Technology
1 1 1986 3 1000 500 500 0.98

CDI Jackson, 2003 Science 1 1 2003 1 212 114 98 0.96
CDI Jackson, 2003 Science 1 1 2003 2 737 385 352 0.74
CDI Jackson, 2003 Science 1 1 2003 3 386 206 180 0.71
CDI Jackson, 2003 Science 1 1 2003 4 392 171 221 0.87
CDI Jackson, 2003 Science 1 1 2003 5 317 148 169 0.93
CDI Jackson, 2003 Science 1 1 2003 5 276 145 131 0.75

(Continued)
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Table 1 | Continued

Inventory References Scale Moderator Sample size Effect

size

Complexity Gender- Sample Age N MN FN d

balanced year group

MECHANICS AND ELECTRONICS

SII Donnay et al., 2005 Mechanics and
Construction

1 1 2002 5 2250 1125 1125 1.02

SII Donnay et al., 2005 Computer Hardware
and Electronics

1 1 2002 5 2250 1125 1125 0.77

SII Harmon et al., 1994 Mechanical Activities 1 1 1994 5 18,951 9484 9467 0.68

SII Hansen and Campbell, 1985 Mechanical Activities 1 1 1985 5 600 300 300 0.70

SII Campbell, 1974 Mechanical 1 1 1974 5 600 300 300 0.91

CAI-E Johansson, 2003 Mechanical/Fixing 1 2 1986 5 900 450 450 0.54

CAI-E Johansson, 2003 Electronics 1 2 1986 5 900 450 450 0.63

CAI-V Johansson, 1984 Mechanical/Fixing 1 2 1976 5 1500 750 750 1.15

CAI-V Johansson, 1984 Electronics 1 2 1976 5 1500 750 750 1.15

CISS Campbell et al., 1992 Mechanical Crafts 1 1 1992 5 5241 3442 1799 1.02

IDEAS Johansson, 1996 Mechanical/Fixing 1 2 1989 1 1770 820 950 1.15

IDEAS Johansson, 1996 Mechanical/Fixing 1 2 1989 2 2891 1208 1683 1.15

IDEAS Johansson, 1978 Mechanical/Fixing 1 1 1977 1 598 292 306 1.15

IDEAS Johansson, 1978 Mechanical/Fixing 1 1 1977 2 3436 1755 1681 1.15

IDEAS Johansson, 1978 Electronics 1 1 1977 1 598 292 306 1.15

IDEAS Johansson, 1978 Electronics 1 1 1977 2 3436 1755 1681 1.20

KGIS-E Kuder, 1964 Mechanical 1 1 1963 1 4109 2080 2029 2.12

KGIS-E Kuder, 1964 Mechanical 1 1 1963 2 5704 2766 2938 1.83

KGIS-E Kuder and Zytowski, 1988 Mechanical 1 1 1987 1 5894 2714 3180 1.86

KGIS-E Kuder and Zytowski, 1988 Mechanical 1 1 1987 2 7113 3402 3711 1.91

KOIS Kuder and Zytowski, 1991 Mechanical 1 1 1985 3214 1583 1631 1.14

KCS Zytowski, 2007 Mechanical 1 1 2007 3619 1663 1956 0.97

CDI Jackson, 1986 Industrial Arts 1 1 1986 3 1000 500 500 1.31

CDI Jackson, 2003 Industrial Arts 1 1 2003 1 212 114 98 2.21

CDI Jackson, 2003 Industrial Arts 1 1 2003 2 737 385 352 1.77

CDI Jackson, 2003 Industrial Arts 1 1 2003 3 386 206 180 1.40

CDI Jackson, 2003 Industrial Arts 1 1 2003 4 392 171 221 1.06

CDI Jackson, 2003 Industrial Arts 1 1 2003 5 317 148 169 0.98

CDI Jackson, 2003 Industrial Arts 1 1 2003 5 276 145 131 1.26

OASIS:IS Parker, 2002 Mechanical 1 2 1991 2 1091 551 540 1.25

CCQ-S Chronicle Guidance
Publications, 1992

Mechanical 1 2 1990 1 1536 797 739 1.08

CCQ-L Chronicle Guidance
Publications, 1992

Mechanical 1 2 1990 2 1311 661 650 1.08

GOCL II Gordon, 1981 Technology–
Mechanical

1 1 1981 2 359 168 191 0.62

VRII Vocational Research Institute,
1988

Mechanical 1 1 1985 2 856 429 427 1.51

VRII Vocational Research Institute,
1988

Mechanical 1 1 1985 4 525 198 327 0.71

WOWI Ripley et al., 2001 Mechanical and
Electrical Work

1 1 1997 169,436 78,564 90,872 1.07

COMPUTER SCIENCE

SII Donnay et al., 2005 Programming and
Information System

2 1 2002 5 2250 1125 1125 0.38

(Continued)
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Table 1 | Continued

Inventory References Scale Moderator Sample size Effect

size

Complexity Gender- Sample Age N MN FN d

balanced year group

MATHEMATICS

SII Donnay et al., 2005 Mathematics 2 1 2002 5 2250 1125 1125 0.46

SII Harmon et al., 1994 Mathematics 2 1 1994 5 18,951 9484 9467 0.24

SII Hansen and Campbell, 1985 Mathematics 2 1 1985 5 600 300 300 0.26

SII Campbell, 1974 Mathematics 2 1 1974 5 600 300 300 0.35

CAI-E Johansson, 2003 Mathematics 2 2 1986 5 900 450 450 0.22

CISS Campbell et al., 1992 Mathematics 2 1 1992 5 5241 3442 1799 0.35

JVIS Jackson, 2000 Mathematics 2 1 1999 2 2380 1190 1190 0.55

JVIS Jackson, 2000 Mathematics 2 1 1999 5 1120 560 560 0.45

JVIS Jackson, 1977 Mathematics 2 1 1977 3 1000 500 500 0.55

APPLIED MATHEMATICS

SII Harmon et al., 1994 Data Management 1 1 1994 5 18,951 9484 9467 0.16

CAI-V Johansson, 1984 Numbers 1 2 1976 5 1500 750 750 0.05

OVIS-II Winefordner, 1983 Numerical 1 2 1980 1 8917 4425 4492 0.29

OVIS-II Winefordner, 1983 Numerical 1 2 1980 2 6315 3109 3206 0.27

OVIS-II Winefordner, 1983 Numerical 1 2 1980 3 2780 1052 1728 0.62

OVIS D’Costa et al., 1970 Numerical 1 1 1969 2 46,015 23,164 22,851 0.52

IDEAS Johansson, 1996 Mathematics 1 2 1989 1 1770 820 950 0.05

IDEAS Johansson, 1996 Mathematics 1 2 1989 2 2891 1208 1683 0.00

IDEAS Johansson, 1978 Numbers 1 1 1977 1 598 292 306 0.00

IDEAS Johansson, 1978 Numbers 1 1 1977 2 3436 1755 1681 0.05

KGIS-E Kuder, 1964 Computational 1 1 1963 1 4109 2080 2029 0.30

KGIS-E Kuder, 1964 Computational 1 1 1963 2 5704 2766 2938 0.44

KGIS-E Kuder and Zytowski, 1988 Computational 1 1 1987 1 5894 2714 3180 0.18

KGIS-E Kuder and Zytowski, 1988 Computational 1 1 1987 2 7113 3402 3711 0.27

KOIS Kuder and Zytowski, 1991 Computational 1 1 1985 3214 1583 1631 0.27

KCS Zytowski, 2007 Computational 1 1 2007 3619 1663 1956 0.20

d, inverse variance weighted effect size; CAI-E, Career Assessment Inventory–Enhanced Version; CAI-V, Career Assessment Inventory–Vocational Version; CCQ-

S, Chronicle Career Quest (Form S); CCQ-L, Chronicle Career Quest (Form L); CDI, Career Decision Inventory; CII-1, Career Interest Inventory (Level 1); CII-2,

Career Interest Inventory (Level 2); CISS, Campbell Interest and Skill Survey; COPS, Career Occupational Preference System Interest Inventory; COPS-R, Career

Occupational Preference System Interest Inventory–Revised; GOCL II, Gordon Occupational Check List II; GZII, Guilford–Zimmerman Interest Inventory; IDEAS,

Interest Determination, Exploration and Assessment System; JVIS, Jackson Vocational Interest Survey; KGIS-E, Kuder General Interest Survey (Form E); KOIS,

Kuder Occupational Interest Survey; KCS, Kuder Career Search with Person Match; OASIS:IS, Occupational Aptitude Survey and Interest Schedule: Interest Schedule;

OVIS, Ohio Vocational Interest Survey; SII, Strong Interest Inventory; VII, Vocational Interest Inventory; VII-R, Vocational Interest Inventory–Revised; VRII, Vocational

Research Interest Inventory; WOWI, World of Work Inventory. In the coding for job complexity, 1, technical level, 2, professional level. For item development strategy

(Gender_balanced), 1 represents an overlap of male and female scores of less than 75% or cases in which more than 33% of the items have response differences

larger than 15%; 2 represents an overlap of male and female scores from 75 to 85% or 10 to 33% of the items have response differences larger than 15%;

3 represents an overlap of male and female scores larger than 85% or in which no more than 10% of the items have response differences larger than 15%. Age

group was coded as the following: 1, middle school students or 12–14 years old; 2, high school students or 15–18 years old; 3, college students or 19–22 years old;

4, emerging working adults or 23–30 years old; 5, experienced working adults or 31 years and older.

job requirements for over 900 U.S. occupations, including occu-
pational interest profiles (OIPs; Rounds et al., 1999) and levels
of required abilities (McCoy et al., 1999; Donsbach et al., 2003).
The OIPs are organized using Holland’s (1997) RIASEC typol-
ogy for describing work environments. The scores on each OIP
indicate how well the occupation represents the six types of work
environments. For example, the Realistic score for an occupation
indicates how characteristic the occupation is of a things-oriented
work environment; the Social score for an occupation indicates

how descriptive the occupation is of a people-oriented work envi-
ronment. Therefore, the Realistic and Social scores on the OIPs
were used to represent the things- and people-orientations for an
occupation, respectively. Both are on a scale from 1 to 7, with
higher scores indicating stronger things- or people-orientation.
The O∗NET system includes scores on two types of quantita-
tive ability required by each occupation: Mathematical Reasoning
(i.e., the ability to choose the right mathematical methods or for-
mulas to solve a problem) and Number Facility (i.e., the ability to
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add, subtract, multiply, or divide quickly and correctly). Because
scores for the two types of quantitative ability are highly corre-
lated (r > 0.90), in the current study the average score was taken
to represent the level of quantitative ability required by each occu-
pation. The score for required level of quantitative ability ranged
from 0 to 6, with higher scores indicating greater ability required.

The occupational-level characteristics and statistics were then
aggregated to each of the 13 STEM fields following the SOC
system. For example, the people-orientation, things-orientation,
and required level of quantitative ability for Physical Sciences
were calculated by averaging the information from all the occu-
pations nested within it, including Astronomers and Physicists,
Atmospheric and Space Scientists, Chemists and Materials
Scientists, Environmental Scientists, and Geoscientists. The per-
centage of women in Physical Sciences was calculated by dividing
the total number of females employed in the above occupa-
tions by the total number of males and females employed. For
Mathematics, the occupational characteristics and statistics were
calculated from the data for Mathematicians and Statisticians.
Similar calculations were performed for the rest of the STEM
fields.

CODING OF ADDITIONAL MODERATORS
As discussed previously, we coded the complexity of the activ-
ities measured by a basic interest scale (professional-level = 2,
technical-level = 1). The age group of a sample was coded based
on the sample description and mean age of the sample reported in
an interest inventory technical manual (middle school students or
12–14 years old = 1, high school students or 15–18 years old = 2,
college students or 19–22 years old = 3, emerging working adults
or 23–30 years old = 4, and experienced working adults or 31
years and older = 5). The years of data collection were also iden-
tified from the interest inventory technical manuals, ranging from
1963 to 2007. Information on item development strategy, or the
degree to which an interest inventory was developed to be gender-
balanced, was obtained from Su et al. (2009) and was coded as
the following: overlap of male and female interest scores was less
than 75% or more than 33% of the items had response differ-
ences larger than 15% = 1; overlap of male and female scores was
between 75 and 85% or 10 to 33% of the items had response dif-
ferences larger than 15% = 2; overlap of male and female scores
was larger than 85% or no more than 10% of the items had
response differences larger than 15% = 3. Coding for these addi-
tional moderators, along with the sample sizes by gender and total
sample size for each sample, are listed in Table 1.

ANALYTICAL PROCEDURES
To examine gender differences in basic interests across STEM
fields, we first calculated the standardized mean difference
between males and females (Cohen’s d) for each basic interest
scale. This step yielded a total of 173 effect sizes, presented in
Table 1. In the case where an interest inventory had more than one
basic interest scales assessing a STEM field (e.g., both a Mechanics
scale and an Electronics scale for the field of Mechanics and
Electronics), we averaged the effect sizes within sample to avoid
statistical dependence, creating 168 independent effect sizes. We
then followed the procedures outlined in Hedges and Olkin

(1985) and Lipsey and Wilson (2001) to calculate the standard
error and inverse-variance weight for each effect size, correct the
effect sizes for small-sample-size bias, and synthesize the effect
sizes. As discussed previously, we expected to find heterogeneity
among the effect sizes. Instead of focusing on the grand mean gen-
der difference in interests across all STEM fields, the main goal
of our study was to understand how the average gender differ-
ence in interests varies by STEM field. Therefore, we conducted
a meta-analytic analog of (inverse-variance weighted) analysis of
variance (ANOVA) to compare the average gender differences in
interests in different STEM fields, using a mixed-effects model (cf.
Viechtbauer, 2008, for the rationale to start with the mixed-effects
model for meta-analyses that are focusing on moderators).

Next, to understand the occupational characteristics associ-
ated with gender differences in interests and other variables that
potentially moderate the effect sizes, we conducted a inverse-
variance weighted meta-regression to evaluate the effects of the
people-orientation, things-orientation, required level of quantita-
tive ability, and job complexity (professional- vs. technical-level)
of a STEM field as well as the age group of a sample and the
year of data collection, again using a mixed-effects model. The
weighted ANOVA and weighted meta-regression analysis were
both performed using the statistical macros provided by Wilson
(2005).

To examine the relationship between the gender differences in
interests and gender composition within STEM fields, we con-
ducted correlation and regression analyses at the occupational
level, using occupational characteristics and statistics aggregated
to the 13 STEM fields.

RESULTS
As expected, we found gender differences in interests to be het-
erogeneous and to vary largely across the 13 STEM fields. We
summarized the effect sizes of gender differences in interests by
STEM field in Table 2. In addition to the weighted mean effect
size, d, we reported k, the number of effect sizes used to compute
each mean effect size, N, the number of total respondents within a
STEM field, as well as the 95% confidence interval and 90% credi-
bility values for each mean effect size2. A positive d value indicates
that men had stronger interests in the STEM field than women
and a negative d-value indicates stronger interests for women.

The most notable finding was that gender differences in
interests varied greatly by STEM field: the largest gender dif-
ferences in interests were observed in Engineering disciplines
(d = 0.83, 0.89, and 1.21 for Engineering—professional level,
Engineering Technicians, and Mechanics and Electronics, respec-
tively), favoring men. In contrast, no significant gender differ-
ences in interests were found in Biological and Medical sci-
ences, neither in the technical aspects of scientific activities.
In Social Sciences and Medical Services, arguably the most

2Note that there is only one basic interest scale that specifically assessed
interest in Computer Science. Therefore, inferential statistics could not be
calculated. However, we reported the single effect size as it was from one
of the most highly regarded, well-sampled interest inventory—the Strong
Interest Inventory (Donnay et al., 2005)—and provided useful information
as a reference in the study.
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Table 2 | Weighted mean effect sizes and distribution of heterogeneity by STEM field.

Basic interest scale k N d SE Lower Upper Lower Upper QW p

95%CI 95%CI 90%CV 90%CV

Physical Sciences 15 57,669 0.56 0.06 0.43 0.69 0.09 1.03 16.84 0.26

Natural Sciences 6 15,436 0.41 0.11 0.21 0.62 0.17 0.66 1.66 0.89

Biological Science 3 4,500 0.19 0.15 −0.11 0.48 0.10 0.27 0.08 0.96

Medical Science 16 98,919 −0.04 0.06 −0.17 0.08 −0.28 0.20 4.74 0.99

Social Sciences 10 98,022 −0.33 0.08 −0.49 −0.17 −0.63 −0.03 4.62 0.87

Science Technicians 5 23,846 0.14 0.12 −0.09 0.37 0.01 0.27 0.37 0.98

Medical Services 26 193,130 −0.40 0.05 −0.50 −0.30 −0.77 −0.03 18.84 0.80

Engineering 22 355,531 0.83 0.06 0.72 0.94 0.29 1.36 32.88 0.05

Engineering Technicians 8 49,322 0.89 0.10 0.71 1.08 0.64 1.15 2.59 0.92

Mechanics and Electronics 31 255,508 1.21 0.05 1.12 1.30 0.50 1.92 78.15 0.00

Computer Science 1 2,250 0.38 − − − − − − −
Mathematics 9 33,042 0.38 0.09 0.21 0.55 0.17 0.59 1.95 0.98

Applied Mathematics 26 122,826 0.23 0.06 0.11 0.35 −0.07 0.53 7.70 0.94

Within-field heterogeneity (QW): 170.42 (df = 155) 0.19

Between-field heterogeneity (QB): 776.45 (df = 12) 0.00

Total heterogeneity (QT): 946.88 (df = 167) 0.00

k, Number of effect sizes; N, number of respondents; d, inverse variance weighted effect sizes, a positive d-value indicates gender difference favoring men and a

negative d-value indicates gender difference favoring women; SE, standard error for d; CI, confidence interval; CV, credibility value; Q, heterogeneity statistic; p,

probability of significance value associated with the Q statistic; bolded confidence intervals and credibility values indicate that 0 is not included within the interval;

bolded Q statistic and corresponding p-value indicate that there was significant total heterogeneity between studies and significant heterogeneity among the effect

sizes across STEM fields.

people-oriented fields, women exhibited stronger interests than
men (d = −0.33 and −0.40, respectively). Importantly, results
from inverse-variance weighted ANOVA showed that the majority
of heterogeneity among the effect sizes was introduced by dissimi-
larities between STEM fields (QB = 776.45, df = 12, p < 0.001),
rather than from within STEM fields (Qw = 170.42, df = 155,
p = 0.19). The observed gender differences in interests within
each STEM field were homogeneous for 11 of the 13 STEM
fields. Only two exceptions—Engineering, and Mechanics and
Electronics—had significant within-field variations, with effect
sizes ranging 0.19 to 1.55 for Engineering and from 0.54 to 2.21
for Mechanics and Electronics.

Table 3 presents findings from the meta-regression on the
effects of covariates of gender differences in interests, including
the people-orientation, things-orientation, level of quantitative
ability required, and job complexity (professional- vs. technical-
level) of a STEM field as well as the age group of a sample and
year of data collection. Consistent with our hypotheses 1a and
1b, gender differences of interests in various STEM fields can
be explained by the people-orientation and things-orientation of
the disciplines. The size of gender differences in interests (favor-
ing men) increased with higher things-orientation of a STEM
field (B = 0.18, β = 0.48, p < 0.001) and decreased with higher
people-orientation (B = −0.19, β = −0.60, p < 0.001). In con-
trast, the level of quantitative ability required did not predict
differential interests of men and women in a STEM field (B =
0.02, β = 0.03, p = 0.68). Hypothesis 2 was also supported. Job
complexity and gender-balanced item development strategy each

had a small effect (smaller gender differences in interests at the
professional level compared to the technical level, B = −0.10,
β = −0.08, p = 0.11, and small gender differences in interests
with more aggressive gender-balanced item development strategy,
B = −0.08, β = −0.07, p = 0.08), yet neither was significant at
the p < 0.05 level. The age group of a sample and the year of
data collection did not influence the size of gender differences
in interests. The meta-regression model (primarily people- and
things-orientations) explained 76.98% of the total between-study
heterogeneity (QM = 532.87, df = 7, p < 0.001) and the residual
heterogeneity was not significant (QE = 159.37, df = 150, p =
0.28), indicating that people-orientation and things-orientation
of the STEM fields were the main contributors to the variation in
effect sizes across STEM fields.

Finally, we looked at the gender composition in STEM occu-
pations and examined its association with gender differences
in interests and various occupational characteristics. In Table 4,
we report the percentage of women by STEM field, along with
the level of quantitative ability required, things-, and people-
orientations for each field. We again present the effect size of
gender difference in interests (d) for each STEM field and report
two additional statistics3 associated with d: (1) We calculated the
percentage of overlap (Bhattacharyya coefficient) between male
and female interest distributions given the effect size of gender
difference in interests for each STEM field. This statistic provides

3Syntaxes for calculating these statistics in R are available from the first author
upon request.
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Table 3 | Meta regression coefficients for covariates of gender differences in STEM interests.

Model B SE Lower Upper Z β p

95%CI 95%CI

Constant 3.46 4.815 −5.98 12.90 0.72 0.00 0.47

Things-orientation 0.18 0.024 0.14 0.23 7.65 0.48 0.00

People-orientation −0.19 0.018 −0.22 −0.15 −10.67 −0.60 0.00

Required level of quantitative ability 0.02 0.053 −0.08 0.13 0.41 0.03 0.68

Job complexity −0.10 0.062 −0.22 0.02 −1.60 −0.08 0.11

Gender-balanced item development strategy −0.08 0.048 −0.18 0.01 −1.76 −0.07 0.08

Year of data collection −0.00 0.002 −0.01 0.00 −0.66 −0.03 0.51

Age group of sample −0.02 0.017 −0.05 0.02 −1.02 −0.04 0.31

Model explained heterogeneity (QM): 532.87 (df = 7) 0.00

Residual heterogeneity (QE): 159.37 (df = 150) 0.28

Total heterogeneity (QT): 692.24 (df = 157) 0.00

R2 analog (amount of heterogeneity accounted for): 76.98%

B, unstandardized regression coefficient; SE, standard error for B; CI, confidence interval; Z, standard score for B; β, standardized regression coefficient; p, probability

of significance value for regression coefficients; bolded confidence intervals indicate that 0 is not included within the interval; bolded Qstatistic and corresponding

p-value indicate that total heterogeneity between studies was significant and the model explained a significant amount of heterogeneity.

Table 4 | Occupational characteristics, gender differences in interests, and percentage of females by STEM field.

STEM Field Quantitative Things- People- M–F d M–F interest p(F) in top p(F) in STEM

ability orientation orientation in interests overlap (%) 10% interests (%) field (%)

Physical Sciences 4.14 4.89 1.67 0.56 77.84 35.79 32.80

Natural Sciences 4.00 4.82 1.64 0.41 83.64 39.47 35.41

Biological Science 3.68 4.67 1.58 0.19 92.54 45.18 45.74

Medical Science 3.07 4.61 5.13 −0.04 98.30 51.10 43.13

Social Sciences 3.09 2.22 3.39 −0.33 86.76 58.53 58.46

Science Technicians 3.16 5.27 1.76 0.14 94.47 46.45 44.66

Medical Services 2.59 4.02 6.41 −0.40 84.25 60.14 89.41

Engineering 3.97 5.75 1.46 0.83 67.91 29.61 10.98

Engineering Technicians 3.27 6.26 1.11 0.89 65.46 28.12 12.18

Mechanics and Electronics 2.09 6.95 1.23 1.21 54.47 21.61 2.91

Computer Science 3.33 4.51 1.76 0.38* 84.93 40.30 23.75

Mathematics 5.44 2.00 1.00 0.38 84.86 40.25 39.58

Applied Mathematics 4.21 1.97 1.86 0.23 90.80 44.06 58.57

*Estimated based on one interest inventory. M–F, Male–Female; d, inverse variance weighted effect sizes, a positive d-value indicates gender difference favoring

men and a negative d-value indicates gender difference favoring women; p(F), percentage of females.

an additional, intuitive metric to represent the similarity and
dissimilarity of men’s and women’s interests. A higher percent-
age of overlap indicates more similar interests between men and
women, and a lower percentage of overlap indicates more dissim-
ilar interests. (2) We calculated the percentage of women within
the top 10% of the total population in the interest distribution.
This statistic provides an index on how well women are repre-
sented among those who are most strongly interested in a STEM
field. Assuming that individuals at the right tail (highest 10%) of
a population interest distribution are likely to choose a career in

that basic interest area (e.g., Mathematics), this statistic also repre-
sents the hypothetical/projected percentage of women who would
work in a STEM field given the gender difference in interests.
These statistics can provide further insight into men and women’s
differential interests in various STEM fields and a more straight-
forward comparison with the actual gender distribution in
each field.

Table 5 presents the correlations among occupational charac-
teristics, gender differences in interests, and the percentages of
women across STEM fields. As expected, people-orientation and
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Table 5 | Correlations among occupational characteristics, gender

differences in interests, and percentages of females in STEM fields.

Quantitative People- Things- M–F d in

ability orientation orientation interests

People-orientation −0.44

Things-orientation −0.58 −0.21

M–F d in interests 0.00 −0.73** 0.65*

Percentage of females −0.00 0.72** −0.66* −0.89**

**Correlation is significant at the 0.01 level; *Correlation is significant at the 0.05

level.

things-orientation were associated with the percentage of women
in a STEM field (r = 0.72, p < 0.01, and r = −0.66, p < 0.05,
respectively). The percentages of women were higher in STEM
fields that are more people-oriented and less things-oriented. The
percentages of women in STEM fields were also very strongly
correlated with gender differences in interests (r = −0.89, p <

0.01). The percentages of women were higher in STEM fields in
which men and women were more equally interested or those for
which women had stronger interests.

Further, hierarchical regression analysis showed that, after
controlling for the effect of gender differences in interests,
the effect of people-orientation decreased substantially and
was no longer significant (β = 0.14, p = 0.50 for people-
orientation; β = −0.79, p < 0.01 for gender differences in
interests). Similarly, after controlling for the effect of gender dif-
ferences in interests, the effect of things-orientation decreased
substantially and was no longer significant (β = −0.14, p = 0.47
for things-orientation; β = −0.80, p < 0.01 for gender differ-
ences in interests). These results indicated that the effects of
people- and things-orientations on the gender composition (per-
centage of women) in STEM fields were mediated through the
differential interests of men and women. Hypotheses 3, 4a, and
4b were supported. Consistent with Hypothesis 5, the percentage
of women in a STEM field was not associated with the level of
quantitative ability required by the field.

To visualize the relationship between gender differences in
interests and the gender composition across STEM fields, we
plotted the projected percentages of women given the gender dif-
ferences in interests in comparison with the actual percentages of
women in various STEM fields in Figure 1. As shown in Figure 1,
the actual percentages of women closely mirror the projected
percentages of women given the gender differences in inter-
ests in Mathematics and the sciences (Physical Sciences, Natural
Sciences, Biological Science, Medical Science, Social Sciences,
and Science-Technicians). However, the actual percentages of
women fell short of the predicted percentages based on inter-
ests in the Engineering disciplines (Engineering, Engineering-
Technicians, Mechanics and Electronics, and Computer Science).
The percentages of women exceeded the predicted percentages
based on interests in Applied Mathematics and Medical Services.
These results suggest that men and women’s participation in
these fields were potentially influenced by factors other than
interests.

DISCUSSION
Increasing the representation of women in the STEM workforce
poses one of the most critical challenges for our society. To date,
research to understand gender disparities in STEM careers typi-
cally treated all the STEM fields as a whole and emphasized the
similarities among STEM fields rather than their dissimilarities.
We argue that STEM fields are heterogeneous. Understanding
men’s and women’s career choices across different STEM fields is
as meaningful as understanding the career choices between STEM
and non-STEM fields. Therefore, we examined gender differences
in basic interests across different STEM fields.

We found drastically different levels of gender differences in
basic interests within STEM fields. Large to very large gender dif-
ferences in interests favoring men were observed in engineering-
related fields (d = 0.83 for Engineering—professional level, d =
0.89 for Engineering Technicians, and d = 1.21 for Mechanics and
Electronics). Small to moderate gender differences in interests
favoring men were observed for mathematical careers (d = 0.38
for Mathematics, and d = 0.23 for Applied Mathematics). Gender
differences in interests vary largely in the sciences, ranging from
moderate, favoring men, in Physical Sciences (d = 0.56), to non-
significant (d = 0.19 for Biological Science, d = 0.14 for Science
Technicians, and d = −0.04 for Medical Science), and to small to
moderate, favoring women (d = −0.33 for Social Sciences, and
d = −0.40 for Medical Services). These findings provide refined
information about men and women’s interests in sub-disciplines
of STEM. Measuring interests at the basic interest level can pro-
duce tailored results about career preferences and can facilitate
career guidance for individuals in choosing a STEM career that
best matches their interests. Researchers may also gain a clearer
understanding of the relationship between interests and career
choices by using basic interest measures.

Through investigating gender differences in basic interests
across various STEM fields and the occupational characteristics
associated with these gender differences in interests, we offer
a preference-based explanation for why women are underrep-
resented in some STEM fields, but not others. Specifically, we
argue that individuals’ interests are powerful predictors of their
occupational membership. Individuals are oriented toward work
environments that are congruent with their interests. Men’s and
women’s differences in basic interests lead to unbalanced gen-
der composition in different sectors of the world of work. Two
interest dimensions—Realistic interests (interest in working with
things and gadgets) and Social interests (interest in working
with people and helping people) may be the most salient in
characterizing men and women’s differential career preferences,
with men having substantially stronger interests in working with
things and women preferring working with people. As such,
there tend to be larger gender differences in interests (favoring
men) for more things-oriented and less people-oriented occu-
pational fields. Overall, STEM fields tend to be high in things-
orientation and low in people-orientation. As a result, women
on average are less likely to be interested in STEM fields than
men, which translate to the lower percentages of women in the
STEM workforce. Nonetheless, because STEM disciplines also
vary in their things- and people-orientation, women tend to grav-
itate toward more people-oriented fields within STEM, such as
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Medical Science and Social Sciences, as a function of higher Social
interests.

The current study found the percentages of women within
most STEM fields to mirror the gender differences in basic
interests in those fields, lending support to the preference-based
explanation for gender disparities in STEM careers. Although
the projected percentages of females in STEM fields based on
interests are only approximations, they provide useful yard-
sticks for comparing different STEM fields. Information from
Figure 1 allows us to identify sub-disciplines of STEM where the
shortages of women reflect gender differences in interests and
other sub-disciplines where the underrepresentation of women
exhibits unexpected patterns. For example, in mathematics and
sciences, the actual gender composition is closely aligned with
gender differences in interests; however, there are discrepancies
between the projected percentages of women based on interests
and the actual gender composition in the engineering-related
fields and Medical Services. The actual percentages of women in
engineering-related fields (10.98% for Engineering—professional
level, 12.18% for Engineering Technicians, merely 2.91% for
Mechanics and Electronics) are even lower than what would be
expected based on women’s lower interests than men (29.61,
28.12, and 21.61%, respectively). In contrast, the actual percent-
age of women in Medical Services (89.41%) largely exceeded what
would be expected based on women’s higher interests in this
field (60.14%). These results indicate the existence of other fac-
tors that escalated the gender disparities in these STEM careers.
A few potential factors suggested by the literature include pref-
erence for work-life balance (e.g., Ferriman et al., 2009), gen-
der stereotyping and gender role schema in individuals’ career

decision-making (e.g., Konrad et al., 2000), and implicit bias in
employers’ selection process (e.g., Moss-Racusin et al., 2012). It
is beyond the scope of this article to provide a detailed review
of these alternative factors contributing to the gender dispari-
ties in the STEM fields (for a comprehensive review, see Ceci
et al., 2014). However, the current study points out specific STEM
fields where attention to these alternative influences may be most
fruitful.

Despite the importance of quantitative ability for STEM
careers, we showed that the level of quantitative ability required
by a STEM discipline was not associated with men and women’s
differential interests and representation in that field. To clarify,
this result does not mean that quantitative ability is not a
consideration in STEM career choices. Instead, it means that the
consideration of quantitative ability at the occupational level is
equally important for men and women when choosing a STEM
career. At the individual level, existing literature (e.g., Lubinski
et al., 2001; Wai et al., 2010) has shown that individuals with
higher quantitative ability, regardless of their gender, are inter-
ested in activities and work environments that require higher
levels of quantitative ability and are more likely to choose an occu-
pational field with higher quantitative ability requirement, such
as the STEM fields. Individuals with lower quantitative ability,
regardless of their gender, are not prepared for entering STEM
careers.

Earlier in this article, we discussed the dynamic and reciprocal
relationship between interests, knowledge acquisition, and abil-
ity development. As previously noted, interests serve as a source
of intrinsic motivation for individuals to engage in the activi-
ties that they like and accumulate knowledge and skills associated

FIGURE 1 | Comparison between projected percentages of women in STEM fields given gender differences in interests and actual gender

composition across STEM fields.
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with these activities. Therefore, individuals’ interests at an early
age may have a profound influence on their ability development
through directing the learning process. For example, a girl who
is interested in people-oriented activities may choose to focus
on classes and extracurricular activities that fulfill her people
interests, such as social studies and volunteering at an animal
shelter, and may avoid mathematics classes and activities that cul-
tivate the development of quantitative skills and ability because
they are low in people-orientation. The lack of development in
quantitative skills and ability may further discourage her interest
in math-related activities, which in turn impede future learning
in these areas. In the long run, the girl may not be equipped
with the quantitative skills and ability needed for her to be eli-
gible for or successful in a people-oriented STEM field that she
wants to pursue, such as medical science. Therefore, although
the level of quantitative ability required in a STEM field was
not found to differentially influence men’s and women’s inter-
ests and career choices, interests play a critical role in the early
development of quantitative ability. Boys or girls who are disin-
terested and “turn off” learning in quantitative-related activities
are equally unlikely to be successful in pursuing a STEM career
later on. As such, (dis)interest constrains one’s options in edu-
cational and occupational pursuits indirectly through affecting
ability development.

On the other hand, some researchers have advanced a breadth-
based model to explain women’s underrepresentation in STEM
fields (Valla and Ceci, 2014; also see, Lubinski and Benbow, 2006).
The breadth-based model states that females, more likely than
males, have interests that promote the development of more sym-
metrical, competing levels of quantitative and verbal abilities,
which in turn afford them with broader career choices. As a result,
more females may opt for careers that allow them to express their
verbal and people-related skills and abilities, such as law or social
sciences, even when they also have the interests and adequate
quantitative ability to pursue other STEM fields. This perspec-
tive is consistent with empirical findings such as those reported
in Woodcock et al. (2013) that people-orientation moderated the
relationship between things-orientation and the choice of a STEM
major such that students high in things-orientation are less likely
to choose a STEM major when their people-orientation is also
high. Similarly, Wang et al. (2013) analyzed data from a longi-
tudinal study and reported that mathematically capable twelfth
graders who also had high verbal skills were less likely to pursue
STEM careers when they were 33 years old than were individu-
als who had high math skills but moderate verbal skills. Because
women were overrepresented in the high math and high verbal
skills group, fewer mathematically talented women entered STEM
careers compared to their male peers. Therefore, according to the
breath-based model, interests do not constrain but rather broaden
women’s career choices through influencing more balanced ability
development.

We acknowledge that both processes—constraining and broad-
ening—may happen in a parallel manner. As discussed earlier
in this article and in another paper (Su et al., 2009), individu-
als engage in both inter-personal and intra-personal comparisons
while making educational and career choices. The constrain-
ing process happens, from the inter-personal perspective, when

individuals are selected out or self-select out of STEM fields for
not having high quantitative ability compared to other individu-
als; the broadening process happens, from the intra-personal per-
spective, when individuals evaluate multiple interests and talents
within themselves and weigh other options besides STEM careers.
Therefore, we urge researchers to examine the indirect effect of
interests on the educational and career attainment in STEM fields
through learning and ability development in addition to the direct
influence of interests on STEM career choices.

POTENTIAL INTERVENTIONS TARGETING INTERESTS AND WORK
ENVIRONMENTS
The current findings have implications for potential interventions
to increase women’s representation in the STEM workforce. At
the individual level, the current findings suggest that interests are
critical predictors of occupational membership in STEM fields.
Highlighting the societal relevance of STEM knowledge, skills,
and careers and their value in improving people’s lives may prove
to be an effective way for appealing to females’ Social interests
and getting more females to engage in STEM activities (Eccles,
2009; Valla and Ceci, 2014). For example, it has been demon-
strated that using a science-technology-society (STS) approach
to teaching science in high school improved attitudes toward
science, particularly for girls (Bennett et al., 2007). In another
experimental study, Harackiewicz et al. (2012) showed that mail-
ing parents brochures about how to help their adolescents in tenth
and eleventh grade see the values of mathematics and science to
their personal lives increased the adolescents’ mathematics and
science course-taking by almost one semester. These interventions
provide promising ways for educators and parents to increase
students’ interests and engagement in STEM activities. We note,
however, that evidence on the effectiveness of these interven-
tions is still preliminary. More research is needed to quantify the
effect sizes of the improvement in students’ attitudes, interests,
and behaviors, and in particular, the long-term outcomes of the
interventions, such as participation in the workforce. We call for
more interventions that integrate students’ people interests into
STEM education and that increase students’ perception of task
values of STEM activities and careers, as well as more research
that uses a longitudinal design to evaluate such interventions. On
the other hand, while the literature has consistently shown the
influence of social contexts (e.g., parents, schools) on students’
interest development, particularly the development of differen-
tial interests for boys and girls (e.g., Hartung et al., 2005; Jacobs
et al., 2005), little is known about the link between biological fac-
tors (e.g., brain structure, hormones) and interest development.
To the extent that gender differences in interests are explained
by biological factors, the effectiveness of social and educational
interventions for increasing girls’ interests in STEM fields may be
constrained. More research is needed to provide a comprehensive
picture of why such large gender differences in interests exist and
how they are developed.

Moreover, we note that the timing is important for an inter-
vention that targets individuals’ interests, particularly given the
relationship between interests and ability development. Few inter-
ventions to date have reached individuals before high school, yet
the mutual influence between interests and ability development
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start from a much earlier age. Although little research has exam-
ined the career exploration and interest development of preado-
lescent children, the research that does exist suggests that children
do use their interests to guide learning and formulation of career
goals before reaching teen-age years (Hartung et al., 2005). For
example, a study that surveyed the finalists in the Westinghouse
Science Competition and members of the National Academy of
Sciences (NAS) showed that the respondents were already certain
about their interest in science at an average age of 11 years old,
and as early as 4 years old (Feist, 2006). The awareness of inter-
ests early on promoted early engagement in research experiences
and in turn contributed to the development of scientific talent
and lifetime research productivity. Further, children’s perceptions
of occupations including the traditional sex-type of occupations
also start to form during grade school years, which contribute
the development of their differential career preferences (Hartung
et al., 2005). It was reported that children as young as 4 years of
age express occupational preferences along sex-based distinctions
(Trice and Rush, 1995). Given this research, we assert that inter-
ventions aiming at increasing individuals’ interests in STEM fields
and reforming individuals’ perceptions of STEM careers need to
occur at early ages.

Given the importance of interests for individuals’ cognitive
development and career exploration starting from an early age,
it is necessary to assess interests periodically when they begin to
form. Just as a standardized achievement test or other types of
cognitive assessments that give students, parents, and educators
feedback regarding the students’ knowledge acquisition and skill
development, measuring interests at a regular basis would pro-
vide students, parents, and educators with information regarding
students’ interest development that can be used to guide stu-
dents’ involvement in curricular and non-curricular activities and
to facilitate students’ career exploration. We propose a national
barometer of basic interests to be developed and administered
in K-12 education annually. Such an index would be particularly
useful for monitoring the development of gender differences in
interests and for guiding girls with STEM interests to engage in
STEM activities and explore STEM careers.

At the institutional level, work environments in STEM fields
can be reconstructed to increase their people-orientation and to
better fulfill women’s people interests. Although the analyses in
the current study used STEM fields as units and focused on the
heterogeneity in people-orientation across STEM fields, we note
that the work environments within a STEM discipline can vary as
well. For example, different universities or different organizations
may have different culture, climate, and practices that provide
individuals with different experiences. These salient, more prox-
imal environments are likely to have the largest impact on indi-
vidual behaviors when assessing their fit with individual interests
(Holland, 1997). To the extent an academic program or an orga-
nization can implement interventions that enhance its people-
orientation, such as incorporating mentoring and team-working
activities and emphasizing communication (e.g., Seat et al., 2001),
women would be more likely to find such work environment
congruent with their interests and are more likely to choose
and stay in such work environment. More research is needed
to examine the effectiveness of such workplace interventions on

women’s career choice, job satisfaction, and retention in STEM
fields.

LIMITATIONS AND FUTURE RESEARCH
As we have mentioned earlier, findings from the current study
are based on occupational level of analysis and should only be
interpreted at the occupational level. An individual level analysis
may reveal greater role of quantitative ability for STEM careers,
as previous literature suggested. Nonetheless, given findings from
the current study, we expect people and things interests at the
individual level to strongly influence individuals’ career choice
and attainment and expect these relationships to account for the
effect of gender.

The current study categorized basic interest scales into 13
STEM fields. While we have demonstrated how these 13 STEM
fields differ from each other, the basic interest data did not allow
us to perform comparisons of STEM occupations at a more
refined level. Even within a sub-discipline of STEM, we may still
identify occupations that are heterogeneous in terms of their
occupational characteristics. For examples, economics and psy-
chology are both nested within social sciences, yet economics is
higher in its level of required quantitative ability (4.25 compared
to 3.08 for Psychology) and things-orientation (2.33 compared
to 1.70) and is substantially lower in its people-orientation (1.67
compared to 5.04). We expect these differences in occupational
characteristics to influence the gender differences in interests
and the actual gender composition in economics and psychol-
ogy. Indeed, women constitute a much smaller percentage among
the economists compared to psychologists (21.74% compared to
77.42%). We expect the current findings to replicate in future
research examining STEM occupations at a finer level.

Lastly, the current findings are correlational and no causal
inferences should be made. By conducting a meta-analysis and
pooling together many different “slices” at different stages of the
developmental process, we partially alleviated the limitations of
using cross-sectional data and showed that age did not moder-
ate the size of gender differences in basic interests. However, to
truly understand how interests and cognitive ability unfold and
interact to influence individuals’ career development, more longi-
tudinal studies like Lubinski and Benbow (2006) are needed in the
future. To replicate and complement the findings from the current
study, experimental studies are needed to establish causal rela-
tionships between the things- and people-orientations of a work
environment and individuals’ interests and career choices.

CONCLUSION
To understand the reasons for women’s underrepresentation in
STEM fields, more attention needs to be paid to interests. In
the current study, we showed that women’s interests in more
people-oriented, and less things-oriented work environments was
a key factor that influenced their career choice in STEM fields.
Importantly, not only the choices between STEM and non-STEM
careers but also the choices within STEM careers reflect individ-
uals’ interest patterns. Interventions at the individual level tar-
geting the development of interests and those at the institutional
level aiming at creating educational and work environments that
better accommodate women’s people interests may prove to be
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fruitful. In addition, findings from the current study highlight the
discrepancies in some STEM fields where the number of women
did not meet their level of interests, indicating other factors at
work. Realizing that the issue of women’s underrepresentation
is not identical across all STEM fields and the mechanisms con-
tributing to the gender disparities are overlapping yet different is
important for designing future investigations and interventions to
understand and increase women’s representation in STEM using
a multivariate approach.
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Although young women now obtain higher course grades in math than boys and are just
as likely to be enrolled in advanced math courses in high school, females continue to be
underrepresented in some Science, Technology, Engineering, and Mathematics (STEM)
occupations. This study drew on expectancy-value theory to assess (1) which intellectual
and motivational factors in high school predict gender differences in career choices and (2)
whether students’ motivational beliefs mediated the pathway of gender on STEM career
via math achievement by using a national longitudinal sample in the United States. We
found that math achievement in 12th grade mediated the association between gender and
attainment of a STEM career by the early to mid-thirties. However, math achievement was
not the only factor distinguishing gender differences in STEM occupations. Even though
math achievement explained career differences between men and women, math task value
partially explained the gender differences in STEM career attainment that were attributed to
math achievement. The identification of potential factors of women’s underrepresentation
in STEM will enhance our ability to design intervention programs that are optimally tailored
to female needs to impact STEM achievement and occupational choices.

Keywords: gender gap, STEM, math achievement, career choice, motivation

INTRODUCTION
Although girls now obtain higher course grades in math than
boys and are just as likely to be enrolled in advanced math
courses in high school, females continue to be underrepresented in
some Science, Technology, Engineering, and Mathematics (STEM)
occupations (National Science Foundation, 2011). For example,
in 2010 among employed individuals whose highest degree was
a Bachelor’s, females comprised around 42% of the workforce
in mathematics, 11% of the workforce in engineering, 23% of
the workforce in computer and information sciences, and 34% of
the workforce in physical sciences (National Science Foundation,
2014).

Career aspirations based on individual competencies, values,
and perceived compatibility of competencies and values, are for-
mulated in adolescence and shape the academic pathways that lead
to the STEM pipeline (Tai et al., 2006). It is very difficult to initiate
a STEM trajectory after beginning college, due to the very con-
strained and prescribed curricula in STEM fields (Tyson, 2011).
Therefore, in order to prevent many talented and capable young
women from opting out of the STEM pipeline, it is important to
identify the intellectual and psychological factors that surface in
the elementary and secondary school years and predict later career
choice (Maltese and Tai, 2011; Ceci et al., 2014). In turn, our ability
to design intervention programs to impact STEM achievement and
occupational choices through these factors will be more optimally
tailored to females.

Despite many researchers dedicating themselves to studying
the gender gap in STEM fields, the extant literature is limited in

several ways. Current reform efforts primarily focus on improving
students’ exposure to and performance in advanced-level math
courses in high school as a way to address the gender gap in
STEM. While encouraging math achievement and enrollment in
advanced courses is an important step in setting the foundation
for the successful attainment of STEM careers, it alone does not
account for the complex motivational factors that influence STEM
career choice (Eccles, 2009). In fact, neither mathematical apti-
tude, nor advanced math course enrollment are strongly predictive
of student enjoyment in math-related activities or career choice
(Wang and Degol, 2013). Instead, students’ motivational beliefs
(e.g., competence beliefs, attitudes, values, interest) about math
learning are more critical determinants of future educational and
career choices (Maltese and Tai, 2010, 2011). While the impor-
tance of motivational beliefs has been widely recognized, most
studies are limited to STEM performance or college major as the
outcome and very few longitudinal studies have addressed the
underlying factors in the high school years that motivate girls to
pursue actual STEM careers in adulthood (Lubinski and Benbow,
2006).

Although ability self-concept (feeling competent to succeed)
has been shown to be an important predictor of academic per-
formance (Guiso et al., 2008; Hill et al., 2010), personal interest
and perceived task value play highly important roles in shap-
ing individual achievement and career choices, and can be
more influential than academic self-concept (Eccles, 2009). For
example, studies show that in early adolescence, girls and boys
tend to endorse different work preferences and lifestyle values
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(Ferriman et al., 2009). These personal interests and task values
can rest outside of students’ perceptions of their own intellectual
abilities, and may contribute to the gender gaps in STEM perfor-
mance and career choices. However, it is unclear whether students’
motivational beliefs (subjective task values in particular) medi-
ate the relation between gender and STEM career through math
achievement.

In this study, we draw on Eccles’ (2009) expectancy-value the-
ory to assess which intellectual competencies and motivational
beliefs move individuals toward or away from STEM careers.
Expectancy-value theory posits that achievement-related choices,
such as occupation selection, are most directly influenced by intel-
lectual competencies, ability self-concepts, and the subjective task
value attached to the various options. Subjective task value is com-
prised of interest value (liking or enjoyment), utility value (the
instrumental value of the task for helping to fulfill personal goals),
attainment value (the link between the task and one’s sense of self,
identity, and core personal values), and cost (what may be given up
by making a specific choice). Career choices are ultimately made
after a number of options, and their various components (e.g.,
money, authority, social connection) are evaluated and identified
as either fitting personal goals or not. Gender differences in career
choices reflect gendered differences in relative intellectual compe-
tencies, ability self-concepts, and the relative subjective task value
of each option under consideration.

INTELLECTUAL COMPETENCIES
There are small average gender differences between boys and girls
on some indicators of intellectual competencies: girls outperform
boys in some tests on verbal skills (Park et al., 2008); and girls earn
slightly higher grades in all school subjects, including high school
math and science (Hyde et al., 2008). Furthermore, differences in
the proportion of males and females scoring in the extreme right
tail of high stakes math and reading standardized tests have been
consistently detected. Males outnumber females in the top 0.01%
of the distribution in the SAT and ACT math subtests by 4:1 and
3:1, respectively, while females have a slight advantage on the verbal
subtests (Wai et al., 2012). These findings lead to the conclusion
that intellectual aptitude, at least by itself, is not the dominant
factor in the underrepresentation of women in STEM fields (Ceci
and Williams, 2010).

ABILITY SELF-CONCEPTS
Expectations for success, confidence in one’s abilities to succeed,
and personal efficacy have emerged as important predictors of
academic achievement and activity involvement (Wigfield et al.,
2006). Both boys and girls who rate their math competence highly
are more likely to enroll in advanced math courses and receive
higher grades in math (Pajares, 2005). Additionally, high school
girls tend to rate their math competence lower than boys with sim-
ilar math grades (Correll, 2001); a finding of particular interest
given that poor math self-concept or perceived competence may
play a role in female underperformance in mathematics (Durik
et al., 2006). Yet intellectual competencies or competence beliefs
are a necessary—but not sufficient—predictor of career choices
(Joyce and Farenga, 2000). As suggested by expectancy-value the-
ory, career choices depend not only on confidence in one’s abilities

to succeed, but also on subjective task values—the value one
attaches to relevant subject domains and the goals associated with
these domains.

SUBJECTIVE TASK VALUES
Research on subjective task values shows a number of poten-
tially interrelating effects and gender variations. For instance,
despite similarities in math performance, girls’ ‘liking’ of math
decreases on average as they move through adolescence to a greater
extent than boys’ (Koller et al., 2001). Girls also are more likely to
express greater interest in English than math when compared to
boys (Jacobs et al., 2002). These findings, in combination with
research showing that even females with high math-aptitude tend
to express less interest in math-intensive careers (Lubinski and
Benbow, 2006), suggest that differential interest and task value
in math may contribute to the underrepresentation of women in
STEM fields.

Gender differences in occupational and lifestyle values (forms
of utility and attainment values) are also potentially impor-
tant contributing factors to women’s underrepresentation in
STEM fields (Lubinski et al., 2001; Ferriman et al., 2009). For
example, females are typically more interested in socially ori-
ented careers, while males are more interested in working
with objects (Su et al., 2009; Diekman et al., 2011). Mean-
while, women are more likely to value the development of
altruistic, reciprocal relationships more than men (Schwartz
and Rubel, 2005). This phenomena is illustrated by the fact
that women tend to put more value on jobs that allow
them to help others and make meaningful contributions to
society (communion/affiliative orientation; Abele and Spurk,
2011) and math-intensive careers are usually viewed as being
object-oriented (Webb et al., 2002) and less social (Hill et al.,
2010).

Finally, research on how priorities beyond career fulfillment
help shape females’ decisions to refrain from entering STEM fields,
indicate that life values and ‘sense of fit’ are important factors.
Per Hakim (2006), women tend to prefer more home-centered
lifestyles, whereas men tend to prefer more work-committed
lifestyles, and math-related careers are not perceived by females
as accommodating to their desired work-family balance. Because
work-family balance is highly relevant to career-aged women, most
studies have been conducted with adult females; however, this
gap in the literature makes it unclear whether family work bal-
ance is an important predictor of career choices for high school
students.

The current study investigates (1) which intellectual and moti-
vational factors in high school predict gender differences in career
choices and (2) whether students’ motivational beliefs mediated
the pathway of gender on STEM career through math achieve-
ment. Two sets of analyses were conducted to this end. In the
first set of analyses, we used hierarchical logistic regression to test
whether math ability self-concept and subjective task values (i.e.,
math interest, social and family values, and desired job character-
istics) at 12th grade predicted gender differences in the selection
of STEM vs. non-STEM careers, while holding math and reading
ability, and family socioeconomic status constant. In the second
set of analyses, we tested the role of subjective task values and
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math achievement as potential mediators for predicting gender
differences in selecting STEM and non-STEM careers.

MATERIALS AND METHODS
PARTICIPANTS
We used data from the Longitudinal Study of American Youth,
a large-scale national study initiated in 1987 that followed two
cohorts of students through middle school, high school, and at
various stages beyond high school, focusing predominantly on
student, family, and school characteristics that influence student
achievement, interest, and occupational proclivities toward math
and science. The base-year sample consisted of 3,116 students in
the 7th grade (mean age = 12 years, cohort II) and 2,829 10th
graders (mean age = 15 years, cohort I) from 50 public school sys-
tems across the country. Schools were classified as urban (25%),
suburban (42%), and rural (33%). Selected schools are considered
representative of secondary schools across the country. Each year
participants were given standardized tests of math achievement in
addition to completing questionnaires about their experiences and
attitudes on STEM-related learning. Reading achievement was also
assessed for both cohorts in 12th grade. In 2007, when the original
study participants were between 33 and 37 years of age, a sample
of 3,689 original participants (76% response rate) completed the
telephone interview surveys, updating their educational and occu-
pational history from post high school into their mid-thirties. Data
used in this study were mainly from two waves: 12th grade and the
2007 follow-up, 14 or 17 years postsecondary school, depending
on the cohort. At 12th grade, 75% were White, and 49% were
female adolescents.

To determine whether the students who participated in 12th
grade differed from those who dropped out between the ages of
33–37, a series of independent samples contingency table anal-
yses and t-tests were conducted with all independent, outcome,
and demographic variables at 12th grade. Results revealed that
those who dropped out of the study did not differ from those who
participated in the study at 12th grade. We used full information
maximum likelihood (FIML) estimation in Mplus 7.3 to account
for missing data in all analysis, as FIML was recommended as the
most appropriate approach to handle missing data when data are
missing at least at random (Allison, 2012).

MEASURES
STEM occupation
Participants’ occupations at ages 33–37 were self-reported in a
telephone interview conducted in 2007. We operationalized occu-
pations into two categories: (1) non-STEM, consisting of careers
in the fine arts, literature, business, education, and social sciences,
and (2) STEM jobs, consisting of occupations in mathematics,
engineering, computer science, life science, medical science, and
physical science.

Math and reading achievement
Standardized math scores were used from tests taken by stu-
dents in the spring of 12th grade. The test was developed by the
(National Assessment of Educational Progress [NAEP], 1986) to
measure students’ knowledge of math, the application and utiliza-
tion of math knowledge, and integration of math knowledge. A

standardized test of reading developed by the Educational Test-
ing Service was used to measure students’ reading comprehension
in the spring of 12th grade. Multiple-group item-response theory
(IRT) methods were used to scale scores on a metric with a mean
of 50 and a SD of 10 (Miller and Kimmel, 2010).

Math ability self-concept
Students completed a survey in the fall of 12th grade indicating
their math ability self-concept. The math ability self-concept scale
(Bleeker and Jacobs, 2004) included three items that measured
students’ perceived abilities and expectancy for success in math
(e.g., “I am good at math,” “I usually understand math”). The
academic self-concept scale was rated from 1 (strongly disagree) to
5 (strongly agree) with higher scores reflecting higher math ability
self-concept (α = 0.80).

Subjective task values
In the fall of 12th grade, we measured students’ interest values,
utility values, and attainment values (Eccles et al., 1997):

Math task value. The math task value scale included five items
that measured students’ interest, enjoyment, and the value they
attach to math (e.g., “I enjoy math,” “Math is useful in everyday
problems”). The math task value scale was rated from 1 (strongly
disagree) to 5 (strongly agree) with higher scores reflecting higher
task values in math (α = 0.75).

Altruism, family values, and monetary values. Students rated the
relative importance (1 = not important ; 2 = somewhat important ;
3 = very important) of a variety of future economic, social, and
familial goals. Three separate constructs were generated indicat-
ing the extent to which youth exemplified altruistic values, family
values, and monetary values. A total of four items were used to
indicate the importance students attributed to having an active
role in helping others in their communities, including changing
social/economic wrongs, staying current on social issues, and help-
ing others within the community (α = 0.77). Family values were
constructed using two items that reflected the importance students
attributed to having children and prioritizing their family life in the
future (α = 0.69). Finally, monetary values measured the extent
to which students valued making lots of money in the future.
Higher scores indicate placing greater importance on altruism,
family values, or monetary values.

Work preferences. Students completed a survey indicating quali-
ties of a future career they would find preferable. Students checked
a box to indicate whether they preferred a job with the character-
istics listed (1 = yes; 0 = no). In order to examine the extent to
which youth preferred to work with people or objects, two items
were examined for the absence or presence of a checkmark: prefers
a job that allows work with other people in teams, and prefers a
job that allows work with numbers and formulas. Working with
teams, therefore, represents a people-oriented job focus and work-
ing with numbers and formulas represents an object-oriented job
focus.

Covariates
We controlled for several potential confounds related to individual
career choices in STEM fields, including child gender (0 = female;
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1 = male), child race/ethnicity (0 = White; 1 = others), parent
education (0 = some college/HS or less; 1 = BA/BS or higher),
and parent STEM employment (0 = parents do not work in STEM
or technical field; 1 = at least one parent is employed in a STEM
or technical profession). Parental education and employment were
collected from parent reports.

RESULTS
We compared males and females on career choice, covariates, and
independent variables. Chi-square tests were used for dichoto-
mous variables, and independent sample t-tests for continuous
variables (see Table 1). More males chose STEM careers than
females, and preferred to work with numbers. Moreover, males
had higher math achievement, math ability self-concept, math
task value, and a greater preference for high-paying careers. In
contrast, females had higher reading achievement, altruism, and
family values.

We conducted hierarchical logistic regression to examine which
intellectual and motivational factors were predictive of STEM
careers and contributed to gender disparities in selection of STEM
occupations, controlling for child gender and race, parent educa-
tion, and parent STEM employment (see Table 2). All continuous
predictors, including math achievement, reading achievement,
altruism, family values, math ability self-concept, and math task
value, were standardized to have mean of zero and SD of one. All
dichotomous predictors were indicator coded. Variance Inflation
Factor (VIF) was calculated for all predictors and there was no
concern with multicollinearity (VIFs < 2.3).

In the first set of hierarchical logistic regression models,
we included gender as the only predictor to show the gen-
der disparity in STEM occupation. Males were 1.38 times
(p = 0.005) as likely as females to choose STEM careers.
Second, we added student race/ethnicity, parent education,

and parent STEM occupation, which all significantly predicted
STEM occupation (ps < 0.02). The gender effect was still sig-
nificant, but the odds ratio decreased to 1.36 (p = 0.009).
Third, we added math and reading achievement, and found
that only math achievement was significantly related to STEM
occupation. Importantly, the gender effect was reduced to non-
significance. Fourth, we added math ability self-concept and
math task value, in which only math task value was positively
associated with STEM occupation. Fifth, we added altruism,
family values, and monetary importance, with only altruism
negatively predicting STEM occupation. Finally, we added stu-
dent’s work preferences (e.g., either working with people or
objects), both of which failed to significantly differentiate career
choices.

In order to test the mediation effect of math task value and
math achievement on gender differences in career choice, we
adopted the outlined procedure in Baron and Kenny (1986). We
first assessed the total direct effect of gender on STEM occupa-
tion with a logistic regression model while partialling out the
effects of such covariates as race, parent education, parent occu-
pation, and reading achievement from STEM occupation. Then
we conducted two path models to tease out the mediation effects
of math achievement, math task values, and altruism on gen-
der difference in STEM occupation, while partialling out the
effects of the covariates from all mediators and STEM occupa-
tion. In the first mediation model (Figure 1A), we tested only
the mediation effect of math achievement. In the second media-
tion model (Figure 1B), we added math task values and altruism
as additional mediators given that the hierarchical logistic regres-
sion results suggested that altruism and math task values were
the only significant motivational predictors of STEM occupa-
tion. A direct relationship was modeled from math task value and
altruism to math achievement. Then the indirect effects were tested

Table 1 | Descriptive statistics of the sample and tests of the difference between female and male (N = 5,945).

Female Male p-value

Dependent variable

Science, Technology, Engineering, and Mathematics (STEM) career (0 = no; 1 = yes; %) 8 10 0.005

Covariates

Child race (0 = white/other; 1 = black/hispanic; %) 21 21 n.s.

Parent education (0 = some college/HS or less; 1 = BA/BS or higher; %) 29 31 n.s.

Parent STEM occupation (0 = non-STEM; 1 = at least one parent in STEM occupation; %) 17 16 n.s.

Math achievement score 67.24 (12.60) 69.48 (14.60) <0.001

Reading achievement score 55.34 (27.30) 51.44 (29.60) <0.001

Math ability self-concept 9.88 (2.85) 10.47 (2.34) <0.001

Math task value 17.61 (3.80) 18.01 (3.56) 0.002

Altruism 8.13 (1.98) 7.96 (2.03) 0.013

Family values 5.25 (0.97) 4.98 (1.07) <0.001

Monetary importance 2.23 (0.59) 2.41 (0.61) <0.001

Prefer job: work with others (0 = no; 1 = yes; %) 53 51 n.s.

Prefer job: work with numbers (0 = no; 1 = yes; %) 14 20 <0.001

Independent sample t-test was used for continuous variables and Chi-square tests were used for binary variables. SD are in parentheses.
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using bias-corrected and accelerated (BCa) bootstrap confidence
interval (BCI).

The total direct effect of gender on STEM occupation was sig-
nificant, B = 0.36, p = 0.002, odds ratio = 1.43. With math
achievement as the only mediator in the model (Figure 1A), the
direct effect from gender to STEM occupation became not sig-
nificant, B = 0.15, p = 0.21, odds ratio = 1.17. When math
task value and altruism were added as mediators in addition
to math achievement (Figure 1B), the direct effect was further
reduced to B = 0.10, p = 0.41, odds ratio = 1.11. The relative
indirect effect (Huang et al., 2004), loosely interpreted as the pro-
portion of the total effect that is mediated, was calculated to be
1−0.15/0.36 = 0.58 with math achievement as the mediator, and
1−0.10/0.36 = 0.72 with math achievement, math task value, and
altruism as the mediators.

Table 3 presents indirect effects (unstandardized path coef-
ficients) and their BCa BCI. In the first path model, math
achievement significantly mediated the gender difference in STEM
occupation, with the indirect effect estimated to be 0.17 (95%
BCI: 0.11−0.24), indicating that, indirectly via math achieve-
ment, the odds of males choosing STEM occupations increased
by 1.19 times that of females. In the second path model, males
had higher math achievement and math task value, but lower
altruism. Math task value was significantly associated with math
achievement, while altruism was not. Both math task value and
altruism were directly and significantly associated with STEM
occupation, positively for math task value, and negatively for
altruism. We found four significant indirect paths, including:
(1) Gender → Math Task Value → STEM occupation, (2) Gen-
der → Altruism → STEM occupation, (3) Gender → Math Task
Value → Math Achievement → STEM occupation, and (4) Gen-
der → Math Achievement → STEM occupation. The relative
indirect effect indexes were 0.17, 0.06, 0.06, and 0.36 for these
four significant indirect effects. It is noteworthy that math task
value not only mediated the gender difference in STEM occu-
pation, but its positive relationship with math achievement also
accounted partially for the mediating effect of math achievement
on the gender effect. By including math task value and altruism, the
indirect effect of Gender → Math Achievement → STEM Occu-
pation was reduced from 0.17 to 0.13, with the corresponding
relative indirect effect index reduced from 0.58 to 0.36. How-
ever, the magnitude of the Gender → Math Task Value → Math
Achievement → STEM occupation effect has a small value of 0.02.
This is not surprising given that the effects of race, parent educa-
tion, parent occupation, and reading achievement were controlled
for with all mediators. Results showed that math achievement
was significantly related with gender (B = 0.19, p < 0.001),
race (B = −0.43, p < 0.001), parent education (B = 0.23,
p < 0.001), parent occupation (B = 0.13, p = 0.001), and read-
ing achievement (B = 0.54, p < 0.001). Math task value was
significantly related with gender (B = 0.13, p < 0.001), race
(B = 0.25, p < 0.001), and reading achievement (B = 0.15,
p < 0.001).

DISCUSSION
Increasing opportunities for female participation in STEM fields is
a pivotal social, economic, and political issue in the advancement
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FIGURE 1 | Mediation effects of math task value, altruism, and

math achievement on gender difference in STEM occupation.

(A) Presents results with math achievement as the only mediator
and (B) presents results with math task value and altruism added

as mediators in addition to math achievement. All coefficients
are unstandardized, adjusted with covariates of race, parent
education, parent occupation, and reading achievement. *p < 0.05;
***p < 0.001.

Table 3 | Mediation effect of math achievement, task value, and altruism on gender difference in STEM occupation.

Mediation model 1 Mediation model 2

Estimate Bootstrap 95% CI Estimate Bootstrap 95% CI

Indirect path

Gender → math task value → STEM occupation 0.06 (0.03, 0.11)

Gender → altruism → STEM occupation 0.02 (0.002, 0.04)

Gender → math task value → math achievement → STEM occupation 0.02 (0.006, 0.03)

Gender → altruism → math achievement → STEM occupation 0.001 (−0.005, 0.000)

Gender → math achievement → STEM occupation 0.17 (0.11, 0.24) 0.13 (0.08, 0.19)

of female interests. In order to elucidate the factors associated with
females’ underrepresentation in STEM, the current study exam-
ined which factors predicted gender differences in the selection
of STEM occupations, and whether math task values and altru-
ism mediated the pathway of the gender effect on STEM career
choice through math achievement. Identifying potential barriers
that keep women from fulfilling their potential in STEM fields will
help inform intervention efforts targeting the removal of these
barriers.

We found that math achievement in 12th grade mediated the
association between gender and attainment of a STEM career
by the early to mid-thirties. Women were less likely than men

to pursue a career in STEM, but this relation was explained
by gender differences in math achievement in high school. Our
results show that women, on average, had lower math stan-
dardized scores than men, and unsurprisingly, individuals with
higher math achievement were more likely to attain a career
in STEM. However, math achievement was not the only factor
distinguishing gender differences in STEM occupations. Math
task value partially mediated the pathways among gender, math
achievement, and STEM careers. Women had lower math task
values than men, and lower math task value was associated with
lower math achievement and lower likelihood of pursuing STEM
careers. Essentially, despite math achievement explaining career
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differences between men and women, math task value also con-
tributed to the gender differences in STEM career attainment
that were attributed to math achievement. These findings shed
some light onto the complex ways that ability self-concept and
subjective task values operate in promoting STEM career selec-
tion. Expectancy-value theory posits that individuals consider
multiple factors when selecting potential careers, including prior
achievement, perceived competencies, and task values. In line
with this theory, math task value and altruism (a form of util-
ity value) predicted STEM career, but math ability self-concept
did not. Previous research has found that ability self-concept is
predictive of academic achievement, but, unlike subjective task
values, it is not consistently linked to educational or career choices
(Durik et al., 2006). In other words, believing that you are good
at a task may further enhance your performance in the task, but
it does not mean that you enjoy the task and will continue to
pursue it.

How do these findings relate to factors associated with females’
underrepresentation in STEM fields? Increasing math achieve-
ment is important for increasing women’s representation in STEM,
but achievement alone may not be sufficient. We know that
achievement matters for STEM enrollment; many of the most
mathematically talented individuals eventually achieve prestigious
careers in STEM fields (Wai et al., 2010). Historically, women’s
underperformance in quantitative reasoning skills relative to men’s
has been considered one of the main factors in women’s deci-
sions to opt out of STEM fields (Halpern, 2007). In response,
public focus and political initiatives have centered on increasing
female math performance and advanced math course enrollment.
However, converging evidence from the current study and other
research has demonstrated that increasing quantitative skills alone
will not effectively lead to greater female participation in STEM
(Ceci and Williams, 2011; Maltese and Tai, 2011; Riegle-Crumb
et al., 2012). While gender differences in attainment of STEM
careers was explained by lower female performance on standard-
ized math tests in our first model, the second model demonstrated
that this pathway (gender to achievement to STEM career) was
partially attributed to gender differences in math task values.

Girls consistently express less interest in math (Jacobs et al.,
2002) and view math and STEM careers as less aligned with their
personal career interests and goals (Su et al., 2009). Studies have
shown that greater interest and greater perceived importance and
utility value of math may lead to greater investment in and per-
sistence in math activities, which ultimately lead to higher math
achievement (Wigfield and Eccles, 2002; Wang, 2012). Therefore,
aside from promoting greater math achievement, current policy
initiatives also need to target the development of math task values:
encouraging interest in math and its utility value. When women
see STEM fields as useful, widely applicable, and viable career
options they will be more likely to opt into them.

Given that math interest and task values are linked to aca-
demic performance, the benefits derived from enhancing math
task value may be twofold. If math task values impact math
achievement and selection of STEM occupations, then intervening
to promote subjective task values in math should not only increase
STEM persistence in the long run, but also enhance math achieve-
ment. Since math achievement positively predicted long term

decisions in STEM career, the developmental impacts of interven-
tions that seek to increase math task value could be exponential
compared to programs that target math skills alone. Further-
more, targeting math task values may not only lead to increases in
math achievement, but improved math performance may actually
further enhance math task value, given that the two are recipro-
cally linked over time. Exclusively focusing on math achievement
as a path to STEM persistence is a unimodal answer, while
increasing math task values in addition to achievement is a multi-
modal solution that could activate multiple pathways to a STEM
career.

Furthermore, since our study shows that math task values begin
to predict students’ STEM attainment as early as high school,
early intervention is vital. Recent studies have shown that interest
and career aspirations in STEM emerge prior to entry into high
school, and that by 12th grade the decision to major in a STEM vs.
non-STEM career is largely solidified for many students (Maltese
and Tai, 2011). While there are an increasing number of pro-
grams that target student interest, enjoyment, and engagement in
STEM (e.g., Detroit Area Pre-College Engineering Program, Great
Explorations in Math and Science, Project Lead the Way), these
crucial motivating factors should become a greater focus of all k-
12 interventions. Particularly, given that increases in STEM course
taking and achievement among females have not led to compa-
rable increases in STEM workforce participation, programs need
to strengthen teacher training and redesign curriculum to include
targeted strategies for dispelling gender stereotypes and increasing
female interest in STEM.

Our findings suggest that enhancing women’s math task value
may be instrumental in inspiring larger numbers of women to
seriously consider STEM fields as viable career options. But
how would this look in practice? We know that students are
more engaged in classrooms that incorporate hands-on learn-
ing, creative thinking, and challenging real-world applications
of problems and concepts (Marks, 2000). For girls and women
in particular, it may be helpful to take a proactive approach
that utilizes their unique strengths. For instance, a recent study
showed that girls are more likely than boys to have both high
verbal and math skills (Wang et al., 2013). Therefore, incor-
porating storytelling into math may not only capitalize on the
strengths of girls’ verbal skills but also increase female interest
in math and science by making these subjects appear hands-
on and practical. Additionally, specific teaching strategies such
as focusing on women’s historical contributions to these fields,
and increasing girls’ exposure and access to female scientists
and engineers as career role models (Steinke et al., 2007), may
help combat the pervasive math-gender stereotypes that affect
girls’ math identities as young as 6 years of age (Cvencek et al.,
2011).

Altruism can also be emphasized. Women view helping people
and contributing to the greater good as highly important career
goals (Su et al., 2009; Abele and Spurk, 2011), which are not per-
ceived to be in line with STEM careers. Indeed, our study suggests
that altruism mediated the gender effect on STEM occupations.
Since it is plainly not the goal to make women less altruistic, STEM
educators should place greater emphasis on demonstrating how
female scientists can develop technologies and make discoveries
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that greatly benefit people’s lives. This is in line with the National
Academy of Engineering [NAE]’s (2013) recent efforts to alter
public perceptions by communicating that engineering is a help-
ing profession that works on solving problems of human health
and safety throughout the world.

Interestingly, differences in family and monetary values, and
preferences for working with people or numbers did not explain
gender differences in STEM careers. The lack of findings for fam-
ily values was not unexpected; previous research has demonstrated
that gender differences in work/family balance preferences do not
typically emerge until the mid-30 s or adulthood, when women
are more likely to be raising children and building their fami-
lies (Ferriman et al., 2009). Since family values were assessed in
12th grade, we can expect that work/family lifestyle preferences
will not yet factor prominently in determining male/female dif-
ferences in STEM choice. Similarly, monetary values may not
have predicted gender differences in career choices at this age,
because much like family values, concern over earned income is
a distal issue that will be experienced more fully in adulthood.
More immediate concerns over money, such as tuition costs and
student loan debt, may have greater bearing in adolescence. Pref-
erences for working with people or numbers, which typically
differ along gender lines, also failed to explain gender differences
in STEM careers. Most occupations allow for the opportunity
to work with people, numbers, and objects to varying degrees.
The key difference is in how prominently these aspects are fea-
tured in a career (e.g., interacting directly with people, such as
teaching vs. interacting directly with numbers, such as engineer-
ing). However, enjoyment of working with numbers does not
necessarily indicate a lack of enjoyment in working with people
and vice versa, and both may be large components of the same
career (e.g., teaching engineering students). For this reason, it is
likely that these preferences may not explain gender differences in
STEM career selection to the same degree as math task value and
altruism.

CONCLUSION
Despite women’s advances in the U.S. workforce, their entrance
into lucrative STEM careers has been less successful, and these
professions continue to be heavily male-dominated. The prestige
and innovation surrounding math and science, along with their
accompanying economic benefits, are not extended to women
when they are non-participatory in these fields. Our study builds
on well-established literature by identifying the intellectual and
motivational factors contributing to women’s underrepresenta-
tion in STEM. However, it is important to reiterate that generating
greater female interest in STEM should not be equated with
forcing unwanted career choices on them. We do not want to
coerce women into STEM fields if they have no interest in them,
and we do not want to undermine the importance and value
of non-STEM careers. Instead, we seek to alter instructional
approaches to math and science education to demonstrate how
STEM careers can benefit society and provide opportunities for
helping and interacting with others, thereby, merging women’s
personal task values and career aspirations. Furthermore, many
adolescents may not truly understand what it means to obtain a
degree in STEM (Fralick et al., 2009). Introducing youth to the

different majors they can pursue in STEM and the careers that
these degrees will prepare them for can provide adolescents with
a better understanding of the nature of these occupations. Ensur-
ing that females are well informed of the full diversity of options
available in STEM will enable math-competent females to better
evaluate the utility and cost of different STEM careers. Our main
goals are to present all of the STEM career opportunities avail-
able to women, remove misconceptions that operate as barriers
to STEM enrollment, and empower women to make career deci-
sions that best meet their needs for personal and occupational
fulfillment.
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Women’s underrepresentation in science, technology, engineering, and mathematics
(STEM) fields is a prominent concern in our society and many others. Closer
inspection of this phenomenon reveals a more nuanced picture, however, with women
achieving parity with men at the Ph.D. level in certain STEM fields, while also
being underrepresented in some non-STEM fields. It is important to consider and
provide an account of this field-by-field variability. The field-specific ability beliefs (FAB)
hypothesis aims to provide such an account, proposing that women are likely to be
underrepresented in fields thought to require raw intellectual talent—a sort of talent
that women are stereotyped to possess less of than men. In two studies, we provide
evidence for the FAB hypothesis, demonstrating that the academic fields believed by
laypeople to require brilliance are also the fields with lower female representation. We
also found that the FABs of participants with college-level exposure to a field were
more predictive of its female representation than those of participants without college
exposure, presumably because the former beliefs mirror more closely those of the field’s
practitioners (the direct “gatekeepers”). Moreover, the FABs of participants with college
exposure to a field predicted the magnitude of the field’s gender gap above and beyond
their beliefs about the level of mathematical and verbal skills required. Finally, we found
that beliefs about the importance of brilliance to success in a field may predict its female
representation in part by fostering the impression that the field demands solitary work
and competition with others. These results suggest new solutions for enhancing diversity
within STEM and across the academic spectrum.

Keywords: gender, stem, lay theories of success, field-specific ability beliefs, diversity in academia

Introduction

A recent article in Scientific American Mind begins: “Try this simple thought experiment. Name
10 female geniuses from any period of history. Odds are you ran out of names pretty quickly”
(Upson and Friedman, 2012, p. 63). The thought experiment can be adapted: try to name 10 female
figures in popular culture who—like Sherlock Holmes, Dr. House, or Will Hunting—are charac-
terized by their innate brilliance, their raw intellectual firepower. As before, one rapidly runs out
of names. Whatever the cause, the message is clear: women are not culturally associated with such
inherent gifts of genius (Bennett, 1996, 1997, 2000; Tiedemann, 2000; Rammstedt and Rammsayer,
2002; Furnham et al., 2006; Kirkcaldy et al., 2007; Upson and Friedman, 2012; Lecklider, 2013;
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Stephens-Davidowitz, 2014). The consequences of this stereotype
are likely wide-ranging. In the current study, we focus on one
of these consequences, asking whether such a pervasive cultural
message might have a role in shaping individuals’ academic and
career paths. Specifically, if it is widely believed that men tend
to possess more intellectual ability than women, then women
may be discouraged from entering into fields that are thought to
require this ability. We call this the field-specific ability beliefs
(FAB) hypothesis (Figure 1): the more a field is believed to require
raw brilliance, the fewer the women (Leslie and Cimpian et al.,
2015). We test this hypothesis in the context of gender gaps in
academia, investigating whether these gaps are predicted by how
much laypeople assume that success in various fields rests on raw
ability.

Gender disparity in academia has been a generative topic
of research for many years, with contemporary focus on this
issue largely centering on men’s and women’s participation in
(natural) sciences, technology, engineering, and mathematics
(STEM). The general phenomenon is clear: on average, female
representation in STEM fields (particularly those that are math-
intensive) is lower than in the social sciences and humanities
(SocSci/Hum). Though the magnitude of this gap has largely
decreased across the last several decades, the difference is still reli-
able, prompting a number of efforts to explain it (for reviews, see
Ceci and Williams, 2007; Ceci et al., 2009, 2014; Hill et al., 2010).

The low number of women in STEM is indeed of real
concern. However, it is also important to observe that there
is at least as much variation in female representation within
STEM and SocSci/Hum as there is between them. For instance,
when examining the number of recent doctoral degrees earned
by women in the U.S. in 30 different fields (Table 1), STEM
fields are characterized by female representation ranging from

just under 20% (physics) to over 50% (molecular biology;
National Science Foundation [NSF], 2011). An even larger range
is observed within SocSci/Hum fields, with women earning fewer
than 35% of doctoral degrees in philosophy and economics, yet
over 75% in art history. Indeed, the range of variation is so wide
that many STEMfields feature higher female representation at the
Ph.D. level than many SocSci/Hum fields. Given this large varia-
tion within STEM and SocSci/Hum considered separately, it is
apparent that expanding the focus of inquiry to include gender
gaps in both STEM and SocSci/Hum might provide new insights
into the problem of female underrepresentation. In the current
study, we adopt such a broad focus, examining whether the FAB
hypothesis can account for the field-by-field variability observed
across the entire academic spectrum.

Initial Evidence for the FAB Hypothesis
In a recent study, we sought to test whether the FABs held by aca-
demics could predict the wide field-by-field variability observed
in female representation across both STEM and non-STEM fields
(Leslie and Cimpian et al., 2015). We gathered responses from
a sample of over 1800 professors, graduate students, and post-
doctoral researchers from research-intensive universities across
the U.S. in 30 different fields (12 STEM, 18 SocSci/Hum;Table 1).
We first asked participants to report on their beliefs regard-
ing what was required for success in their own field, focusing
on assessing beliefs about the relative importance of intrinsic,
stable ability vs. effort and practice (see Dweck, 2000, 2006).
We then used these items to provide a metric of field-level
ability beliefs; each field received a FAB score expressing aver-
age endorsement of ability vs. effort across individuals within a
given field (with higher scores indicating more emphasis on raw
ability). Results included three important findings. First, FABs

FIGURE 1 | Diagram of the field-specific ability beliefs (FAB) hypothesis.
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TABLE 1 | Percent of American Ph.D.’s earned by women in 2011* in science, technology, engineering, and mathematics (STEM) and Social
science/Humanities fields.

STEM Field % of Ph.D.’s who are Female Social science/Humanities field % of Ph.D.’s who are Female

Physics 18.0 Music theory and composition 15.8

Computer science 18.6 Philosophy 31.4

Engineering 22.2 Economics 34.4

Mathematics 28.6 Middle Eastern studies 38.1

Astronomy 29.2 Classics 41.8

Earth sciences 36.2 Political science 43.1

Chemistry 37.8 History 45.0

Statistics 41.6 Archeology 52.3

Biochemistry 45.4 Linguistics 59.2

Neuroscience 49.4 Anthropology 59.6

Evolutionary biology 49.8 Spanish/Spanish literature 59.9

Molecular biology 54.4 Comparative literature 60.9

Sociology 61.3

English literature 62.4

Communication studies 64.2

Education 69.3

Psychology 72.1

Art history 76.8

*Data from 2011 NSF Survey of Earned Doctorates.

were strongly negatively associated with female representation
(as measured by proportion of U.S. Ph.D. degrees earned by
women; National Science Foundation [NSF], 2011), providing
initial broad support for the hypothesis: there were fewer women
in fields believed to require stable, raw talent. Second, ability
beliefs were predictive of female representation over and above
whether a field was STEM or SocSci/Hum, suggesting that the
FAB hypothesis can account well for the wide variability observed
even within the two categories of fields. Finally, the FAB hypoth-
esis outperformed a number of other constructs often theorized
to contribute to gender gaps in academia, including field-specific
variation in work-life balance (e.g., Ferriman et al., 2009), selec-
tivity (e.g., Hedges and Nowell, 1995), and reliance on skills
related to systemizing vs. empathizing (e.g., Baron-Cohen, 2002).

The Present Research
Do Laypeople’s Beliefs Predict Female
Representation?
Results from Leslie and Cimpian et al. (2015) suggest that women
are underrepresented in fields whose practitioners consistently
endorse the idea that success rests on brilliance. The current study
extends existing work on the FAB hypothesis by exploring what
non-academics believe is required for success in a variety of fields.
We hypothesize that the FABs endorsed by academics will be
shared, at least to some extent, by people outside of academia
as well. This is an important extension of the FAB framework
because, to the extent that these beliefs are shared by the gen-
eral public, they could influence women’s career choices in a
much broader variety of contexts than the beliefs of academics
per se. If these beliefs pervade our society, then—in combination
with the stereotypes against women’s intellectual abilities—they
could lead a variety of individuals (parents, teachers, peers, etc.)
to see women as somewhat unsuited for “brilliance-required”

domains. Even in the absence of such biased treatment, widely
shared ability beliefs similar to those previously identified in aca-
demics could lead young women to doubt that they could succeed
in brilliance-focused disciplines and thus to decide against pursu-
ing careers in them. Our main prediction is thus that laypeople’s
beliefs, like those of academics, will predict female representation:
the more a field is believed to require intellectual brilliance, the
fewer the women.

We can also formulate a more detailed hypothesis here:
people with more exposure to the fields in question (e.g., via
college classes) will have FABs that predict female representa-
tion more precisely than the beliefs of people with less expo-
sure. We expect this to be the case because the FABs of those
with more exposure to a discipline will likely be more sim-
ilar to those of the practitioners of that discipline, and are
thus more likely to be similar to the kinds of beliefs that stu-
dents will encounter and absorb as they start to consider higher
education and careers in these fields (Leslie and Cimpian et al.,
2015). In Study 1, we tested the prediction that college-exposed
individuals’ ability beliefs would better predict gender gaps
in representation by first dividing our participants into those
who had college exposure to a field and those who did not,
and then exploring whether the beliefs of the college-exposed
group predict female representation at a more fine-grained
level.

A final aim of Study 1 was to address an alternative explana-
tion for the hypothesized relationship between ability beliefs and
female representation. As we have argued, underlying the main
predictions described above is our claim that FABs influence
women’s academic and career choices. However, might laypeo-
ple’s beliefs be simply inferred from their pre-existing knowl-
edge about the proportion of women in the different fields?
For instance, our participants—particularly those who have had
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college experience in the relevant fields and thus have had the
opportunity to witness gender disparities firsthand—might rely
on stereotypes against women’s intellectual abilities to arrive at
the conclusion that fields with few women must require high
levels of such abilities, whereas fields with many women must
not. To address this possibility, we asked participants to esti-
mate the proportion of women in the fields under investigation,
and assessed whether participants’ ability beliefs still predicted
female representation independent from these estimates. If so,
this would undermine the possibility that participants simply
infer their ability beliefs from their estimates of the field’s diver-
sity.

Assessing Beliefs Beyond FAB
There are surely many other dimensions that vary among fields
and influence the gender breakdown of the people who partic-
ipate in them, and we do not claim that FAB is the only factor
in determining academic gender gaps. Indeed, as we observed at
the outset, other such factors have been evaluated extensively in
prior studies (for reviews, see Ceci and Williams, 2007; Ceci et al.,
2009, 2014; Hill et al., 2010). Although an exhaustive evaluation
of these additional factors is outside the scope of the current
studies, we take up this issue within the framework of evaluating
other beliefs about what is required for success in the fields under
investigation. In particular, Study 2 examines two questions. First,
do field-specific beliefs about the importance of intellectual bril-
liance reduce to beliefs about specific types of skills required for
success? Specifically, do they reduce to beliefs about the degree to
which mathematical and verbal skills are required for individual
fields? Second, is the relationship between FABs and female repre-
sentation mediated by beliefs about what kinds of work (solitary
vs. collaborative; competitive vs. cooperative) are required?

Our first question addresses a potential alternative explana-
tion for the predictive power of FABs. A critic might note that
the extent to which mathematics is involved in a field appears
to be particularly predictive of whether women are underrepre-
sented or not: fields that are math-intensive attract and retain
fewer women, with math-intensive STEM fields (e.g., engineer-
ing, math, or physics) characterized by the most extreme gender
disparities (in comparison to STEM fields that are less math-
intensive, like the life sciences, which often feature parity or even
a predominance of women; National Science Foundation [NSF],
2011). The smaller number of women in math-intensive fields
may be due in part to the cultural belief that math is “for” males,
a belief that appears to emerge as early as elementary school
and may contribute to women’s reduced interest in careers that
require it (Fredericks and Eccles, 2002; Herbert and Stipek, 2005;
Cvencek et al., 2011). In light of this evidence, one might ask: is
it possible that the “intellectual brilliance” at the heart of the FAB
hypothesis is just another way of referring to mathematical apti-
tude, which is also popularly conceived as a fixed, innate quantity?
That is, might it be the case that people’s FABs simply reduce to
their beliefs about how much individual fields require math over
other kinds of skills (e.g., verbal skills)?

Results from Study 1 could bear on this question. If, as
hypothesized we find that FABs are capable of predicting female
representation across a variety of fields, including those unlikely

to be thought of as drawing on mathematical skills (such as
most social sciences and humanities disciplines), it is unlikely
that these beliefs aremerely capturing people’s beliefs about field-
specific mathematical requirements. However, it is important to
more directly establish whether FABs are distinct from beliefs
about the importance of mathematics. To do so, in Study 2 we
tested whether beliefs about raw ability and brilliance predict
unique variance in gender gaps, beyond that predicted by people’s
beliefs about how much individual fields rely on mathematical
and verbal ability.

Finally, it is worth noting that, as in Study 1, college expo-
sure may matter. Participants with college experience likely have
more nuanced, differentiated beliefs both about which fields
require mathematical skills and about which fields require intrin-
sic ability. We thus hypothesized that when looking specifi-
cally at individuals with college exposure, FABs would inde-
pendently predict female representation over and above beliefs
about math and verbal skills, supporting the idea that FAB can
account for female representation across the academic spec-
trum.

Next, we turn to the issue of potential beliefs that may medi-
ate the relationship between FABs and female representation.
In particular, we explore the possibility that people’s beliefs
about the importance of brilliance vs. effort for success in a
field give rise to differentiated perceptions of the kind of atmo-
sphere that field promotes. We focused our exploration on two
important aspects of a field’s atmosphere that (1) could be plau-
sibly inferred based on the field’s presumed emphasis on bril-
liance, and that (2) men and women have diverging attitudes
toward: namely, the extent to which the field requires com-
petition (vs. collaboration) and solitary work (vs. group work;
e.g., Lippa, 1998; Niederle and Vesterlund, 2007; Diekman et al.,
2010; Gupta et al., 2013; Lippa et al., 2014). There are several rea-
sons why “brilliance-required” fields might also be presumed to
require competition and solitary work. If a field values intel-
lectual prowess, it is reasonable to expect that it would also
encourage displays of that sort of ability, which might in turn
encourage competition between individual practitioners. After
all, it is only by comparing one’s ability against others (by partic-
ipating in contests, engaging in aggressive debates, being harshly
critical of others’ perceived mistakes, etc.) that one can reveal
how brightly one’s intellectual ability shines. Working with oth-
ers in cooperative contexts, on the other hand, would make it
hard to assess whose talent was responsible for any ultimate suc-
cess attained, so this type of collaborative work may be assumed
to be rare within fields that prize brilliance. The inference that
brilliance-requiring fields involve solitary, and often competi-
tive, work is also likely to be supported by pervasive cultural
tropes that portray brilliance and genius as qualities that a per-
son possesses and displays in isolation rather than as part of a
team of collaborators (e.g., Shenk, 2014). In turn, these infer-
ences about the nature of the work environment in a field may
influence whether young men and women consider careers in
it because males and females are socialized to place different
value on communal vs. agentic goals and on collaborative vs.
competitive interactions. In other words, the downstream infer-
ences licensed by FABs may be part of the reason why these
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beliefs are predictive of gender gaps1. We tested this hypothesis
in Study 2.

Summary of Predictions
Study 1 examined two main predictions, one broad and one
more specific. Broadly speaking, we expected that there would
be a relationship between laypeople’s FABs and female repre-
sentation, such that fields believed to require brilliance would
have fewer women. At a greater level of specificity, we expected
that college exposure would differentiate the predictive power of
FABs, such that the beliefs of those exposed to the fields dur-
ing college would be particularly predictive. Finally, Study 1 also
examined whether ability beliefs independently predicted female
representation above and beyond people’s estimates of female rep-
resentation (suggesting that any observed relationship between
ability beliefs and actual female representation did not emerge
simply because individuals constructed FABs from their beliefs
about female representation).

Study 2 was designed to replicate the main findings of Study 1,
and to extend the inquiry into additional beliefs that might
relate to gender disparities. We made two predictions. First, we
predicted that FABs would not reduce to people’s beliefs about
mathematical skill, particularly when examining beliefs from
individuals with college exposure in the field. Second, fields that
are believed to require raw ability should also be perceived as
requiring solo work and competition; in turn, these perceptions
should predict gender gaps, with fewer women obtaining Ph.D.’s
in fields assumed to demand high levels of solo work and com-
petition. In other words, we expected that beliefs about solo work
and competition would mediate (at least partially) the observed
association between FAB and gender breakdowns.

Study 1

Method
Participants
Participants included 307 individuals recruited via Amazon’s
Mechanical Turk (MTurk), an online crowd-sourcing
platform2,3. Only participants reporting themselves as liv-
ing in the U.S. and with prior MTurk approval rates of 90%

1We acknowledge that beliefs about solo/competitive work mediating FAB’s rela-
tionship with women’s representation represents only one possible causal pathway;
it is also possible that people could perceive the solo/competitive nature of a field
and then conclude that it requires raw ability. More generally, we also note that
there are likely many more factors involved in the pathways that ultimately result
in the observed field-by-field variation in women’s representation. More compre-
hensive exploration of these factors, as well as experimental work, will be needed
to definitively establish how FABs influence the observed gender gaps.
2All human subjects research reported in this paper was approved by the
Institutional Review Board of the first author’s home institution.
3Mechanical Turk offers a convenience sample rather than a fully nationally rep-
resentative sample. Analyses of American MTurk workers have demonstrated that
women are overrepresented, that workers are typically younger and more educated
than average, and that Blacks and Hispanics are underrepresented (Berinsky et al.,
2012; Paolacci and Chandler, 2014). Thus, we do not claim to be capturing beliefs
that are fully representative of the U.S. public. Nevertheless, the diversity of an
MTurk sample is arguably higher than that of most samples used in human sub-
jects research (i.e., college samples), and it provides a good source of data for an
examination of beliefs held by individuals outside of academia.

or above were included. Participants were compensated $0.75
for survey completion. Data were excluded from an additional
48 individuals who (1) failed to complete the survey, (2)
answered an attention-check question incorrectly, (3) had IP
addresses indicating they were outside the U.S., and/or (4) had
IP addresses indicating they had completed similar studies in the
past.

Materials and Procedure
To avoid participant fatigue, we created three versions of the
survey, each of which contained 10 of the 30 fields under inves-
tigation. (Fields were identical to those examined in our original
study of academics (Leslie and Cimpian et al., 2015)). Fields were
chosen to represent a broad spectrum of social sciences, human-
ities, and STEM disciplines. Approximately equal numbers of
subjects participated in the three versions, and assignment was
random (Version 1, n = 103; Version 2, n = 101; Version 3,
n = 103). Each version included three humanities subjects, three
social science subjects, and four STEM subjects. Each survey con-
tained four questions assessing FABs about each of the 10 fields
(from Leslie and Cimpian et al., 2015; Table 2). Questions were
presented individually in random order with all 10 fields listed
beneath each question. Participants indicated their agreement
with the statement as it applied to each field using a 7-point Likert
scale (1= strongly disagree to 7= strongly agree, with eight as an
option to indicate “don’t know”). Two attention-check questions
were also included to ensure that participants were attending to
the task.

Next, a series of questions asked about participants’ academic
exposure to the 10 fields, including whether they had had (1) a
high school class, (2) a college class, and/or (3) a graduate-level
class in each of them. Participants were also asked to estimate
how many women had received American doctoral degrees in
each field in the recent past, with 10 response options corre-
sponding to 10% intervals ranging from 0 to 100%. A final set
of questions asked about demographic information (gender, age,
ethnicity, and race).

For each field, we calculated FAB scores by averaging scores
across participants from the four ability belief questions. Higher
scores indicated more emphasis on brilliance. Three separate
FAB scores were calculated: (1) All Participants’ FAB (using
data from all participants except those with graduate level
experience in the field)4, (2) College Exposure FAB (using
data from participants who had taken college, but not grad-
uate level, courses in the field) and (3) No College Exposure
FAB (using data from participants who had taken neither
college nor graduate courses in the field). The four items
had high internal reliability (for all participants, α = 0.90;
for College Exposure, α = 0.93; for No College Exposure,
α = 0.89).

4We excluded data regarding individual fields if they were provided by people
reporting graduate-level experience in that field. We did so because we wanted
to exclude beliefs held by people with extensive familiarity with the field gained
through graduate-level exposure, allowing the focus of the current study to be
restricted only to individuals with no college experience vs. college experience with
the field.
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TABLE 2 | Survey items for Study 1 and Study 2.

Field-specific ability beliefs

Being a top scholar of [field] requires a special aptitude that just can’t be taught.

If you want to succeed in [field], hard work alone just won’t cut it; you need to have an innate gift or talent.

With the right amount of effort and dedication, anyone can become a top scholar in [field]. (R)

When it comes to [field], the most important factors for success are motivation and sustained effort; raw ability is secondary. (R)

To succeed in [field] you have to be a special kind of person; not just anyone can be successful in it. (in Study 2 only.)

People who are successful in [field] are very different from ordinary people. (in Study 2 only.)

Estimate of female representation (Study 1)

Please provide your best guess or estimate to this question: in the recent past, what percentage of doctoral (Ph.D.) degrees from American universities do
you think have been earned by women in [field]?

Verbal and mathematical ability (Study 2)

Top-level success in [field] depends to a large extent on one’s verbal ability.

Top-level success in [field] depends to a large extent on one’s mathematical ability.

Solo and competitive work (Study 2)

[Field] is a field in which you spend a lot of time working by yourself rather than being around other people.

[Field] is a field in which competition with others is much more common than collaboration.

(R) indicates items that were reverse scored.
Responses to all items except estimate of female representation were given on a 7-point scale (1 = strongly disagree to 7 = strongly agree), with an additional option for
“don’t know.” Responses for estimate of female representation were given on a 10-point scale, with each point representing a 10% increment.

Results and Discussion
Study 1 tested two main predictions. First, we expected that par-
ticipants’ FABs would be correlated with female representation
regardless of participants’ level of direct prior exposure with the
fields (via courses). Second, we predicted that beliefs held by indi-
viduals with college experience would nevertheless be predictive
of female representation at a finer-grained level than those of peo-
ple with no college experience. In particular, we expected that
the College Exposure, but not the No College Exposure, FAB
scores would predict female representation even after taking into
account a gross STEM vs. non-STEM distinction between fields,
which would speak to the ability of the College Exposure FAB
scores to predict the complex field-by-field variability in female
representation observed within these broad domains. Finally, we
examined whether beliefs of college-exposed and non-college-
exposed individuals predicted actual female representation inde-
pendent of participants’ estimates of female representation. If
so, this would rule out the possibility that ability beliefs pre-
dicted female representation for the trivial reason that they were
inferred from participants’ pre-existing knowledge about gender
disparities.

To assess our first prediction, we examined the correlation
between FABs and female representation. Any fields for which
we received fewer than 10 participants in either the no-college-
experience or college-experience samples were removed from the
analysis; estimates based on so few participants would likely be
unreliable. This resulted in 29 fields being retained for analysis.
(The single removed field was neuroscience; only seven individu-
als reported college experience with this field.) As predicted, fields
believed to require brilliance had lower female representation,
r(27) = −0.59, p = 0.001 (Figure 2).

To address the second prediction, we separately examined
beliefs held by people with college exposure and those held by
people without college exposure. Beliefs of both groups were
significantly negatively associated with female representation:

College Exposure scores, r(27) = −0.67, p < 0.001, and No
College Exposure scores, r(27) = −0.51, p = 0.005. Steiger’s
z score comparison (Lee and Preacher, 2013) indicated that
College Exposure scores were more strongly associated with
female representation than No College Exposure scores, z = 2.09,
p = 0.037, providing initial support for the prediction that
college-exposed individuals’ beliefs would relate more strongly
with representation. We then investigated whether the abil-
ity beliefs of these two groups predicted female representation
above and beyond whether a field was STEM vs. a social sci-
ence/humanities discipline (i.e., non-STEM). Two separate mul-
tiple regression analyses were performed with female representa-
tion as the dependent variable and two predictors: a STEM/non-
STEM indicator variable and either (1) College Exposure FAB
scores or (2) No College Exposure FAB scores. These analy-
ses indicated that, as hypothesized, the FABs held by partic-
ipants with college exposure to the fields were uniquely pre-
dictive of female representation, above and beyond whether
the fields were in STEM or SocSci/Hum (β = −0.44, boot-
strapped p = 0.013), whereas the beliefs of participants with-
out college exposure were not (β = −0.15, bootstrapped
p = 0.449).

Finally, we added college-exposed and non-college-exposed
participants’ estimates of female representation as predictors to
the two regressions above. Consistent with our argument, the
FABs of college-exposed participants remained a significant pre-
dictor of actual female representation even when adjusting for
these participants’ estimates of female representation (β = −0.41,
bootstrapped p = 0.043; see Table 3). In contrast, the beliefs
of participants without college exposure were not a significant
predictor of female representation in this model (β = −0.30,
bootstrapped p = 0.257; see Table 3). Thus, it is not the case that
college-exposed participants’ ability beliefs are predictive of gen-
der gaps across academia simply because they are derived from
prior knowledge of such gaps.
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FIGURE 2 | The relationship between FABs (all participants) and female representation (Study 1).

TABLE 3 | Regressions predicting female representation using
field-specific ability beliefs and estimates of female representation of
participants with college experience (CE; Upper) and with no college
experience (NCE; Lower), Study 1.

Predictor R2 F p

β p 0.686 15.87 < 0.001

STEM indicator 0.07 0.686

Estimate of female
representation (CE)

0.58 0.001

Field-specific ability
beliefs (CE)

−0.41 0.043

β p 0.55 10.37 <0.001

STEM indicator −0.22 0.340

Estimate of female
representation (NCE)

0.44 0.023

Field-specific ability
beliefs (NCE)

−0.30 0.257

n = 29, df (4,24).

We considered one final alternative interpretation, which
applies particularly to the findings obtained with college-exposed
individuals. Perhaps College Exposure FAB scores emphasize
brilliance for fields where there are few women just because
(1) men may be more likely than women to believe that bril-
liance is required for success, and (2) more men in the cur-
rent sample may have taken college classes in disciplines where
women are typically underrepresented. In other words, disci-
plines with lower female representation may have higher College
Exposure FAB scores for the simple reason that male partic-
ipants’ brilliance-focused ability beliefs are overrepresented in

our sample for these disciplines. Consistent with this possibil-
ity, college-exposed men’s scores (M = 3.56, SD = 0.55) were
indeed higher than college-exposed women’s scores (M = 3.18,
SD = 0.64), t(28) = 4.02, p < 0.001, suggesting that men placed
more emphasis on raw ability. In addition, our sample con-
tained proportionately more college-exposed men in fields with
lower female representation at the Ph.D. level, r(27) = −0.66,
p < 0.001. To test whether these differences could explain our
main result, we calculated a gender-balanced FAB score for each
field by computing the average scores for men and women sepa-
rately within fields, and then averaging these two gender-specific
scores. This measure adjusts for the differential representation
of college-exposed males and females across fields, giving the
two groups an equal say in determining the FAB score for each
field. If the current alternative explanation were correct, this
gender-balanced score should no longer be predictive of female
representation. However, when we entered the gender-balanced
FAB score in place of the original FAB score in the regression
including both STEM status and estimated female representation,
it still predicted female representation (β = −0.35, bootstrapped
p = 0.069). Thus, the main results described above were not
merely a byproduct of men’s brilliance-oriented beliefs inflating
the College Exposure FAB scores of fields with fewer women.

In sum, the results of Study 1 lend clear support to the pre-
dictions we derived from the FAB model: women are less likely
to be represented in fields believed to require stable, innate abil-
ity. Furthermore, as predicted, the field-specific beliefs of people
with college experience in our fields were predictive of female
representation at a more detailed level than were the beliefs of
those without college experience. To speculate, perhaps initially
people hold a global belief that disciplines in the STEM fam-
ily require innate skill; as a result, the predictive power of these
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initial, inchoate ability beliefs is mostly captured by the STEM
vs. non-STEM distinction. It is only after exposure to the par-
ticularities of the fields and the beliefs of their practitioners that
FABs take on independent predictive power in relation to female
representation.

Study 2 provides an opportunity to replicate the above find-
ings, and to further explore how gender breakdowns are related
to field-differentiated beliefs about the types of skills and work
that are required. Two predictions are central to Study 2. First,
we expect that the FABs of participants with college experience
will predict unique variance in female representation, above and
beyond their beliefs about the role of mathematical or verbal
skills. Second, we predict that participants’ assumptions about
how much solitary and competitive work is required by individ-
ual fields will mediate the relationship between FABs and female
representation.

Study 2

Method
Participants
Participants included 302 individuals recruited via Amazon’s
MTurk, using the same inclusion criteria as in Study 1.
Participants were compensated $0.95 for survey completion. Data
were excluded from an additional 53 individuals who met one
or more of the exclusion criteria used in Study 1: (1) failing to
complete the survey, (2) answering an attention check question
incorrectly, (3) having an IP address suggesting residence outside
the U.S., and/or (4) having IP addresses indicating completion of
similar studies (including our Study 1) in the past.

Materials and Procedure
As in Study 1, three versions of the survey were created, each of
which contained the same subsets of 10 of the 30 fields under
investigation. Approximately equal numbers of subjects partici-
pated in the three versions, and assignment was random (Version
1, n = 101; Version 2, n = 103; Version 3, n = 98). Surveys
included the same four FAB items as in Study 1, along with two
additional, broader questions on this topic (Table 2). These ques-
tions were added to further assess FABs, with the goal of using
more accessible language while still providing a sensitive index
of participants’ beliefs about innate ability vs. effort. Two items
were also included to address people’s beliefs about the extent
to which verbal and mathematical skills are required, and two
final items were included to assess beliefs about whether com-
petition and solitary work are important for success in a field
(Table 2).

As in Study 1, items were presented individually in random
order with all 10 fields listed beneath each item. Participants again
indicated their agreement with the statement as it applied to each
of the 10 fields using a 7-point Likert scale (1 = strongly disagree
to 7 = strongly agree, with eight as an option to indicate “don’t
know”). Two attention-check questions were also included. The
survey then ended with questions assessing high school, col-
lege, and graduate level exposure to each of the 10 fields, along

with several demographic questions. (These questions were all
identical to those in Study 1).

We calculated FAB scores by averaging scores across the
six items, and then averaging within fields to create field-level
scores. Three separate FAB scores were calculated reflecting (1)
All Participants’ FAB (using data from all participants except
those with graduate level experience in the field), (2) College
Exposure FAB (using data from participants who had taken col-
lege, but not graduate level, courses in the field), and (3) No
College Exposure FAB (using data from participants who had
taken neither college nor graduate courses in the field). Scores
for the six ability beliefs questions had high internal reliability
(for all participants, α = 0.89; for College Exposure, α = 0.93;
for No College Exposure, α = 0.87). Deletion of the last two
items added for Study 2 did not improve scale reliability, indi-
cating it was appropriate to include them as part of the FAB
scale.

Results and Discussion
To explore whether Study 2 replicated the key finding that FABs
predict female representation, we again examined correlations
between FAB and percentage of female Ph.D. recipients. As
before, fields with fewer than 10 participants reporting either
college or no college exposure were removed. This resulted in
27 fields being retained for analysis. (Middle Eastern studies,
neuroscience, and archeology were removed because they had
College Exposure ns of 8, 4, and 3, respectively.) Replicating
findings from Study 1, FAB scores were negatively associated
with female representation when examining belief scores of all
participants, r(25) = −0.63, p < 0.001, as well as when exam-
ining College Exposure scores, r(25) = −0.65, p < 0.001, and
No College Exposure scores, r(25) = −0.54, p = 0.004. Although
College Exposure scores were more strongly associated with
female representation than No College Exposure scores, this
difference was not significant according to Steiger’s z score com-
parison (Lee and Preacher, 2013), z = 1.13, p = 0.258. However,
again replicating Study 1, we found that the FABs of partici-
pants with college experience predicted female representation
even when a STEM indicator variable was added to the regres-
sion model as a competitor (β = −0.37; bootstrapped p = 0.048);
in contrast, the beliefs of those without college experience were
not uniquely predictive when the STEM indicator was added
(β = −0.15; bootstrapped p= 0.48). Thus, beliefs held by college-
exposed individuals again predicted female representation better
than those of non-college-exposed individuals.

We next examined the relationship between female represen-
tation and the extent to which a field is perceived as demanding
verbal and mathematical skills. Beliefs about the need for ver-
bal skills were positively associated with female representation:
beliefs of all participants, r(25) = 0.63, p < 0.001; of partici-
pants with college exposure, r(25) = 0.63, p = 0.001; of par-
ticipants with no college exposure, r(25) = 0.65, p < 0.001.
Beliefs about the need for mathematical skills were negatively
associated with female representation: beliefs of all participants,
r(25) = −0.64, p < 0.001; of participants with college expo-
sure, r(25) = −0.60, p = 0.001; of participants with no college
exposure r(25) = −0.64, p < 0.001.
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We then tested our prediction that FABs of individu-
als with college exposure would predict female representation
independently from beliefs about the role of mathematical and
verbal skills. If so, this would strengthen the claim that FABs
tap into something distinct from people’s beliefs about which
fields require mathematical aptitude. To assess this prediction,
we added perceptions of the need for verbal and mathematical
skill as variables in the two regressions predicting female repre-
sentation. For the regression testing beliefs of those with college
experience (Table 4), FABs were uniquely predictive of women’s
representation, above and beyond STEM status and beliefs about
the importance of mathematical and verbal skill, β = −0.39, boot-
strapped p = 0.085, although this coefficient was only significant
at the α = 0.10 level. In contrast, beliefs about the importance
of verbal and mathematical ability did not independently pre-
dict female representation in this model, ps > 0.489. For the
regression testing the beliefs of those without college experience,
no factor was significantly predictive of female representation,
ps > 0.454 (Table 4).

As in Study 1, we also calculated a gender-balanced FAB score
to examine the possibility that differences inmale and female par-
ticipants’ ability beliefs and college experience were driving the
effects observed for college-exposed participants. (To reiterate,
the possibility being tested here is that College Exposure FAB
scores in fields with fewer women are inflated simply because
men may have ability beliefs that are more brilliance-oriented
and may also be overrepresented in the college-exposure sam-
ple for these fields.) Again, the proportion of college-exposed
male participants within each field was negatively related to
female representation at the Ph.D. level, r(25) = −0.41, p = 0.03,
indicating that college-exposed male participants were more
numerous in fields with lower female representation. In this
sample, however, college-exposed men’s FAB scores (M = 3.70,
SD = 0.71) were actually lower than college-exposed women’s

TABLE 4 | Regressions predicting female representation using
field-specific ability beliefs and beliefs about the importance of verbal and
mathematical skill of participants with college experience (CE; Upper) and
with no college experience (NCE; Lower), Study 2.

Predictor R2 F p

β p 0.52 6.05 0.002

STEM indicator −0.11 0.747

Field-specific ability
beliefs (CE)

−0.39 0.085

Verbal skill beliefs (CE) 0.26 0.489

Mathematical skill beliefs
(CE)

−0.06 0.820

β p 0.49 5.29 0.004

STEM indicator −0.21 0.524

Field-specific ability
Beliefs (NCE)

−0.14 0.516

Verbal skill beliefs (NCE) 0.17 0.614

Mathematical skill beliefs
(NCE)

−0.26 0.454

n = 27, df (4,22).

scores (M = 3.85, SD = 0.60), though not significantly so,
t(26) = 1.69, p = 0.103. Thus, this alternative explanation is
unlikely: college-exposed male participants, though more numer-
ous in fields with fewer women at the Ph.D. level, did not differ
from college-exposed female participants in their ability beliefs.
Nevertheless, we entered a gender-balanced FAB score in place of
the original FAB score in the regression model that also included
a STEM indicator, beliefs about mathematical ability, and beliefs
about verbal ability. As before, ability beliefs were the sole predic-
tor of female representation (β = −0.44, bootstrapped p= 0.059).
These results strengthen the main claim that ability beliefs are
predictive of female representation, above and beyond beliefs
about mathematical and verbal skills.

Finally, we tested the prediction that beliefs about solo work
and competitiveness would mediate the relationship between
FABs and female representation. Consistent with our argu-
ment, a bootstrapped (1,000 replications) product-of-coefficients
mediation analysis performed with the PROCESS procedure in
SPSS 22 (Hayes, 2013) revealed that the relationship between
college-exposed participants’ ability beliefs about a discipline and
the proportion of female Ph.D.’s in that discipline was signifi-
cantly mediated by these participants’ ideas about the amount
of solo work and the level of competitiveness required by the
discipline, ab = −13.56 (−26.74, −2.91). Similar results were
obtained when examining beliefs of non-college-exposed partic-
ipants, ab = −13.61 (−24.65, −5.94)5. (For full results of the
mediation models, see Figures 3 and 4.) Results are thus con-
sistent with the idea that FABs may influence women’s partici-
pation in a field in part by influencing their beliefs about what
it is like to be a member of that field—in particular, whether
one works by oneself or with others, and whether success rests
more on competition with colleagues rather than cooperation.
Interestingly, this result was observed even within the group
who had not had college exposure to the field, which may be
because inferences about the nature of the work demanded by
various fields are easily drawn from one’s ability beliefs about
these fields, no matter how much first-hand experience one has
with them.

General Discussion

Women are underrepresented in many STEM fields, but the pat-
tern of gender distribution is complex, and a substantial amount
of variation also exists in non-STEM fields. An important aim
of the current studies was to provide an account for the wide
variability in female representation across the entire academic
spectrum. Wemaintain that the FAB hypothesis provides such an
account. This hypothesis predicts that women will be underrep-
resented in fields believed to emphasize brilliance and inherent
ability as the key to success; this is because women are often
stereotyped as lacking the same sort of innate intelligence as men,
and thus women will be discouraged from participating in fields
to the extent that these fields are perceived as requiring this type

5The indirect paths were again significant even when adjusting for beliefs about
mathematical skills, both for college-exposed participants, ab = −9.21 (−22.11,
−1.73) and for non-college-exposed participants, ab = −9.54 (−19.77, −2.89).
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FIGURE 3 | The indirect pathways linking college-exposed participants’ FABs with women’s representation via participants’ beliefs about the amount
of solo work (top) and the level of competitiveness (bottom) required by a field (Study 2). ∼p < 0.10; *p < 0.05; **p < 0.01.

FIGURE 4 | The indirect pathways linking non-college-exposed participants’ FABs with women’s representation via participants’ beliefs about the
amount of solo work (top) and the level of competitiveness (bottom) required by a field (Study 2). *p < 0.05; **p < 0.01.

of intelligence. Prior research has provided support for the FAB
hypothesis within higher academia (Leslie and Cimpian et al.,
2015). The current studies extended the focus to an examina-
tion of beliefs held by individuals outside academia. The results
of our two studies are consistent with the FABs hypothesis: fewer
women are involved in fields that laypeople believe to require raw
intellectual ability.

Several additional findings from the present studies are worth
highlighting. The ability beliefs of individuals who had college-
level exposure to the fields in question predicted female rep-
resentation even when controlling for whether a field was in

STEM or not, indicating that college may provide a unique con-
text for refinement and elaboration of beliefs about what fields
require for success. Results also suggested that the ability beliefs
of participants with college experience are not simply a byprod-
uct of participants’ inferring these beliefs based on their prior
knowledge of female representation (Study 1). Further, college-
exposed participants’ ability beliefs capture something beyond
perceptions of specific types of skills required for success, as
FABs of college-exposed individuals did not reduce to beliefs
about which fields require mathematical and/or verbal skills
(Study 2).
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Notably, these findings have important consequences for
potential interventions to improve diversity, both in terms of
timing and in terms of content. College may be a pivotal experi-
ence during which people’s FABs become entrenched, and start to
conform to those of their instructors. This highlights the crucial
role that college educators play in communicating these mal-
adaptive beliefs—but also suggests that they may be able to play
an active role in changing the relevant messages. In particular,
our data suggest that instructors who want to promote diver-
sity might aim to minimize discussion of innate talent, regardless
of the domain of skills with which it is associated, and instead
highlight the importance of effort, practice, and persistence to
success in a field. Prior work on individuals’ achievement beliefs
suggests that such growth-oriented messages can be relayed in
a range of ways: by choice of adjectives (in particular by avoid-
ing words like “brilliant,” “genius,” etc.; , Mueller and Dweck,
1998; Cimpian et al., 2007; Heyman, 2008), by focusing on what
the person has achieved rather than on the person’s inherent
traits (Kamins and Dweck, 1999), and by explicitly stating that
dedication and effort are paramount (Mueller and Dweck, 1998;
Kamins and Dweck, 1999; Blackwell et al., 2007). We expect that
practices such as these would be easily implementable by col-
lege educators across many fields. It should be borne in mind
that the messages that college educators send may not only
affect the participation of the women in their classes, but also
have more far-reaching impact. As their students—both men and
women—may go on to become parents, caregivers, school teach-
ers, etc., they may subtly communicate their own ability beliefs to
future generations (e.g., through their own choice of adjectives;
Cimpian et al., 2007). This in turn may influence even very young
girls’ engagement and educational choices (Cimpian et al., 2014;
Leslie et al., 2015).

The current studies also suggest that beliefs about solo and
competitive work may mediate the relationship between ability
beliefs and female representation. It is possible that this result
reflects a process by which ability beliefs influence perceptions
of what it is like to work in certain fields, which in turn may
influence the participation of women in these fields. Of course,
we acknowledge this is not the only possible pathway here; our
mediation analyses were designed to test an a priori hypothesis
regarding how ability beliefs relate to representation, but they
cannot determine directionality. Similarly, causality regarding
ability beliefs and female representation cannot be claimed from
the current studies due to the correlational nature of the data.
However, our theoretical model posits that ability beliefs do drive
women’s career and educational choices, and recent experimen-
tal manipulations in our lab have provided evidence consistent
with this causal claim (e.g., Cimpian et al., 2014). For instance,

simply describing a novel educational or professional opportu-
nity as requiring raw talent (vs. dedication) was sufficient to lower
women’s—and even young girls’—motivation to pursue it. Thus,
there is some independent evidence suggesting that the relation-
ship between ability beliefs and female representation is due to
the causal influence of the ability beliefs.

Further investigating the precise pathways by which non-
academics’ ability beliefs influence participation is one important
topic for future research. To begin, it is worth noting that young
men and women often decide whether or not to pursue a field
long before interacting with professors, graduate students, or
any other active practitioners of that field (e.g., Watt and Eccles,
2008). Indeed, many fields with disproportionately high repre-
sentation of men at the Ph.D. level see gender disparities in
interest as early as elementary school (Lubinski and Benbow,
2006; Ceci andWilliams, 2010; Cvencek et al., 2011). From our
viewpoint, some of these early differences may be due to the abil-
ity beliefs of people outside of academia (teachers, parents, peers,
etc.). For example, adults’ FABs, in combination with the stereo-
type that females are less likely than males to be brilliant, could
lead to small differences in the extent to which adults encourage
girls’ and boys’ interest in fields believed to require this intellec-
tual trait, the extent to which they provide boys and girls with
opportunities to develop their skills in these fields, the extent to
which they dwell on boys’ and girls’ achievements in these fields,
and so on. Adults are also likely to convey their FABs to the chil-
dren themselves. Once absorbed, these beliefs might make it more
difficult for girls to consider careers in fields believed to require
brilliance (again, since the ambient stereotypes portray them as
being unsuited for these fields). As well, children might commu-
nicate these FABs to their peers, either via explicit statements or
more subtly—say, by reacting with surprise to behaviors that are
inconsistent with these beliefs. As a result of these multiple par-
allel processes, young women may be less likely to be interested
in “brilliance-required” fields, and those who do pursue them
may be less likely to persist and achieve at the same levels as
men.

In summary, we have provided support for the FAB
hypothesis, demonstrating that women tend to be under-
represented in fields believed to require innate intellectual
talent for success. Our data also open up possibilities for
future research on the pathways by which ability beliefs
influence women’s participation. Finally, these studies point
to possibilities for effective interventions. If the practition-
ers of fields with gender gaps made a concerted effort to
highlight the role of sustained, long-term effort in achieve-
ment, the gender gaps in these fields may correspondingly be
diminished.
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Despite having made significant inroads into many traditionally male-dominated fields (e.g.,
biology, chemistry), women continue to be underrepresented in computer science and
engineering. We propose that students’ stereotypes about the culture of these fields—
including the kind of people, the work involved, and the values of the field—steer girls
away from choosing to enter them. Computer science and engineering are stereotyped in
modern American culture as male-oriented fields that involve social isolation, an intense
focus on machinery, and inborn brilliance. These stereotypes are compatible with qualities
that are typically more valued in men than women in American culture. As a result, when
computer science and engineering stereotypes are salient, girls report less interest in
these fields than their male peers. However, altering these stereotypes—by broadening
the representation of the people who do this work, the work itself, and the environments
in which it occurs—significantly increases girls’ sense of belonging and interest in the field.
Academic stereotypes thus serve as gatekeepers, driving girls away from certain fields and
constraining their learning opportunities and career aspirations.
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In 2010, Mattel let girls vote online for which career they wanted
Barbie to have next. They gave girls a choice of one of five careers:
news anchor, architect, surgeon, environmentalist, and computer
engineer. Computer Engineer Barbie ended up winning by a land-
slide after female engineers and others in technology launched
online campaigns in technology communities to get out the vote.
Their hope was that future generations of girls would play with
Computer Engineer Barbie and be inspired to pursue careers
in computer science and engineering (Martincic and Bhatnagar,
2012). After the voting closed, Mattel announced the simultane-
ous release of two of the Barbies: Computer Engineer and News
Anchor. Although Computer Engineer Barbie had won the “pop-
ular vote,” Mattel’s empirical research showed that the “girls’ vote”
went to News Anchor Barbie (Zimmerman, 2010). This anecdote
is symbolic of a broader trend in our society: despite efforts by
people in education, technology, government, and non-profits to
get girls interested in a future in computer science and engineering,
girls are choosing other fields.

Women currently make up 48% of medical school graduates
and 47% of law school graduates (Jolliff et al., 2012; American
Bar Association, 2014). Even within STEM (science, technology,
engineering, and math), women obtain the majority of the U.S.
undergraduate degrees (59%) in biology and nearly half in chem-
istry and math (National Science Foundation, 2013). However,
in computer science and engineering, women earn less than 20%
of undergraduate degrees (National Science Foundation, 2013).
Gender disparities in computer science and engineering are prob-
lematic for at least three reasons. First, jobs in these fields are often
high-status, lucrative, and flexible (Kalwarski et al., 2007), and thus

women are missing out on jobs that are potentially beneficial for
them. Second, computer scientists and engineers design tools that
shape modern society, and diversifying the field can help to ensure
that these fields are creating designs appropriate for a broad pop-
ulation (Margolis and Fisher, 2002). Third, the U.S. is currently
not training enough computer scientists and engineers to keep up
with demand (Soper, 2014). Attracting more women and people
of color would be an effective way of reducing this gap.

Women have entered many other previously male-dominated
fields, including other STEM fields, but not computer science
and engineering. Why the differential? According to Gelernter
(1999), professor of computer science at Yale, the explanation
for women’s underrepresentation is obvious, “Women. . .must be
choosing not to enter, presumably because they don’t want to; pre-
sumably because they (by and large) don’t like these fields.” His
statement assumes that women’s choices are freely made and not
constrained. If women are freely choosing not to pursue computer
science, perhaps nothing can or should be done about it—after all,
it is their choice. However, it is clear from a large body of scientific
research that there are significant social barriers to women’s entry
into computer science and engineering that preclude women from
being able to make a truly “free” choice (Ceci et al., 2009). Here we
analyze those barriers and what can be done about them.

In what ways are girls’ educational choices constrained? First,
girls may be steered away from computer science and engineering
by parents, teachers, and others who think that these careers are
better suited for boys (Eccles et al., 1990; Sadker and Sadker, 1994).
Second, the mere fact of having underrepresentation can
perpetuate future underrepresentation (Murphy et al., 2007). If
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girls do not see computer scientists and engineers as people with
whom they feel similar, they may be more reluctant to enter
these fields (Dasgupta, 2011; Meltzoff, 2013). Third, girls sys-
tematically underestimate how well they will do in these fields,
and this predicts their lower interest in entering them (Correll,
2001; Ehrlinger and Dunning, 2003). Fourth, girls may antic-
ipate encountering greater work-family conflicts in these fields
(Ceci et al., 2009). Fifth, there is discrimination in these fields
that prevents qualified women from receiving the same oppor-
tunities as their male counterparts (Moss-Racusin et al., 2012).
Sixth, women who enter traditionally masculine domains can be
socially and professionally penalized for exhibiting competence
and leadership qualities (Rudman, 1998). These are all barriers
that contribute to why some women choose not to enter and
persist in fields like computer science and engineering. Note,
however, that these barriers previously existed (and continue to
exist) in other male-dominated fields that women have entered.
A key question remains: what has allowed other fields to welcome
more women while computer science and engineering continue to lag
behind?

In this paper, we present evidence for a novel and power-
ful social factor perpetuating the underrepresentation of women
and girls: stereotypes about the culture of these fields. We begin
by differentiating stereotypes about the culture from the large
body of useful work on stereotype threat. Then, we describe
the content of students’ stereotypes about the culture of com-
puter science and engineering and document their pervasiveness
in the minds of American students. Third, we describe three
ways that these stereotypes about the culture are transmitted:
through environments, the media, and the people in the fields,
and why these stereotypes are a more powerful deterrent for
girls than boys. Fourth, we present empirical evidence that these
stereotypes cause gender disparities in interest in entering com-
puter science and engineering not only in college but earlier
in the pipeline, including among high-school students. Finally,
we show that these stereotypes, while powerful, are nonethe-
less highly malleable and that changing them encourages girls
and women to enter these fields (without dissuading boys and
men). Note that research on different populations, at differ-
ent ages, and asking different questions (e.g., why are women
underrepresented in the STEM workforce?) may discover differ-
ent factors responsible (e.g., Eagly and Carli, 2007; Hewlett et al.,
2008; Ceci et al., 2009, 2014). Our argument is that stereotypes of
the field act as educational gatekeepers, constraining who enters
these fields, and that interventions to broaden the cultural rep-
resentation of these fields can help to draw more diversity into
them.

DUAL STEREOTYPES AND GENDER DISPARITIES
By elementary school, indeed as early as second grade, girls already
hold stereotypes associating boys with math (Cvencek et al., 2011).
A large body of research on stereotype threat has investigated the
consequences of concerns about being judged through the lens
of a negative stereotype (Steele, 1997). This research has shown
that negative stereotypes about girls’ math abilities hinder their
math performance (Huguet and Regner, 2007; see also Spencer
et al., 1999; Master et al., 2014). There are three ways in which the

work presented here differs from this established work on stereo-
type threat. First, work on stereotype threat focuses on stereotypes
about girls and women whereas our focus is on students’ stereo-
types about the culture of the fields. Both sets of stereotypes –
stereotypes about girls themselves and girls’ stereotypes about
the culture – may be operating simultaneously to make girls feel
like they do not belong in computer science and engineering (see
Figure 1).

Second, whereas stereotypes about girls’ math abilities (“girls
are not good at math”) are negative, we investigate stereotypes
that are not always negative (Cheryan et al., 2009). Indeed, stereo-
types of computer scientists and engineers can be a source of
pride, identification, and belonging for some in the field (e.g.,
the Geek Girl Dinners organization). This lack of objective neg-
ativity can make diversifying how the fields are portrayed more
challenging because these stereotypes might not be seen as prob-
lematic, even in the face of evidence that many students find them
incompatible with how they see themselves. Third, stereotype
threat effects are most prominent among women who are already
highly identified and invested with STEM, such as STEM majors
(Schmader et al., 2008). In contrast, we suggest that stereotypes
about the culture preclude many girls from even considering the
fields in the first place, and thus deter a larger number of girls from
STEM.

THE ROLE OF STEREOTYPES EARLY IN THE PIPELINE
At what juncture in the pipeline are girls and women opting out of
computer science and engineering? Although many highly quali-
fied women leave these fields (Hewlett et al., 2008), a much larger
contributor to the gender gap is that girls are much less likely
than boys to choose them in the first place (de Cohen and Deterd-
ing, 2009). Among high-school students, girls are significantly less
likely to take a computer programming class than boys (Shashaani,
1994; Schumacher and Morahan-Martin, 2001), less likely to take
the computer science Advanced Placement (AP) test than boys
(College Board, 2013), and express less interest in pursuing careers
in computer science and engineering than boys (Weisgram and
Bigler, 2006). By the time they enter college, men are already
more than four times more likely to have an intention to major in
computer science and engineering than women (National Science
Foundation, 2012). Even if every woman who intended to major
in computer science and engineering upon entering college was
retained in these fields, men would still be significantly more likely
to earn a computer science and engineering degree than women
(see Figure 2).

Though there is debate on whether biological factors play a role
in women’s underrepresentation in STEM (Benbow and Stanley,
1982; Spelke, 2005), differences in interest in computer science and
engineering between boys and girls are evident even among stu-
dents with the highest math abilities. Among the top scorers on a
standardized math test administered in the 10th grade, girls relative
to boys were more likely to choose social science and health-related
majors in college over majors in computer science, engineering,
physical sciences, and mathematics (Perez-Felkner et al., 2012).
Computer science and engineering are missing out on an entire
population of talented girls who are not entering these fields to
begin with.
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FIGURE 1 | Students have stereotypes about the culture of computer science and engineering and girls face negative stereotypes about their

abilities. Both types of stereotypes signal to girls that computer science and engineering are not appropriate fields for them.

FIGURE 2 | Percentage of freshmen women and men who intend to

major in computer science and engineering, and percentage of

undergraduates who graduate with computer science and engineering

degrees. Freshmen data are drawn from U. S. postsecondary institutions
while degree data are drawn from U. S. degree-granting institutions eligible
to participate in Title IV financial aid programs. The latest available data were
used (2010 for freshmen intentions and 2012 for degrees granted). Source:
National Science Foundation.

Intervening early in the pipeline (i.e., before college) is impor-
tant to remedying disparities in computer science and engineering.
Societal change will occur only to the extent that the students
who are initially drawn into the field are able to remain in it,
thus research on retention is, of course, important and useful.

However, closing the gender gap in computer science and engi-
neering participation will initially require convincing more girls
to join these fields. As we will argue, stereotypes of the culture
affect girls’ choices and interest, and do so early in the pipeline.

WHAT IS THE CONTENT OF COMPUTER SCIENCE AND
ENGINEERING STEREOTYPES?
When students think of computer scientists, they often think of
“geeky” guys who are socially awkward and infatuated with tech-
nology (Mercier et al., 2006; Rommes et al., 2007). The work in
computer science and engineering is seen as isolating and rela-
tively dissociated from communal goals such as helping society and
working with others (Hoh, 2009; Diekman et al., 2010). Computer
scientists and engineers are also perceived as having masculine
interests (e.g., playing video games; Cheryan et al., 2011b), and
their faculty are more likely than faculty in other fields (e.g., biol-
ogy, psychology) to believe that an inborn brilliance or genius is
required to be successful (Leslie et al., 2015). Of course, many
computer scientists do not fit these stereotypes (Borg, 1999).
But people’s beliefs have a tremendous power to determine their
attitudes, behaviors, and choices, even if these perceptions are
completely disconnected from reality (Hasdorf and Cantril, 1954;
Ross and Nisbett, 1991). In the words of one female computer sci-
ence major at Carnegie Mellon, “Oh my gosh, this isn’t for me.’. . .
I don’t dream in code like they do” (Margolis et al., 2000, p. 17).

Computer science and engineering stereotypes are pervasive
in modern American society and even young students frequently
endorse them. When high-school students described computer
scientists, the majority (84%) mentioned at least one measur-
able stereotype, including being technically oriented, singularly
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focused on technology, socially awkward, masculine, intelligent, or
having particular physical traits such as glasses or pale skin (Master
et al., unpublished). College students reported similar stereotypes,
with 67% mentioning at least one of these stereotypes about com-
puter scientists (Cheryan et al., 2013b). College students were also
less likely to believe that computer science and engineering were
fields that could be used to help people or work with others than
fields such as medicine and law (Hoh, 2009; Diekman et al., 2010).

In today’s society, computer science and engineering stereo-
types are perceived as incompatible with qualities that are valued
in women, such as being feminine, people-oriented, and modest
about one’s abilities (Diekman et al., 2011; Cheryan, 2012; Leslie
et al., 2015). As a result, when these stereotypes are prominent,
girls and women, but not boys and men, believe that they are
dissimilar from those in the field and report a lower “sense of
belonging,” or feeling of fit with the culture of the field (Cheryan
et al., 2009; Master et al., under review). The less that students
feel a sense of belonging in a field, the less likely they are to pur-
sue that field (Good et al., 2012; Smith et al., 2013; Master et al.,
under review). Changing these stereotypes may allow more girls
and women to believe they are welcome in computer science and
engineering.

TRANSMISSION CHANNELS FOR STEREOTYPES ABOUT
COMPUTER SCIENCE AND ENGINEERING
Below we review three ways in which students may be exposed to
computer science and engineering stereotypes – through media,
people in the fields, and environments. Because computer science
and engineering are not mandatory and often not even offered in
U.S. high schools (Stephenson et al., 2005), many students do not
have direct experience with these fields. As a result, students often
rely on cultural stereotypes about computer scientists and engi-
neers for knowledge about these fields. However, these stereotype
transmission channels have an upside as well: they are particu-
larly well-suited mechanisms of cultural change if interventions
are designed appropriately.

STEREOTYPES TRANSMITTED THROUGH THE MEDIA
Popular movies and television shows like Real Genius, The Big
Bang Theory, and Silicon Valley depict computer scientists and
engineers as mostly White (and more recently Asian) males,
socially unskilled, and singularly obsessed with technology. Simi-
larly, portrayals of technology companies in popular newspapers
and books often depict the “startup culture” that infuses some
technology and engineering jobs (e.g., Guo, 2014; Miller, 2014).
This is unfortunate because in reality such portrayals depict at
best only a small percentage of the jobs in computer science
and engineering (Bureau of Labor Statistics, 2014). Yet high-
school students report that their ideas about what scientists
are like are influenced more by the media than by any other
source (Steinke et al., 2007). Even brief exposures to television
portrayals can influence attitudes toward the group portrayed
(Weisbuch et al., 2009).

To examine the extent to which exposure to stereotypical and
non-stereotypical media representations influence women’s inter-
est in computer science, women undergraduates read one of two
fabricated newspaper articles. One article stated that computer

scientists fit the current stereotypes, while the other stated that
computer scientists were diversifying and no longer fit the stereo-
types. Women who read the stereotypical article expressed less
interest in majoring in computer science than women who read the
non-stereotypical article. Furthermore, women who read the non-
stereotypical article were significantly more interested in computer
science than women who read no article (Cheryan et al., 2013b).
Changing the images of computer science and engineering in the
media may increase women’s interest in these fields.

STEREOTYPES TRANSMITTED BY NARROW
CHARACTERIZATIONS OF PEOPLE IN THE FIELDS
Faculty, students, and industry professionals embody certain char-
acteristics, habits, and belief systems that can signal what is
normative and valued in the field. For instance, the National
Academy of Engineering’s engineeryourlife.org website features
a female computer engineer who appears to fit the definition of a
role model for girls: she is successful, competent, and shares their
gender (Marx et al., 2005; Stout et al., 2011). However, her profile
also describes how she embodies stereotypes of computer scien-
tists and engineers: she started programming at age 11 and works
as a Star Wars video game designer. Computer scientists and engi-
neers who embody these stereotypes may discourage women from
entering these fields.

To investigate whether encountering a stereotypical computer
science student can deter women, undergraduate women were
brought into a room to have a conversation with a participant
who was actually an actor. Three male and three female actors
were used. The conversation was brief – less than 2 min on aver-
age – and consisted of the participant and the actor exchanging
basic information about themselves (e.g., year, major, hobbies,
favorite movie). The actor always stated that he or she was a junior
and a computer science major, but half of the participants were
randomly assigned to interact with an actor who fit current stereo-
types in appearance and preferences (e.g., glasses, t-shirt that said
“I code therefore I am,” hobbies that included playing videogames)
or one who did not fit these stereotypes (e.g., solid colored t-shirt,
hobbies that included hanging out with friends). After the inter-
action was complete, participants were asked about their interest
in their partner’s major and then asked the same questions again
2 weeks later.

Results revealed that women who interacted with the stereo-
typical student were significantly less interested in majoring
in computer science than those who interacted with the non-
stereotypical student, and this effect was equally strong regardless
of whether the actor was male or female. Moreover, negative
effects of stereotypes endured for 2 weeks after the interaction
(Cheryan et al., 2013a). The computer science major’s gender mat-
tered less in influencing women’s interest in computer science
than the extent to which he or she fit current computer science
stereotypes.

Follow-up experiments (a) revealed similar effects of peer
stereotypicality on anticipated success in computer science
(Cheryan et al., 2011b) and also (b) investigated why people in
the field who embody computer science stereotypes may be steer-
ing women away from the field. Interacting with a stereotypical
computer science major reduced women’s anticipated success in
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computer science but did not affect men’s anticipated success
(Cheryan et al., 2011b). Why? Women felt less similar to the stereo-
typical student than to the non-stereotypical student, suggesting
students may look to other characteristics besides gender when
determining with whom they feel similar (see also Cheryan et al.,
2011b; Meltzoff, 2013). When the people in computer science
depict themselves in a manner consistent with the stereotypes, it
can convey to other students that one must fit the stereotypes to
be successful in these fields.

Computer scientists and engineers who depict the work in their
fields as highly independent may also discourage women from
entering their fields. College women who read about an entry-
level scientist who spent a typical day doing independent tasks
reported less positive attitudes about science careers than col-
lege women who read about an entry-level scientist who spent a
typical day doing collaborative tasks (Diekman et al., 2011). More-
over, fewer female students are present in fields whose faculty
believe that success in their field requires innate brilliance, a belief
that is prominent in computer science and engineering (Leslie
et al., 2015). Changing stereotypes about the work being isolating
and requiring an innate brilliance may draw more women into
computer science and engineering.

STEREOTYPES TRANSMITTED THROUGH ENVIRONMENTS
Objects and environments are powerful because they are seen as
providing clues about the dominant culture within that environ-
ment, including information about the values, beliefs, norms,
and practices (Whiting, 1980; Cialdini et al., 1990; Markus and
Kitayama, 1991). Environments that depict computer science and
engineering as more compatible with characteristics, interests, and
values associated with men and boys are likely to draw fewer girls
than boys into them. However, exposing students to computer
science and engineering environments that do not fit current male-
oriented stereotypes may reduce gender disparities in interest in
these fields.

College undergraduates who were not computer science majors
(in order to focus on recruitment) entered a classroom in the
computer science department at Stanford University, which was
decorated in one of two ways (Cheryan et al., 2009). For half the
participants, the room had objects that other undergraduates asso-
ciated highly with computer science majors—Star Trek posters,
science fiction books, and stacked soda cans. For the other half of
participants, the room contained objects that other undergrad-
uates did not associate with computer science majors—nature
posters, neutral books, and water bottles. Women in the room
that did not contain the stereotypical objects expressed signifi-
cantly more interest in majoring in computer science than those
in the room that did fit the stereotypes. For men, the environment
did not affect their interest in computer science (Cheryan et al.,
2009).

Online educational environments are becoming an increasingly
important presence in students’ lives as universities use them as
tools for education. To test whether the design of virtual class-
rooms influences educational outcomes, undergraduates virtually
entered two classrooms in Second Life, an online 3D interactive
virtual environment. Both were introductory computer science
classrooms, but one contained stereotypical objects while the other

contained non-stereotypical objects. Whereas only 18% of women
chose to take the course in the stereotypical classroom, more than
half of men (60%) chose that classroom. Furthermore, women
expected to perform worse in the class with the stereotypical
objects than men, but in the non-stereotypical classroom, women’s
expectations rose, so that women and men expected to do equally
well (Cheryan et al., 2011a).

Why did the stereotypical environment deter women more than
men? Women reported a lower sense of ambient belonging in
the stereotypical environment, or sense of fit with the material
components and with the people assumed to inhabit the envi-
ronment. In contrast, men reported an equal, and sometimes
greater, sense of ambient belonging in the stereotypical envi-
ronment than the non-stereotypical environment (Cheryan et al.,
2009, 2011a). Women were less likely than men to associate them-
selves with the stereotypical objects, and the more that women
perceived the stereotypical environment as masculine, the less
interest they expressed in being in that environment (Cheryan
et al., 2009).

Earlier in the pipeline, high-school students also show sim-
ilar effects on their interest in taking introductory computer
science in a classroom that fits or does not fit current com-
puter science stereotypes (Master et al., under review). Girls were
more likely to choose a non-stereotypical classroom (68% of
girls) over a stereotypical one, while boys showed no prefer-
ence for a non-stereotypical classroom (48%). Moreover, girls’
baseline interest in a computer science course in which the class-
room was not described was no different from their interest
in a stereotypical course (and both were lower than the non-
stereotypical course), suggesting that a stereotypical classroom
was consistent with girls’ default assumptions about introduc-
tory computer science courses. However, a non-stereotypical
environment provided a new image of computer science and
increased their interest over baseline. Like their college coun-
terparts, high-school girls felt a lower sense of fit with current
computer science stereotypes than did boys. The less that girls
reported a sense of fit with the current stereotypes, the more
likely they were to be deterred from a stereotypical (but not a
non-stereotypical) computer science environment (Master et al.,
under review). The observed variability between girls is striking
and suggests that current stereotypes should be diversified rather
than eliminated, a point we discuss in more detail in the next
section.

Thus, women and girls may be choosing fields other than com-
puter science and engineering in part due to the constraining
power of current stereotypes that portray the culture of the field
in a manner that is incompatible with the way that women see
themselves. When the constraint is lifted by presenting a non-
stereotypical image, girls’ sense of belonging and interest in the
field can increase, without reducing boys’ interest.

THE IMPORTANCE OF VARIABILITY AND DIVERSIFYING
PORTRAYALS OF COMPUTER SCIENCE AND ENGINEERING
In all studies investigating effects of stereotypes, there is a siz-
able portion of students who may be drawn to these fields
because of these stereotypes. In the studies on environments, some
women (typically 20–25% of women) preferred the stereotypical
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environment over the non-stereotypical environment. Rather than
attempting to overhaul current stereotypes, which may deter some
men and women, a more effective strategy may be to diversify the
image of these fields so that students interested in these fields do
not think that they must fit a specific mold to be a successful
computer scientist or engineer.

Diversifying the image of computer scientists and engineers
may not only attract more women to the field, but also make some
men feel more welcome in these fields. Indeed, in the studies
on environments, some men (typically 25–30% of men) pre-
ferred the non-stereotypical environment over the stereotypical
environment. In addition, many men also highly value oppor-
tunities to work with and help others (Diekman et al., 2011).
Attracting more non-stereotypical men to the field is a way to
further stretch stereotypes and diversify a field (Drury et al.,
2011).

A question that our readers may have is whether it is fair to
present girls with a non-stereotypical image of the fields of com-
puter science and engineering if they will then enter these fields and
be unprepared for the male-oriented culture that they encounter
there. We believe it is necessary and useful to prepare girls and
women for the obstacles they may encounter in male-dominated
fields and how to overcome them. We also believe that the cul-
tures of these fields should be changed to be more welcoming of
a diversity of people. However, our viewpoint is that girls are cur-
rently exposed to an unrealistic image of these fields that depicts
all computer science and engineering cultures as fitting a narrow
profile. A broader image that shows many different types of people
and working environments in computer science and engineering
actually represents a more realistic portrayal. Furthermore, once
we start the process of welcoming more women and girls into these
fields, the process of culture change will likely build on itself and
contribute to further improving the actual and perceived culture
of these fields for women.

The computer science departments at Carnegie Mellon and
Harvey Mudd provide two real-world examples of the power of
changing cultural stereotypes to reduce gender disparities in par-
ticipation. Both increased the proportion of women majoring
in computer science from ∼10 to 40% in 5 years (Margolis and
Fisher, 2002; Hafner, 2012). In addition to structural changes (e.g.,
changes in recruiting procedures), both programs changed stereo-
types of computer science by using diverse role models, exposing
students to a wide range of applications of computer science, and
revamping their introductory course so that it was no longer seen
as a field only for “geeky know-it-alls” (Margolis and Fisher, 2002;
Hafner, 2012). These examples show that efforts to reduce gen-
der disparities in computer science and engineering benefit from
actively working to change the culture of these fields, so that
they are seen as places where all students are valued and have
the potential to be successful.

CONCLUSION: CONTRIBUTIONS TO THEORY AND PRACTICE
Why are girls, even those who grew up with technology in their
homes and took advanced math classes in high school, less likely
than boys to pursue computer science and engineering? Our cen-
tral thesis is that girls’ underrepresentation in these fields is not
due to their intractable lack of interest in choosing these fields.

Instead, we argue that women’s choices are constrained by societal
factors, particularly their stereotypes about of the kind of people,
the work involved, and the values of these fields (see Figure 1).
These perceptions, even if they are not accurate, shape the aca-
demic choices that girls make by communicating to them where
they belong.

We also argue that we can change students’ stereotypes of
the culture using relatively simple interventions to environments,
the media, and by diversifying the type of people representing
these fields. Rather than “de-geeking” the fields, a more successful
approach involves creating inclusive cultures so that those who
are considering these fields do not necessarily have to embody the
stereotypes to believe that they fit there. One concrete way to cre-
ate inclusive cultures is to consider who is selected to represent
the field (e.g., who teaches the introductory courses) and what
messages he or she signals about the kind of student who belongs
in the field. If all representatives are similar to one another, it
can signal that one has to fit that mold in order to be successful
in that environment. If there is diversity in who is presented, it
sends the message that a variety of people can be successful. Phys-
ical spaces are another effective way to signal who belongs. We
have shown that it is possible and feasible to create physical spaces
within the larger environment that allow both men and women
to feel welcome there. Finally, it is also important to change the
stories told in the media about these fields and who is found in
them.

The main message of this research is that variability is key.
Instead of portraying computer science and engineering as nar-
row fields that are easily stereotyped—and which therefore steer a
large number of students away because they “do not belong”—we
can alter how the culture of these fields is represented in the minds
of youth. By broadening the mental picture of what it means to
be a computer scientist or engineer, we may not only attract more
women to these fields, but also be more accurate about what com-
puter science and engineering are like and what they have the
potential to become.
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Women’s representation in science has changed substantially, but unevenly, over the

past 40 years. In health and biological sciences, for example, women’s representation

among U.S. scientists is now on par with or greater than men’s, while in physical sciences

and engineering they remain a clear minority. We investigated whether variation in

proportions of women in scientific disciplines is related to differing levels of male-favoring

explicit or implicit stereotypes held by students and scientists in each discipline.

We hypothesized that science-is-male stereotypes would be weaker in disciplines

where women are better represented. This prediction was tested with a sample of

176,935 college-educated participants (70% female), including thousands of engineers,

physicians, and scientists. The prediction was supported for the explicit stereotype,

but not for the implicit stereotype. Implicit stereotype strength did not correspond

with disciplines’ gender ratios, but, rather, correlated with two indicators of disciplines’

scientific intensity, positively for men and negatively for women. From age 18 on, women

who majored or worked in disciplines perceived as more scientific had substantially

weaker science-is-male stereotypes than did men in the same disciplines, with gender

differences larger than 0.8 standard deviations in the most scientifically-perceived

disciplines. Further, particularly for women, differences in the strength of implicit

stereotypes across scientific disciplines corresponded with the strength of scientific

values held by women in the disciplines. These results are discussed in the context of

dual process theory of mental operation and balanced identity theory. The findings point

to the need for longitudinal study of the factors’ affecting development of adults’ and,

especially, children’s implicit gender stereotypes and scientific identity.

Keywords: diversity, gender, science education, science workforce, stereotypes

Introduction

In 1966 just 7% of undergraduate women took their bachelor’s degrees in STEM (Science,
Technology, Engineering, Math, excluding health and social science; National Science
Foundation, National Center for Science and Engineering Statistics, 2011a, Table 9).
More than four decades later, despite passage in 1972 of Title IX of the Civil Rights
Act and an ensuing great expansion of higher education opportunities for women, the
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figure moved only to 10% (National Science Foundation,
National Center for Science and Engineering Statistics, 2011a,
data for 2008). This is slightly down from the high water mark
of 12%, first reached during the mid-1980s and achieved again
in 2000 and 2003. Meanwhile, men’s likelihood of majoring
in STEM disciplines decreased, from 29% in 1966 to 23% in
2008 (National Science Foundation, National Center for Science
and Engineering Statistics, 2011a, Table 7). These trends—slow,
halting progress into STEM for women and declining interest
for men—may explain why leaders in STEM fields are concerned
with recruitment and retention of everyone, regardless of sex, but
also draw attention to the persisting sex difference in pursuit of
STEM-related careers. Even with men’s sagging interest, in 2008
they were still more than twice as likely as women to pursue and
earn an undergraduate STEM degree.

Eliminating the apparent ceiling on women’s STEM interest
has long been a national priority, its causes and possible remedies
the focus of extensive research and debate (e.g., Gallagher and
Kaufman, 2005; Summers, 2005; Ceci and Williams, 2007, 2010,
2011; Halpern et al., 2007; National Academies of Science, 2007).
Increasing attention has been paid to the variation in women’s
representation across different STEM domains (e.g., greater
in biology than in engineering; National Science Foundation,
National Center for Science and Engineering Statistics, 2011a) as
a clue to understanding the causes of their underrepresentation
(Su et al., 2009; Robertson et al., 2010; Cheryan, 2012).

Variation in STEM Gender Ratios

Undergraduate Degrees
Beneath the overall sex difference in STEM pursuit there is
wide variation in STEM gender ratios across disciplines. Figure 1
plots the percentage of women earning the bachelor’s degrees
awarded in various major STEM fields from 1966 to 2008. By
2008 women earned between 44 and 60% of the degrees in
biology, chemistry and mathematics, but only about 20% in
physics, engineering, and computer science (National Science
Foundation, National Center for Science and Engineering
Statistics, 2011a).

FIGURE 1 | Percentage of women earning bachelors degrees awarded

in STEM, 1966–2008 (NSF, 2011a; Tables 5, 7, 9, 28, 33, 34, 37, 38, and

46). Bio, Biology; CS, computer sciences; Phys, Physics; Engin, Engineering.

Occupations
Variation in women’s STEM representation is also apparent
among practicing scientists. In 2006, among employed U.S.
scientists (defined by NSF as anyone in a STEM field with at
least a bachelor’s degree; National Science Foundation, 2011b)
women constituted nearly two-thirds (65%) of those in health
sciences, 50% of those in biological sciences, 27% in physical
sciences (including 33% in chemistry, 21% in earth sciences, and
16% in physics/astronomy), and 13% in engineering. Women
now constitute roughly half of all new physicians (Association
of AmericanMedical Colleges, 2013), but among employed PhD-
level scientists, women comprise just 16% in the physical sciences
and 9% in engineering (National Science Foundation, 2011b).
Thus, in the professional scientific ranks, biological and health
sciences are characterized by relatively high female-male ratios,
at 1:1 or higher, while physical sciences and engineering are
characterized by low female-male ratios, at 0.33:1 or lower.

The Influence of Stereotypes

Recent studies indicate that variability in women’s engagement
across STEM fields reflects patterns of early-developing
childhood interests, and that these interests may be influenced by
stereotypes and by inadequate information about the nature of
opportunities in different scientific domains (Ceci and Williams,
2011; Cheryan, 2012; Eccles, 2007; Kaminski and Geisler, 2012).
Although stereotypes about gender and STEM (e.g., more
naturally the domain of boys and men) are now usually explicitly
disavowed as a rationale for choosing courses to take, majors to
enter, or persons to hire, evidence suggests that they nevertheless
affect perceptions, performance and decisions, primarily without
intention or awareness (e.g., Crowley et al., 2001; Moss-Racusin
et al., 2012; Nosek et al., 2012; Galdi et al., 2014). Stereotypes,
generally defined as associations of an attribute with members
of a group, can operate at an “explicit” level, i.e., conscious
perceptions of, or beliefs about, group-attribute covariation,
and also at an “implicit” level, as automatic, possibly unwanted,
group-attribute associations that operate outside of conscious
awareness (Greenwald and Banaji, 1995; Lee et al., 1995;
Gawronski and Bodenhausen, 2006; Nosek et al., 2012).

A naturalistic observational study of families at science
museums seems to illustrate the independence of explicit and
implicit gender–science stereotypes. Crowley et al. (2001) found
that parents who brought their children to science museum
exhibits spontaneously offered more explanations of phenomena
to their sons than to their daughters. Here were parents that,
ostensibly, were working to expose both their girls and boys
to science, yet, unknowingly, were engaging more, teaching
more, with the boys. If asked, these parents would doubtless
say (and believe)—explicitly—that they are equally committed to
the best possible science education for their child of either sex;
that’s why they were visiting the science museum! But Crowley
et al.’s observations of many families belie differential treatment
according to sex of the children, an implicit bias impossible for
any of these parents to observe on their own. Such unconscious
sex-differentiated patterns in adults’ interaction with children in
the science domain are the sort that Galdi et al. (2014) speculated
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may spur the early development of girls’ implicit math–gender
stereotypes, which they found operating for six-year-olds prior
to the emergence of explicit stereotyping. Galdi et al. (2014)
experimentally exposed six-year-old boys and girls to either
stereotype-congruent or incongruent images of children and
math accomplishment and observed corresponding influence
on the girls’, but not the boys’, implicit math(language)–gender
stereotypes. The induced implicit stereotyping differences, in
turn, were found to mediate stereotype-consistent effects on
the girls’ math performance, while there were no effects of
explicit endorsement of math–gender stereotypes. If parents’
and teachers’ unconscious behaviors systematically suggest that
certain STEM disciplines are more fitting for one sex than the
other, the effect on children’s implicit stereotypes, accumulating
from a very young age, may differentially influence interest,
accomplishment and persistence in particular sciences.

Relations between Gender Ratios and
Stereotypes

Our data allowed investigation of whether variation in female
representation across scientific disciplines is associated with
differences in the strength of gender–science stereotypes, explicit
and implicit, held by men and women in these fields. Current
theory and evidence suggests that both explicit and implicit
gender–science stereotypes should change as conditions in
local environments change, including gender ratios. In perhaps
the most relevant work supporting this idea, Miller et al.
(in press), using the same stereotype measures we will analyze,
found that average explicit and implicit stereotypes across 66
countries correlated negatively with countries’ female proportion
of college science majors; that is, higher proportions of women in
collegiate science predicted weaker country-level science-is-male
stereotyping.

Gawronski and Bodenhausen (2006), in their associative-
propositional evaluation (APE) model, argue that explicit
evaluations, such as stereotypes, ultimately depend on weighing
the truth and importance of propositions that come to mind, e.g.,
“When I look around in my physics class I see mostly men.” or
“I’m a woman doing very well in physics.” When answering a
question about degree of association between science and gender,
if women in physics take stock of gender ratios, they will see, on
average, fewer women than will be seen by women in biology.
Thus, other factors being equal, physics women should explicitly
report a stronger science-is-male association than should biology
women. This is consistent with Eagly and colleagues’ social role
theory (Eagly and Steffens, 1984; Eagly et al., 2000) which posits
that varying distributions of men and women in certain activities
and occupations drive explicit stereotyping and promote a cycle
of corresponding skill and interest development. Consistent
with such a cycle, Inzlicht and Ben-Zeev (2000), studying a
sample of students from a highly selective private university
(though not from any particular academic major) experimentally
demonstrated a connection between gender ratios, stereotypes
and academic performance. They found that women’s math,
but not verbal, test scores suffered as a function of increased
proportion of men in the immediate enviroment. Diekman

and Eagly (2000) demonstrated that explicit stereotypes are
responsive to changes in women’s representation; if gender
distributions change, explicit stereotypes follow suit.

Implicit stereotyping, too, should vary with gender ratios.
Ratliff and Nosek (2010) demonstrated that implicit associations
quickly form in accord with environmental stimuli. Gawronski
and Bodenhausen’s (2006) APE model specifies that change in
implicit evaluation will follow from either a changed structure
of mental associations (actual strengthening of the associative
link between a group and an attribute) or from the differential
activation of existing structures (e.g., science–male associations
may be more likely to be activated if one is routinely surrounded
by men in a scientific context). Thus, for both men and women
studying or working in scientific environments with higher male-
to-female ratios, we can expect either route to result, on average,
in stronger implicit science-is-male stereotyping. Miller et al.
(in press), found that the negative country-level relation between
female proportion of science majors and implicit science-is-male
stereotyping was stronger for participants with college experience
than for those without, suggesting that greater associative
exposure to particular collegiate gender–science ratios may be the
difference.

Results of studies of change of implicit stereotypes as a
function of gender representation in the environment, however,
are mixed. Stout et al. (2011) found no change in the math–
gender stereotype evidenced by female calculus students as a
function of the sex of their professor, even though strong positive
change was observed for these women’s implicit math attitude
and identity. Consequently, Dasgupta (2011) argues that implicit
STEM–gender stereotypes are rather intractable, but that their
effects can be neutralized to the extent that implicit STEM
identity is strong, and that the latter strengthens with increased
exposure to female faculty and competent STEM peers. Smyth
and colleagues (Martin et al., 2013; Smyth unpublished data),
studying the math–gender stereotypes of students in university
differential equations courses with female professors, found that
implicit stereotype change depended on the sex of the student.
Women’s stereotypes, relatively weak to begin with, did not
change, but men evidenced statistically significant weakening of
their initially strong stereotype. Perhaps the strongest evidence
for implicit stereotype change as a function of gender ratios
in the local environment comes from change in a leadership-
is-male stereotype (Dasgupta and Asgari, 2004). The strength
of women’s stereotypes changed across the first year of college
depending on their degree of contact with female faculty,
weakening with greater contact. Their results imply, Dasgupta
and Asgari concluded, that increased female representation in
local environments in previously male-dominated fields can,
even in the short space of a year, “. . . have a powerful impact on
stereotype change” (p. 654).

Greenwald and colleagues’ balanced identity theory (BIT) of
implicit social cognition (Greenwald et al., 2002) is grounded
in principles of cognitive consistency and balanced identity
(Heider, 1958). BIT anticipates that change in any one of these
three sets of associations—group identity (e.g., self–female),
attribute identity (e.g., self–math), or stereotype (e.g., math–
male)—will induce balancing change in at least one of the others.

Frontiers in Psychology | www.frontiersin.org April 2015 | Volume 6 | Article 415 | 95

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Smyth and Nosek Scientists’ gender–science stereotypes

Thus, if women’s self-identification strengthens with the male-
stereotyped field of math, as found by Stout et al. (2011), BIT
predicts weakening of either their implicit female gender identity
or their implicit math-is-male stereotype, or both, to maintain
congruence or cognitive balance among the associations. If
girls’ and women’s science identity is strengthened by increased
opportunity to interact with female peers and mentors in
scientific endeavors (as suggested by Dasgupta, 2011), then
according to BIT we should find weaker science-is-male implicit
stereotypes among women in high female-male ratio science
fields than among those in low female-male ratio science fields.
In other words, if their self–science associations strengthen, and
their self–female associations hold constant, then their counter-
stereotypical female–science associations will strengthen—and
their stereotypical male–science associations will weaken.

There is abundant evidence that implicit STEM–gender
stereotypes are not monolithic, but vary predictably with interest,
persistence, and performance in math and science (Nosek et al.,
2002a; Kiefer and Sekaquaptewa, 2007; Nosek and Smyth, 2011;
Lane et al., 2012). As predicted by BIT, men and women
who identify with science differ substantially in the strength
of their implicit gender stereotypes about science and math
(Nosek et al., 2002a; Nosek and Smyth, 2011; Lane et al.,
2012). For men, stronger science self-concepts are associated
with stronger implicit science-is-male bias, while for women
stronger science self-concepts coincide with weaker implicit
science-is-male bias. Nosek and Smyth (2011), studying data
from other online volunteers, found a trend of weaker implicit
math-is-male stereotyping for both men and women who
pursued graduate work in STEM compared to those with
only undergraduate training (between 0.1 and 0.2 standard
deviations weaker). The much larger current data set, which
includes more detailed reports of degree-level and specifications
of different STEM disciplines, allows testing of “dosage” effects
within particular fields. Does prolonged exposure to a particular
gender-ratio correlate with stereotype strength differences within
given fields? That is, do scientists in low-female fields evidence
stronger science-is-male stereotypes, and scientists in high-
female fields evidence weaker ones, the longer they practice in
that field?

Hypotheses about Variation in the Strength
of Science-is-male Stereotyping

1. Stereotype differences between female and male scientists:

(a) Implicit: Women who are strongly identified with science
will have relatively weak implicit stereotypes, while men
who are strongly science-identified will have relatively
strong ones. This pattern, already well-established in the
literature based on broad classifications like STEM vs.
not-STEM, should yield large sex differences in implicit
stereotyping among the scientists of our sample. Our data,
which includes more detailed distinctions of academic
major and profession than collected in other studies of
implicit stereotyping in STEM, allows a more fine-grained
replication of this well-established pattern.

(b) Explicit: The same pattern of sex difference will
hold for scientists’ explicit stereotyping, weaker for
women, stronger for men, if only because self–science
propositions that may come to mind will differ (“I’m
successful in science and a woman.” vs. “I’m successful
in science and a man.”). However, owing to conscious
endorsement of egalitarian values and social approbation
against stereotyping, we expected the explicit stereotyping
gender gap to be smaller than for implicit stereotypes.

2. Stereotype differences as a function of gender ratios in science
environments:

(a) Implicit: Science-is-male stereotypes will be stronger for
both women and men in low-female STEM fields than in
high-female fields, though sex differences should remain.
For example, women in physics (low-female) should
evidence stronger implicit science-is-male stereotyping
than women in biology (high-female). The pattern for men
in these majors should be similar, even if the means are
higher than women’s.

(b) Explicit stereotypes will also reflect gender ratios (stronger
stereotypic associations reported in low-female than in
high-female science disciplines). Again, however, group
variation on explicit stereotype means should be somewhat
constrained by conscious values and motivations to
respond without bias.

3. Stereotype differences as a function of “dosage” of exposure to
given gender-ratios:

(a) Implicit: Prolonged exposure to STEM environments
characterized by particular gender ratios will strengthen
the corresponding implicit stereotype. That is, prolonged
exposure to low-female environments should strengthen
science-is-male stereotyping, while prolonged exposure
to high-female environments should weaken it. This
hypothesis derives from theory and empirical findings
concerning the formation of new implicit associations,
and some cross-sectional data that are consistent with
dosage effects. Nosek and Smyth (2011) found a slight
diminution of stereotyping for both men and women
reporting graduate study in STEM, compared to those with
only undergraduate study, and Miller et al. (in press) found
a college vs. no-college effect on stereotyping as a function
of collegiate gender ratios in STEM, generally. Neither
of these analyses distinguished between types of STEM
fields. In the current data, we expect increasing stereotype-
strength from age 18 to age 22 among science-declared
college students in low-female fields, and a declining trend
in high-female fields. Similar patterns should be found
across increasing levels of training (e.g., from BS to MA
to PhD).

(b) Explicit stereotypes, when measured for scientists in a
given field with roughly constant gender-ratio, will not
be systematically responsive to dosage because the general
propositions being consciously weighed may not change
very much. That is, whether for an undergraduate woman
majoring in physics or a female professor of physics, the
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propositions to weigh will likely involve, on average (1)
the fact of the majority-male field and (2) assessments
of personal, or other women’s, accomplishments. If
noteworthy scientific accomplishments by women come to
mind easier for women who have been in the field longer,
wemight expect a diminution of the explicit stereotype. But
if the intractability of the gender-ratio in the field is more
salient for these women, their stereotype self-reports might
strengthen. To the extent that these different framings are
idiosyncratically applied by individuals, systematic change
across cohorts would seem unlikely.

Study Overview
We tested these predictions with over 176,000 visitors to a
publicly accessible educational website (https://implicit.harvard.
edu/) who reported U.S. citizenship, at least some college
experience and an academic major. Explicit “science-is-male”
stereotyping was defined simply as verbally associating the term
“science” more with “male” than with “female,” and implicit
stereotyping by performance on an Implicit Association Test,
fully described in the methods section. Our data are cross-
sectional, so differences across age or level of training can only
be considered suggestive of change. A particular strength of our
sample is inclusion of thousands of STEM majors, whereas most
other research on implicit STEM associations has been conducted
with small samples.

A public website, known as Project Implicit, was launched
in September 1998 with the purpose of heightening public
awareness of implicit social cognition, and alerting participants to
the possibility that mental associations outside of their awareness
or control might differ from their consciously held attitudes
(Nosek et al., 2002b, 2007). Visitors to the site may choose
from a variety of Implicit Association Tests (IATs; Greenwald
et al., 1998) and “Gender–science” has been a long-standing
and popular topic (for summary of the topics and data, see
Nosek et al., 2007). Though the sample is not representative of
a definable population other than that of visitors to the Project
Implicit site, it reflects greater age and education variation than
the samples of college students that characterize much research.
Study protocol was reviewed and authorized by the University
of Virginia Institutional Review Board for Social and Behavioral
Sciences.

Methods

Participants
Our analyses are of 176,935 Project Implicit volunteers from
May 2004 through January 2012 who reported U.S. citizenship,
their sex, at least some college experience, an academic major,
and completed the implicit and explicit academic stereotype
measures. Seventy percent of participants were female, and
racial identifications, in order of proportion, were White,
81.1%; Black, 5.5%; More than one race, 5.1%; Other or
unknown, 3.1%; East Asian, 2.6%; South Asian, 1.5%; American
Indian/Alaska Native, 0.6%; Native Hawaiian/Pacific Islander,
0.5%. An Hispanic ethnicity was reported by 6.7%, not-Hispanic

by 89.3%, and unknown ethnicity by 4.0%1. The median age
was 25 (M = 29, SD = 12, range 17–90), and 59% were
older than the typical college age range of 17–22. Fifty-one
percent of participants reported some college experience short of
a bachelor’s degree (most of these were aged 18–22), 30% reported
a bachelor’s degree as their highest level, and 19% reported a
graduate degree.

Explicit Science Identity: Academic Major
Participants could select from the following list of 13 categories
of majors to indicate their “Major field of study or that of your
highest degree.” Underlined categories were coded as STEM
majors in our analyses.

Biological sciences/life sciences
Business
Communications
Computer and information sciences
Education
Engineering, mathematics, or physical sciences/science
technologies
Health professions or related sciences
Humanities/liberal arts
Law or legal studies
Psychology
Social sciences or history
Visual or performing arts
Other

Following other researchers in the STEM achievement literature
(e.g., Elliott et al., 1995; Xie and Shauman, 2003; Smyth
and McArdle, 2004; Tai et al., 2006), we defined STEM
majors as those in biological, physical, computer, or health2

sciences (those choosing the “Other” option, about 6% of
respondents, were excluded from analyses). For the purpose
of displaying the dozen categories of majors in Figure 2A

through Figure 4B, from least to most science-intensive, we
asked 19 psychology graduate students who were blind to our
hypotheses and analytic plan to rank the categories in order
of their perception of the amount of scientific course work
required (Cronbach’s α = 0.985; see Supplementary Materials
for details).

Explicit Science Identity: Scientific Profession
A question about occupation was added to the Project
Implicit survey in December 2006. Our analyses focus on
comparisons between respondents who identified, by both
occupation and corresponding education level, as engineers,

1Race and ethnicity proportions are based on participants since December 2006

(N = 106, 515, or 60% of the sample) when new U.S. Office of Management and

Budget reporting formats were adopted in the study. Racial/ethnic classification

of earlier participants can be observed in the raw data available at https://osf.io/

y7a3n/
2Note that some of our illustrative STEM statistics in the Introduction did not

include Health sciences. Precise definitions of STEM vary, sometimes defined

narrowly as natural science, technology, engineering, and mathematics fields,

excluding Health and Social Sciences, and sometimes including all of these.

Consistent with many researchers, our empirical analyses treat the health sciences

as a STEM field.
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FIGURE 2 | Continued
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FIGURE 2 | (A) Mean implicit science = male IAT score (+/− 1 se) by sex

and major field. Majors are ordered, left to right, by ratings of science content

(method described in Supplementary Material). A score of zero indicates no

academic gender bias. (B) Mean explicit science = male score (+/− 1 se) by

sex and major field. Majors are ordered, left to right, by ratings of science

content (method described in Supplementary Material). A score of zero

indicates no academic gender bias. (C) Mean explicit arts = female score

(+/− 1 se) by sex and major field. Majors are ordered, left to right, by ratings

of science content (method described in Supplementary Material). A score of

zero indicates no academic gender bias.

FIGURE 3 | (A) Mean implicit science = male IAT score (+/− 1 se) for

women ages 18–22 by age and major field. Majors are ordered, left to

right, by ratings of science content (method described in Supplementary

Material). A score of zero indicates no academic gender bias. (B) Mean

implicit science = male score (+/− 1 se) for men ages 18–22 by age

and major field. Majors are ordered, left to right, by ratings of science

content (method described in Supplementary Material). A score of zero

indicates no academic gender bias.

physicians, biological scientists, or physical scientists and
reported an age of 26 or older (N = 4593, which
constituted 12% of occupations reported by participants in
that age range). Age 26 was used as a threshold to roughly
control for the youngest typical age of attaining an MD
degree in the U.S. (Association of American Medical Colleges,
2014).

Explicit Science Identity: Importance of being
Personally Knowledgeable about Science
Also added to the survey in December 2006 were questions
about personal knowledge goals in three broad domains, liberal
arts, math, and science. Specifically, each participant was asked
about a random two of the three, as follows: “Rate the following
personal-goal-statements on their importance to you”:

Frontiers in Psychology | www.frontiersin.org April 2015 | Volume 6 | Article 415 | 99

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Smyth and Nosek Scientists’ gender–science stereotypes

FIGURE 4 | (A) Mean explicit science = male score (+/− 1 se) for

women ages 18–22 by age and major field. Majors are ordered, left to

right, by ratings of science content (method described in Supplementary

Material). A score of zero indicates no academic gender bias. (B) Mean

explicit science = male score (+/− 1 se) for men ages 18–22 by age

and major field. Majors are ordered, left to right, by ratings of science

content (method described in Supplementary Material). A score of zero

indicates no academic gender bias.

“Being knowledgeable about liberal arts.” “. . . about math.”

“. . . about science.”

The five rating options, with our coding in parentheses, were: Not
at all important (0), Slightly (1), Moderately (2), Very (3), and
Extremely important (4). The science question was answered by
N = 69, 929 participants.

Mapping our Four STEM Academic Major
Categories to Collegiate and Professional STEM
Gender Ratios
Based on our review of NSF data (National Science Foundation,
National Center for Science and Engineering Statistics, 2011a),
we classified as either relatively high-female or low-female the

gender ratios of the four STEM major categories from which our
participants could choose:

High-female:

Biological sciences/life sciences.
Health professions or related sciences.
Low-female:
Computer and information sciences.
Engineering, mathematics, or physical sciences/science
technologies.

The biological and health science fields are classified as high-
female because women have recently constituted half or more
of college graduates and employed scientists, while engineering,
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physical and computer science fields are classified as low-
female because women tend to constitute less than one-
third of undergraduates and scientists in these areas. While
there is considerable variation of gender ratios within the
disciplines of our category Engineering, mathematics, or physical
sciences/science technologies (e.g., considering bachelor’s degrees
awarded in 2008, female proportions were 50% in chemistry, 44%
in mathematics, 40% in earth sciences, 20% in physics, and 19%
in engineering), nearly half of women earning degrees in these
areas are in the particularly low-female ratio fields of engineering
and physics (National Science Foundation, National Center for
Science and Engineering Statistics, 2011a). If the proportions
of women recently graduating in these subfields match the
underlying proportions among our volunteers choosing the
physical sciences category, then a reasonable approximation of
the upper limit for the average percentage of women encountered
by those reporting a physical science major is 32%.

Explicit Academic Gender Stereotypes
Explicit academic gender stereotypes were assessed separately
for both “Liberal Arts” and “Science” by asking participants
to “Please rate how much you associate the following domains
with males or females.” Five response options were provided
on the questionnaire until December of 2006 (strongly male,
somewhat male, neither male nor female, somewhat female,
strongly female) and seven options were provided thereafter
(replacing the “somewhat” options with “moderately” and
“slightly” options). Thus, 40% of participants answered with
a 5-point scale and 60% with a 7-point scale. Regardless of
scale type, a “neither male nor female” response was coded
zero, stereotype-congruent responses were coded with positive
integers and stereotype-incongruent responses were coded with
negative integers (i.e., for the science–gender item, coding was
either −2 to 2 or −3 to 3, with positive scores indicating
stronger science–male associations; while for the arts–gender
item, positive scores indicate stronger arts–female associations).
To facilitate comparison of scores across the 5- and 7-point
scales, scores were standardized within scale-type relative to a
score of zero (means for 5- and 7-point standardized scores for
science–male stereotype were 0.99 and 1.01, respectively, and
0.66 and 0.67, respectively, for the 5- and 7-point arts–female
stereotype).

Implicit Academic Gender Stereotypes
The IAT assesses the relative strengths of cognitive associations
and was administered according to the recommendations of
Nosek et al. (2005). The gender–science IAT required quickly
sorting words into one of four designated categories—Female,
Male, Liberal Arts, or Science—using two computer keys.
Training established the proper category for four corresponding
sets of words: for example, Woman, Mother and Wife with
“Female”; Man, Father andHusband with “Male”; Arts, Literature
and Philosophy with “Liberal Arts”; and Biology, Chemistry
and Physics with “Science” (complete list can be seen in
the Supplementary Materials). Each participant sorted under
two conditions: (1) stereotype-congruent, in which science
and male words were sorted with one key, liberal arts and

female words with the other; and (2) stereotype-incongruent,
in which science and female words were sorted with one
key, liberal arts and male words with the other. The order
of the conditions was randomized. Faster correct sorting in
the stereotype-congruent condition than in the stereotype-
incongruent condition indicates greater strength of science–male
(and liberal arts–female) associations relative to science–female
(and liberal arts–male) associations. Data were cleaned according
to guidelines recommended by Nosek et al. (2005) and used by
Nosek et al. (2009) to guard against careless responding. These
procedures resulted in disqualification of IAT data for 11% of
respondents (see Supplementary Materials for details). An IAT D
score was computed for each participant by taking the difference
inmean response latency between the conditions and scaling it by
the overall variation (SD) of the participant’s response latencies
(Greenwald et al., 2003). Raw D scores were then standardized
for the entire sample relative to a score of zero, thus allowing
standard-deviation-unit comparisons with the explicit stereotype
scores. For the sake of simplicity we refer to this measure as the
“gender–science” IAT and say, for example, that positive scores
indicate science–male stereotyping. However, it is important to
note that arts–female associations are an integral, inseparable
component of this IAT (Nosek et al., 2005).

Procedure
Upon entering the online Project Implicit Demonstration portal,
participants were presented, in randomized order, with a list
of topics from which to choose. Those who selected “Gender–
Science,” were presented with three study components in
randomized order: (1) a questionnaire about academic attitudes,
goals and stereotypes, (2) the gender–science IAT, and (3) a brief
demographic questionnaire.

Results

Given the large sample sizes, even very small differences between
means are significant at p < 0.0001. Therefore, we focus our
reporting on the effect sizes, mostly Cohen’s ds, and the reader
can assume that if p-values are not given, they are less than
0.0001. Following Halpern et al.’s (2007) report on sex differences
in science and math, we use the term sex when distinguishing
men’s and women’s cognitions. To facilitate comparability, both
implicit (Istd) and explicit (Estd) stereotype scores are expressed
in standard deviation units relative to a zero, or no bias, score.
There are two sets of analyses for each of our hypotheses, one with
participants grouped by academic major, and another focused on
those reporting scientific professions. Descriptive statistics are
listed in Table 1 and all data and materials are available at the
Open Science Framework (https://osf.io/y7a3n).

Hypothesis 1a: Implicit Stereotype
Differences between Female and Male
Scientists

Women who are strongly identified with science will have relatively

weak implicit stereotypes, while men who are strongly science-

identified will have relatively strong ones.
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TABLE 1 | Descriptive statistics for stereotypes and importance of scientific knowledge by sex and academic major of highest degree.

Gender stereotypes, M (SD) Goal: science knowledge

N N-pct I-std E-Scistd E-Artstd N M (SD) Extreme%

WOMEN

Visual or performing arts 4348 3.5 1.23 (0.88) 0.98 (0.94) 0.55 (0.96) 1662 2.44 (1.01) 15

Humanities/liberal arts 12,522 10.1 1.28 (0.91) 1.07 (0.97) 0.71 (1.02) 4549 2.48 (0.97) 16

Law or legal studies 4694 3.8 0.99 (0.96) 0.98 (1.01) 0.70 (1.02) 1654 2.52 (0.98) 17

Communications 4495 3.6 1.28 (0.89) 1.12 (0.97) 0.89 (1.03) 1665 2.30 (0.99) 11

Education 16,808 13.5 1.05 (0.95) 1.00 (0.99) 0.80 (1.02) 6519 2.62 (0.95) 19

Social sciences or history 8760 7.0 1.15 (0.93) 1.03 (0.97) 0.72 (1.01) 3332 2.55 (0.95) 16

Business 12,520 10.1 0.99 (0.92) 1.03 (1.03) 0.81 (1.04) 4878 2.43 (0.98) 13

Psychology 20,547 16.5 1.05 (0.94) 0.95 (0.96) 0.82 (0.99) 8414 2.73 (0.92) 21

Health or related sciences 14,403 11.6 0.73 (0.98) 0.72 (1.01) 0.68 (0.99) 6337 3.22 (0.80) 42

Computer and info sciences 2607 2.1 0.74 (0.99) 0.98 (1.01) 0.65 (0.99) 919 3.01 (0.90) 34

Bio/life sciences 12,755 10.2 0.35 (1.02) 0.58 (0.95) 0.56 (0.91) 5558 3.61 (0.59) 66

Engin, math, phys sciences 10,020 8.0 0.39 (1.03) 0.88 (0.97) 0.61 (0.92) 4269 3.46 (0.71) 57

All 124,479 0.92 (1.00) 0.92 (0.99) 0.72 (1.00) 49,756 2.85 (0.98) 30

MEN

Visual or performing arts 1954 3.7 0.65 (0.99) 0.98 (0.98) 0.19 (0.88) 635 2.59 (0.95) 17

Humanities/liberal arts 5254 10.0 0.64 (1.03) 1.06 (1.00) 0.24 (0.90) 1837 2.53 (0.97) 17

Law or legal studies 2440 4.7 0.80 (1.01) 1.17 (1.04) 0.45 (1.02) 976 2.56 (0.96) 17

Communications 1522 2.9 0.67 (1.00) 1.06 (1.02) 0.38 (0.97) 551 2.40 (0.99) 13

Education 3179 6.1 0.83 (1.00) 1.06 (0.99) 0.52 (1.00) 1254 2.67 (0.95) 20

Social sciences or history 3393 6.5 0.73 (1.00) 1.11 (0.99) 0.34 (0.97) 1251 2.65 (0.95 20

Business 7853 15.0 1.00 (0.95) 1.25 (1.00) 0.71 (1.07) 3102 2.57 (0.92) 15

Psychology 4779 9.1 0.91 (0.99) 1.08 (0.96) 0.50 (0.97) 1888 2.83 (0.92) 26

Health or related sciences 2899 5.5 1.12 (0.94) 1.14 (0.98) 0.63 (1.01) 1282 3.28 (0.77) 45

Computer and info sciences 4257 8.1 1.09 (0.94) 1.32 (0.99) 0.62 (0.99) 1480 3.09 (0.81) 33

Bio/life sciences 4433 8.5 1.18 (0.95) 1.07 (0.95) 0.56 (0.96) 1834 3.53 (0.63) 60

Engin, math, phys sciences 10,493 20.0 1.21 (0.96) 1.39 (0.96) 0.64 (0.97) 4083 3.39 (0.73) 51

All 52,456 0.97 (0.99) 1.19 (0.99) 0.53 (0.99) 20,173 2.93 (0.94) 32

Categories of majors are ordered, top to bottom, from lowest to highest science-content ratings made by psychology graduate students blind to our study hypotheses. Stereotype

scores (suffix std) are standardized across the full sample relative to a score of zero. Stereotype labels: I, Implicit science-male; E-Sci, Explicit science-male; E-Art, Explicit arts-female.

Response scale for the “Goal: Science Knowledge” variable was Not at all important, Slightly important, Moderately important, Very important, and Extremely important, and is coded

0–4. Extreme% indicates the percentage of respondents choosing Extremely important.

Identification by Academic Major
Averaged across the entire sample, implicit science–male
stereotyping was strong, nearly a full standard deviation above
zero, Istd = 0.93. Overall, participant sex made a trivial
difference, men averaging higher by just 0.05 standard deviations
(i.e., Cohen’s d = 0.05). However, as predicted, substantial
sex differences were observed when participants were grouped
by their academic major (Figure 2A), the direction of the
difference varying systematically with rankings of the majors’
degree of science content. The largest differences between men
and women (ds ∼ 0.8) came in the fields rated highest in
scientific content (biological and physical sciences), where men’s
stereotyping was the strongest among all men and women’s
was the weakest among all women. This pattern conforms to
Greenwald et al.’s (2002) cognitive consistency principles. That is,
the strongest science–male (liberal arts–female) stereotypes are
observed among those whose sex is aligned with their major in
a stereotype-congruent fashion (e.g., among women identified

with strongly non-STEM majors like arts and humanities, and
among men identified with STEM majors), while the weakest
stereotypes are seen among those with stereotype-incongruent
combinations (men in arts and women in STEM). This pattern
makes clear that this implicit stereotype is not simply a socially-
shared association acquired through cultural exposure. Rather,
it reveals important dependencies with combinations of gender
identity and science/arts identities.

While women in STEM have the weakest science–male
stereotypes, suggesting an important relation with their scientific
identity, it is notable that they do not evidence a counter-
stereotypical implicit association. On average, women majoring
in STEM of any kind (the four right-most groups of majors in
Figure 2A) still implicitly stereotyped science as male by half
a standard deviation above the zero-point of no stereotyping
(Istd = 0.53), and even those in the two categories of majors with
the lowest average stereotypes, biological and physical sciences,
still evidenced stereotypes of at least a third of a standard
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FIGURE 5 | (A,B) Boxplots of stereotype scores by sex and science profession for participants age 26 and older. Box width is proportional to subgroup n and

notches indicate standard errors around the median. d scores are standardized sex effects, male mean minus female mean, within each profession/degree category.

deviation in the science-is-male direction, Istd 0.33 and 0.39,
respectively.

Identification by Scientific Profession
When participants are classified by scientific profession (see
Figure 5A), we find the same general sex-effect pattern that
was observed within academic major classifications—stronger
stereotyping by men than women (this is not the case among
social scientists, shown only for comparison, who stereotyped
at a robust level but without sex differences). Male physicians,
life scientists, physical scientists, and engineers all evidence
much stronger levels of implicit science–male stereotype than the
women in these professions, with a median sex-difference effect
size of d of 0.89. Indeed, the smallest d, 0.52 for the physicians,
is something of an outlier, with the next smallest effect being
d = 0.81. The smaller sex effect for the physicians is driven by the
relatively stronger average stereotype evidenced by the women,
which is higher than that of the next highest female group in
Figure 5A—engineers with bachelor’s degrees—by a d of 0.29.

Hypothesis 1b: Explicit Stereotype
Differences between Female and Male
Scientists

Women who are strongly identified with science will have

relatively weak explicit science-is-male stereotypes, while men who

are strongly science-identified will have relatively strong ones.

Conscious motivations to respond in accord with both personally-

and societally-endorsed values, however, are expected to constrain

the magnitude of effects relative to those for the implicit stereotype.

Identification by Academic Major
Responses to the two explicit stereotype measures, science–
gender and arts–gender, are shown as a function of major in
Figures 2B,C. As was the case for implicit stereotypes, overall
means averaged strongly in stereotypical directions (science–
male and arts–female), though associations of science with male
were stronger than those of arts with female, Estd = 1.01 and
0.66, respectively. Sixty-three percent of participants reported
associating science at least “slightly” with male, compared with
46% who associated arts at least “slightly” with female. Science–
male and arts–female ratings were not highly correlated (r =

0.28).
Unlike for implicit stereotyping, there were overall sex

differences in explicit stereotyping, with men more likely than
women to associate science with male (70 vs. 60%), and women
more likely than men to associate arts with female (49 vs. 41%).
As noticeable in Figures 2B,C, these sex differences are driven by
participants in the corresponding STEM and non-STEM majors,
respectively. That is, the sex difference in science stereotyping
is primarily among STEM majors and the sex difference in
arts stereotyping is among non-STEM majors. Supporting our
hypothesis, the sex differences in explicit science stereotyping
were largest among the STEM majors, men stereotyping more
strongly than women (ds ranging 0.35–0.52), but smaller than
the sex differences observed for implicit stereotyping. The
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sex difference in arts stereotyping, however (Figure 2C), owed
virtually nothing to STEM majors (a d of 0.06 is the largest sex
difference in any of the STEM fields). It came primarily, instead,
from those in the eight non-STEM fields (median d = 0.35),
women stereotyping more than men.

Identification by Scientific Profession
The same, expected pattern of stronger stereotyping by men
in STEM was also observed for the explicit gender stereotypes
of science professionals aged 26 and older (see Figure 5B).
Male physicians, biological and physical scientists, and engineers
(N = 1923) averaged Estd = 1.23, SD = 0.99, while
women in these fields (N = 2670) averaged Estd = 0.82,
SD = 0.98, for a d = 0.41. The magnitude of the sex
difference in explicit stereotyping is, again, less than for implicit
stereotyping.

Hypothesis 2a: Implicit Stereotype
Differences as a Function of Gender Ratios
in Science Environments

Implicit science-is-male stereotypes will be stronger for both women

and men in low-female STEM fields than in high-female fields,

though sex differences should remain.

Identification by Academic Major
The primary question of our study is whether science-is-male
stereotypes vary as a function of gender ratio differences across
scientific disciplines. First, it is apparent from Figure 2A that
variation in average implicit stereotyping across the four science
domains (at right) is greater for women than for men.Within-sex
analysis of variance (ANOVA) modeling for participants in these
domains yielded an extremely small effect of scientific category
for men, R2 = 0.003, F(3, 22078) = 20.9 (Istd = 1.17, SD =

0.95), but a larger one for women, R2 = 0.031, F(3, 39781) =

421.6 (Istd = 0.52, SD = 1.02). The noticeable stereotyping
difference for women does not align with differences in gender
ratios across the scientific disciplines. If stereotypes covaried
with gender ratios, we would expect differences in the strength
of stereotypes evidenced by women in the health vs. computer
science fields (which are high- and low-female, respectively) and
in biological vs. physical sciences (also high- and low-female).
We find, however, that the stereotype strengths for each of these
comparisons differ very little, F(1, 17008) = 0.2, p = 0.68, for
health vs. computer science, and F(1, 22773) = 7.4, p = 0.007,
d = 0.037, for biological vs. physical sciences. The noticeable
difference falls, instead, between health and computer sciences
combined, on one hand (average Istd = 0.73, SD = 0.98), and
biological and physical sciences combined on the other (average
Istd = 0.37, SD = 1.03). The implicit stereotyping difference
between these two combinations was more than a third of a
standard deviation, d = 0.37, R2 = 0.031, F(1, 39783) = 1257.

These patterns do not support our hypothesis that strength
of implicit stereotyping among those in science domains
will vary with gender ratios. Rather, the noticeable difference
for women tracked with differences in scientific values as

indicated by their ratings of the personal importance of
scientific knowledge. Those with the weakest stereotypes—
the women in biological and physical sciences—assigned the
greatest importance to the personal goal of being knowledgeable
in science. As seen in Table 1, 66% of biological sciences
women and 57% of physical sciences women rated knowledge
of science as an extremely important personal goal, compared
with only 42 and 34%, respectively, of women with health
and computer sciences majors. Following Baron and Kenny’s
recommended steps (Baron and Kenny, 1986; Kenny, 2014),
we used three regression models to evaluate the science-
knowledge-importance variable as a potential mediator of the
difference in implicit stereotyping between biological/physical
sciences women and health/computer sciences women. Model
1 estimated the bivariate regression between group membership
(X, dummy-coded 0 for health/computer science majors and 1
for biological/physical science majors) and implicit stereotyping
(Y); Model 2 estimated the bivariate regression between X and
the proposed mediator (M, the science-knowledge-importance
variable, coded 0–4); and Model 3 estimated the multiple
regression of implicit stereotyping on both X and M. The
baseline effect (Model 1) of X (being a biological/physical
science major) on implicit stereotyping was estimated as b =

−0.36, model R2 = 0.031. Model 2 demonstrated that
type of science field (X) predicts science-knowledge-importance
score (M), b = 0.35, model R2 = 0.054. When both
X andM were included in the multiple regression Model 3,
the effect of being a biological/physical science major was
reduced to b = −0.29, a reduction of about one-fifth
compared to the estimate from Model 1, and model R2

nearly doubled to 0.057. Thus, an indicator of the strength of
personal scientific values provided some traction in accounting
for stereotyping differences among women in the different
science groups.

Identification by Scientific Profession
Since the sex effects (Hypothesis 1a; Figure 5A) were fairly
uniformly large and not our critical question, we fit separate
within-sex bivariate regression models to estimate gender-ratio
effects. First, as previously noted, female physicians had stronger
implicit stereotypes than women in any other STEM professional
group. This is incongruent with the gender-ratios hypothesis
that predicts weaker stereotyping among physicians, relative to
physical scientists or engineers, given the relatively high-female
ratio in medicine.

Among the remaining types of scientists, we estimated gender-
ratio effects by contrasting the implicit stereotypes of life
scientists (coded 0), where high-female ratios are more likely,
with those of physical scientists and engineers (coded 1), where
low-female ratios are more likely. Results of regression analyses
predicting implicit stereotyping from this contrast of disciplines
were non-significant for both women and men (for women, b =

0.000, t = −0.01, p = 0.99, R2 = 0.000; for men, b = 0.135,
t = 2.67, p = 0.008, R2 = 0.004). Thus, our gender-ratio
hypothesis for implicit stereotyping is not supported when tested
among professional scientists.
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Hypothesis 2b: Explicit Stereotype
Differences as a Function of Gender Ratios
in Science Environments

Explicit science-is-male stereotypes will be stronger for both women

and men in low-female STEM fields than in high-female fields,

though, again, group variation on explicit stereotype means should

be somewhat constrained by conscious values and motivations to

respond without bias.

Identification by Academic Major
Unlike for implicit stereotyping, patterns of explicit science–
male stereotyping conformed to our gender-ratio hypothesis
(see Figure 2B). For both men and women in sciences, the
weakest explicit stereotypes were in the domains where women
are more strongly represented, i.e., in health and biological
sciences, and the strongest were seen where women are least
represented, in computer and physical sciences. Notably, for
scientificmenwho are in high-female fields (health and biological
sciences) stereotype levels are rather generic, i.e., similar to those
among the non-STEM men and women. For such men, while
their identity (“I’m scientific and I’m male”) maps onto the
stereotype, their environment, on average, belies the stereotype
(not clearly male-majority). It is only the men in majority-
male environments, computer and physical sciences, who deviate
(upward) from the generic level of stereotyping. For scientific
women, the generic level is seen for those in the low-female fields,
where, again, there is mismatch between their identity and the
stereotype manifested in gender-ratios. In their case, however,
personal identities, scientific and female, belie the stereotype
and the environment supports it. The women whose stereotypes
deviate (downward) from the generic tend to be in the high-
female fields in which gender ratios complement their identities
in undermining the stereotypical propositions they may consider
when explicitly reporting gender–science associations.

Identification by Scientific Profession
The explicit stereotypes of scientific professionals were also
congruent with the gender-ratio predictions of hypothesis
2b. Physical scientists and engineers, together, had stronger
stereotypes than life scientists, d effect sizes of 0.37 for women
and 0.52 for men (the estimated stereotyping effect of being a
physical scientist or engineer was b = 0.35, t = 9.64, p < 0.0001,
R2 = 0.032 for women; b = 0.50, t = 9.81, p < 0.0001,
R2 = 0.047, for men).

Since physicians’ explicit science–male stereotypes did not
obviously differ from those of the other STEM scientists, as
female physicians’ did for implicit stereotype, we included
physicians in another set of regression analyses with PhD-level
participants in the other STEM domains. That is, we contrasted
physicians/life scientists at the MD or PhD-level (coded 0) with
physical scientists/engineers at the PhD-level (coded 1). We
relaxed alpha to 0.01 because of the smaller cell sizes (e.g.,
N = 350 male physical scientists/engineers with PhDs). Effects
again supported our gender-ratio hypotheses, albeit less strongly
among these MD/PhDs (for women, b = 0.30, t = 5.26, p <

0.0001, R2 = 0.022; for men, b = 0.20, t = 3.09, p = 0.0021,
R2 = 0.011).

Thus, unlike results for the implicit stereotype, the patterns
of explicit science-is-male stereotypes generally conform to our
gender ratios hypothesis (2b) for STEM professionals. Physicians
and life scientists, who are more likely to work in high-
female ratio environments, explicitly stereotype science as male
less strongly than do engineers and physical scientists, who
are more likely to find themselves in low-female ratio work
settings.

Hypothesis 3a: Implicit Stereotype
Differences as a Function of “Dosage” of
Exposure to Given Gender-Ratios

Implicit science-is-male stereotyping should increase with

prolonged exposure to low-female STEM environments

and decrease with ongoing exposure to high-female STEM

environments.

Identification by Academic Major
Women’s means are plotted in Figure 3A for each year of
age, 18–22, across all 12 academic categories. If length of
exposure to collegiate science environments with skewed gender
ratios has an effect on implicit stereotypes, then in the low-
female computer and physical science domains we should see
stereotype-strengthening across these ages, and weakening in the
high-female health and biological science domains. We tested
these expectations with ANOVAs contrasting stereotype means
across the five age groups for each sex within each of our four
categories of STEM majors. Given the smaller cell sizes in these
models for the effect of age within sex-by-major groups (the
smallest being the samples for women in computer science,
ranging from N = 30–74), alpha for significance testing was
reduced to 0.01.

Each of the ANOVA models for women was non-significant,
bearing out the impression of stability suggested by the
overlapping standard error bars around these means in
Figure 3A3. Thus, for women in STEM fields, there was not
statistically significant variation in implicit science stereotyping
across groups spanning the traditional age range of college study.

For men, age effects were non-significant for all but one
domain, biological science, R2 = 0.02, F(4, 1152) = 6.23, p <

0.0001 (Istd = 1.23, SD = 0.90). The pattern among the men
in biology was of increasing stereotype strength (see Figure 3B),
despite the majority proportion of women among biology majors
nationally. Eighteen-year-old men in biology averaged Istd =

1.13 (SD = 0.89), compared with Istd = 1.48 (SD = 0.84) for
the 22-year-olds, an effect of d = 0.31. Thus, a lack of difference
across years of age was the dominant finding for women and
men, and the one instance of significant age effect is in a direction
opposite to the gender-ratio dosage hypothesis.

3To insure that results were not affected by extreme observations, models were also

run without the lowest and highest 1% of IAT scores within ageXgenderXmajor

categories. ANOVA result patterns were unchanged under these conditions.
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Identification by Scientific Profession
To test whether implicit stereotyping varies with increasing
duration and intensity of training, indexed by degree level, we
estimated regression models using scientist-type (life scientist,
coded 0, vs. physical scientist/engineer, coded 1) and degree-level
(bachelor’s, master’s, or PhD) as predictors. Alpha was set at 0.05
because of the relatively small numbers in some categories, e.g.,
N = 68 for male physical scientists with a bachelor’s degree. Two
orthogonal contrast codes were used to index degree-level effects,
code-1 for Masters vs. PhD and code-2 for Bachelors vs. Masters
and PhD, together. Because degree-level is confounded with age,
age was included as a covariate in all models (and yielded a
positive main effect, but no interactions, for both sexes).

No effects of degree-level were found for men, but for women
a significant interaction was observed between scientist-type and
Masters- vs. PhD-level degrees, t = −2.58, p = 0.01. Implicit
stereotyping strengthened with higher degrees among the life
scientist women, but weakened with higher degrees among
physical scientists and engineers, a pattern precisely opposite to
our hypothesis (3a) that greater tenure in a field would correlate
with stronger or weaker implicit stereotype depending on female-
male ratios. Specifically, among female life scientists, implicit
stereotypes were Istd = 0.25 (SD = 0.97) at theMasters level and
Istd = 0.37 (SD = 0.99) at the PhD level, compared with those
of female physical scientists and engineers that were Istd = 0.31
(SD = 1.02) at the Masters level and Istd = 0.19 (SD = 1.05)
at the PhD level. We hypothesized the opposite, that weaker
stereotyping would occur with higher degree-attainment in the
relatively high-female life sciences, and stronger stereotyping
would occur with higher degree-level in the low-female physical
and engineering sciences.

Hypothesis 3b: Explicit Stereotype
Differences as a Function of “Dosage” of
Exposure to given Gender-Ratios

Explicit stereotypes, when measured for scientists in a given field

with roughly constant gender-ratio, will not be systematically

responsive to dosage because the general propositions being weighed

may not change (systematically) very much.

Identification by Academic Major
Figures 4A,B show plots for women and men, respectively, of
explicit science–male stereotype means for each age across the
academic major categories. The only instance of age differences
in stereotyping at the 0.01 alpha level was a very small effect for
men in physical sciences, R2 = 0.007, F(4, 2211) = 3.76, p = 0.005
(Estd = 1.46, SD = 0.90). The peculiarity of this finding, the one
significant test out of eight, warrants circumspection. Overall, the
lack of variation in explicit stereotyping among STEM majors
across the college years, supports our hypothesis of no systematic
change for either men or women when the gender ratio of the
given field is assumed constant.

Identification by Scientific Profession
Using the same regression estimation approach as was described
for the implicit stereotype analysis (contrast-coded predictors

of scientist-type, life scientist vs. physical scientist/engineer, and
degree-level, alpha 0.05), we found no dosage effect of degree
level for explicit science–male stereotype among women, and a
significant, but unpredicted interactive pattern for men similar to
that observed for the implicit stereotyping of women, t = −2.11,
p = 0.035. Among male life scientists, explicit stereotypes were
stronger at the PhD level (Istd = 0.95, SD = 0.94) than at the
Masters level (Istd = 0.75, SD = 0.95), but the opposite held
for male physical scientists and engineers, who were weaker at
the PhD level (Istd = 1.25, SD = 1.00) than at the Masters level
(Istd = 1.41, SD = 0.96). This pattern supports our hypothesis
that evidence of systematic change of explicit stereotyping was
not expected within environments of particular gender ratios.

Discussion

With a sample of 176,935, including thousands of engineers,
physicians and scientists, we examined science-is-male
stereotypic associations as a function of sex, scientific identity,
and gender ratios in scientific disciplines. Stereotyping science
as male was normative, implicitly and explicitly, as both types
of scores averaged roughly a standard deviation above the
zero-level of stereotyping on the respective scales. However,
both types were marked by considerable variation depending on
sex and academic or career identity, demonstrating that these
gender associations are not simple reflections of a common
cultural stereotype in the air. As expected, consistent with a
well-established literature, we observed a positive relationship
between stereotyping and science identity for men and a negative
relationship for women. Men in STEM evidenced stronger
science-is-male stereotypes than their non-STEM brethren,
especially implicitly, while women in STEM evidenced the
opposite pattern, much weaker implicit stereotyping than non-
STEM women. As a result, in biological and physical sciences
and engineering (the categories of science majors in our study
that were rated as most scientific), the sex difference in implicit
stereotyping was large, more than 0.8 standard deviations,
ranking among the largest sex differences seen in cognitive
research (Miller and Halpern, 2014).

Our primary question, however, was whether strength of
science–male stereotyping would vary across scientific disciplines
as a function of gender ratios in the disciplines. This hypothesis
was supported for explicit stereotypes, but not for implicit
ones. As expected, relatively stronger explicit stereotypes were
evidenced by scientists studying and practicing in fields where
women continue to be distinct minorities, and weaker ones
were expressed by scientists in fields where women are better
represented. Implicit stereotyping differences between scientists
in different disciplines, however, did not correspond with
gender ratios. For men there was little variation in implicit
stereotype strength across four classifications of academic science
concentration. Women, in contrast, evidenced considerable
variation across these classifications, but it did not coincide with
gender ratio differences. Rather, it coincided with differences
in an indicator of the women’s scientific identity. Specifically,
implicit stereotyping varied with the value the women assigned to
being personally knowledgeable about science.Women reporting
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that personal knowledge of science was “extremely important”
had weaker implicit stereotypes than women reporting less
personal priority on scientific knowledge. Though biological
and physical science fields vary greatly in typical gender ratios,
women in these disciplines were similar in the degree to
which they placed extreme importance on personal scientific
knowledge and in having the weakest implicit stereotypes of
all women, whereas women in computer and health sciences,
disciplines that also differ markedly in gender ratio, placed
less importance on scientific knowledge and stereotyped more
strongly. We found, furthermore, little evidence of difference
in implicit stereotype strength corresponding to “dosage” of
exposure to particular gender ratios. That is, within a particular
field of whatever typical gender ratio, greater duration and
intensity of exposure (whether operationalized by the cross-
sectional proxy of traditional college ages from 18 to 22, or by
levels of training among practicing scientists, BA, MA, or PhD)
did not correspond to different implicit stereotype strengths
as expected.

Why Didn’t the Implicit Science–male
Stereotype Vary with Gender Ratio
Differences in Science Fields?

While our analyses make clear that implicit gender–science
stereotype strength varies greatly, primarily for women, across
different scientific disciplines, gender ratios were not found to
be a factor. How can this be if implicit stereotypes are sensitive
to environmental inputs (Gawronski and Bodenhausen, 2006;
Ratliff and Nosek, 2010; Miller et al., in press)? The answer
may lie in Greenwald et al.’s (2002) assertion that the self is
the power-center of automatic associative processes. Once strong
self-concept bonds are formed (e.g., me-woman; me-science), the
resulting, secondary, stereotypical associations (women-science)
may be fairly impervious to local environmental conditions,
like a preponderance of men in the lab, that would otherwise
change them. Miller et al.’s (in press) country-level analysis
identified precisely the relation between collegiate science
gender-ratios and implicit stereotyping that we expected—
but that we did not find—at a scientific discipline-level of
analysis, i.e., higher female proportions in science associated
with lower science-is-male stereotypes. We suspect that the
apparent incongruence between their finding and ours hinges on
scientific self-concept. That is, their analysis took into account
respondents’ country of citizenship and gender, but did not
distinguish between levels of personal scientific identification,
while ours controlled for self-reported academic major and
priority on personal scientific knowledge. Our finding leads us
to expect that the implicit stereotypes held by strongly science-
identified women, like majors or scientists in biological or
physical sciences, will be similar across countries, regardless of
country proportion of women in collegiate science. That is, we
would now expect science identity to trump the influence of
local conditions.

Ratliff and Nosek (2010) note that, while implicit associative
processes do a good job of accounting for covariation

of events in the environment—like female proportions in
science settings—they are also influenced by the frequency
of association activations. Thus, if self-associations enjoy a
leverage advantage in cognitive evaluative networks to begin
with, as postulated by Greenwald et al. (2002), and self-
associations also are more frequently activated than more
abstract group-associations, then once a strong positive implicit
science-self association is established (me-science), it may
overpower potentially conflicting science-gender associations
conveyed by the environment. We did not measure implicit
science-self associations, but research indicates that they
are strongly positively correlated with explicit indicators of
science identity and favorability like ones we measured (Nosek
and Smyth, 2011). Dasgupta’s (2011) stereotype inoculation
model hinges on developing a strong implicit STEM self-
concept as a protection against pervasive cultural stereotypes
and the vagaries of local conditions. Our data suggest
that women in the most scientifically demanding fields,
regardless of gender-ratios, are anchored at low levels of
implicit stereotyping by their weighty scientific self-concepts
and values.

Our “dosage” inference—that women’s implicit stereotyping,
within any particular academic major, is largely stable from age
18 on and across increasing levels of training and professional
attainment—suggests that women’s implicit stereotypes about
gender and science may be fairly stable once strong scientific self-
concepts are established. These cross-sectional data, however,
can only be suggestive. Longitudinal research across the adult
age range we studied is necessary for confidence in this pattern.
Yet even if stability of adult implicit science associations was
well-established, a more pressing longitudinal question would
remain: How do children’s and adolescents’ implicit scientific
associations develop and to what extent do they influence
consequential STEM behaviors and choices? Galdi et al.’s (2014)
demonstration that brief exposure to a stereotypical gender–math
image vs. a counter-stereotypical one influenced both the implicit
gender-math stereotyping and math performance of six-year-
old girls should be a clarion call to such research. Longitudinal
data on the development of implicit scientific self-concepts
and stereotypes would help shed light on our “self-as-power-
center” explanation for later stereotyping differences across
scientific disciplines.

Based on their cross-sectional findings with elementary school
students, that implicit math–gender stereotypes were already
in force and were stronger than implicit math self-concepts,
Cvencek et al. (2011) speculate that the implicit stereotype
precedes, and may influence formation of, the implicit self-
concept. It may be that stereotypes influence the early formation
of self-concepts, but that once self-concepts are strong they
are no longer easily influenced by stereotypes or stereotypical
environmental conditions. Whatever the early trajectory and
leading causal influences, Tai et al. (2006) found that by
eighth grade, scientific goals—explicit values—were predictive of
earning science degrees, especially in the physical sciences and
engineering. It is time to add understanding of how implicit
science stereotypes and self-concepts relate to such critical
formative trajectories.
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Why Did the Explicit Science–male
Stereotype Vary with Gender Ratio
Differences in Science Fields?

According to Gawronski and Bodenhausen (2006), explicit
associations are an amalgam of both automatic, associative
processes, and controlled, propositional processes. The latter can
be applied in deliberate attempts to adjust responses for the
“truth-value” of evaluations or stereotypes. So in formulating
their responses to the questionnaire item, “Please rate how
much you associate science with males or females,” participants
were able to exercise choice about how to weight possibly
varying components of this association. A female physicist
may have thought, for example, “Well, I love physics and am
highly accomplished in the field, but I think this question
is less about my personal experience and more about what
I see as gender proportions in science, generally.” If most
of her physics colleagues are male, such an interpretation of
the question might have led her to select the “strongly male”
gender-science association answer. Conversely, a female biology
professor might have reasoned, “Most of my undergraduate
students are female, and now a third of my faculty colleagues
are female—with even higher proportions of women among the
young stars—so I’ll pick the ‘neither male nor female’ answer.”
Though each of these hypothetical women would explicitly
report a strong self-identification with science, their reports
of gender associations with science can be made relatively
independently of their self-concept. Our data suggest, however,
that their implicit gender–science associations are a function
of their self-associations with science, resulting in similarly
weak implicit science–male stereotypes regardless of the different
truth-values the gender ratios of their environments might
have suggested.

Limitations

Though the sample is large and there is more age and
occupational variation than found in most studies of
STEM stereotypes, it is not representative of any definable
population. Participants are self-selected volunteers and their
responses have no experimenter oversight. Generalizability
to highly STEM-identified people is suggested, however, by
our findings of comparable patterns of implicit stereotype
strength and gender differences for University of Virginia
undergraduates in engineering and advanced mathematics
courses (Smyth unpublished manuscript; Martin et al., 2013;
Smyth unpublished data). These students were not self-
selected (their participation was a course requirement), yet
the sex differences found in their stereotyping were similar in
magnitude to those of the STEM-identified participants in the
current study.

One reviewer expressed concern that the different methods
of defining “Science” in our explicit and implicit stereotype
instruments posed a potential confound for our results.
Specifically, it was argued that the explicit stereotype instrument,
asking participants to consider how strongly they associate

males or females with the general concept, “Science,” presents
an amorphous target that is likely to be interpreted through
the lens of respondents’ particular scientific discipline and
experience, and so is prone to a correspondence between
gender-ratios and the explicit stereotype. We agree with this
interpretation and predicted that respondents’ local experience
would, indeed, inform their rating of the stereotype strength.
“Science” in the Implicit Association Test, on the other hand, is
ostensibly defined by all of the exemplars that are sorted into
the category, including, for example, Biology and Chemistry,
both relatively high-female fields, and Engineering and Physics,
both low-female fields. Thus, the reviewer argues, the science
construct used in the implicit measurement is more clearly
defined as all-encompassing, and participants may be less likely
to frame it in light of their particular disciplinary experience.
We agree that this is possible, but believe that it is unlikely.
A measurement property of the IAT is that the category labels
dominate assessment over the exemplars (De Houwer, 2001;
Nosek et al., 2007). The IAT in this study used the category
labels “Science” and “Liberal Arts.” The individual exemplars
may only have a small effect in as much as they change the
construal of those category labels (Nosek et al., 2005). We
think it is likely, therefore, that this implicit measure, like
the explicit one, invokes a rather general science construct
that is also subject to framing by respondents’ particular
experiences. Even so, replication with other explicit and implicit
measurement techniques would be a useful check on this
question.

Another impetus for replication with a different implicit
science-is-male instrument is to avoid the IAT’s structural
requirement of a contrasting category, in this case, the fairly
distinct other academic stereotype of “gender–arts.” Our explicit
stereotype measurement approach, which allowed separate
measurement of gender–science and gender–arts stereotypes,
underscored their distinctiveness, especially for participants
identifying as STEM majors (see Results for Hypothesis 1
and Figures 2B,C). Further evidence from our study suggests,
however, that the science–gender construct may, indeed, be
driving performance on this IAT more than the arts–gender
construct. Among the STEM majors in our sample, explicit
science–gender stereotype was a better predictor of IAT score
than was the explicit arts–gender stereotype (regression R2 s of
0.063 and 0.013, respectively, and increasing only to 0.067 when
both factors and their interaction were included in a multiple
regression model).

Finally, our cross-sectional data require that inferences about
the lack of environmental “dosage” effects be held cautiously
until longitudinal studies are brought to bear. Of our two
proxies for dosage (1) gradations of experience across the five
years of traditional college age and (2) bachelors, masters and
doctoral levels of scientific achievement, we agree with one of
our reviewers that the latter is likely the more reliable. The
dominant finding of scant evidence for dosage effects with
either method, however, lends credence to the general conclusion
that ongoing exposure to particular gender ratios, once strong
scientific identities are established, may have little effect on
personally-held stereotypes.
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Conclusion

Male scientists, on average, hold substantially stronger explicit
and implicit science-is-male stereotypes than do female scientists.
The gender difference is greatest, exceeding 0.8 standard
deviations, for the implicit stereotypes held by men and
women in either biological/life sciences or engineering/physical
sciences (about twice the size of the differences in health
and computer science fields). Average stereotype strengths
differ across scientific disciplines, but in different patterns for
explicit and implicit stereotypes. Differences in explicit stereotype
strength correspond to gender ratios. That is, lower proportions
of women in a field predict stronger explicit science-is-male
associations. Implicit stereotype differences, in contrast, do
not track with gender ratios. The implicit stereotyping levels
for female and male scientists in life sciences, for example,
where women are strongly represented, are similar to the levels
in physical sciences and engineering, where women remain
distinct minorities. Regardless of gender ratio, implicit stereotype
differences align with indicators of individuals’ scientific identity,
such that disciplines with higher proportions of extremely
science-identified people are characterized by more extreme
implicit stereotype averages, extremely high for men and
extremely low for women.

For scientifically-identified adults within a given discipline
(assuming a generally constant gender-ratio), neither explicit
nor implicit stereotype levels vary much as a function of cross-
sectional proxies for “dosage” of the exposure to that gender ratio.
That is, within disciplines, stereotype strengths are comparable
between newly-declared STEM majors at age 18, bachelors,
masters and PhD STEM degree-holders, and practicing scientists.
Though stereotype change was not measured, these cross-
sectional data suggest that, once a scientific identity is established,
implicit stereotype strength remains fairly constant at a low level
for women and at a high level for men, regardless of immediate
gender ratio or duration and intensity of training and practice.
They further suggest that neither sex differences in implicit
stereotyping, nor individual differences in implicit stereotyping,
are likely to account for women’s differential representation
across scientific disciplines once a major is declared.

This is not to suggest that adults’ STEM interest and pursuit is
not influenced by implicit stereotypes and self-concepts. There
is much to learn, for instance, about implicit influences for

the many who begin college without a clear major direction,
as well as for the substantial number who intend a major in
STEM at the start, but do not persist (Chang et al., 2014; Higher
Education Research Institute, 2014). Still, it makes sense that
research resources be focused at understanding the influences
on children’s self-concepts and stereotypes, as they are certainly
more malleable and there is still time for interventions to work
ahead of the coalescing of academic interests and goals during
adolescence (Tai et al., 2006; Galdi et al., 2014). As noted by Ceci
and Williams (2010), it is likely that a lion’s share of the STEM
sex difference derives from choices made prior to taking college
courses.

Dasgupta (2011) emphasizes critical periods for inoculating
girls’ and women’s implicit stereotype-incongruent self-concepts

through increased exposure to same-sex peers and experts in the
given domain. These critical inoculation periods are theorized
to include youth, when self-concepts are forming, and times of
academic or professional transition for adults, when decisions
about persisting may be influenced unconsciously by feelings
of belonging. Our finding that the implicit gender–science
stereotypes of adults in science, while quite variable, do not
depend on proportion of same-sex peers in the environment
suggests that adults’ implicit science self-concepts may also have
little to do with gender ratios. That is, if Greenwald et al.’s
(2002) balanced identity theory of implicit cognition is correct,
the pattern of stability we have found for implicit science-
is-male stereotypes should also hold for science self-concepts.
Women in science, whether first-year collegians with a STEM
major or PhD scientists, tend to have relatively weak implicit
science-is-male stereotypes and can be expected to have strong
implicit science self-concepts, regardless of gender proportions
in the environment. Long-term longitudinal research is still
lacking on these questions, but our results, combined with other
evidence about critical junctures in the STEM pipeline, suggest
that resources will likely be most fruitfully invested in studies
beginning with children.

Supplementary Material

The Supplementary Material for this article can be found
online at: http://journal.frontiersin.org/article/10.3389/fpsyg.
2015.00415/abstract
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For decades, research and public discourse about gender and science have often assumed
that women are more likely than men to “leak” from the science pipeline at multiple points
after entering college. We used retrospective longitudinal methods to investigate how
accurately this “leaky pipeline” metaphor has described the bachelor’s to Ph.D. transition
in science, technology, engineering, and mathematics (STEM) fields in the U.S. since the
1970s. Among STEM bachelor’s degree earners in the 1970s and 1980s, women were less
likely than men to later earn a STEM Ph.D. However, this gender difference closed in the
1990s. Qualitatively similar trends were found across STEM disciplines. The leaky pipeline
metaphor therefore partially explains historical gender differences in the U.S., but no longer
describes current gender differences in the bachelor’s to Ph.D. transition in STEM. The
results help constrain theories about women’s underrepresentation in STEM. Overall, these
results point to the need to understand gender differences at the bachelor’s level and below
to understand women’s representation in STEM at the Ph.D. level and above. Consistent
with trends at the bachelor’s level, women’s representation at the Ph.D. level has been
recently declining for the first time in over 40 years.

Keywords: doctoral education, STEM education, gender differences, STEM persistence, retrospective methods

INTRODUCTION
For three decades, research and public discourse about gender
differences in academic science have often focused on the “leaky
pipeline” metaphor (Berryman, 1983; Alper, 1993). According to
this metaphor, women are more likely than men to leave science at
multiple time points from the beginning of college through aca-
demic tenure. Scholars from diverse fields have proposed how
specific factors such as cognitive abilities, discrimination, and
interests can explain these gender differences in opting out (Ceci
et al., 2009). These interlocking factors could collectively cause
“leaks” at various segments in the science pipeline and therefore
lead to an underrepresentation of women among science Ph.D.
holders and faculty. In this way, the leaky pipeline metaphor has
explicitly and implicitly served as a core theoretical foundation for
several explanations regarding the underrepresentation of women
in science, technology, engineering, and mathematics (STEM)
fields.

We investigated how accurately the leaky pipeline metaphor
has described the bachelor’s to Ph.D. STEM pipeline in the U.S.
since the 1970s. During this time frame, women’s representation
in STEM fields has dramatically increased. For instance, women
earned 19% of the U.S.’s bachelor’s degrees in chemistry in 1966,
but earned 48% of them in 20131. The increase in women’s rep-
resentation at the Ph.D. and assistant professorship levels has
also been dramatic (Ceci et al., 2014). Given this rapid change
over time, it is especially worth considering whether the leaky
pipeline metaphor (1) was empirically supported in the past, and

1http://ncsesdata.nsf.gov/webcaspar/

(2) continues to be empirically supported today. Current inaccu-
racies in this metaphor could constrain and potentially prompt
revision of diverse theories about current gender differences in
STEM fields. Improving such conceptual models could also help
policy makers target when and where to allocate limited resources
for increasing gender diversity in STEM fields.

Recent research has found some current inadequacies of the
leaky pipeline metaphor (Cannady et al., 2014; Miller et al., under
review). For instance, plugging leaks in the pipeline from the
beginning of college to the bachelor’s degree would fail to substan-
tially increase women’s representation among U.S. undergraduates
in physical science, technology, engineering, and mathemat-
ics (pSTEM) fields2 (excluding life science and social science).
Women currently earn 25% of pSTEM bachelor’s degrees in the
U.S., and equalizing gender differences in undergraduate pSTEM
retention would only increase this percentage to 27% (Miller et al.,
under review).

Other research has found large gender differences in opting
out exist only in some STEM fields, but not others. For instance,
the percentage of women among academic biologists substantially
declines from receiving a biology Ph.D. to applying for tenure-
track positions at Research I institutions; this decline suggests a
leaky academic pipeline for female biologists (National Research
Council [NRC], 2010). However, such declines are counterintu-
itively far smaller in the more male-dominated fields of physics
and engineering (National Research Council [NRC], 2010). This

2Prior research on gender diversity in STEM has often focused on these pSTEM
fields because women are especially underrepresented in them (Ceci et al., 2014).
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evidence and related studies have indicated that, when describing
academic transitions after the Ph.D., the leaky pipeline metaphor
is less accurate for the more male-dominated STEM fields – the
fields for which the metaphor was originally intended (see Ceci
et al., 2014 for a review).

We contribute to this research on persistence in STEM fields
by investigating men’s and women’s transition from undergradu-
ate to graduate education. During this formative period, students
start to develop identities as scientists and engineers capable of
independently producing scientific knowledge and technologi-
cal innovations (Herzig, 2004). Several scholars have suggested
that women face more challenges than men in completing this
transition. Such challenges could include gender discrimination
from academic mentors (Moss-Racusin et al., 2012; Milkman
et al., 2014), male advantages on gatekeeper mathematics and
science tests (Wai et al., 2010; Lakin and Gambrell, 2014), con-
cerns about raising young children (Williams and Ceci, 2012),
and support from peers and family (Herzig, 2004). Collectively,
these diverse challenges could present themselves at many points
between earning a bachelor’s and Ph.D. degree, including choosing
and then applying to graduate school, getting accepted, choosing
the graduate school and mentor, completing coursework, devel-
oping research ideas and professional relationships, completing
research projects, writing the Ph.D. thesis, and defending the
thesis.

As described above, various factors at multiple time points
could compel women to leave STEM fields at higher rates during
the transition from the bachelor’s to the Ph.D. degree. However,
empirically investigating such gender differences is methodolog-
ically challenging, especially because (1) few students pursue a
Ph.D. after earning the bachelor’s and (2) the time in between the
bachelor’s and Ph.D. can often exceed a decade (National Science
Board [NSB], 2014). These challenges make prospective longitu-
dinal studies exceptionally expensive, considering the large sample
sizes and long time intervals needed.

Consequently, “[s]tudies of sex differences in Ph.D. comple-
tion are hampered by a lack of data” (Ceci et al., 2014, p.99).
For instance, few research studies have systematically investi-
gated gender differences in Ph.D. completion using representative
samples (though see Xie and Killewald, 2012 for persistence
rates ∼1–2 years after the bachelor’s). Prior studies have instead
used students from self-selected fellowship programs (Bowen and
Rudenstine, 1992; Myers and Pavel, 2011) or non-representative
groups of institutions (Zwick, 1991; Council of Graduate Schools,
2008; Ampaw and Jaeger, 2011).

Other studies (Ceci et al., 2014; Gillen and Tanenbaum, 2014)
have used population-level data to compare artificial cohorts of
bachelor’s and Ph.D. degree earners (e.g., compare the percent-
age of women among physics bachelor’s degree earners in a given
year and then among physics Ph.D. earners 8 years after). How-
ever, these studies make somewhat restrictive assumptions about
the artificial cohorts. For example, these methods assume that
students do not switch fields between the bachelor’s and Ph.D.
degree and that students take similar amounts of time between
the bachelor’s and Ph.D. degree. Hence, results even from these
population-based studies could be strengthened and extended
with alternate methods.

To help overcome these prior limitations, we used nationally
representative samples and retrospective methods to investigate
gender differences in the bachelor’s to Ph.D. STEM pipeline in the
U.S. since the 1970s. As with all retrospective studies, the relevant
events (e.g., earning of bachelor’s and Ph.D. degrees) had already
occurred at the time of the survey; participants simply recalled
their prior educational histories. This retrospective design allowed
us to investigate changes in STEM persistence over three decades –
a unique advantage of a retrospective, compared to prospective,
longitudinal design.

Supplementing these retrospective analyses, cross-sectional
analyses investigated how gender differences in three other char-
acteristics (career goals, employment status, and family outcomes)
varied across cohorts of bachelor’s degree holders. These supple-
mental analyses helped provide clues about why bachelor’s to Ph.D.
persistence rates might have changed over time.

MATERIALS AND METHODS
OVERVIEW
For this study, the term STEM persistence rate refers to the percent-
age of students who earned a Ph.D. in a particular STEM field (e.g.,
engineering) among students who had earlier received bachelor’s
degrees in that same field. We estimated persistence rates separately
by field of study (e.g., engineering vs. physical science), bachelor’s
degree cohort (e.g., 1980s vs. 1990s), and gender. These rates were
estimated by two sets of numbers: (1) numbers of students who
earned a bachelor’s degree in a particular field during a certain time
frame and (2) numbers of those students who also later earned a
Ph.D. in that same field. We used two national probability samples
to estimate these two sets of numbers: National Survey of College
Graduates (NSCG) and Survey of Doctoral Recipients (SDR).

SAMPLES
The 2010 NSCG sample (n = 77,188) provided estimates for num-
bers of bachelor’s degree earners. The NSCG’s target population
was college graduates living in the U.S. in 2010 under 76 years old
who were not institutionalized (Fecso et al., 2012). The 2010 SDR
sample (n = 31,462) provided estimates for numbers of Ph.D.
earners. The SDR’s target population was a subpopulation of
NSCG’s target population who also earned a Ph.D. from a U.S.
institution in a science, engineering, or health field3. Although the
NSCG sample could have also provided estimates for numbers of
Ph.D. earners, the SDR sample provided more precise estimates
given its exclusive focus on Ph.D. earners.

ANALYZED VARIABLES
In both the NSCG and SDR surveys, participants were asked to
recall their educational histories (e.g., the field of study and year
of their first bachelor’s degree). Although retrospective studies
such as ours can often have various recall biases (e.g., students
misremembering how interested they were in science as children),
it is unlikely that participants systematically misremembered con-
crete details such as what year they earned their first bachelor’s
degree. These educational histories, participants’ demographics,
and probability survey weights formed the basis for our analyses.

3http://www.nsf.gov/statistics/srvydoctoratework/
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Officials at the National Science Foundation created the survey
weights to adjust for unequal sampling probabilities and non-
response bias (Finamore et al., 2011). All the variables analyzed
were available in the public-use versions of the 2010 NSCG and
SDR surveys, which can be downloaded from the National Sci-
ence Foundation’s website4. Lists of the analyzed variables and R
analysis scripts are available in the supplemental materials for this
paper.

DEFINITION OF STEM FIELDS
We separated the category of “STEM” into five major subcat-
egories as defined by the National Science Foundation’s clas-
sification system: (1) computer and mathematical science, (2)
engineering, (3) life science, (4) physical science, (5), and social
science (National Science Board [NSB], 2014). We also estimated
persistence rates for pSTEM fields as a collective whole (cate-
gories #1, #2, and #4), given the focus on these fields in prior
research on gender diversity in STEM (e.g., Riegle-Crumb et al.,
2012).

ESTIMATING PERSISTENCE RATES
We divided participants into cohorts based on field of study and
year of the first bachelor’s degree (e.g., individuals who earned
their first bachelor’s degree in engineering during 1976–1980).
The NSCG sample provided estimates on the size of these cohorts.
The SDR sample provided estimates on the numbers of Ph.D.
holders within these cohorts (e.g., individuals who earned their
first bachelor’s degree in engineering during 1976–1980 and who
also earned an engineering Ph.D. before 2010). For any particular
cohort, the persistence rate was estimated by dividing the sum of
relevant SDR survey weights (i.e., the number of Ph.D. holders) by
the sum of corresponding NSCG survey weights (i.e., the number
of bachelor’s degree holders).

Analyses were restricted to U.S. citizens; the high propor-
tion of international students among U.S. Ph.D. earners, but
not bachelor’s degree earners, could have artificially inflated esti-
mates of persistence rates (Xie and Killewald, 2012). Analyses
included cohorts of students who earned their first bachelor’s
degree between the years 1971–2000. These cohorts were divided
into 5-year intervals (e.g., 1971–1975, 1976–1980, etc.) to increase
sample sizes for individual cohorts and thus reduce fluctuations
due to noise. See Table 1 for sample sizes.

ESTIMATING STANDARD ERRORS
The 2010 NSCG survey used a complex two-phase sampling design
in which individuals for the NSCG were sampled from respondents
to the 2009 American Community Survey. As such, traditional
approaches for estimating SEs in survey research (e.g., analyti-
cal formulas, jackknife replicates) are no longer appropriate. We
therefore contacted the National Center for Science and Engineer-
ing Statistics and obtained custom SEs for this study’s specific
estimates. These SEs were estimated using successive difference
replication, which is appropriate for such two-phase sampling
designs (White, 2014; Opsomer et al., under review). The sample
design for the SDR survey was less complex and we therefore used

4http://sestat.nsf.gov/datadownload/

Table 1 | Sample sizes by cohort, field of bachelor’s degree, and

gender.

Field of bachelor’s degree

Cohort Engineering Life

science

Math/

computer

science

Physical

science

Social

science

National Survey of College Graduates

′71–5 1073 543 275 347 1034

40 271 146 109 825
′71–75 1116 584 250 407 839

127 469 162 117 851
′81–85 1553 426 373 468 653

284 376 239 186 777
′86–90 1483 323 564 306 695

292 377 330 167 886
′91–95 1361 411 439 264 782

329 440 275 135 1285
′95–00 1197 487 487 250 731

338 659 270 195 1296

Survey of Doctorate Recipients

′71–75 297 482 137 492 516

18 212 61 87 346
′71–75 361 538 154 475 395

34 315 47 135 341
′81–85 584 423 159 559 309

94 291 63 195 355
′86–90 497 377 174 406 314

120 338 62 189 407
′91–95 392 396 151 378 331

132 390 90 182 558
′95–00 259 420 106 303 254

120 425 66 180 428

Blue entries refer to men, and red entries refer to women.
Source: 2010 National Survey of College Graduates and 2010 Survey of Doctoral
Recipients.

standard “equivalent sample size” formulas to derive SEs for the
SDR estimates (Potthoff et al., 1992).

ACCOUNTING FOR THE LENGTH OF TIME BETWEEN DEGREES
By restricting analyses to cohorts in the year 2000 and before, we
allow for at least 10 years between when students earned their first
bachelor’s degree and when the surveys were conducted in 2010.
Nevertheless, estimates especially for the last cohort (1996–2000)
should be interpreted somewhat cautiously because a non-trivial
proportion of students may earn Ph.D.’s after 2010.

The time in between the first bachelor’s degree and Ph.D. degree
can be long. For instance, among U.S. citizens earning pSTEM
Ph.D.’s in the U.S. between 2000 and 2010, the time in between
degrees exceeded 10 years in 26% of cases, 15 years in 11% of
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cases, and 20 years in 7% of cases5. Given this long time between
degrees, bachelor’s to Ph.D. persistence rates were likely somewhat
underestimated especially among later cohorts (e.g., those who
earned first bachelor’s degree in 1996–2000).

For these reasons above, we conducted additional analyses
that compared persistence rates across cohorts based on the same
length of time after the first bachelor’s degree. For instance, we
compared persistence rates for the 1986–1990 cohort based on
Ph.D.’s earned by 2000 with the persistence rates for the 1996–
2000 cohort based on Ph.D.’s earned by 2010. Such additional
analyses effectively control for the confound between cohort and
length of time after the bachelor’s degree.

ACCOUNTING FOR SAMPLE RESTRICTIONS
In both the NSCG and SDR samples, the target populations were
restricted to non-institutionalized individuals living in the U.S.
in 2010 aged 75 years old or younger. These restrictions on the
target populations likely had only modest effects on our estimates.
For instance, the restriction to non-institutionalized populations
likely had little influence because of low incarceration rates among
college-educated populations (Lochner and Moretti, 2004). The
age restriction might have modestly influenced estimates especially
for the oldest cohort (1971–1975). The age restriction, for instance,
would have excluded individuals who earned their first bachelor’s
degree in 1971 past the age of 36 years. However, few students in the
U.S. earn bachelor’s degrees past the age of 36 years. For instance,
only 3% of pSTEM bachelor’s degrees in 1993 were awarded to
students older than 36 years6. Finally, the restriction to individuals
living in the U.S. likely had small effects on our estimates because
few U.S. bachelor’s degree earners move outside the U.S. after
college graduation. For instance, less than 1% of pSTEM bachelor’s
degree holders in 1993 moved outside the U.S. by the year 20035.

INTERACTIVE WEBSITE
We made an interactive website7 of our results to help interested
readers inspect the effects of alternate analytic decisions (e.g.,
effects of using an alternate grouping of STEM fields or including
non-U.S. citizens). All code to make this interactive website is also
available in the supplemental materials.

RESULTS
RESULTS FROM RETROSPECTIVE METHODS
Among students earning pSTEM bachelor’s degrees in the 1970s
and 1980s, women were 0.6–0.7 times as likely as men to later earn a
pSTEM Ph.D. (Figure 1). However, this gender difference closed in
the 1990s. Gender differences in persistence rates were statistically
significant for cohorts in the 1970s and 1980s (all ps < 0.0005), but
not in the 1990s (both ps > 0.60). See Table 2 for count estimates
that were used for calculation of persistence rates and SE for gender
differences in persistence rates.

5These estimates were calculated from the NSCG sample. Variables to compute the
exact number of years between the first bachelor’s degree and Ph.D. degree were not
available in the public-use SDR dataset.
6These estimates were based on our own analysis of the 1993 Baccalaureate and
Beyond study, which can be analyzed on the PowerStats website for the National
Center for Educational Statistics (http://nces.ed.gov/datalab/powerstats/).
7http://d-miller.shinyapps.io/bachelorsPHD

FIGURE 1 | Bachelor’s to Ph.D. STEM persistence rates by gender and

bachelor’s degree cohort (excluding life and social science). Rates
especially for the last cohort (1996–2000) should be interpreted cautiously
because a non-trivial proportion of students may earn Ph.D.’s in the future.
Source: 2010 National Survey of College Graduates and 2010 Survey of
Doctoral Recipients.

As shown in Figure 2, similar results were found when dis-
aggregating pSTEM fields (engineering, mathematics/computer
science, physical science). Life science also showed a similar recent
convergence between men and women. Social science had male
advantages in persistence rates among cohorts in the 1970s, small
non-significant female advantages in the early 1980s, and little to
no gender differences since the late 1980s. Reasons for these con-
vergences among cohorts in the 1990s varied across disciplinary
fields (e.g., sometimes the convergence was driven by declines
in men’s rates or increases in women’s rates, or both). No gen-
der difference in persistence rates was significant for these 1990s
cohorts (all ps > 0.19, except p = 0.054 for the 1991–1995 mathe-
matics/computer science cohort). See Supplementary Table 1 for
count estimates and SE across disaggregated fields.

As discussed earlier (see Accounting for the Length of Time
between Degrees), one concern about these results was that cohort
was confounded with the length of time after the bachelor’s degree.
The analyses shown in Figure 3 controlled for this confound by
comparing pSTEM persistence rates over time using the same
length of time after the bachelor’s degree. As shown, results were
qualitatively similar compared to Figure 1: male advantages in
pSTEM persistence rates were found in earlier cohorts in the
1970s, but not in later cohorts in the 1990s. Results were similarly
unchanged for the groupings of STEM fields shown in Figure 2;
see the interactive website for detailed results7.

RESULTS FROM CROSS-COHORT COMPARISONS
The results for persistence rates help to explain the continual
increases in women’s representation among STEM Ph.D. hold-
ers. As shown in Figure 4, women earned less than 3% of the
U.S.’s pSTEM Ph.D.’s in 1966, but earned 27% of them in 2012.
This increase in women’s representation at the Ph.D. level has been
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Table 2 | Count estimates and gender differences in persistence rates for pSTEM fields.

Count estimates

Bachelor’s Ph.D. Persistence rates

Cohort Female Male Female Male Difference SE p

’71–’75 77450 454251 2477 23098 1.89 0.51 <0.001

’76–’80 114323 448251 3838 25163 2.26 0.46 <0.001

’81–’85 185007 646401 6401 34129 1.82 0.37 <0.001

’86–’90 238176 635401 6385 26020 1.41 0.30 <0.001

’91–’95 174975 541446 5960 19085 0.12 0.34 0.727

’96–’00 196555 472214 5535 14065 0.16 0.31 0.604

“Difference” refers to the percentage point difference in men’s minus women’s persistence rate. ps < 0.05 are bolded.

FIGURE 2 | Disaggregated bachelor’s to Ph.D. STEM persistence rates by gender and bachelor’s degree cohort. Rates especially for the last cohort
(1996–2000) should be interpreted cautiously because a non-trivial proportion of students may earn Ph.D.’s in the future. Source: 2010 National Survey of
College Graduates and 2010 Survey of Doctoral Recipients.
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FIGURE 3 | Bachelor’s to Ph.D. STEM persistence rates by gender and

bachelor’s degree cohort awarded (excluding life and social science),

holding constant the length of time after the first bachelor’s degree.

For instance, rates for the 1996–2000 cohort were based on Ph.D.s earned
by 2010, rates for the 1991–1995 cohort were based on Ph.D.s earned by
2005, rates for the 1986–1990 cohort were based on Ph.D.s earned by
2000, and so on. Source: 2010 National Survey of College Graduates and
2010 Survey of Doctoral Recipients.

FIGURE 4 | Women’s representation among STEM bachelor’s and Ph.D.

degree earners by year of degree awarded (excluding life and social

science). Ph.D. data after 2012 are not available. Source: WebCASPAR
Integrated Science and Engineering Resource Data System (2014).

steady over these four decades, and qualitatively similar trends are
found across all STEM disciplines (e.g., life science and physics;
Ceci et al., 2014).

Our results indicate that changes over time at the Ph.D. level
can be attributed to two major factors: (1) the increase of women’s
representation at the bachelor’s level among cohorts in the early
1970s to mid 1980s (Figure 4), and (2) the narrowing of gender
differences in persistence rates among bachelor’s degree cohorts in
the early 1980–1990s (Figures 1 and 2).

Although women’s representation among pSTEM Ph.D. hold-
ers has been continually increasing since the 1970s, this trend may

not continue in the future for two major reasons: (1) women’s
representation among STEM bachelor’s degree holders has been
declining since 2000 (Figure 4), and (2) gender differences in
STEM persistence rates have already closed (Figures 1 and 2). Cur-
rent data indicate that women’s representation at the Ph.D. level
has started to decline for the first time in over 40 years. The percent
women among pSTEM Ph.D.’s awarded to U.S. citizens peaked at
28% in 2009 and has been declining ever since (Figure 4). Women
would need to overtake men in bachelor’s to Ph.D. STEM persis-
tence rates to reverse this trend. Otherwise, this trend will likely
continue over the next few years.

CHANGES IN OTHER CHARACTERISTICS AMONG BACHELOR’S DEGREE
HOLDERS
To help place the bachelor’s to Ph.D. persistence findings in con-
text, we investigated changes in other characteristics (e.g., career
goals) for our focal bachelor’s degree holder population (i.e., U.S.
citizens who earned a pSTEM bachelor’s degree during the years
1971–2000). These supplemental analyses used the NSCG data
to characterize this focal population. Results revealed some sta-
ble gender differences regarding career goals (e.g., men were more
likely to rate salary as a very important factor when thinking about
a job, and women were more likely to rate contribution to society
as very important) and employment outcomes (e.g., men were
more likely than women to be working in 2010, working women
were more likely than working men to be precollege teachers) in
this focal population. However, these gender differences generally
showed no consistent increase or decrease across cohorts; see the
interactive website for complete, detailed results. Hence, gender
differences in these characteristics likely cannot explain the cross-
cohort changes observed for bachelor’s to Ph.D. persistence rates.
Gender differences in having children and getting married were
small across the cohorts and therefore also likely cannot explain
the changes in persistence rates.

DISCUSSION
The leaky pipeline metaphor has partially explained historical gen-
der differences in the U.S., but it no longer describes current gender
differences in the bachelor’s to Ph.D. transition in STEM. Remark-
ably, these recent convergences in persistence rates were found in
all major groups of STEM fields (i.e., engineering, life science,
mathematics, and computer science, social science, and physical
science). These results align with and extend other recent studies
that used alternate methods to investigate the bachelor’s to Ph.D.
transition (Ceci et al., 2014; Gillen and Tanenbaum, 2014). Our
study helps to place these recent convergences in historical con-
text; some of the mixed results in prior literature likely reflect
genuine change over time (e.g., Zwick, 1991; Herzig, 2004; Coun-
cil of Graduate Schools, 2008; Gillen and Tanenbaum, 2014). Male
Ph.D. holders still outnumber female Ph.D. holders by approxi-
mately three to one in pSTEM fields. However, our results indicate
that gender differences in bachelor’s to Ph.D. persistence rates
no longer help to explain this male overrepresentation. In fact,
women’s representation in pSTEM is now higher at the Ph.D. than
bachelor’s level.

Reasons for the convergences in persistence rates remain
unclear. Sometimes the convergence was driven by declines in
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men’s rates (e.g., in mathematics/computer science), increases
in women’s rates (e.g., in physical science), or both (e.g., in
engineering). Our results helped eliminate potential hypothe-
ses for these changes over time. For instance, convergences
in persistence rates were likely unrelated to changes in some
characteristics among bachelor’s degree holders. For instance,
among pSTEM bachelor’s degree holders, gender differences
in career goals and employment outcomes generally showed
no consistent increase or decrease across the relevant cohorts.
To explore other hypotheses, future research should investigate
how changes in doctoral education might help account for the
changes in persistence rates. For instance, gender diversity ini-
tiatives at the graduate level might have helped increase women’s
rate of persisting in a doctoral program after entering graduate
school.

THEORETICAL IMPLICATIONS: GENERAL
Regardless of reasons why persistence rates might have changed
over time, the recent convergences between women’s and men’s
rates inform theories about women’s current representation in
STEM. The convergences in rates may seem surprising given the
multitude of factors that could cause women to leave STEM fields
at higher rates than men (e.g., gender discrimination, gender-
science stereotypes, right tail differences in cognitive abilities, or
a combination of multiple factors). As reviewed in the introduc-
tion, many theories of women’s underrepresentation in STEM
have often either explicitly or implicitly assumed that women
are less likely than men to persist and pursue doctoral training
in STEM. However, our results indicate that this foundational
assumption may have been accurate in the past, but is no longer
accurate.

One possible interpretation of recent gender similarity is that
some factors could create male advantages in persistence rates (e.g.,
factors such as discrimination, right tail ability differences), but
other factors create female advantages. For instance, self-selection
among STEM undergraduates might create female advantages at
the graduate level. As Hunt (2012, p. 1) hypothesized, various
obstacles that female STEM undergraduates may face could “cause
women entering science and engineering to be more positively
selected for interest and aptitude than their male counterparts.” In
other words, given the obstacles for female STEM undergraduates,
only women with the strongest interest and aptitude for STEM
would successfully earn STEM bachelor’s degrees.

This self-selection hypothesis, however, does not seem to align
with the changes over time that we found. If anything, obstacles
facing female STEM undergraduates were likely more extreme ear-
lier in time when fewer women were earning STEM bachelor’s
degrees (Ceci et al., 2014) and gender-science stereotypes were
stronger (Miller et al., under review). According to this hypoth-
esis, self-selection among female STEM undergraduates might
have then been stronger in the 1970s and 1980s, meaning that
those women might have been especially likely to pursue doc-
toral education. However, our results contradict this prediction
because male advantages in persistence rates were larger earlier
in time.

Another possible interpretation of these results is that various
factors such as gender discrimination may not contribute

substantially to current gender differences in bachelor’s to Ph.D.
STEM persistence rates. In the following section, we consider
this possibility for two specific factors especially relevant to doc-
toral education: gender discrimination among academic mentors
and right tail differences in cognitive abilities. Of course, these
possibilities are not necessarily mutually exclusive with the one
discussed earlier (i.e., some factors such as self-selection create
female advantages in persistence rates).

THEORETICAL IMPLICATIONS: GENDER DISCRIMINATION
Two recent field experiments found that STEM faculty’s biases
favor male students on average (Moss-Racusin et al., 2012; Milk-
man et al., 2014). For instance, in one nationally representative
sample, STEM faculty ignored emails more frequently from
prospective female graduate students than prospective male grad-
uate students (Milkman et al., 2014). Such biases might therefore
create a “leaky pipeline” for female STEM college majors by dis-
couraging them from applying to graduate school or impeding
their academic progress once in graduate school. However, our
results do not agree with this basic prediction. Men and women
now persist at roughly equal rates in STEM fields between the
bachelor’s and Ph.D. degree, despite evidence of pro-male biases
among academic mentors (Moss-Racusin et al., 2012; Milkman
et al., 2014).

One possibility is that STEM faculty’s biases favor male stu-
dents on average, but women overcome these biases by persisting
at equal rates compared to men. Some empirical evidence sup-
ports this hypothesis. For instance, Milkman et al.’s (2014) study
found biases favoring White males in nearly all academic fields.
However, the size of the gender discriminatory gap in a particular
academic field did not predict the representation of women in that
field at the Ph.D. or faculty level. For instance, compared to non-
STEM faculty, STEM faculty were not particularly biased against
women. In fact, gender discrimination against White females was
stronger among faculty in health fields than in the male-dominated
fields of computer science and engineering (Milkman et al., 2014,
Figure 1B). These results demonstrate that stronger pro-male
biases do not necessarily translate to a lower representation of
women at the Ph.D. or faculty level (see Ceci et al., 2014 for dis-
cussion of other related studies about gender discrimination in
academic science).

These considerations above should not be used to discount
the crucial importance of accurately assessing and changing gen-
der biases in science. Gender discrimination can negatively affect
many potential outcomes other than the numeric percentage of
women in STEM fields. For instance, gender discrimination may
cause some women to not feel respected or limit women’s equitable
access to resources (e.g., equal salaries). Such realizations raise the
question of whether diversity initiatives in STEM should focus
more on increasing the representation of particular groups (e.g.,
women, non-Asian racial minorities) or improving the quality of
experiences for members of those groups.

THEORETICAL IMPLICATIONS: COGNITIVE ABILITIES
Some scholars have proposed that gender differences in mathe-
matics and science reasoning performance might partially con-
tribute to the underrepresentation of women in academic science
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(Benbow, 1988; Wai et al., 2010; Ceci et al., 2014). Although males
and females often perform similarly on standardized mathemat-
ics tests on average, males are overrepresented in the right tail
of mathematics and science reasoning performance (e.g., top 5%
of performance or higher; Wai et al., 2010; Miller and Halpern,
2014). These right tail differences could be related to women’s
representation among STEM Ph.D. holders because such individ-
uals disproportionately come from this right tail of performance
(Lubinski and Benbow, 2006) and individual differences in SAT-
Mathematics scores at age 12 predict later differences in earning
STEM Ph.D.’s even within the top 1% of performance (Wai et al.,
2005).

Although these right tail differences could be relevant to
women’s representation at the Ph.D. level, they are likely less
relevant to representation at the bachelor’s level. Many students
successfully earn STEM bachelor’s degrees without being in the
right tail of mathematics performance (though see Hsu and
Schombert, 2010 for additional discussion). For instance, only
one-fifth (18%) of STEM bachelor’s degree holders in 20088 had
received a SAT-Mathematics score above 7009 in high school. Right
tail differences in mathematics performance therefore likely do not
substantially contribute to women’s representation in STEM fields
at the bachelor’s level; longitudinal studies support this hypothesis
(Riegle-Crumb et al., 2012).

If extremely high mathematics performance is required at the
Ph.D. but not bachelor’s level, right tail differences in performance
might be especially important for persisting from the bachelor’s to
Ph.D. degree. For instance, low scores on challenging gatekeeper
tests (e.g., GRE-Mathematics) could directly reduce students’ like-
lihood of being admitted to a STEM Ph.D. program. Hence, if
right tail gender differences contribute to women’s representation
among STEM Ph.D. holders, one might predict these right tail
differences do so through their influence on persisting from the
bachelor’s to Ph.D. degree.

Our results, however, do not agree with this basic prediction
because men and women now persist at equal rates from the bach-
elor’s to Ph.D. in various STEM disciplines. Moreover, in pSTEM
fields, men and women also persist at equal rates in the academic
pipeline past the Ph.D. (see Ceci et al., 2014 for a review). For
instance, in physical science and engineering fields, female and
male Ph.D. holders are equally likely to earn assistant professor-
ships (National Research Council [NRC], 2010) and academic
tenure (Ginther and Kahn, 2009; Kaminski and Geisler, 2012;
National Research Council [NRC], 2010). Hence, despite males
outnumbering females in the top fraction of math and science rea-
soning performance (Wai et al., 2010; Miller and Halpern, 2014),
males and females now persist at equal rates in the most intellec-
tually challenging segments of the academic pipeline (e.g., earning
Ph.D.’s and academic tenure) in some of the most math-intensive
STEM fields (e.g., physical science and engineering). These results

8These estimates were based on our own analysis of the 2008 Baccalaureate and
Beyond study, which can be analyzed on the PowerStats website for the National
Center for Educational Statistics (http://nces.ed.gov/datalab/powerstats/).
9SAT-Mathematics scores of 700+ corresponded to the top ∼5–10% of per-
formance among the SAT test-taking population. See http://professionals.
collegeboard.com/profdownload/sat_percentile_ranks_2008_males_females_total_
group_math.pdf

suggest women’s underrepresentation among high mathemat-
ics performers might be a more minor factor contributing to
women’s underrepresentation among pSTEM Ph.D. holders and
faculty.

WHAT IS THE RIGHT METAPHOR?
Our research shows that the leaky pipeline metaphor is a dated
description of gender differences in the transition between earn-
ing bachelor’s and Ph.D. degrees in STEM in the U.S. Related
prior research indicates that the pipeline metaphor is also mis-
leading for some other academic pathways in STEM. For instance,
the metaphor fails to acknowledge the multiple entry points into
STEM prior to the bachelor’s degree. Many students success-
fully earn STEM bachelor’s degrees despite not having traveled
the traditional STEM “pipeline.” In one nationally representative
study, 39% of STEM bachelor’s degree earners had not intended
to enter STEM when asked in either 8th or 12th grade of sec-
ondary education (Cannady et al., 2014). Moreover, in another
nationally representative sample, female science and engineering
majors were likely to have joined STEM for the first time dur-
ing college than have entered college already intending to major in
STEM (Xie and Shauman, 2003). As Cannady et al. (2014, pp. 447–
448) argued, such results make “the pipeline an ill-suited frame to
understand STEM identity formation, particularly for women and
underrepresented minorities.”

Nevertheless, the pipeline metaphor may be an apt descrip-
tion of academic transitions after the Ph.D. Academic pathways
are considerably more rigid after the Ph.D. degree than before the
bachelor’s degree. For instance, transitioning from a humanities
Ph.D. to physical science tenure-track position would be nearly
impossible without a physical science Ph.D.; the analogous tran-
sition between high school and college would be relatively open.
However, as reviewed earlier, the post-Ph.D. academic pipeline
leaks more women than men only in some STEM fields such as
life science, but surprisingly not the more male-dominated fields
of physical science and engineering (Ceci et al., 2014).

Although the leaky pipeline metaphor may aptly describe the
post-Ph.D. pathways in life science, the metaphor as a whole
may nevertheless do more harm than good. It is an inappropri-
ate description for nearly all other academic pathways in STEM.
Moreover, the metaphor may even burden some women who leave
academic science with a sense of guilt about being “leaks” in the
pipeline. The Twitter user biochembelle wrote that, “Sometimes
I think the way we talk about women in science and the ‘leaky
pipeline’ makes more guilt for women to follow paths they want”
(post on 26 August 2013). This sentiment resonated with other
users who replied with tweets such as, “Every time someone talks
about the ‘leaky pipeline,’ they are calling me a ‘drip”’ (user elak-
dawalla, tweet also on 26 August 2013). See Figure 5 for other
selected responses or the associated blog post by biochembelle for
additional discussion10. These examples are of course anecdotal,
but help illustrate how some individuals are personally impacted
by the metaphor.

Along with other researchers (e.g., Xie and Shauman, 2003;
Cannady et al., 2014), we propose replacing the metaphor of a

10http://biochembelle.com/2013/08/28/the-pipeline-isnt-leaky/
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FIGURE 5 | Screenshots from aTwitter conversation regarding the

“leaky STEM pipeline,” initiated by user biochembelle on 26 August

2013. For further discussion, see http://biochembelle.com/2013/08/28/
the-pipeline-isnt-leaky/. Twitter usernames are shown only for users who
gave explicit permission.

singular pipeline with a network of multiple pathways into and
out of STEM. This concept of pathways more accurately describes
the multiple entry points into STEM prior to the bachelor’s
degree. The idea also more positively portrays women who leave
academic science as women pursuing other potentially fulfilling
goals outside of academia (Webb et al., 2002; Xie and Killewald,
2012). And perhaps most importantly, this reconceptualization
provides policy makers and educators with a wider range of strate-
gies for increasing diversity in STEM. For instance, compared
to “plugging the leaky pipeline” for female STEM undergrad-
uates, equalizing gender differences in rates of joining STEM
from non-STEM fields would more potently increase women’s
representation among STEM bachelor’s degrees (Miller et al.,
under review).

LIMITATIONS
The retrospective methods we used extended and comple-
mented prior methods for studying gender differences in
bachelor’s to Ph.D. persistence rates (e.g., Ceci et al., 2014;

Gillen and Tanenbaum, 2014). However, the use of retrospective
methods also limited our inferences to a subpopulation of degree
earners who were included in the surveys’ target populations: non-
institutionalized adults aged 75 years or younger living in the U.S.
in 2010. However, as discussed earlier (see Accounting for Sample
Restrictions), this limitation likely did not introduce large biases
into our results. Our conclusions were also restricted to the U.S.,
though the retrospective methods that we used could be applied
to any other nation with appropriate data.

Cohort was confounded with the length of time after the bach-
elor’s degree (see Accounting for the Length of Time between
Degrees). As such, estimated persistence rates may have been
modestly underestimated especially among the later cohorts; a
non-trivial proportion of those students may earn Ph.D.’s after
when the surveys were conducted in 2010. Importantly, however,
our cross-cohort results were qualitatively similar when holding
constant the length of time after the bachelor’s degree (e.g., see
Figure 3). Hence, this limitation cannot account for the changes
in gender differences over time. Future changes in persistence
rates are unclear. Gender gaps could reemerge in the future,
although our data offer no particular indication that they will
reemerge.

Our methods revealed changes in persistence rates over time,
but not in other outcomes relevant to doctoral education (e.g.,
performance in graduate school, subjective experiences of stu-
dents). As we discussed earlier, future research should investigate
whether some factors such as gender discrimination affect these
other outcomes without substantially affecting persistence rates.
Finally, continuing to investigate why persistence rates changed
over time would also be invaluable.

CONCLUSION
Overall, these results and supporting literature point to the need
to understand gender differences at the bachelor’s level and below
to understand women’s representation in STEM at the Ph.D. level
and above. Women’s representation in computer science, engi-
neering, and physical science (pSTEM) fields has been decreasing
at the bachelor’s level during the past decade. Our analyses indicate
that women’s representation at the Ph.D. level is starting to follow
suit by declining for the first time in over 40 years (Figure 2).
This recent decline may also cause women’s gains at the assis-
tant professor level and beyond to also slow down or reverse in
the next few years. Fortunately, however, pathways for entering
STEM are considerably diverse at the bachelor’s level and below.
For instance, our prior research indicates that undergraduates who
join STEM from a non-STEM field can substantially help the U.S.
meet needs for more well-trained STEM graduates (Miller et al.,
under review). Addressing gender differences at the bachelor’s level
could have potent effects at the Ph.D. level, especially now that
women and men are equally likely to later earn STEM Ph.D.’s after
the bachelor’s.
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This study uses cross-national evidence to estimate the effect of school peer performance
on the size of the gender gap in the formation of STEM career aspirations. We argue that
STEM aspirations are influenced not only by gender stereotyping in the national culture but
also by the performance of peers in the local school environment. Our analyses are based
on the Program for International Student Assessment (PISA). They investigate whether
15-year-old students from 55 different countries expect to have STEM jobs at the age
of 30. We find considerable gender differences in the plans to pursue careers in STEM
occupations in all countries. Using PISA test scores in math and science aggregated at
the school level as a measure of school performance, we find that stronger performance
environments have a negative impact on student career aspirations in STEM. Although
girls are less likely than boys to aspire to STEM occupations, even when they have
comparable abilities, boys respond more than girls to competitive school performance
environments. As a consequence, the aspirations gender gap narrows for high-performing
students in stronger performance environments. We show that those effects are larger in
countries that do not sort students into different educational tracks.
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1. INTRODUCTION
A growing body of research documents the under-representation
of women in science, technology, engineering, and mathematics
(STEM) occupations and fields of study (Xie and Shauman, 2003;
Eccles, 2007; Ceci and Williams, 2011; Ceci et al., 2014). In order
to understand the sources of these differences, we need to study
the formation of career aspirations in high school, because high
school aspirations are strong predictors of initial college major
choice and the attainment of a Bachelor degree in STEM fields
(Tai et al., 2006; Morgan et al., 2013; Legewie and DiPrete, 2014a).
Recent research from the United States demonstrates that the
high school environment—and particularly the strength of the
STEM curriculum and the gender segregation of extra-curricula
activities—have a substantial impact on gender differences in
plans to major in STEM fields in college (Legewie and DiPrete,
2014b). Data from South Korea suggest that single-sex schools
for boys increase the level of interest in STEM fields, but single-
sex schools for girls do not have a corresponding effect on the
STEM aspirations of girls (Park et al., 2012). Related research
finds that the school context also plays an important role for gen-
der differences in educational performance (Legewie and DiPrete,
2012).

In this study, we contribute to research on the role of the
school context for the gender gap in STEM aspirations, by exam-
ining the impact that peer ability has on gender differences in the
formation of STEM orientations across 55 countries. Researchers

have found that the school performance environment has a neg-
ative impact on student career aspirations in science (Marsh and
Hau, 2003; Shen and Tam, 2008; Nagengast and Marsh, 2012).
There is strong theoretical justification for expecting a gender dif-
ference in the responsiveness to the school performance climate.
High performance in the environment arguably raises the level of
competition. It has important implications for the self evaluation
of performance, which in turn shapes the aspirations for different
fields of study. Indeed, the self evaluation of performance plays
a central role in previous research. With respect to women and
STEM fields, (Correll, 2001) argues that gender status beliefs lead
boys to evaluate their math and science abilities more highly than
girls do, either because girls believe that the relative competency
assessment is valid or because girls expect that others will accept
the ranking as valid. Correll (2001) found that the undervaluation
by girls of their own competence in math had behavioral conse-
quences in that it discouraged them from pursuing quantitative
coursework and fields of study. Other researchers have reached
similar conclusions with regard to the influence of self evalua-
tions on course choices in high school (Marsh and Yeung, 1997;
Nagy et al., 2008) and career aspirations (Eccles et al., 1999; Nagy
et al., 2006; Riegle-Crumb et al., 2010; Eccles, 2011; Sikora and
Pokropek, 2012).

Similar to gender status beliefs that influence performance
expectations, the ability of peers in the school context provides
an important reference for performance evaluations and an

www.frontiersin.org February 2015 | Volume 6 | Article 171 | 122

http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/about
http://www.frontiersin.org/Psychology
http://www.frontiersin.org/journal/10.3389/fpsyg.2015.00171/abstract
http://community.frontiersin.org/people/u/203421
http://community.frontiersin.org/people/u/197866
http://community.frontiersin.org/people/u/210698
mailto:alm2174@columbia.edu
http://www.frontiersin.org
http://www.frontiersin.org/Developmental_Psychology/archive


Mann et al. Gender differences in the formation of STEM aspirations

important influence on the formation of STEM field aspira-
tions. This influence is presumably twofold. First, peer ability
influences the self-evaluation of math and science ability and aspi-
rations for STEM fields directly. Second, peer ability mediates the
role of performance for self-evaluation and aspirations insofar as
the influence of performance on aspirations (returns to perfor-
mance) varies depending on the performance of peers. Previous
research on the country level supports this idea. Mann and
DiPrete (unpublished manuscript) show that boys and girls have
lower STEM aspirations and stronger returns to math-science
performance when they live in countries with stronger overall
performance levels. This finding is attributed to the higher risk
of failure in more competitive environments and the concomi-
tant need for stronger evidence that one is good at math-science
before forming a STEM orientation. Mann and DiPrete (unpub-
lished manuscript) also find that the effect on the math-science
slope of a stronger math-science country environment is stronger
for girls than for boys, which is linked to gender status beliefs in
the national culture. If this is true, we would expect to find a sim-
ilar pattern in school environments, particularly during the high
school years.

The influence of peer ability most likely differs across coun-
tries. We examine these variations in a sample of 55 countries
and point to the importance of tracking systems as a mediat-
ing factor for peer influence on STEM aspirations. The track
into which a student is placed affects the composition of the
student’s peer group and provides an independent signal of the
student’s ability and potential. The organization of national edu-
cation systems has been shown to influence student’s educational
aspirations in previous studies. Research shows that in relatively
undifferentiated (unstructured) systems—where there are fewer
tracks and a later age at first selection into tracks—peer and
parent attitudes have significantly greater influences on student
aspirations to complete college and to pursue high-status occupa-
tions (Buchmann and Dalton, 2002; Buchmann and Park, 2009).
Furthermore, students in course tracking appear to experience
the opposite patterns: although lower self assessments typically
emerge in higher-performance environments, students in higher
tracks have higher self assessments (Chmielewski et al., 2013).
Environmental and contextual factors also have been shown to
influence academic self assessments and career intentions aside
from the aggregate impact of school performance or SES (Alwin
and Otto, 1977; Legewie and DiPrete, 2014b). Accordingly, struc-
tural features of national and school education systems might
influence the extent to which peer ability shapes educational
aspirations.

2. DATA AND METHODS
Measures and sample data are from the Program for International
Student Assessment (PISA). PISA is a triennial international study
that tests the reading, mathematical and scientific literacy level of
15-year-old students who are still in school. The database is hier-
archically structured such that students are nested within schools,
and schools are nested within countries. We use the 2006 data
collection, which included 57 countries. In 2006, science was the
major content domain.

We restrict our sample in three ways. First, we exclude data
from Qatar because the students were not asked about STEM

aspirations. Second, we exclude students in schools that have
fewer than 10 students considering that we are interested in
understanding school effects (about 6800 observations). Finally,
we remove data from Liechtenstein because of the small number
of schools (about 12 schools and 300 observations). With these
restrictions, there are 55 countries, 12,846 schools, and 331,834
students in the final sample.

2.1. DEPENDENT VARIABLE: STEM ASPIRATIONS
The dependent variable is whether the student expects to have
a STEM job at the age of 30. The question taken from the stu-
dent questionnaire was “What kind of job do you expect to
have when you are about 30 years old? Write the job title .”
The responses were coded using the International Standard
Classification of Occupations. Our definition excludes some of
the occupations that have been treated as STEM occupations in
previous research (Kjærnsli and Lie, 2011; Sikora and Pokropek,
2012)—specifically, nursing and associate or technician level
occupations—because we are interested in a measure of aspi-
rations for STEM careers among high-performing students. In
some models, we use the STEM subfields of physical sciences and
life sciences as the dependent variables (always relative to those
with non-STEM aspirations). The Appendix includes a detailed
list of occupations for STEM fields and the breakdown between
the physical and life sciences.

2.2. MATH AND SCIENCE PERFORMANCE
PISA does not contain information about student grades or
other performance feedback given directly to students. We use
test scores—the best measure of performance—as a proxy for
all observed and unobserved performance feedback available to
students. The composite math and science test scores for each stu-
dent were averaged to form an individual math-science test score.
We standardized the average of the math-science test scores for the
students in each country; within each country the math-science
test score measure has a mean of zero and a standard deviation
of 1. Then, we aggregated the standardized test score measure to
the school level to create a measure of the school performance
environment. With these measures, we are able to identify the
high- and low-performing students and schools in each coun-
try, but we obscure the relative position of students in the global
sample.

2.3. DEMOGRAPHIC CHARACTERISTICS
We use demographic information about each respondent—
specifically sex, immigrant status, a broad measure of socio-
economic status (ESCS)—and an indicator for whether either
parent has a science-related career. PISA respondents are all 15
years old so that age is not a relevant predictor, but we do
include the student’s grade level relative to the modal grade for
the country in which the student lives.

2.4. COUNTRY CHARACTERISTICS
We use measures of the structural features of the nation’s educa-
tion system as they pertain to the tracking of students between
schools. We use a binary measure for whether assignment into
tracks occurs before the age of 16. Countries with an early age at
first selection into tracks are also countries that tend to have more
programs in which 15-year old students are enrolled. Thus, as an

Frontiers in Psychology | Developmental Psychology February 2015 | Volume 6 | Article 171 | 123

http://www.frontiersin.org/Developmental_Psychology
http://www.frontiersin.org/Developmental_Psychology
http://www.frontiersin.org/Developmental_Psychology/archive


Mann et al. Gender differences in the formation of STEM aspirations

alternative measure of national tracking, we use the number of
separate programs in which 15-year old students can be enrolled
(a binary variable that measures whether this number is greater
than one). Because these variables represent the same underlying
concept, they are not used in the same models.

2.5. PROCEDURES
To determine whether the school context is related to the gen-
der gap in STEM aspirations, we use regression analyses with
country fixed effects and standard errors clustered on schools.
We use logistic regression predicting three different dependent
variables—STEM aspirations, physical science aspirations, and
life science aspirations. The dependent variable was regressed
onto standardized test scores, standardized school performance
measures and their interaction, and gender. In addition, we
include gender interactions with all performance measures and
also with the background measures described above. To assess
cross-national variation in the magnitude of these effects, we use
hierarchical logistic regression models.

3. RESULTS
This section begins with descriptions of the sample countries
in terms of our variable of interest – STEM-related aspirations.
Table 1 shows the results of the descriptive statistics—both overall
and by gender. Because PISA has a complex, two-stage strati-
fied sample design, all descriptive statistics are weighted using the
student-level weights provided in the dataset to compensate for
unequal selection probabilities of students.

Across the 55 countries, the average proportion of students
with STEM aspirations is 22 percent, ranging from a low of
about 9 percent in Montenegro to a high of about 47 percent in
Colombia. The average proportion of students with life science
aspirations is about 12 percent, as is the average proportion of stu-
dents with physical science aspirations. These proportions mask
significant variability; some countries—Mexico, Chile, Brazil, and
Colombia—have 25 percent of students or more with life science
aspirations, and other countries—Switzerland, the Netherlands,
Austria, and Germany—have only 5–6 percent of students with

life science aspirations. The Latin American countries also have
large proportions of students with physical sciences aspirations,
while several European and Asian countries have very low pro-
portions of students with physical science aspirations compared
with the global average.

In most countries, we observe substantial gender differences
in STEM aspirations. There is a male advantage in physical sci-
ence aspirations in 52 of 55 countries (with no significant gender
difference in 3 countries). There is a female advantage in life sci-
ence aspirations in 48 countries, a male advantage in 1 country,
and no significant gender difference in life science aspirations in
6 countries. With all STEM occupations combined (referred to
as “combined STEM” below), males have an advantage in STEM
aspirations in 34 countries in the study, females have an advan-
tage in 6 countries, and there is no significant gender difference
in STEM aspirations in the remaining countries. The magnitude
of the gender gap in STEM aspirations varies considerably, with
a 10-point difference in proportions favoring girls in Kyrgyzstan
and a 16-point difference in proportions favoring boys in Chinese
Taipei.

3.1. ANALYTICAL RESULTS
We begin our analysis of gender differences in STEM aspirations
by pooling the students across countries and estimating three
logistic regression models that predict overall STEM aspirations,
physical science aspirations, and life science aspirations. Because
we are interested in the average effects of school performance
environments, these models use country fixed effects to condi-
tion on all observed and unobserved factors on the country level.
These models use cluster robust standard errors to account for
clustering on schools. Table 2 displays the results.

Generally speaking, girls respond differently to the school
performance environment than do boys. Strong environments
decrease only slightly the propensity for boys to develop STEM
aspirations at the mean of the individual-level performance dis-
tribution. However, the negative interaction between own perfor-
mance and school performance means that strong performance
environments more powerfully suppress STEM aspirations for

Table 1 | Nation-level descriptive statistics.

Variable Obs Mean Std. Dev. Min. Max. Male mean Female mean

Own math-science (MS) 55 0 1 0.064 −0.060

School math-science (SchMS) 55 0 0.6 0.3 0.8 −0.014 0.013

ESCS 55 −0.175 0.487 −1.434 0.823 −0.145 −0.202

Immigrant 55 0.092 0.126 0.001 0.734 0.092 0.092

Parent STEM career 55 0.072 0.030 0.007 0.139 0.074 0.070

Relative grade level 55 −0.131 0.302 −0.947 0.553 −0.167 −0.010

STEM aspirations 55 0.219 0.080 0.087 0.469 0.239 0.199

Physical science aspirations 55 0.121 0.050 0.045 0.292 0.175 0.069

Life science aspirations 55 0.127 0.067 0.046 0.344 0.097 0.151

First age of selection into tracks 54 14.176 1.901 10 17

Number of programs 54 2.315 1.226 1 5

No ability grouping 54 0.341 0.206 0.003 0.895 0.340 0.342

Ability grouping-some classes 54 0.456 0.243 0.033 0.918 0.455 0.458

Ability grouping-all classes 54 0.203 0.176 0.007 0.770 0.205 0.201
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Table 2 | Gender differences in the effects of the local performance environment on STEM aspirations, with country fixed effects.

Overall STEM Physical sciences Life sciences

Coef S. E. Coef S. E. Coef S. E.

Female −0.23*** 0.01 −1.14*** 0.02 0.60*** 0.02

Math-science score (MS) 0.65*** 0.01 0.66*** 0.01 0.64*** 0.01

ESCS 0.09*** 0.01 0.05*** 0.01 0.12*** 0.01

Immigrant 0.49*** 0.02 0.41*** 0.03 0.55*** 0.03

Parent in STEM Occup. 0.47*** 0.02 0.43*** 0.02 0.51*** 0.02

Relative grade level −0.04*** 0.01 −0.00 0.01 −0.07*** 0.01

School math-science (SchMS) −0.03* 0.01 −0.04** 0.02 −0.02 0.03

INTERACTIONS

SchMS × MS −0.10*** 0.02 −0.11*** 0.01 −0.10*** 0.02

Female × MS −0.10*** 0.01 −0.01 0.02 −0.11*** 0.02

Female × SchMS −0.11*** 0.02 −0.10** 0.03 −0.13*** 0.03

Female × MS × SchMS 0.12*** 0.02 0.10*** 0.02 0.10*** 0.02

Constant −1.29*** 0.07 −2.38*** 0.11 −2.05*** 0.08

Number of observations 322947 284663 285972

*p < 0.05; **p < 0.01; ***p < 0.001.

FIGURE 1 | Predicted probabilities of STEM aspirations for boys and girls in different school environments across the math-science distribution.

stronger-performing boys (p < 0.001). The negative interaction
between school environment and female means that the gender
gap in physical science aspirations widens in favor of boys in
stronger school environments for students at the mean of the
math-science distribution (p < 0.01), while the female advantage
in life science aspirations shrinks in stronger school environments
(p < 0.001). At the same time, however, in the aspirations model,
the three-way interaction between school environment, own per-
formance, and female is significantly positive (Female × MS ×
SchMS = 0.12, p < 0.001). This means that the widening gender
gap in high-performance schools applies more to weaker per-
forming students than stronger performing students. Boys have
a tendency to “de-differentiate” by own performance in stronger
environments. Girls show no such tendency; their tendency to

differentiate by own performance when forming STEM aspira-
tions remains as strong in high performance environments as
in low performance environments. This pattern applies both
to physical science and to life science STEM aspirations. As a
result, the remaining analysis focuses on gender differences in
the response to performance environments for combined-STEM
aspirations.

To further illustrate the gender differences in the response
to school performance environments for STEM aspirations,
Figure 1 plots the predicted probabilities of having a STEM aspi-
ration across the math-science distribution for boys and girls
in schools at the 10th percentile (“low performing schools,”
SchMS = −0.74) and at the 90th percentile (“high perform-
ing schools,” SchMS = 0.89) of the distribution of school
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Table 3 | Predicted probabilities of STEM aspirations for boys and

girls in different school environments and at different positions on

the math-science distribution.

High-performing Low-performing

schools schools

Boys Girls Boys Girls

High-performing student 0.38 0.31 0.44 0.35

Average-performing student 0.23 0.18 0.24 0.22

Low-performing student 0.13 0.10 0.12 0.13

High-performing and low-performing schools are defined as schools in the 90th

and 10th percentiles of the school MS distribution, respectively. High-, average-,

and low-performing students are defined as students at the 90th, 50th, and 10th

percentiles of the MS distribution, respectively.

math-science environments. Table 3 contains the corresponding
predicted probabilities of a high-, average- and low-performing
student in high- and low-performing schools. Figure 1 (and all
subsequent figures) assume the “base case” (i.e., setting all inde-
pendent variables to zero), which corresponds at a substantive
level to a native-born student in the modal grade for the coun-
try, with average socio-economic status, parents in non-STEM
occupations, and average values on test-score measures except as
otherwise indicated. As Figure 1 shows, girls have lower STEM
aspirations than boys in most circumstances, but girls have an
advantage relative to boys in the difference between the returns
to math-science in strong performance environments and in low
performance environments. This is because boys receive higher
returns to math-science scores in lower performance environ-
ments than they do in higher performance environments while
girls receive similar returns without regard to the strength of the
school performance environment. To put it another way, the gen-
der gap in STEM aspirations among high performing students
is smaller when these students are in higher performance envi-
ronments. High performance school environments provide lower
costs to girls than they do to boys.

3.2. COUNTRY DIFFERENCES IN THE IMPORTANCE OF SCHOOL
PERFORMANCE FOR GENDER DIFFERENCES IN STEM
ASPIRATIONS

It is important to keep in mind that these results are averages
across all the PISA countries and themselves mask potentially
strong environmental heterogeneity. Having established the aver-
age importance of school performance environments for STEM
aspirations and gender differences in the response to school
performance environments, we therefore next use hierarchical
models to examine heterogeneity across countries in the effects of
school environments on STEM aspirations. We estimate separate
models for boys and girls that use STEM aspirations as the depen-
dent variable. Each model includes own math-science, school
math-science, and their interaction, as the predictor variables, as
well as controls for socio-economic status, immigrant status, hav-
ing a parent with a STEM occupation, and relative grade level.
Each model includes random intercepts at the country and school
level and random country slopes for own math-science, school
math-science, and their interaction. In these models, the “fixed”

effects are consistent with the output shown in Table 2 (see also
the first set of models in Table 5).

Table 4 contains the total effects for each country (including
the random components). Figure 2 displays these results graph-
ically by presenting the male effect on the y-axis and the female
effect on the x-axis, with a 45◦ reference line representing gender
parity, for each of the four estimates of interest. As expected, the
regression intercepts are larger for boys (i.e., above the 45◦ line)
in most but not all country environments. The returns to math-
science test scores are positive in all countries and are stronger
for boys (i.e., above the 45◦ line) in most country environments.
The returns to school performance environments are negative
in the majority of countries, but there is a sizable minority of
countries where the returns to school performance environments
are positive. Many of the countries with large positive coeffi-
cients for SchMS (Austria, Croatia, Germany, Italy, Montenegro,
Slovenia, and the Slovak Republic) have structural features of
their national education system that facilitate tracking into homo-
geneous environments. Gender differences in the interaction of
own math-science times school math-science (MS×SchMS) favor
girls in the majority of countries. This corresponds to the find-
ing from the country fixed-effects models (Table 2) that the
female response to own math-science performance is greater
(depending on the country, increases more or decreases less)
than is the male response in schools with stronger math-science
environments.

As Figure 2 (bottom right panel) shows, however, this
pattern—while widely present—is not universal. While most
countries are below the 45◦ line, a few countries are above it.
Figure 3 displays the predicted probabilities of having a STEM
aspiration across the math-science distribution for boys and girls
in schools at the 10th and 90th percentile of the school math-
science distribution in 8 selected countries that show nation-level
variability in the relative effect of school environments on STEM
aspirations for boys and for girls. In Italy and Korea, girls have
lower STEM aspirations than boys in the base case (MS = 0,
SchMS = 0), but the relative difference in aspirations is smaller
in higher-performing schools; conversely, in Japan girls have
higher aspirations than boys in the base case, and the aspira-
tions gap widens in higher-performing schools. In all three of
these countries, girls have higher STEM aspirations in higher-
performing schools than they do in lower-performing schools.
In Italy and Japan, boys have higher math-science test score
slopes. However, in Italy the male math-science slopes are smaller
in higher-performing schools—that is, own performance has a
bigger effect on STEM aspirations for boys in low-performing
schools—but girls’ slopes do not respond to the school environ-
ment. Conversely, in Japan, boys’ math-science slopes respond
very little to the school environment, but girls’ slopes increase in
stronger performance environments. In Korea, girls have slightly
higher returns to math-science, but those slopes do not change
in the school environment, while the male slopes increase in
high-performing environments1.

1Recall that Korea is one of the few countries in the sample in which boys
have a larger slope on the interaction of individual math-science and school
performance than girls.
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Table 4 | Total effects of performance and performance environment on STEM aspirations, by gender.

Intercept Math-science slope School M-S slope Interaction

Girls Boys Girls Boys Girls Boys Girls Boys

COUNTRIES WITH EARLY TRACKING (BEFORE AGE 16)

Argentina −1.119 −1.102 0.267 0.560 −0.172 −0.161 0.002 −0.065

Austria −2.725 −2.625 0.477 0.598 0.665 0.828 −0.017 −0.125

Azerbaijan −1.236 −1.374 0.316 0.352 −0.217 −0.100 −0.014 −0.155

Belgium −2.280 −1.683 0.926 0.960 −0.087 −0.127 0.047 0.022

Bulgaria −0.906 −0.995 0.144 0.219 −0.097 −0.195 0.033 −0.013

Chile −0.667 −0.478 0.592 0.652 −0.074 0.084 −0.095 −0.211

Chinese Taipei −2.268 −1.087 0.883 0.631 −0.039 −0.132 0.005 −0.081

Colombia −0.136 0.003 0.210 0.390 −0.274 −0.314 −0.063 −0.041

Croatia −2.434 −2.670 0.539 0.690 0.122 0.296 0.027 −0.016

Czech Republic −2.172 −1.832 0.798 0.797 0.109 0.126 −0.098 −0.181

Estonia −1.645 −1.609 0.365 0.597 −0.217 −0.117 0.046 −0.095

France −2.270 −1.803 0.956 0.948 −0.082 −0.114 0.194 0.129

Germany −2.569 −2.233 0.764 0.640 0.104 0.237 0.136 0.030

Greece −1.595 −1.290 0.925 0.756 −0.128 0.080 −0.015 −0.173

Hong Kong-China −2.372 −1.609 0.879 0.799 −0.198 −0.194 0.137 −0.035

Hungary −2.147 −1.765 0.650 0.669 0.227 0.595 −0.004 −0.188

Indonesia −0.971 −1.079 0.127 0.134 0.148 0.157 0.008 −0.032

Ireland −2.054 −1.370 0.914 0.658 −0.239 −0.225 0.088 −0.027

Israel −1.237 −1.363 0.587 0.553 −0.438 −0.378 −0.004 −0.034

Italy −1.663 −1.370 0.314 0.446 0.506 0.440 −0.060 −0.144

Japan −2.002 −2.280 0.418 0.860 0.211 0.099 0.045 0.009

Korea −2.346 −1.532 0.755 0.723 0.081 −0.495 −0.023 0.078

Kyrgyzstan −0.640 −1.312 −0.004 0.558 −0.391 −0.563 −0.062 −0.062

Lithuania −1.664 −1.369 0.615 0.666 −0.128 −0.160 −0.020 −0.091

Luxembourg −2.337 −1.868 0.678 0.752 0.294 −0.183 −0.008 −0.057

Macao-China −2.402 −2.011 0.679 0.748 −0.018 0.006 0.069 0.028

Mexico −0.773 −0.198 0.291 0.348 −0.101 −0.102 −0.008 −0.109

Montenegro −2.185 −2.486 0.118 0.388 0.273 0.142 −0.019 0.003

Netherlands −2.923 −2.764 0.930 0.905 0.322 0.070 0.052 0.124

Portugal −1.127 −0.983 0.777 0.848 −0.235 0.009 −0.011 −0.219

Romania −1.703 −1.575 0.342 0.753 0.072 0.382 0.022 −0.165

Russian Federation −1.834 −1.428 0.249 0.519 −0.009 0.184 0.082 −0.181

Serbia −2.091 −1.989 0.578 0.720 0.112 −0.033 0.000 −0.005

Slovak Republic −2.115 −1.586 0.599 0.674 0.119 0.272 −0.074 −0.139

Slovenia −1.690 −1.130 0.585 0.383 0.326 0.590 −0.064 −0.222

Switzerland −2.691 −2.043 0.669 0.766 0.165 −0.058 0.021 0.000

Turkey −1.453 −0.837 1.127 0.692 −0.356 0.003 0.121 −0.056

Uruguay −1.003 −1.037 0.343 0.390 0.030 0.234 −0.117 −0.122

COUNTRIES WITHOUT EARLY TRACKING

Australia −2.007 −1.603 0.785 0.813 −0.203 −0.223 0.053 −0.054

Brazil −0.505 −1.016 0.072 0.288 0.001 −0.166 −0.040 −0.116

Canada −1.291 −1.315 0.605 0.728 −0.409 −0.236 0.030 −0.036

Denmark −2.199 −2.118 0.852 0.802 −0.210 −0.168 0.078 −0.001

Finland −2.157 −2.302 0.597 0.730 −0.241 −0.093 0.137 −0.004

Iceland −1.215 −1.303 0.809 0.769 −0.289 −0.096 0.006 −0.056

Jordan −0.705 −0.165 0.911 0.853 −0.401 −0.316 0.057 0.028

Latvia −1.719 −1.489 0.420 0.574 0.002 −0.200 0.007 0.016

New Zealand −1.819 −1.848 0.756 0.588 −0.212 −0.181 0.038 0.016

Norway −1.745 −1.542 0.591 0.678 −0.063 −0.315 0.028 −0.027

Poland −1.457 −1.362 0.643 0.791 −0.044 −0.291 −0.082 −0.046

(Continued)
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Table 4 | Continued

Intercept Math-science slope School M-S slope Interaction

Girls Boys Girls Boys Girls Boys Girls Boys

Spain −1.411 −1.225 0.944 0.945 −0.378 −0.239 0.098 0.037

Sweden −2.141 −2.246 0.622 0.690 −0.331 0.068 0.142 −0.070

Thailand −0.841 −1.037 0.780 0.894 −0.254 −0.395 0.064 0.038

Tunisia −0.750 −0.695 0.881 0.658 −0.212 0.058 0.155 −0.044

United Kingdom −2.378 −1.720 1.060 0.847 −0.333 −0.152 0.126 0.064

United States −1.229 −1.237 0.445 0.699 −0.461 −0.444 0.145 −0.026

FIGURE 2 | Country random-effects estimates from models predicting STEM aspirations for boys and girls.

School environments affect STEM aspirations differently in
the remaining 5 countries, which are examples of the domi-
nant pattern found in the PISA data in the bottom right panel
of Figure 2. In Finland, girls have higher STEM aspirations at
average ability levels (MS = 0), especially when they are in low-
performing schools; boys’ math-science slopes are larger, but
those returns diminish in stronger performance environments.
In the United States, boys and girls have comparable aspira-
tions at average ability levels (MS = 0) without regard to school
environments, but (similar to Finland) boys have larger math-
science slopes, with diminishing gender differences in effects in
stronger performance environments (where girls’ slopes converge
across school performance levels and boys’ slopes diverge). In
Poland and Great Britain, girls have lower STEM aspirations in

the base case; however in Great Britain, the effects widen in
stronger performance environments, while in Poland, they nar-
row. Similarly, girls’ math-science slopes are larger than boys’
slopes in Great Britain, while the reverse is true in Poland. In
both cases, those gender differences are heightened in stronger
performance environments.

To explore whether structural features of country and school
education systems explain the variation in the effects of the
performance environment on gender differences in STEM aspira-
tions, we estimated a similar set of models on subsets of the data
selected according to the characteristics of the school systems.
Table 5 presents the estimates from the random-effects models
predicting STEM aspirations. The first set of models for boys
and for girls use the full sample. The second set of models use
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FIGURE 3 | Predicted probabilities of STEM aspirations for boys and girls in different school environments across the math-science distribution

(selected countries).
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Table 5 | Gender differences in the effects of the local performance environment on STEM aspirations, with country and school random effects.

Full sample No tracking before age 16 Tracking before age 16

Girls Boys Girls Boys Girls Boys

Coef S. E. Coef S. E. Coef S. E. Coef S. E. Coef S. E. Coef S. E.

Math-science score (MS) 0.62 0.04 0.67 0.03 0.65 0.05 0.69 0.04 0.56 0.06 0.63 0.04

ESCS 0.09 0.01 0.10 0.01 0.11 0.01 0.13 0.01 0.08 0.01 0.06 0.01

Immigrant 0.52 0.03 0.57 0.03 0.57 0.03 0.65 0.03 0.39 0.05 0.39 0.05

Parent in STEM Occup. 0.36 0.02 0.54 0.02 0.36 0.03 0.47 0.03 0.36 0.04 0.63 0.04

Relative grade level −0.10 0.01 0.01 0.01 −0.13 0.02 0.02 0.02 −0.08 0.02 −0.01 0.02

School math-science (SchMS) −0.06 0.04 −0.03 0.05 −0.26 0.04 −0.21 0.04 0.19 0.06 0.20 0.08

SchM × MS 0.03 0.02 −0.05 0.02 0.05 0.02 −0.06 0.02 −0.01 0.03 −0.06 0.03

Intercept −1.75 0.09 −1.54 0.08 −1.52 0.11 −1.39 0.10 −2.00 0.13 −1.70 0.14

Error terms Std. Dev. Std. Dev. Std. Dev. Std. Dev. Std. Dev. Std. Dev.

School intercept 0.51 0.50 0.44 0.43 0.61 0.58

Country intercept 0.67 0.61 0.61 0.53 0.65 0.68

Country MS slope 0.29 0.20 0.29 0.20 0.27 0.20

Country SchMS slope 0.28 0.31 0.17 0.15 0.24 0.34

Country MS × SchMS slope 0.10 0.11 0.06 0.07 0.08 0.12

Number of observations 169457 154754 92678 82168 74867 69710

the subset of countries that have no between-school tracking
before age 16. The final set of models use the subset of coun-
tries that have between-school tracking before age 16. Looking
across the columns, the most noticeable difference is the effects
on students of average ability levels (MS = 0) of the school
performance environment. In countries without tracking, STEM
aspirations significantly decrease in stronger performance envi-
ronments, which is consistent with a social comparison effect,
while in countries with tracking, STEM aspirations significantly
increase in stronger performance environments, which is consis-
tent with a signal associated with placement in a higher track.
Strong environments in the absence of a signal about a student’s
track placement appears to weaken student intentions to pur-
sue a STEM career. But in the presence of a signal about track
placement, strong environments (which invariably means place-
ment in an academic track) enhance student intentions to pursue
a STEM career. In models predicting science self assessments
(available upon request), the relative pattern of the school per-
formance slopes is similar; the school performance effects on self
assessments are more strongly negative in less structured school
environments than in environments with national tracking sys-
tems. This suggests that part of the mechanism for the effect of
the performance environment on STEM aspirations runs through
science self assessments2.

The relative difference across genders in the interaction effect
of own math-science and school math-science also is greater in
countries that do not track students between schools. Figure 4

2We use the science self-concept scale as a measure of self assessment. Because
our models reveal no significant gender differences in the effects of peer per-
formance on self assessments or in the returns to own math-science for self
assessments, we do not report them here.

displays the results of models estimated separately for students
in different types of national education systems; the top two
panels show the results for girls and boys in countries that
begin tracking students into schools before the age of 16 com-
pared to those that do not begin tracking students into schools
before age 16, and the bottom two panels show the results for
girls and boys in countries that have multiple tracks into which
students are assigned compared to those students in countries
where only one track is possible. In general, students in low-
performing schools (the solid lines in Figure 4) who live in
countries with institutional tracking receive the lowest returns
to math-science performance. Our interpretation is that the sig-
nal given to these students by their track placement crowds out
the signal they are receiving from their own math-science per-
formance in these countries. In the countries without tracking,
on the other hand, the effect of the own-performance signal
is relatively strong. The own-performance signal is especially
strong in low-performing schools. In high performing untracked
schools, the social comparison effect of high performing peers
reduces the probability of STEM aspirations for high perform-
ing students. Figure 4 also shows in the top two panels that the
gender gap in STEM aspirations in favor of boys is diminished
in untracked schools when these schools are high performance
schools3.

3To further explore the sources of cross-national variation in effects of per-
formance and performance environments, we included the country Gender
Gap Index (2006) in the separate models for boys and girls in tracking and
non-tracking subsets of the sample. The inclusion of the GGI had no signif-
icant effect on the estimates of interest. The GGI lowers STEM aspirations
to a comparatively greater extent for girls than for boys, and it reduces the
variability in the country regression intercept.
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FIGURE 4 | Predicted probabilities of STEM aspirations for boys and girls in different school environments across the math-science distribution and

by characteristics of national tracking system.

4. DISCUSSION
This paper examines the impact that peer ability has on gender
differences in the formation of STEM orientations. Peer ability is
measured by a school’s math and science performance level. High
performance in the environment arguably raises the level of com-
petition. Across the 55 countries in our sample, we show that girls
and boys are more likely to develop STEM orientations if they
have stronger performance in math and science; yet in high per-
formance school environments, boys and girls require stronger
evidence that they are good in math and science before deciding
to pursue a STEM orientation. This is consistent with the pattern
for nation-level performance and STEM aspirations (Mann and
DiPrete, unpublished manuscript). In general, however, strong
environments have different effects for girls and for boys. Strong
environments generally widen the gender gap in physical science
aspirations in favor of boys and shrink the female advantage in
life science aspirations, but—as Table 2 makes clear—this impact
primarily falls on low performing students. Among high per-
forming students, stronger math-science environments shrinks
the overall STEM gender gap. These patterns are not universal,
however. Countries display heterogeneity in the effects of the
school performance environment on STEM aspirations and in
particular the impact of the performance environment on student
decision-making in response to their own level of math-science
performance.

Some of this country variation can be attributed to coun-
try differences in the structure of tracking. Our analysis made
clear that the strength of the own-performance signal on STEM
aspirations is stronger in countries that do not use early track-
ing in their school systems than in countries with early tracking.
In early tracking school systems, STEM aspirations are generally
higher in the high performing schools (the “academic” track).
In untracked school systems, STEM aspirations are generally
higher at any given level of own performance in low-performing
schools, and this gap in favor of low-performing schools grows
as own performance increases. We see this as clear evidence of
a social comparison effect in strong performance environments.
Moreover, there is a clear gender difference in the workings of this
social comparison effect. Boys respond more strongly to their own
performance than do girls in environments that provide weak
signals from tracking and in environments where peer perfor-
mance is weak, which seems to induce strongly performing boys
more than girls to draw the conclusion that they belong in STEM
occupations. In environments with strong environmental perfor-
mance, the gender gap in STEM aspirations shrinks. In other
words, girls who perform well in environments filled with other
strong performing students behave more similarly to boys in the
formation of their STEM aspirations. Again, however, there is
country-heterogeneity in the responses to own performance and
environmental signals that our models cannot fully account for.
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Students’ perceptions of their mathematics ability vary by gender and seem to

influence science, technology, engineering, and mathematics (STEM) degree choice.

Related, students’ perceptions during academic difficulty are increasingly studied

in educational psychology, suggesting a link between such perceptions and task

persistence. Despite interest in examining the gender disparities in STEM, these

concepts have not been considered in tandem. In this manuscript, we investigate how

perceived ability under challenge—in particular in mathematics domains—influences

entry into the most sex-segregated and mathematics-intensive undergraduate

degrees: physics, engineering, mathematics, and computer science (PEMC). Using

nationally representative Education Longitudinal Study of 2002 (ELS) data, we estimate

the influence of perceived ability under challenging conditions on advanced high school

science course taking, selection of an intended STEM major, and specific major type

2 years after high school. Demonstrating the importance of specificity when discussing

how gender influences STEM career pathways, the intersecting effects of gender and

perceived ability under mathematics challenge were distinct for each scientific major

category. Perceived ability under challenge in secondary school varied by gender, and

was highly predictive of selecting PEMC and health sciences majors. Notably, women’s

12th grade perceptions of their ability under mathematics challenge increased their

probability of selecting PEMC majors over and above biology. In addition, gender

moderated the effect of growth mindset on students’ selection of health science majors.

Perceptions of ability under challenge in general and verbal domains also influenced

retention in and declaration of certain STEM majors. The implications of these results

are discussed, with particular attention to access to advanced scientific coursework in

high school and interventions aimed at enhancing young women’s perceptions of their

ability, in particular in response to the potentially inhibiting influence of stereotype threat

on their pathways to scientific degrees.
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Introduction

Socially influenced beliefs about mathematics ability have been
studied as possible explanations for the gender gap in science,
technology, engineering, and mathematics (STEM) higher edu-
cation. Nevertheless, there remains insufficient conceptual and
empirical clarity about how beliefs influence gendered differ-
ences over time, specifically during upper secondary and post-
secondary school—the primary years for attrition from pathways
to science careers (Berryman, 1983;Morgan et al., 2013). Notably,
theories have emerged suggesting that persistence when encoun-
tering potentially negative or challenging situations is influenced
by students’ perceived ability to complete specific tasks (self-
efficacy) (Bandura, 1977; Pajares, 1996), beliefs about the mal-
leability of their abilities (mindset) (Dweck, 2007, 2008), the
alignment of their skills to the challenge presented by the mate-
rial (flow) (Csíkszentmihályi and Csikszentmihályi, 1988; Sher-
noff et al., 2003), and fear of confirming negative stereotypes
related to their identities (stereotype threat) (Steele, 1997; Beilock,
2008). Related, students’ self-assessments of their mathematics
ability appear to vary by gender and influence STEM degree
choice (Correll, 2001; Parker et al., 2012; Perez-Felkner et al.,
2012). These studies indicate a growing interest in examining the
puzzling persistence of gender disparities in STEM. These con-
cepts have not been considered in tandem however, to investigate
how domain-specific and domain-general perceived ability under
challenging conditions influence the gender gap in the most sex-
segregated undergraduate degrees: physics, engineering, mathe-
matics, and computer science (PEMC).

This study takes on this gap in the literature. Using the nation-
ally representative Education Longitudinal Study of 2002 (ELS)
data, we estimate the influence of mindset and self-perceptions of
mathematics ability in challenging contexts on each subsequent
step in the STEM pipeline: completing advanced high school sci-
ence courses, persistence in a STEM major, and specific STEM
major selection. Importantly, we compare and control for varia-
tion in students’ response to challenge in verbal and mathematics
tasks, while also controlling for more objective measures of ver-
bal and mathematics ability. Moreover, this study uses the most
recent and complete U.S. panel data available to examine how
perceptions of mathematics ability on difficult tasks changes over
time1, during the years that appear to be whenmost girls who exit
the STEM pipeline conclude that they are more capable in other
domains.

Previous Research

Empirical studies demonstrate a persistent gender gap in post-
secondary degree attainment in certain mathematically-intensive
STEM disciplines, both internationally (OECD, 2013) and
domestically (NSF, 2013). Students’ perceptions in response to

1The National Center for Educational Statistics (NCES) released ELS cohort data

through 2012 regarding educational attainment. NCES released postsecondary

transcript data on this cohort in mid-April, 2015. At the time of this writing, the

most up-to-date accurate information regarding majors and degree fields was from

the third wave of data, the 2nd follow-up in 2006 (NCES personal communication

with authors, 2014).

challenges and negative feedback may be particularly informative
to enhancing our understanding of how to encourage women’s
persistence in these fields. Performance feedback is formally
given to students through grades, which some have suggested can
imply subject-field difficulty to students (Drew, 2011; Putman
et al., 2014). Research on the influence of STEM grades is mixed,
however. For instance, in his longitudinal study of a single, elite
research institution, Ost (2010) found that female physical sci-
ence majors were more likely than their male physical sciences or
female life sciences counterparts to change majors in response to
lower grades in their STEM courses. In contrast, Griffith’s (2010)
findings from an analysis of multi-institutional datasets suggests
that the positive effects of higher STEM GPAs on STEM persis-
tence is likely more important for men. Such findings have led
some scholars to conclude that grades cannot adequately predict
students’ responses to challenge, and instead suggest investiga-
tions of social psychological factors that may play an even larger
role in student choice-making processes (Rask, 2010; Stearns
et al., 2013).

This study builds upon these efforts by looking specifically at
the role of beliefs about difficult mathematics material, a vital
competency area for success in postsecondary STEM fields. To
frame our study, we discuss factors that have been shown to
impact persistence in scientific fields. In particular, we focus on
self-perceptions of ability in mathematics with difficult material,
from tenth grade through university major selection.

How Demographic, Academic, and Schooling
Contexts Influence Scientific Ambitions
Previous scholars have demonstrated links between family back-
ground, high school preparation, and environmental factors that
have played a role in students’ decisions to pursue degrees in sci-
entific fields. Overall, female gender has been widely shown to
differentially affect youths’ preparedness for and persistence in
certain STEM fields, both across and within racial-ethnic groups.
In a qualitative study of prospective STEM majors at seven cam-
puses in the early 1990s, Seymour (1999) found that women
who entered college as potential STEM majors were less rigid
in their choice of major than were men, with the exception of
those most socioeconomically disadvantaged. Interestingly, Han-
son (2008) finds that contemporary labor norms in the black
community contribute to black girls’ resilience in pursuing scien-
tific careers. Moreover, black and Latina girls seem to take more
advanced high school mathematics course sequences than their
male peers (Riegle-Crumb, 2006). In a study of Latino STEM
majors, Cole and Espinoza (2008) found that participants’ gender
had the third largest positive impact on GPA, providing evidence
that Latinas outperform Latinos in STEM postsecondary class-
rooms. A national longitudinal study using ELS data similarly
found a nuanced relationship between gender and race/ethnicity
in who chooses STEMmajors in college, with Latino males being
the group least likely to pursue STEM and black males being the
most likely among those who had completed pre-collegiate STEM
coursework (Perez-Felkner et al., 2014).

In the later years of high school, students may elect to take
advanced mathematics and science courses. Gendered patterns
in completion of these courses have been found (Riegle-Crumb
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et al., 2006), as girls may be less inclined to pursue areas that
have not been associated with female success. Notably, some gaps
have closed in recent years. For example, the National Center for
Education Statistics reported gender parity in high school cal-
culus completion in 2009 (Kena et al., 2014). While research on
mathematics course taking is more extensive than that on science
course taking (e.g., Davenport et al., 1998), the latter may bemore
important given the persistence of gendered patterns in science.
For example, this report also found that girls were less likely to
complete high school physics (33% of girls as compared to 39%
of boys).

These high school course decisions can influence post-
secondary STEM major selection and degree completion, in
particular in PEMC fields. Across three nationally representa-
tive cohorts attending high school in the 1980s, 1990s, and
2000s, completion of physics and calculus before H.S. gradua-
tion each increased students’ chances of enrolling in physical sci-
ence or engineering majors in college (Riegle-Crumb et al., 2012).
While completing advanced coursework increases girls’ chances
of going on to declare postsecondary majors in physical sciences,
engineering, mathematics, and computer science, those girls who
enrolled in more advanced mathematics and science coursework
seemed to have more negative self-assessments of their ability
and mindsets regarding mathematics ability (Perez-Felkner et al.,
2012). Holding these negative beliefs may contribute to strug-
gles women might encounter as some of the comparatively few
women majoring in these fields in college. Nevertheless, this
body of research suggests that advanced coursework positions
students—including young women—to choose PEMC majors.

Decades of research have indicated that high school con-
texts contribute to variation in students’ postsecondary outcomes
(Coleman et al., 1982; Perez-Felkner, in press), which may influ-
ence their preparedness for and persistence in scientific majors.
Geographic proximity to college may influence where and in
what type of college students enroll (e.g., Rouse, 1995); Latinos
are especially likely to attend college closer to home (López Tur-
ley, 2009). Proximity to college seems to influence enrollment
among both advantaged and low-income students, but is less
of an issue among students in the northeast, which has both a
greater density of post-secondary offerings, selective colleges, and
urban areas (Griffith and Rothstein, 2009). Some studies have
suggested that students are less likely to select STEM majors if
they attend selective postsecondary institutions (Griffith, 2010;
Engberg and Wolniak, 2013), while others suggest that institu-
tional selectivity has no effect on women and underrepresented
students’ pursuit of degrees in scientific fields major (Smyth and
McArdle, 2004; Perez-Felkner and Schneider, 2012). At the sec-
ondary level, students attending urban schools have tended to
have lower postsecondary outcomes (Niu and Tienda, 2013).
Moreover, girls in rural schools were found to be more likely
than those in suburban or urban schools to choose STEMmajors
in college, irrespective of their high school preparation for these
fields (Perez-Felkner et al., 2014). Gendered differences in scien-
tific degrees may then be partially explained by regional varia-
tion in both the density of 4-year colleges and the proportion of
students living in cities vs. suburban and rural communities.

Beliefs about Mathematics
While some continue to argue that cognitive ability in mathe-
matics varies by gender and drives the gap in the STEM labor
force (Hedges and Nowell, 1995; Summers, 2005), empirical evi-
dence largely refutes this claim (Hyde and Linn, 2006). Notably,
a meta-analysis of U.S. state assessments of mathematics per-
formance found that 2nd through 11th grade students did not
significantly differ by gender; however limitations in these data
did not allow for analyses of complex problem solving and
advanced mathematics, areas in which extant research finds that
gender differences may be more likely to emerge (Hyde et al.,
2008). Research spanning two decades’ of nationally representa-
tive cohorts reveals gender gaps in some STEM majors are not
fully explained by achievement in mathematics (Riegle-Crumb
et al., 2012). Many have theorized that individuals’ understand-
ing of themselves and mathematics can influence students’ major
choices. For instance, Perez-Felkner et al. (2012) examined ELS
data to show that subjective orientations to mathematics (opera-
tionalized as perceived mathematics ability as well as engagement
in, valuing, and mindset toward mathematics ability) was pos-
itively and significantly correlated with selection of PEMC and
Biological sciences majors. Similarly, but with a focus on self-
concept, Parker et al. (2012) analyzed large-scale datasets from
both Germany and England. Their findings revealed that math-
ematics self-concept predicted students’ entry into physical sci-
ences, engineering, and mathematics. In addition, self-concept
was found to be a more powerful predictor of major choice
than standardized tests of ability, consistent with studies show-
ing that ability does not explain the gender gap (Perez-Felkner
and Schneider, 2012; Riegle-Crumb et al., 2012).

Correll (2001) used National Education Longitudinal Study
(NELS) 1988 data to show that girls underrate their abilities in
mathematics, even after controlling for performance feedback
and objective measures of their abilities. Also using NELS, but
extending her research into postsecondary outcomes, Ma (2011)
found that perceptions of mathematics ability predicted entry
into a STEMfield, and that those perceptions were least predictive
of entry into life science majors. Consistent with this research,
Sax (1994) analyzed Cooperative Institutional Research Program
(CIRP) 1985/1989 data and found that mathematics self-concept
at the beginning and end of college was significantly lower for
women in her sample than men. Importantly, her research also
showed that for women in particular, mathematics self-rating at
the end of college was significantly and strongly predicted by
confidence in mathematics ability before entering postsecondary
environments.

Research also reveals that perceptions do not exist in a vac-
uum. For instance, Correll (2001) found that students com-
pare their progress in mathematics and verbal domains, with
higher scores and perceptions of ability in English predicting
lower perceptions of mathematics ability and selection out of
advanced mathematics courses. Wang et al. (2013) found evi-
dence that ability in both mathematics and verbal domains might
lead women to believe that they have a wider range of career
choices. In particular, those with high ability in bothmathematics
and verbal domains were predicted to select out of STEM fields
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compared to women with highmathematics ability andmoderate
verbal ability.

Given the findings summarized above, this study consid-
ers beliefs about abilities in general, verbal, and mathematics
domains. Further, we focus particularly on students’ perceived
ability to overcome challenging or difficult material. We hypoth-
esize that variations in those perceptions predict selection of
advanced science courses in high school, persistence in STEM
fields, and selection of mathematics-intensive majors.

Conceptual Framework

Our research questions and design respond primarily to promi-
nent social psychological theories, which also inform the
interpretation of our results.

Self-Efficacy
Bandura’s (1977) self-efficacy is perhaps the most widely applied
educational motivation theory, especially in investigations of the
gender and race/ethnicity variation in STEM fields (Pajares, 1996;
Rittmayer and Beier, 2009). Describing students’ perceptions of
their ability to complete specific tasks in particular domains
(such as long division in mathematics), self-efficacy links beliefs,
behaviors, and environments to explain students’ choice mak-
ing processes (Pajares, 1996; Zimmerman, 2000). The theory’s
value arises in part from its wide application—it can be applied
across disciplines, given the application is task-specific. In focus-
ing on one’s beliefs in their ability to do a specific task, self-efficacy
measures may miss students’ immediate and overall assessment
of a domain: whether or not it presents an overwhelming chal-
lenge to the student to begin with, before they start contemplating
their ability to complete specific tasks within that field of study.
Therefore, our analysis focuses on domain-specific (rather than
task-specific) perceptions of ability under challenge.

Flow
In contrast to self-efficacy, Csikszentmihalyi’s flow theory inte-
grates people’s perceptions of challenge and their corresponding
perceptions of ability. Flow theory, at its heart, is about “optimal”
experience (Nakamura and Csikszentmihalyi, 2002, p. 89)—the
moment when people become so involved in their tasks, that
they lose their sense of self-consciousness and the passage of
time. According to the theory, people arrive in this state of being
when a task just meets the threshold of their abilities, and thus
are perceived as challenging, but not overwhelming (Csíkszent-
mihályi and Schneider, 2000; Nakamura and Csikszentmihalyi,
2002). Additionally, people gain such satisfaction from moments
when they are in flow, that they seek out tasks that will continue
to provide them with such experiences (Csíkszentmihályi and
Csikszentmihályi, 1988; Csíkszentmihályi and Csíkszentmihályi,
1991). We propose that students who believe that they can over-
come challenge in mathematics domains will continue to seek
those experiences out, via selecting mathematics-related majors
while in college.

Mindset Theory
Dweck’s (2000, 2006) mindset theory proposes that students do
not have a universal response to challenge. Instead, their response

to challenge is mediated by their mindset, or their belief that abil-
ities can be developed or are innate. Those who believe that intel-
ligence is innate—people with a fixed mindset—tend to be much
less likely to select challenging tasks, because they do not want to
disconfirm their intelligence in front of others. In contrast, those
who believe that intelligence is malleable or can be developed—
growth mindset individuals—tend to take on challenging mate-
rial because they do not believe the task at hand implies any-
thing specific about their overall intelligence. Thus, fixed mindset
individuals are thought to have helpless responses to challenging
material, while growth mindset individuals are thought to have
mastery responses to challenging material (Dweck, 2000, 2006).

Importantly, girls have been shown to be more likely to hold
a fixed mindset (Dweck, 2007), suggesting that they may imple-
ment helpless behaviors when confronting a difficult task. Fur-
ther, much of the research on this topic argues that adjustments to
women’s and underrepresented minorities’ mindsets could help
with gaps in STEM participation (Dweck, 2008; Good et al., 2012;
Mangels et al., 2012). If girls are more inclined to view their abil-
ities as fixed rather than malleable, they may also be more likely
to believe that they are not capable when they encounter setbacks
on challenging mathematics tasks. How gender moderates per-
ceived ability becomes particularly important, given the prevail-
ing stereotypes that girls encounter regarding their mathematics
ability.

Stereotype Threat
According to Steele (1997) stereotype threat occurs when an indi-
vidual internalizes the stereotypes of a group with which they
identify, such as women’s perceived weakness in mathematics.
Bielock and colleagues have proposed a link between stereo-
type threat and task success via working memory (Beilock, 2008;
Rydell et al., 2009; DeCaro et al., 2010). Importantly, these stud-
ies use experimental research design to establish that women’s
working memory is inhibited when they are reminded about the
gender stereotype that women are less successful at mathemat-
ics, and propose interventions to help mitigate that effect (Good
et al., 2003). Therefore, we recognize that females’ perceptions
of ability to overcome challenge might be particularly important
as they move into increasingly more gender-segregated academic
environments while advancing toward STEM degrees, in which
stereotypic beliefs may be more salient.

Research Questions and Hypotheses

We build upon the previous research presented above to exam-
ine the complex interplay between gender, perceptions, and par-
ticipation in STEM, particularly under difficult or challenging
conditions in mathematics and other domains. Specifically, four
research questions guided our research:

1. To what degree do domain-specific and domain-general per-
ceptions of ability under challenge differ by gender?

2. What is the relationship between perceived ability under chal-
lenge inmathematics and advanced high school science course
enrollment?

3. Towhat extent does perceived ability under challenge inmath-
ematics predict staying in a STEM field as intended before
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entering postsecondary education? How is this relationship
moderated by gender?

4. What is the relationship between perceived ability under
challenge in mathematics and selection of mathematics-
intensive science majors (PEMC), and how is that relationship
moderated by gender?

As emphasized in the research questions above, we hypothesize
that gender moderates the relationships between perceived abil-
ity under mathematics challenge and outcomes for subsequent
steps in the STEM pipeline. Therefore, our research questions
build upon one another, leading to our primary focus: an exami-
nation of the relationships between perceived ability under chal-
lenge, gender, and selection of mathematics-intensive majors (see
Figure 1).

Methods

Data Source and Participants
We used nationally representative Education Longitudinal Study
(ELS) panel data to address our research questions. Collected
by the National Center for Education Statistics, probability sam-
pling was implemented for the base year data collection effort
in 2002, yielding a sample of 17,591 eligible 10th graders from
752 high schools across the United States. Parents, administra-
tors, staff, and teachers were also surveyed. Follow-ups were then
conducted in 2004 (during most students’ 12th grade year), 2006,
and 2012 (Ingels et al., 2007). For clarity, we discuss the data
primarily in reference to participants’ stage in education. For
instance, “10th grade” refers to 2002 or base year data, “12th
grade” refers to 2004 or first follow-up data, and “2 years after
high school” refers to 2006 or second follow-up data. This study
uses the high school (10th and 12th grades) and 2 years after
high school student surveys, including some control variables
(such as family income, education, and high school environment
measures) gleaned from the accompanying parent and adminis-
trator surveys (see the Appendix in Supplementary Material for
more details). Survey administrators reported an 88% weighted
response rate for students participating in these first three waves:
10th grade (2002), 12th grade (2004), and 2 years after high
school (2006) (Ingels et al., 2007).

Our analytic sample represents the college-going population
of U.S. students who were tenth graders in the spring of 2002 and
enrolled in college between 2004 and 2006. We include only stu-
dents who attended either 2- and 4-year institutions by 2 years

after high school, as our second and third research questions
are related to college major choice. Any students who remained
undecided or undeclared were coded as such but retained in
our analyses. Therefore, of the 16,197 observations in the ELS
dataset, we found that 10,534 had enrolled in a postsecondary
institution by 2 years after high school. Because of our inter-
est in race as well as gender, we additionally excluded respon-
dents from groups with overly low representation in the sam-
ple2. We then used listwise deletion for any remaining missing
observations on the independent and dependent variables, yield-
ing a final analytic sample of 4450 cases. Lastly, we used response
adjusted, calibrated bootstrap replicate weights (ELS variables
f2byp1-f2byp200), and panel survey weighting (with f2bywt) to
adjust for stratification in the sample design. Sample descriptive
statistics are discussed throughout the measures section.

Measures
Outcome Variables

Science pipeline
First, we examined the most advanced science course students
took in high school. We collapsed the original categories from
eight to three to enhance the interpretability of our analyses, as
those on the lowest end of the science pipeline tended not to
attend nor complete college. Thus, the science pipeline variable
focuses on the upper end of the scale and represents students’
completion of three levels of science coursework: (1) chem-
istry I or physics I or less, (2) both chemistry I and physics
I, and (3) chemistry II and physics II. Biology and other sci-
ences were included in the science pipeline variable, but the
ranking privileges chemistry and physics as indicators of hav-
ing completed the “science pipeline” in high school. We report
on the relationship between gender and completion of these sci-
ence pipeline courses in Table 1. Fewer women participated in
the highest and middle level of science coursework compared to
men (Table 1). Correspondingly, there is a higher percentage of
women (53.1%) who only completed the lowest level of science
coursework (Chemistry I or Physics I and below) compared to
men (45.4%).

Major retention
Next, we were interested in what encouraged retention in STEM
fields. To understand this, we compared participants’ intended

2While we hoped to include Native Americans/Alaskan Natives in our study, they

would have comprised only 1.49% of our sample; meaningful results would not

have been attainable. We therefore excluded this group from our analysis.

FIGURE 1 | Conceptual model of how gender moderates perceived ability and major choice.
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TABLE 1 | Sample descriptive statistics on dependent variables.

Men Women

% SE % SE Min Max

SCIENCE PIPELINE

Chemistry I or Physics I and

below

45.4% 1.6 53.1% 1.6 0.0 100.0

Chemistry I and Physics I 26.0% 1.6 22.6% 1.3 0.0 100.0

Chemistry II and Physics II 28.6% 1.6 24.3% 1.3 0.0 100.0

MAJOR RETENTION

Abstainers 68.1% 1.4 86.9% 0.8 0.0 100.0

Stayers 16.6% 1.2 3.7% 0.4 0.0 100.0

Leavers 10.1% 0.9 4.0% 0.5 0.0 100.0

Newcomers 5.3% 0.7 5.4% 0.5 0.0 100.0

MAJOR TYPE

Undeclared/undecided 24.0% 1.4 20.6% 1.0 0.0 100.0

Non-STEM 39.7% 1.5 42.5% 1.3 0.0 100.0

PEMC 17.1% 1.2 4.0% 0.5 0.0 100.0

Biology 4.7% 0.6 5.0% 0.5 0.0 100.0

Health 4.0% 0.6 15.9% 1.0 0.0 100.0

Social/Behavioral and other

sciences

10.4% 0.9 11.9% 0.7 0.0 100.0

n= 4450 respondents from the National Center for Education Statistics’ Education Longi-

tudinal Study 2002/2006 restricted data. Student-level replicate weights particular to the

base year through 2nd follow-up (2002/2006) waves were used to enhance the corre-

spondence between sample and population results. Restricted-use NCES data requires

rounding these descriptive results to the nearest tenth.

major to their declared major 2 years after high school. The
intended major variable was retrospective, as students were asked
2 years after high school which field they intended on enter-
ing before starting their postsecondary educations. Further, due
to the original coding of the intended major data, intended
PEMC and biology majors could not be disaggregated (see the
Appendix in Supplementary Material for more detail). There-
fore, the major retention variable includes four categories: (1)
abstainers (never intended or majored in PEMC and/or biology),
(2) stayers (intended and majored in PEMC and/or biology), (3)
leavers (intended but did not major in PEMC and/or biology),
and (4) newcomers (did not intend but majored in PEMC and/or
biology).

Overall, a larger proportion of men (32.0%) in our sample
participated in a PEMC and/or biology major in some way, com-
pared to women (13.1%, Table 1). A full 86.9% of women in our
sample abstained from PEMC and/or biology, neither intend-
ing nor enrolling in those fields by 2 years after high school.
This high lack of engagement drives the lower percentages in
the other major retention categories for women in our sam-
ple. For instance, only 3.7% of women persisted in a PEMC
and/or biology field as intended compared to 16.6% of men.
In addition, 4.0% of women left a PEMC and/or biology field,
compared to 10.1% of men. Finally, a comparable proportion
of men and women (5.3 and 5.4%, respectively) were consid-
ered newcomers, entering a PEMC and/or biology field by 2
years after high school, even though it was not their intended
major.

Major type
The last outcome variable provides information on the spe-
cific type of major students selected 2 years after leaving high
school. Because of the importance of disaggregating STEM
majors by fields of study (Perez-Felkner et al., 2012; Ceci et al.,
2014), we looked specifically at students majoring in the phys-
ical sciences, engineering, mathematics, and computer sciences
(PEMC) against other STEM majors; specifically, we compare
PEMC to biology, health, social/behavioral and other sciences,
and non-STEM majors. We additionally compare with unde-
cided/undeclared students, to achieve amore representative set of
analyses from high school through college. Full details (including
the list of majors included in each category) are provided in the
Appendix in Supplementary Material.

Looking specifically at this outcome for our sample onTable 1,
we see that 2 years after high school, 24.0% of men and 20.6%
of women had an undeclared or undecided major. A larger pro-
portion of women (42.5%) had a non-STEM major, compared to
men (39.7%). Consistent with the previous literature, a far smaller
percentage of women majored in PEMC fields (4.0%) compared
to men (17.1%), though these results are roughly mirrored when
looking at health fields (15.9% of women vs. 4.0% of men). Men
and women participated at comparable levels in biology fields
(4.7% of men and 5.0% of women), with a slightly higher propor-
tion of women (11.9%) declaring a social/behavioral and other
science major compared to men (10.4%).

Perceived Ability under Challenge in Domain-General

and Verbal and Mathematics Domains
As noted above, this study is primarily concerned with students’
perceived ability under challenge. We operationalized this con-
cept by selecting ELS items that represented students’ perceptions
of their ability to usemastery-oriented behavior and comfort with
complex or difficult material. A brief discussion of each measure
of perception of ability to overcome challenge is discussed below,
with full details in the Appendix in Supplementary Material. All
perceived ability under challenge variables were mean-centered
for interpretability. We report mean scores for men and women
in the Results Section.

General index
Five items from the 10th grade survey were used to assess stu-
dents’ perceived ability under challenge in general, as opposed
to within a particular subject domain. Original scores on each
ranged from 1 to 4, with higher values representing higher agree-
ment with each statement. From these five statements, we devel-
oped a mean item index to represent domain-general perceived
ability under challenge (α = 0.865).

Verbal index
Tenth graders were also asked to report their agreement with
three statements related to their comfort with difficult verbal
tasks and use of mastery behavior in that field. Similar to the
items on the general index, each of these responses were origi-
nally coded 1–4; a score of 4 indicates the highest agreement with
each statement. These variables were averaged into a mean item
index (α = 0.881).
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Mathematics index (10th and 12th grades)
Three questions were repeated on the 10th and 12th grade sur-
veys related to students’ perceptions of ability to overcome chal-
lenge in mathematics domains. As with the questions on the
other indices, responses to these questions were originally coded
1–4; a score of 4 indicates agreement with each statement and
higher perception of ability to overcome challenge in mathemat-
ics. Scores on each set of questions were averaged into two sepa-
rate mean item indices, one each for the 10th grade (α = 0.892)
and the other for the 12th grade (α = 0.871).

Growth mindset
Finally, one question from the base year survey asked students
about their level of agreement with a statement related to Dweck’s
(2000, 2006) concept of growth mindset (whether or not peo-
ple could learn to be good at mathematics). Because this is a
question specific to one theory and not necessarily related to the
other mathematics measures identified in the questionnaires, we
let it stand alone. As with the other measures of perceived ability
under challenge, this variable was coded such that 1 indicated less
agreement and 4 indicated more agreement.

Control Variables

Demographic characteristics
Demographic variables included dichotomous variables for gen-
der, race/ethnicity (white, Asian/Pacific Islander, black, Latino,
multi-race/ethnic), parents’ education (high school degree or less,
less than a 4-year degree, 4-year degree, more than a 4-year
degree), and family income by quartiles ($0–$35,000 per year,
$35,001–$50,000 per year, $50,001–$100,000 per year, $100,001
or more per year). Detailed information on the coding of
these variables is available in the Appendix in Supplementary
Material.

Table 2 presents descriptive statistics for the sample and indi-
cates that there are more women in the sample (57.4%) com-
pared to men (42.6%)3. Additionally, white students constitute
the majority of the sample (73.7%), while the rest of the sample
consists of 5.0% Asian American/Pacific Islander students, 9.1%
each for black and Latino students, and 3.2%multi-race/ethnicity
students. About a quarter of the participants in our sample had
parents that earned more than a bachelor’s degree, and almost
60.0% of the sample had parents that attended some college or
earned a bachelor’s degree. 16.1% of the sample had parents with
a high school diploma or less. Turning to family income, the
largest percentage of our sample (40.7%) came from families that
earned between $50,001 and $100,000 per year. 18.0% of the sam-
ple had families that earned $35,001–$50,000 per year. Finally,
about 20.0% of the sample had families that earned either the low-
est level of family income (up to $35,000 per year) or the highest
level of family income (more than $100,000 per year).

3For comparison, according to the U.S. Census Bureau Current Population

Surveys, in 2004, the percentage of women enrolled in postsecondary institu-

tions was at 41.2%, exceeding men at 34.7%. As noted in the literature review,

women have been exceeding men in postsecondary enrollments in both the U.S.

and other industrialized nations, since the 1990s or in some cases earlier. See:

http://nces.ed.gov/programs/digest/d13/tables/dt13_302.60.asp

TABLE 2 | Sample descriptive statistics.

Mean SE Min Max

DEMOGRAPHIC CHARACTERISTICS

Gender

Men 42.6% 1.1 0.0 100.0

Women 57.4% 1.1 0.0 100.0

Race/Ethnicity

White 73.7% 1.1 0.0 100.0

Asian/Pacific Islander 5.0% 0.4 0.0 100.0

Black 9.1% 0.7 0.0 100.0

Latino 9.1% 0.7 0.0 100.0

Multi-race/Ethnicity 3.2% 0.4 0.0 100.0

Parent Education

High school or less 16.1% 0.9 0.0 100.0

Some college 29.9% 1.0 0.0 100.0

Bachelor’s degree 29.0% 0.9 0.0 100.0

More than a bachelor’s degree 25.0% 1.1 0.0 100.0

Family Income

First quartile ($0–$35,000 per year) 20.2% 0.9 0.0 100.0

Second quartile ($35,001–$50,000 per year) 18.0% 0.9 0.0 100.0

Third quartile ($50,001–$100,000 per year) 40.7% 1.0 0.0 100.0

Fourth quartile (more than $100,000 per year) 21.1% 1.0 0.0 100.0

STUDENT ABILITY

Ability With Complex Material

Mathematics (10th grade) 2.1% 0.2 0.0 100.0

Reading (10th grade) 16.0% 0.6 0.0 100.0

Grade point average (10th grade) 3.0 0.0 0.4 4.0

INSTITUTIONAL EFFECTS

HS Region

Northeast 20.4% 1.3 0.0 100.0

Midwest 28.4% 1.3 0.0 100.0

South 30.9% 1.3 0.0 100.0

West 20.3% 1.2 0.0 100.0

HS Urbanicity

Urban 27.3% 1.3 0.0 100.0

Suburban 54.4% 1.4 0.0 100.0

Rural 18.4% 1.1 0.0 100.0

Institutional Selectivity

2-year or less institution 27.3% 1.2 0.0 100.0

4-year institution, inclusive 13.4% 0.8 0.0 100.0

4-year institution, moderately selective 30.9% 1.0 0.0 100.0

4-year institution, highly selective 28.4% 1.2 0.0 100.0

n= 4450 respondents from the National Center for Education Statistics’ Education Longi-

tudinal Study 2002/2006 restricted data. Student-level replicate weights particular to the

base year through 2nd follow-up (2002/2006) waves were used to enhance the corre-

spondence between sample and population results. Restricted-use NCES data requires

rounding these descriptive results to the nearest tenth. Ability with complex material

(mathematics) and ability with complex material (reading) variables are reported in mean

percentage form to more meaningfully explain their characteristics descriptively. Our mul-

tivariate analyses use the original form of the variables (on a 0.0–1.0 point scale, not

percentages).

Student ability
Students’ ability was measured through scores on the most com-
plex standardized mathematics and reading questions and grade
point average, both in the 10th grade. Scores on themost complex
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standardized mathematics and reading questions were measured
using a continuous variable ranging from 0.0 to 1.0, representing
the probability that students would respond correctly to three of
the four questions in each category. We used this original form of
the variable in our multivariate analyses for the sake of compara-
bility to other studies on this data, but report a percentage form in
Table 2 to meaningfully interpret the descriptive statistics. Tenth
grade GPAwas also a continuous variable ranging from 0.0 to 4.0.

Because all of our student ability measures are continuous in
nature, these scores are reported in means. Using a 0.0–100.0
point scale to increase the interpretability of our descriptive
statistics, we can see that the mean probability that our sam-
ple could complete the most difficult standardized mathematics
questions was 2.1%. This indicates that much of our sample had
almost no probability of answering three of the four most com-
plex standardized mathematics questions4. On the other hand,
our sample fared better on the mean probability score of com-
pleting three of the four most difficult standardized reading ques-
tions, at an average of 16.0% on a 0.0–100.0 point scale. Finally,
our sample had a mean 10th grade GPA of 3.0/4.0.

High school context.
To control for students’ high school contexts, we included mea-
sures of their region and urbanicity. Region is based on high
school location and corresponds to Census categories: North-
east, Midwest, South, andWest. Urbanicity corresponds to NCES
classifications: urban, suburban, and rural. Participants in our
sample attending high schools across the U.S., with 30.9% con-
centrated in the South, 28.4% in theMidwest, and just over 20.0%
each in the West and Northeast. 54.4% of our sample attended
high schools in suburban areas, while 27.3% and 18.4% attended
schools in urban and rural areas, respectively.

Institutional selectivity
We also controlled for the institutional selectivity of students’
first attended postsecondary institutions as of 2 years after high
school. Selectivity is split into four dichotomous categories:

4Restricted-use NCES data requires rounding these descriptive results to the

nearest tenth.

2-year college or less, 4-year institution (inclusive or not classi-
fied), 4-year institution (moderately selective), and 4-year insti-
tution (highly selective). 27.3% of the sample started at a 2-year
institution, while 72.7% started at a 4-year institution. Of that
72.7% who started at a 4-year institution, 13.4% first attended
an inclusive, 30.9% a moderately selective, and 28.4% a highly
selective college or university.

Analytic Plan
Our first research question is primarily concerned with under-
standing if there are gendered differences in perceived ability
under challenge. Therefore, we calculated the sample means for
men’s and women’s scores on each of the perceptions of abil-
ity to overcome challenge variables and used Adjusted Wald
Tests to provide us with information about significant differences
between the two groups. To address the second research ques-
tion related to the highest science course taken in high school, we
used ordered logistic regressions. Finally, we used multiple logis-
tic regressions to examine the third and fourth research questions
related to STEM retention and specificmajor choice. More details
regarding our analyses are presented with our results.

Results

Gender and Perceived Ability under Challenge in
Mathematics
In light of previously cited research indicating differences in boys’
and girls’ assessments of their abilities, we used sample mean
Wald tests to determine whether there were significant gender
differences on our measures of perceived ability under challenge.
Table 3 reveals that in fact young men and women rate them-
selves as similarly confident in their abilities under challenge in
general (Wald = 1.5; p = 0.222) as well as in the verbal domain
(Wald = 0.4; p = 0.555). In contrast, mean differences between
women and men were highly significant for each measure of
perceived ability under challenge in mathematics. Young men
were between 0.1 and 0.4 points above the mean on each mea-
sure, while young women fell either at or just below the mean
in their perceived ability under mathematics challenge in 10th
and 12th grades. Notably, the gap between women’s and men’s

TABLE 3 | Perceived ability under challenge (mean centered) by gender, weighted.

Mean SE Range

Men Women Men Women Min Max

NON-MATHEMATICS MEASURES

General index (10th grade) 0.1 0.2 0.0 0.0 −1.8 1.2

Verbal index (10th grade) 0.2 0.2 0.0 0.0 −1.7 1.3

MATHEMATICS MEASURES

Growth mindset (10th grade) 0.1 −0.1*** 0.0 0.0 −2.0 1.0

Mathematics index (10th grade) 0.4 0.0*** 0.0 0.0 −1.5 1.5

Mathematics index (12th grade) 0.2 0.0*** 0.0 0.0 −1.5 1.5

n = 4450 respondents from the National Center for Education Statistics’ Education Longitudinal Study 2002/2006 restricted data. Wald tests were used to determine the significance

of difference between the means for men and women. Student-level replicate weights particular to the base year through 2nd follow-up (2002/2006) waves were used to enhance the

correspondence between sample and population results. Restricted-use NCES data requires rounding these descriptive results to the nearest tenth. *p < 0.05, **p < 0.01, ***p < 0.001.
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ratings of their perceived ability under challenge is largest on
the 10th grade mathematics index (diff = 0.4; Wald = 102.9;
p = 0.000) and tapers slightly 2 years later (diff = 0.2; Wald =

58.7; p = 0.000). This change results primarily from a loss of
confidence for young men, who see a 0.2 mean centered point
decrease between 10th and 12th grades. Among young women,
perceptions of their ability on difficult mathematics do not appear
to fluctuate over time. Young women are less inclined to report a
growth mindset than are young men (diff = 0.2; Wald = 30.5;
p = 0.000). Together, these findings suggest that young men
are better positioned psychologically to be resilient in the face of
mathematics-related setbacks, as compared to their female peers.

Impacts on Science Course Taking
Next, we turned to the question of how advanced science course
taking in high school might be distinctly influenced by percep-
tions of ability under challenge in general, verbal, and mathe-
matics domains. Given that the lower science pipeline courses
are pre-requisites of higher science pipeline courses, and thus are
ordinal in nature, we used ordered logistic regressions. The first
model included our outcome variable and student demographic
characteristics. The second model added student ability, high
school context, and institutional selectivity to the variables in the
first model. Lastly, the third and final model included all of our
predictor variables, including the perceived ability under chal-
lenge variables. For simplicity, we present the full model only in
Table 4. Proportional odds ratios (OR) represent the ratio of odds
for completing the highest level of science coursework in high
school as compared to the odds of the other combined outcomes
(less rigorous courses). When interpreting OR, values under 1
represent negative relationships, values over 1 represent positive
relationships, and values approaching 1 represent relationships
with less meaningful significance.

Taking all other factors into account, women have about 24.0%
lower odds of completing both Chemistry II and Physics II
(OR = 0.76; p = 0.001) as compared to men, all else being
equal. Race/Ethnicity matters as well, as Asian/Pacific Islander
students are considerably more likely to complete these more
advanced science courses than are white students (OR = 2.44;
p = 0.000). Conversely, black students are less likely to complete
these courses than are their white peers, although this effect is less
significant (OR= 0.70; p = 0.047).

Objective measures of ability were also meaningfully signifi-
cant. Students’ academic ability with complex material—as mea-
sured by test scores—is highly related to completing the most
rigorous science courses. Interestingly, this pattern holds for both
mathematics and verbal domains. Recall that these scores refer
to students’ performance on the most challenging sections of the
NCES-administered ability tests. A one percentage point increase
in one’s complex mathematics ability score—an area where most
sample respondents struggled, as noted in Table 2—corresponds
to having 14 times higher odds of completing both physics II
and chemistry II (OR = 14.32; p = 0.001). Moreover, the same
magnitude of increase in complex reading ability (OR = 2.03;
p = 0.000) notably enhances the likelihood of completing these
courses, all else being equal, as does earning higher grades in
school (OR= 2.18; p = 0.000).

TABLE 4 | Likelihood of advanced science course completion by the end

of 12th grade.

Chemistry II

and Physics II

OR SE

DEMOGRAPHIC CHARACTERISTICS

Female gender (Reference = male) 0.764** 0.062

Race/Ethnicity (Reference = white)

Asian/Pacific Islander 2.438*** 0.338

Black 0.696* 0.126

Latino 0.979 0.135

Multi-race/Ethnicity 1.231 0.255

STUDENT ABILITY

Ability with Complex Material

Mathematics (10th grade) 14.324** 11.692

Reading (10th grade) 2.028*** 0.342

Grade point average (10th grade) 2.184*** 0.156

INSTITUTIONAL EFFECTS

HS Region (Reference = Northeast)

Midwest 1.026 0.174

South 0.940 0.147

West 0.694* 0.114

HS Urbanicity (Reference = urban)

Suburban 0.843 0.102

Rural 0.595** 0.111

PERCEIVED ABILITY UNDER CHALLENGE

Non-mathematics measures

General index (10th grade) 1.057 0.064

Verbal index (10th grade) 0.911 0.047

Mathematics Measures

Growth mindset (10th grade) 1.004 0.061

Mathematics index (10th grade) 1.296*** 0.063

Cut1 9.646*** 2.599

Cut2 34.210*** 9.541

f-statistic 7.050***

Observations 4450

n= 4450 respondents from the National Center for Education Statistics’ Education Longi-

tudinal Study 2002 restricted data. Student-level replicate weights particular to the base

year through 2nd follow-up (2002/2006) waves were used to enhance the correspon-

dence between sample and population results. Reference category includes all levels

of science course taking less than Physics II and either advanced biology, chemistry, or

physics, to conform to the proportional odds assumption. Parent education and family

income were included in the model, but are withheld from this table for space. Full tables

available from the authors by request. * p < 0.05, ** p < 0.01, *** p < 0.001.

Although not a focal dimension of this study, the effects of stu-
dents’ high school institutional contexts are worth noting. Access
to advanced chemistry and physics coursework is not uniformly
available, as noted earlier in this paper. As such, it may not be
surprising that students attending high school in Western states
(OR = 0.69; p = 0.028) are less likely to complete these courses
than are students in the Northeast. Correspondingly, students
enrolled in rural high schools are less likely to complete these
courses than are students in urban high schools (OR = 0.60;
p = 0.006).
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Turning to our primary independent variables of interest,
we were surprised that only one perceived ability under chal-
lenge measure significantly predicted completion of the most
advanced science courses in high school. The 10th grade mathe-
matics index predicts about a 30.0% increase in the odds of taking
the highest science courses in high school, holding all other vari-
ables constant (OR = 1.30; p = 0.000). In contrast, the OR on
the growth mindset variable did not reach significance, imply-
ing that students’ mindset does not affect high school science
pipeline completion. Neither verbal nor domain-general per-
ceived ability under challenge significantly predicted completion
of these courses.

We examined a model (not shown) including product-term
interactions between each of the perceived ability under challenge
variables and gender. None of the resulting interaction terms
were significant, thus we chose not to display results in this paper
due to space constraints. However, the lack of significance on

these interaction terms is notable, and combined with the signif-
icant effect of the gender variable, indicates that women are less
likely to take these courses, but are not affected differentially by
perceptions of ability.

PEMC and/or Biology Retention and Perceived
Ability under Challenge
Table 5 reports on the results of a multiple logistic regres-
sion analysis estimating the likelihood of retention in students’
intended major. The reference group is comprised of those who
neither intended nor declared PEMC and/or biology majors,
compared to those who stayed, left, or were newcomers to PEMC
and/or biology fields. As with the science pipeline analysis, we
estimated four separate models to understand the movement
between intended and declared major. Our first model included
demographic characteristics only; the second included student
ability, high school context, and institutional selectivity; and the

TABLE 5 | Retention in self-reported intended major, 2 years after high school.

Never entered PEMC and/or biological sciences majors (reference)

PEMC and/or PEMC and/or PEMC and/or

biological sciences stayers biological sciences leavers biological sciences newcomers

RRR SE RRR SE RRR SE

DEMOGRAPHIC CHARACTERISTICS

Female gender (Reference = Male) 0.194*** 0.034 0.354*** 0.068 0.749 0.142

Race/Ethnicity (Reference = White)

Asian/Pacific Islander 0.999 0.263 1.059 0.286 1.425 0.515

Black 3.204*** 0.940 1.102 0.383 1.777 0.596

Latino 0.920 0.300 1.067 0.319 1.520 0.655

Multi-race/Ethnicity 0.855 0.351 1.423 0.652 1.550 0.672

STUDENT ABILITY

Ability with Complex Material

Mathematics (10th grade) 2.358 1.616 2.311 1.826 2.170 1.828

Reading (10th grade) 0.961 0.288 0.830 0.265 0.770 0.282

Grade point average (10th grade) 1.583** 0.218 0.913 0.129 1.427* 0.241

Science Pipeline Completion (Reference = Chemistry I or Physics I or Less )

Chemistry I and Physics I 1.779* 0.395 1.374 0.316 1.215 0.302

Chemistry II and Physics II 2.722*** 0.540 2.578*** 0.558 2.512*** 0.586

PERCEIVED ABILITY UNDER CHALLENGE

Non-Mathematics Measures

General index (10th grade) 0.979 0.133 1.051 0.144 1.480* 0.241

Verbal index (10th grade) 0.582*** 0.053 0.701** 0.076 0.786 0.105

Mathematics Measures

Growth mindset (10th grade) 1.354* 0.177 1.244 0.165 1.062 0.176

Mathematics index (10th grade) 1.617*** 0.175 1.276* 0.154 1.084 0.151

Mathematics index (12th grade) 1.561*** 0.178 1.239 0.140 1.326* 0.148

Constant 0.020*** 0.010 0.070*** 0.043 0.012*** 0.008

f-statistic 7.050*** 7.050*** 7.050***

Observations 4450 4450 4450

n = 4450 respondents from the National Center for Education Statistics’ Education Longitudinal Study 2002 restricted data. Student-level replicate weights particular to the base year

through 2nd follow-up (2002/2006) waves were used to enhance the correspondence between sample and population results. Family income, parent education, ability with complex

material, high school region and urbanicity, and institutional selectivity were included in the model, but are withheld from this table for space. * p < 0.05, * p < 0.01, *** p < 0.001.
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third included the perceived ability under challenge indices. For
simplicity, we only report the final model using relative risk ratios
(RRR). RRR are interpreted as the ratio of the probability that
one outcome category will occur compared to that of the refer-
ence category (Borooah, 2002; Vogt, 2005). The basic interpre-
tation of ORs and RRRs are congruent: values under 1 represent
negative relationships, values over 1 represent positive relation-
ships, and values approaching 1 represent relationships with less
meaningful significance.

Comparing PEMC and/or biology stayers, leavers, and new-
comers with having never expressing interest in those fields
(abstainers), there are two significant findings for women. All else
being equal, women have an 80.6% lower risk thanmen of staying
in PEMC and/or biology fields as intended before starting college
(RRR= 0.19; p = 0.000) vs. not entering these fields at all. While
the effect is smaller, gender also predicts attrition from PEMC
and/or biology fields. Women have a 64.6% lower risk than men
of leaving these fields vs. not entering those fields at all (RRR =

0.35; p = 0.000), holding all other factors constant. There was
also a significant relationship for one race/ethnicity category. All
else being equal, our results show that black participants’ risk
of staying in a PEMC and/or biology field was 3.2 times higher
as compared to white participants (RRR = 3.20; p = 0.000),
among those who intended to major in that field before enrolling
in college.

Lastly, there were notable significant results with respect to
our student ability measures and science pipeline completion.
While complex mathematics and verbal scores were highly pre-
dictive of completing advanced high school science coursework,
they are no longer significant with respect to major retention, a
more advanced step along the scientific pipeline. A 0.01 point
increase in 10th grade GPA increased the risk of staying and
entering a PEMC and/or biology field by 58.3% (RRR = 1.58;
p = 0.001) and 42.7% (RRR = 1.43; p = 0.036), respectively,
as compared to never entering these fields. Science course com-
pletion generated the second highest effect sizes in this model.
Completing chemistry II and physics II in high school increased
the likelihood of staying, leaving, and entering PEMC and/or
biology fields by over 2.5 times each (all p < 0.001), as compared
to never intending nor entering those fields. While the similarity
of this effect on multiple outcomes may seem puzzling, it perhaps
indicates the centrality of high school science course completion
to students’ entry to the natural sciences at some point early in
college, even if it does not singularly predict persistence.

Looking specifically at measures related to our third research
question, we see that all perceived ability under mathematics
challenge measures—growth mindset, 10th grade mathematics
index, and 12th grade mathematics index—positively and signifi-
cantly predict staying in PEMC and/or biology fields as intended
before entering postsecondary education, net of all other factors.
The 10th grade mathematics index has the largest effect size here,
predicting a 61.7% increased risk of staying in PEMC and/or biol-
ogy fields as intended (RRR = 1.62; p = 0.000) vs. never having
entered those fields, compared to 56.1% for the 12th grade math-
ematics index (RRR = 1.56; p = 0.000), and 35.4% for growth
mindset (RRR = 1.35; p = 0.021). Also consistent with the lit-
erature, there is a stronger negative effect on staying in PEMC

and/or biology for the verbal index (RRR = 0.58; p = 0.000)
vs. to leaving (RRR = 0.70; p = 0.001), compared to abstain-
ing. However, surprisingly, the 10th grade mathematics index
also predicts leaving these fields (RRR = 1.28; p = 0.045).
Moreover, both the general index and the 12th grade mathe-
matics index predict new entry to PEMC and/or biology fields
2 years after high school (RRRgeneral index = 1.48; p = 0.017
and RRR12th grade mathematics index = 1.33; p = 0.012). This find-
ing suggests that either domain-general or mathematics-domain
perceived ability to overcome challenge might actually encourage
students to cross into mathematics-intensive fields of study from
non-STEM fields.

Finally, as with the analysis on science pipeline, we examined
a model (not shown) including interactions between gender and
each of the perceived ability under challenge variables. The result-
ing coefficients were not significant, so due to space constraints
we decided not to show this particular model. Possible explana-
tions for the lack of significance on gender and perceived ability
under challenge interaction terms for themajor retention variable
will be unpacked in the Discussion Section of this paper.

Specific Scientific Major and Perceptions of
Ability to Overcome Challenge
Finally, we examined the relationship between perceived abil-
ity under challenge and choice of major 2 years after high
school. Since we are primarily interested in how ability-related
beliefs might encourage or deter students to major in more
mathematics-intensive fields, we disaggregated STEMmajors and
used non-STEM majors as our reference category. As with the
analysis on the major retention variable, we report findings using
RRR in Table 6.

First, we turn to themain effect of gender, which is strongest as
a predictor of PEMC and health sciences majors, albeit in oppo-
site directions. While only the third model is shown in Table 6,
tables reporting the earlier models are available by request. In the
first model, including only demographic characteristics, women
have a 0.78 times lower risk than men of majoring in PEMC
(RRR = 0.22; p = 0.000)5 and a 3.59 times higher risk than
men of majoring in health (p = 0.000), as compared to non-
STEM fields. When student ability and institutional effects are
added in the second model, women’s risk of majoring in PEMC
declines slightly as the risk ratio becomes more negative (RRR =

0.20; p = 0.000), but their risk of majoring in health does not
meaningfully change (RRR = 3.59; p = 0.000). The third model
adds perceptions under challenge to the model and has a result-
ing decrease in the negative effect of female gender on the risk
of majoring in PEMC (RRR = 0.26; p = 0.000) and an increase
in the positive effect of female gender on the risk of majoring in
health sciences (RRR = 3.69; p = 0.000). Adding perceived abil-
ity under challenge variables to our models therefore enhances
women’s chances (relative to men) of majoring in both PEMC
and health fields.

5Note that the effect of gender for men can be found by taking the inverse of these

relative ratios. Here, the effect of male gender on the risk of majoring in PEMC is

1/0.22, or 4.55.
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TABLE 6 | Specific STEM major category declared 2 years after high school, not including interaction effects.

Variables Non-STEM (reference)

Undeclared/ PEMC Biological Health Soc/Behavioral and

Undecided sciences sciences other sciences

RRR SE RRR SE RRR SE RRR SE RRR SE

DEMOGRAPHIC CHARACTERISTICS

Female gender (reference = male) 0.891 0.099 0.264*** 0.048 0.953 0.206 3.691*** 0.696 1.009 0.139

Race/Ethnicity (reference = White)

Asian/Pacific Islander 1.531* 0.276 1.113 0.321 2.497* 0.904 2.498** 0.698 1.423 0.377

Black 1.246 0.332 3.187*** 1.006 3.394*** 1.196 1.892* 0.504 1.842* 0.522

Latino 1.255 0.298 1.340 0.437 1.397 0.703 1.116 0.323 2.088** 0.557

Multi-race/Ethnicity 1.041 0.323 1.201 0.486 0.967 0.727 1.680 0.659 0.794 0.367

STUDENT ABILITY

Science Pipeline Completion (reference = Chemistry I or Physics I or less)

Chem. I and Physics I 1.206 0.165 1.850** 0.396 1.072 0.331 0.960 0.207 1.030 0.169

Chemistry II and Physics II 1.675*** 0.258 2.503*** 0.512 3.875*** 1.025 1.640* 0.314 1.385 0.250

INSTITUTIONAL EFFECTS

College Selectivity (reference = 4-year institution, highly selective)

2-year or less institution 1.131 0.210 0.716 0.181 0.595 0.245 2.409*** 0.593 0.356*** 0.087

4-year institution, inclusive 0.399*** 0.085 0.878 0.223 0.440* 0.168 1.807* 0.486 0.447** 0.110

4-year institution, moderately selective 0.587*** 0.093 0.708 0.132 1.062 0.293 1.231 0.287 0.728 0.123

PERCIEVED ABILITY UNDER CHALLENGE

Non-Mathematics Measures

General index (10th grade) 1.035 0.090 1.023 0.153 1.583** 0.269 1.315* 0.173 1.046 0.126

Verbal index (10th grade) 0.990 0.078 0.629*** 0.064 0.838 0.122 0.808* 0.082 1.280* 0.131

Mathematics Measures

Growth mindset (10th grade) 0.993 0.091 1.340* 0.173 0.953 0.159 1.052 0.104 1.002 0.109

Mathematics index (10th grade) 1.054 0.087 1.599*** 0.187 1.030 0.125 1.014 0.097 1.027 0.089

Mathematics index (12th grade) 1.014 0.069 1.542*** 0.174 1.259 0.164 1.054 0.096 0.948 0.091

Constant 0.821 0.349 0.047*** 0.026 0.014*** 0.009 0.031*** 0.017 0.233** 0.115

f-statistic 9.930*** 9.930*** 9.930*** 9.930*** 9.930***

Observations 4450 4450 4450 4450 4450

n = 4450 respondents from the National Center for Education Statistics’ Education Longitudinal Study 2002/2006 restricted data. Student-level replicate weights particular to the base

year through 2nd follow-up (2002/2006) waves were used to enhance the correspondence between sample and population results. Parent education, family income, ability with complex

material, 10th grade GPA, high school region and high school urbanicity were included in the model, but are withheld from this table for space. * p < 0.05, ** p < 0.01, *** p < 0.001.

Race/ethnicity again plays a role, here influencing declared
major 2 years after high school. Holding everything else con-
stant, black students had a 3.19 times higher risk than their
white peers of majoring in PEMC as compared to non-STEM
fields (p = 0.000); they had a 3.39 times higher risk than their
white peers of majoring in biology fields (p = 0.001). Latinos
had a 2.09 times higher risk than their white peers of majoring
social/behavioral or other science fields (p = 0.006), as com-
pared to non-STEMmajors. Asian/Pacific Islander students were
at a 2.50 times higher risk than their white peers of majoring
in biology (p = 0.012) and health (p = 0.001), respectively, as
compared to non-STEMmajors.

Results on student ability and course taking were congru-
ent with the previous analysis of major retention. Tenth grade
GPA, net of all other effects, significantly and positively pre-
dicted the selection of PEMC majors (RRR = 1.45; p = 0.009)

and biology majors (RRR = 1.41; p = 0.044) vs. non-STEM
majors. In contrast, GPA negatively predicted the selection of
undeclared/undecided majors (RRR= 0.75; p = 0.000), showing
that high achieving high school students in our sample tended
to select a major by 2 years after high school. Next, the single
highest predictor of any major type, holding all other factors con-
stant, was completion of chemistry II and physics II for selection
of a biology major (RRR = 3.88; p = 0.000). Completion of
chemistry II and physics II also increased the risk of enrolling
in PEMC fields vs. non-STEM fields (RRR = 2.50; p = 0.000),
compared to students who only completed chemistry I or physics
I or less. Completing even the middle category of the science
pipeline variable also benefitted students, predicting an 85.0%
increase in the risk of selecting a PEMC major vs. a non-STEM
major (p = 0.005), as compared to students who only completed
chemistry I or physics I and below in high school.
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With respect to institutional effects, high school region and
college selectivity were the only notable factors influencing choice
of major. Students attending high schools in the Midwest and the
South were more likely than their peers in the Northeast to select
health sciences majors, as compared to non-STEM majors (full
table available by request). Attending a less selective institution
decreases students’ risk of declaring social/behavioral and other
science majors, as compared to non-STEM majors. By contrast,
their risk of majoring in health sciences increases, in compar-
ison to non-STEM majors. Together, these results suggest that
institutional contexts can influence choice of major, in particular
health science fields.

Using the product-term regression method (Jaccard and Tur-
risi, 2003), we can interpret the interactions between gender
and perceived ability under challenge measures as slope differ-
ences between men and women. In contrast, the main effects
for perceived ability under challenge represent the effects of
these perceptions for the reference category on gender. Because
this manuscript is primarily concerned with how these percep-
tions influence women’s entry into scientific majors, we report
the results for the case when the reference category for the

gender variable is female, so that the main effects of per-
ceived ability under challenge represent the effect for women in
particular.

We now turn to the version of the full model shown in
Table 7, with women as the reference category and interactions
between gender and the perceived ability under challenge vari-
ables. Because our perceived ability under challenge variables are
mean-centered, a value of 0 refers to the mean value for each
of these terms, for the reference category (in this case, women).
In this multinomial logistic regression model then, men have a
3.60 times higher risk of majoring in PEMC than women with
average perceived ability under challenge (p = 0.000) and a
0.74 times lower risk of majoring in health than women with
average perceived ability under challenge (p = 0.000), again as
compared to non-STEM fields. In sum then, holding all other
predictors constant, gender strongly influences students’ choice
of PEMC and health sciences majors. Gender does not however
notably influence choice of biological nor social/behavioral and
other sciences majors, as compared to non-STEMmajors.

Recall how in Figure 1, we show our intent to examine how
gender moderates the relationship between perceptions of ability

TABLE 7 | Specific STEM major category declared 2 years after high school, interaction model.

Non-STEM (reference)

Undeclared/ PEMC Biological Health Soc/Behavioral and

Undecided sciences sciences other sciences

RRR SE RRR SE RRR SE RRR SE RRR SE

DEMOGRAPHIC CHARACTERISTICS

Male gender (Reference = female) 1.085 0.122 3.604*** 0.806 1.116 0.286 0.257*** 0.050 1.032 0.162

PERCEIVED ABILITY UNDER CHALLENGE

Non-Mathematics Measures

General index (10th grade) 1.093 0.137 1.118 0.255 1.746* 0.417 1.351* 0.193 1.233 0.189

Verbal index (10th grade) 0.894 0.086 0.647* 0.119 0.766 0.134 0.762* 0.089 1.266 0.166

Mathematics Measures

Growth mindset (10th grade) 1.070 0.134 1.140 0.269 0.891 0.247 1.212 0.136 1.072 0.166

Mathematics index (10th grade) 1.056 0.113 1.360 0.250 1.095 0.176 0.991 0.106 0.950 0.106

Mathematics index (12th grade) 0.931 0.090 1.650** 0.285 1.193 0.195 1.040 0.110 0.924 0.109

INTERACTIONS BETWEEN GENDER AND PERCEIVED ABILITY UNDER CHALLENGE

Non-Mathematics Measures

Male*General index (10th grade) 0.884 0.182 0.832 0.223 0.780 0.271 1.029 0.349 0.663 0.142

Male*Verbal index (10th grade) 1.275 0.178 1.003 0.228 1.273 0.354 1.303 0.308 1.037 0.212

Mathematics Measures

Male*Growth mindset (10th grade) 0.844 0.162 1.197 0.332 1.148 0.442 0.505** 0.113 0.870 0.187

Male*Mathematics index (10th grade) 0.991 0.155 1.284 0.297 0.850 0.238 1.051 0.257 1.222 0.223

Male*Mathematics index (12th grade) 1.207 0.176 0.934 0.200 1.147 0.304 0.977 0.226 1.056 0.176

Constant 0.730 0.330 0.012*** 0.007 0.013*** 0.009 0.114*** 0.063 0.224** 0.116

f-statistic 7.790*** 7.790*** 7.790*** 7.790*** 7.790***

Observations 4450 4450 4450 4450 4450

n = 4450 respondents from the National Center for Education Statistics’ Education Longitudinal Study 2002/2006 restricted data. Student-level replicate weights particular to the

base year through 2nd follow-up (2002/2006) waves were used to enhance the correspondence between sample and population results. Family income, parent education, ability with

complex material, 10th grade GPA, science pipeline completion, high school region and urbanicity, and college selectivity were included in the model, but are withheld from this table

for space. * p < 0.05, ** p < 0.01, *** p < 0.001.
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under challenge and major choice. Notably, the main effect of
the 12th grade mathematics index is the most notable signif-
icant perceived ability under mathematics challenge predictor
for women, increasing their risk of majoring in PEMC (RRR =

1.65; p = 0.004) compared to a non-STEM field6. The magni-
tude and significance of these effects may be somewhat muted,
given that there are two indicators in the model for mathemat-
ics index (in 10th and 12th grades). This significant result is
therefore likely a conservative estimate. To more meaningfully
interpret this finding, we used the prgen command from SPost9
(Long and Freese, 2005) to estimate the predicted probabilities
for women’s selection of each of the major types, given their
score on the 12th grade mathematics index. Figure 2 shows the
predicted outcomes on a line graph, for each STEM major cate-
gory. We see that an increase in perceived ability under challenge
in mathematics domains meaningfully changes women’s prob-
ability of declaring PEMC, biology, and social/behavioral and
other sciences. Notably, as women’s perceived ability increases,
their chances of majoring in social/behavioral and other sciences
decreases. The opposite is true for PEMC and biology. In particu-
lar, women’s probability of majoring in PEMC increases in asso-
ciation with an increase in their 12th grade perceptions that they
could understand and master difficult and complex mathemat-
ics material. Specifically, their probability of majoring in PEMC
rises over and above that of majoring in biology by the point that
their perceptions are one unit above the mean for women in our
sample.

6The RRR for women, shown in Table 7, is smaller than the result for men (RRR=

1.542; p = 0.004), when men are in the reference category (table available by

request).

Rounding out our discussion of how perceived ability under
challenge affects women’s choice of major, there are two addi-
tional findings of note. Domain-general perceptions positively
influence the selection of a STEM field in two other instances:
biology (RRR = 1.75; p = 0.021) and health science fields (RRR
= 1.35; p = 0.037). Perceived ability in verbal domains also neg-
atively predicts women’s entry into PEMC (RRR = 0.65; p =

0.019) and health sciences (RRR= 0.76; p = 0.020).
The interaction terms at the bottom of Table 7 examine the

differential impact of gender on perceived ability under chal-
lenge. Only one of these interactions is significant in its effect. The
male∗growth mindset interaction term (RRR = 0.51, p = 0.003)
indicates that gender moderates the effect of growth mindset on
students’ choice of health science majors as compared to non-
STEM majors. This finding indicates that the belief that anyone
can improve their mathematics ability through mastery-oriented
behavior (growth mindset) differentially effects men and women
in a way that promotes women’s selection into health science
fields. We again use prgen to estimate the predicted probabili-
ties for women’s selection of each of the major types, shown in
Figure 3, given their score on the growth mindset variable. Con-
sistent with the discussion above, women have both a higher and
increasing probability of selecting a health science field as their
growth mindset score increases, as compared to the other STEM
majors. While the effects are not significant, a sizeable enough
increase in growthmindset (a half-point above themean) appears
to positively increase the probability such that—all else held
constant—women would have a higher likelihood of majoring in
PEMC than they would of majoring in biology. This finding fur-
ther suggests that there are meaningful, tangible implications for
enhancing women’s perceptions of their ability under challenge.

FIGURE 2 | Mathematics index (12th grade) and probability of majoring in specific STEM majors.
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FIGURE 3 | Growth mindset and probability of majoring in specific STEM majors.

Discussion

Limitations
Similar to all studies using secondary data sources, our interpre-
tations are limited by the self-reported nature of the data. For
instance, our analysis on major retention was limited because
students were retrospectively asked the intended major question
2 years after leaving high school. This measure may be biased
by their subsequent choice of major. Additionally, this question
focused on students’ intent, not their actual declared major upon
entrance into the institutions. While this gives us some insight,
declaredmajor symbolizes commitment and would allow us to be
reasonably sure that students participated in gateway coursework
in the declared major. Further, the coding of the intended major
variable did not permit us to disaggregate PEMC fields from biol-
ogy in the measurement of students’ intended majors. As noted
by previous researchers, women tend to be overrepresented in
biology fields (NSF, 2013), yet we cannot adequately separate out
the effects of staying in biology from staying in PEMC fields.
Finally, because we do not currently have information on degree
completion, our analyses are limited to students’ experiences up
through 2 years after high school.

Conclusions

In response to our research questions, we found mixed sup-
port for our hypotheses that perceived ability under challenge
in mathematics is related to our outcomes of interest: complet-
ing advanced science coursework, remaining in intended STEM
major fields, and selecting mathematics-intensive science majors

(PEMC). Importantly, both gender and perceived ability under
challenge in mathematics influence our prediction of all three
outcomes. In addition, 10th grade perceptions of ability under
challenge in mathematics positively predict completion of the
highest levels of high school science coursework. Moreover, all
mathematics perceived ability under challenge measures predict
both retention in PEMC and/or biology fields, holding all other
factors constant. Finally, in some cases, perceptions of ability
under challenge affect women’s selection of PEMC and other
STEMmajors.

Turning first to descriptive differences in high school, women
and men’s perceived ability under challenge differed, with young
men in our sample outscoring young women in all perceived abil-
ity under mathematics challenge measures. Intriguingly, while
the gender gap in perceived mathematics ability seems to taper
during high school, this change seems driven by changes among
boys rather than girls. Specifically, boys’ perceived ability in
mathematics decreased between 10th and 12th grade, while girls’
perceived ability stayed constant. This finding suggests the need
for further empirical and conceptual studies of boys’ experi-
ences in mathematics courses in high school, as their rela-
tive strengths in this area have been presumed undeserving of
examination.

Next, we turn to the predictions of high school course tak-
ing. Our results indicate that perceived ability undermathematics
challenge in 10th grade matters, and in fact was the only pre-
dictive subjective measure (i.e., beyond demographics and ability
test scores) of taking advanced science coursework. Female gen-
der negatively predicts advanced science course taking. While
recent research suggests that girls are increasingly successful
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in secondary and postsecondary education, including science
course completion (Hill et al., 2010; DiPrete and Buchmann,
2013), our results indicate that gender gaps in course taking
remain. However, there were no significant findings for the inter-
action terms in this analysis, suggesting that something other
than perceived ability is at work. Indeed, performance indicators
of ability—not perceptions—appeared to particularly influence
students’ course taking.

Future research may be needed to investigate the mecha-
nisms by which students—girls in particular—are advised into
and choose to enroll in a second year of both chemistry and
physics, which over 25% of our sample elects to do. These deci-
sions have clear ramifications for entering and choosing PEMC
and biology majors, as indicated in our findings reported above.
Our negative findings for both western and rural measures of
high school location suggest that access to higher-level science
coursework is differentially distributed around the U.S. and likely
varies by the profiles of students’ high schools, not limited to
region and urbanicity. For instance, Riegle-Crumb and Moore
(2014) show how the density of female STEM professionals in the
neighborhoods surrounding schools can mitigate the traditional
negative relationship between gender and high school physics
course taking. Moreover, recent work by Legewie and DiPrete
(2014) on U.S. high school students in the early 1990s indicates
that school-level curricular and extra-curricular offerings consid-
erably explain the gender gap in intention to major in STEM
at the end of high school. Extensive research and policy initia-
tives have examined increasing access to advanced mathematics
courses. This study suggests that similar attention should be paid
to increasing access to advanced science coursework in secondary
school, physics in particular.

Despite the number of adequately prepared women entering
postsecondary education, we know that fewer of them persist in
STEM fields (NSF, 2013). Therefore, we turn next to the mat-
ter of how perceived ability under challenge might be related to
majoring in PEMC and/or biology as intended at enrollment. As
mentioned before, perceived ability under challenge in mathe-
matics (growth mindset, 10th grade mathematics index, and 12th
grademathematics index) is positively related to staying in PEMC
and/or biology fields, net of all other effects. This suggests that
increasing students’ confidence in their ability to deal with diffi-
cult mathematics material may lead to retention in those fields.
However, there were no significant findings for the interactions
between gender and these measures on any level of the retention
variable, suggesting that gender does not influence the impact
of perceived ability under challenge on retention in students’
intended major. These modest results may be the consequence of
our limited ability to parse out the PEMC and biology categories7,
as these STEM fields currently have highly distinct patterns of
sex segregation at the undergraduate level, as demonstrated in
Table 1.

7Notably, George-Jackson’s (2011) study found that while women persist in

PEMC-related fields at lower rates than men, only 24.5% of those who initially

chose these majors switched to non-STEM fields; 11.4% switched into biology,

health, behavioral, and related science fields. There may be considerable move-

ment among the PEMC and/or biology category that we are not able to observe

because of limitations in the coding of the intended major variable.

Mathematics is not the only domain in which perceived abil-
ity influences choice of major. As reported in Table 5, we see
a significant and negative relationship between perceived abil-
ity under challenge in the verbal domain and persistence in
PEMC and/or biology. Similarly in Table 7 (and corresponding
results in Table 6), perceived ability in verbal domains nega-
tively predicts women’s entry into PEMC and health sciences.
These findings are consistent with previous literature suggesting
that perceived high verbal ability may act as a stronger influ-
ence on major choice than actual mathematics ability (Correll,
2001; Wang et al., 2013). Related, we also found that domain-
general perceived ability under challenge has a more positive
relationship with entering PEMC and/or biology fields than the
12th grade mathematics index, holding all other factors constant.
Again, later results on declared majors show that domain-general
perceptions positively influence women’s selection of biology
and health science fields. These results lead us to wonder how
domain-general perceived ability may increase interest in cer-
tain STEM fields. Future studies, perhaps qualitative in nature,
may unpack the mechanisms behind this perhaps puzzling
finding.

We were able to disaggregate specificmajor types in our analy-
sis of the relationships between perceived ability under challenge
and declared major 2 years after high school. Results compared
across models revealed the specificity of the relationship between
gender and each STEM major category. The effects of perceived
ability under challenge reported in Table 6 (without interactions)
are robust and in the expected direction with respect to the
effects on science majors. Also of note are our findings regard-
ing high school region and college selectivity with respect to
health fields. With respect to the latter, it is unclear whether it
is the institutional context itself or selection into certain institu-
tions that drives the negative relationship between selectivity and
health sciencemajors (and correspondingly, the positive relation-
ship between selectivity and social/behavioral and other science
majors). As previous research on this topic is inconclusive, this is
again an area for potential further investigation.

With respect to the hypothesized moderating effect of gen-
der, the gender-specific results reported in Table 7 did not neatly
correspond to our hypotheses. Importantly, we did find an effect
for women’s selection of a PEMC field when looking at the main
effect of the 12th grade mathematics index. Notably, an increase
in women’s perceived ability with difficult and complex mathe-
matics material increases their probability of majoring in PEMC,
such that they become more likely to major in PEMC than in
biology. This is notable, as PEMC fields are those that have thus
far been the most persistently sex segregated STEM disciplines.
As biology and health fields have become more gender egalitar-
ian, and even female-dominant in recent years, this result sug-
gests that interventions aimed at enhancing secondary school
girls’ perceptions of their mathematics ability can have real effects
on their participation in mathematics-intensive fields in postsec-
ondary school, and preventing the loss of scientific talent among
young women.

Examining our results on gender moderation further, we
found positive gender moderation on the effect of growth mind-
set for selection into only one STEM field: health sciences. It may

Frontiers in Psychology | www.frontiersin.org June 2015 | Volume 6 | Article 530 | 148

http://www.frontiersin.org/Psychology
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Nix et al. Perceptions of challenge & sex segregation in STEM

be that the intensive and cumulative investment of girls and boys
on the scientific pipeline may track those girls with more nega-
tive ability-related beliefs out of PEMC fields before they select
college majors (Perez-Felkner et al., 2012). Notwithstanding, the
effects of perceived ability under challenge for women among
mathematics, verbal, and general domains, as well as this find-
ing regarding gender moderation on growth mindset, indicate
that there are indeed notable effects to consider and continue to
investigate.

Intriguingly, the predicted probabilities shown in Figure 3

indicate that a positive enough mindset among women will
increase their probability of majoring in PEMC, even over and
above their probability ofmajoring in biology. Because we did not
find significance on the interaction effects between gender and
growth mindset on PEMC, we cannot be sure that women who
believe that anyone can develop their mathematics ability will
enter PEMCmajors, a finding seemingly inconsistent with mind-
set theory (Dweck, 2008; Good et al., 2012; Mangels et al., 2012).
It could be that mathematics-intensive fields, such as PEMC, are
losing growth mindset women as a result of environmental fac-
tors, such as messages that they would fit better or be happier
elsewhere (such as the health science fields). These messages may
foster stereotype threat.

Stereotype threat occurs when individuals with stereotyped
identities fear that they will confirm negative stereotypes (Steele,
1997), and has been widely discussed related to women’s choices
to leave STEM fields. It is possible that the null findings on most
of our interaction terms are masked by the effects of stereo-
type threat–something we could not directly measure. Although
gender did not consistently moderate the relationship between

perceived ability under mathematics challenge and our depen-
dent variables, there were strong gender differences in percep-
tions under challenge across our results, from secondary school
through the early postsecondary years. Moreover, while gender
did not show a consistent moderating effect, this may be the
case for race/ethnicity—a topic beyond the scope of this paper,
though no less important to the issue of increasing participa-
tion in STEM. Future studies using similar constructs would
benefit from additional analyses on the interactive effects of
race/ethnicity and perceptions of ability to overcome challenge
in pathways to mathematics and science careers.
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Omnipresent calls for more women in university administration presume women will

prioritize using resources and power to increase female representation, especially in

STEM fields where women are most underrepresented. However, empirical evidence is

lacking for systematic differences in female vs. male administrators’ attitudes. Do female

administrators agree on which strategies are best, and do men see things differently?

We explored United States college and university administrators’ opinions regarding

strategies, policies, and structural changes in their organizations designed to increase

women professors’ representation and retention in STEM fields. A comprehensive review

of past research yielded a database of potentially-effective, recommended policies. A

survey based on these policies was sent to provosts, deans, associate deans, and

department chairs of STEM fields at 96 public and private research universities across

the U.S. These administrators were asked to rate the quality and feasibility of each

strategy; 474 provided data, of which 334 contained complete numerical data used in

the analyses. Our data revealed that female (vs. male) administrators believed the 44

strategies were higher in quality overall—but not higher in feasibility—with 9 strategies

perceived differently by women and men, after imposing conservative statistical controls.

There was broad general agreement on the relative-quality rankings of the 44 strategies.

Women (vs. men) gave higher quality ratings to increasing the value of teaching, service,

and administrative experience in tenure/promotion decisions, increasing flexibility of

federal-grant funding to accommodatemothers, conducting gender-equity research, and

supporting shared tenure lines enabling work-life balance. Women (vs. men) believed

it was more feasible for men to stop the tenure clock for 1 year for childrearing and

for universities to support requests for shared tenure lines, but less feasible for women

to chair search committees. Our national survey thus supported the belief that placing

women into administration creates greater endorsement of strategies to attract and

retain women in STEM, although the effectiveness of these strategies was outside the
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scope of this research. Topics of disagreement between women and men are potentially

important focuses of future policy, because female administrators may have insights into

how to retain women that male administrators do not share.

Keywords: underrepresentation of women, women in science, administrator gender, retention strategies, work-life

balance, gender bias

INTRODUCTION

Much has been written about the status of women in
academic science (e.g., Ginther and Kahn, 2009, 2015; Ceci
and Williams, 2010a,b; Williams and Ceci, 2012, 2015; Ceci
et al., 2017). To be sure, women have made substantial
progress in several STEM fields over the past two decades
(e.g., Xie and Shauman, 2003; Hill et al., 2010). For example,
female assistant professors are now at or above parity in
psychological science and in most social sciences, and they
are approaching parity in biological sciences (Ceci et al.,
2014). However, women remain less numerous at senior
ranks in all fields, and in the mathematically-intensive fields—
physics, chemistry, computer science, engineering, economics,
and geosciences—women occupy fewer than 20% of combined
tenured and tenure-track professorships, as can be seen in
Figure 1. Women’s underrepresentation in academic science has
led to the publication of articles, chapters, and books focusing
on women’s specific, practical, day-to-day needs in their colleges
and universities, in the hope of addressing these needs through
specific policies and strategies designed to better accommodate
women and families (e.g., Williams and Ceci, 2012; Williams
et al., 2013, 2015; Ceci and Williams, 2015; Jones et al., 2016).

Once hired, women face formidable challenges in academic
science, which underscore the need for ongoing strategies
and policies to address women’s daily needs as professors.
One key issue concerns research productivity and how the
academic work environment may hinder women’s success
(Raj et al., 2016). Women professors publish fewer articles,
chapters, and books than their male counterparts, a situation
that may have implications for sex differences in hiring,
salary, and promotion. Numerous researchers have documented
productivity differences, using a variety of measures. Women
publish less than men, starting in graduate school, and extending
through the postdoctoral and pre-tenure years (Ceci et al., 2009).

Assistant professors represent the future of the academy; thus,
it is interesting to examine trends in male and female assistant
professors’ productivity over the past 20 years. Elsewhere we
have shown that in many fields, assistant professors of both sexes
are publishing more articles in 2008 than in 1995, with some
notable exceptions (Ceci et al., 2014). The average difference
in publications by gender for assistant professors is 2.1 articles
more for men than for women, which is equivalent to 27% of
the total male assistant professor publications over the 5-year
period. Figure 2 shows these differences by field. As can be
seen, there is no clear-cut temporal trend; in some disciplines
women’s productivity increased between 1995 and 2008 while in
others it declined, vis-a-vis men’s productivity. On net, however,
women published less in both periods. In each field in both

1995 and 2008, point estimates indicate that the average man
published more than the average woman. The largest, statistically
significant productivity gaps for assistant professors in 1995
were in engineering, life sciences, math/computer science, and
physical science. By 2008, however, the fields of engineering and
math/computer science saw these gaps close to the point at which
they were no longer statistically significant. In life science by
2008, the gap narrowed but remained statistically significant,
whereas in physical science the gap actually grew larger (for
details please see pp. 103–107 of Ceci et al., 2014).

Data such as these have motivated administrators and
gender-equity advocates to lobby for policies to aid women
in the aftermath of childbirth or adoption, such as paid
leaves, supplemental funding on grants to hire postdocs to
run labs, and paid conference travel for childcare workers.
However, it is not clear that the publishing gaps are causally
related to family demands, because they exist among single,
childless men and women as well (Williams and Ceci, 2012).
Although the gap also appears among assistant professors at
R1 institutions, with similar teaching responsibilities, it seems
largely the result of sex differences in institutional resources,
with women disproportionately more likely to work at small
teaching-intensive institutions and men at research-intensive
ones with greater resources for research (Ceci and Williams,
2011).

Unsurprisingly, women scientists in the academy are more
likely to express dissatisfaction with aspects of their work that
may be indirectly related to their underrepresentation and lower
productivity. There are reports of an unwelcoming, “chilly”
climate, indifferent attitudes toward family-work balance, and
harassment, all of which may undermine women’s success
and persistence in the professoriate. Specifically, surveys of
faculty indicate that the vast majority of women in science
continue to describe an unwelcoming climate, including outright
harassment (e.g., Ecklund and Lincoln, 2011). Coinciding with
growth in their numbers, women scientists have reported being
subjected to various barriers and challenges. Williams et al.
(2014) reported the results of a survey in which they recruited
557 women scientists through the Association for Women in
Science. Virtually all of the women claimed to have been victims
of at least one of five biases they were asked about (e.g., sexual
harassment; backlash for exhibiting stereotypically masculine
behaviors such as assertiveness or expressing anger). Sixty-four
percent of respondents with children reported a stigma when
women took parental leave or stopped the tenure clock, leading
the authors to conclude: “Motherhood appears to be a no-
win proposition for many women in STEM” (Williams et al.,
2014, p. 5). (Interestingly, motherhood worked both ways, with
women without children also reporting dissatisfaction over being
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FIGURE 1 | Percentage female among tenure-track and tenured faculty from 1973 to 2010 as a function of field. Values shown are weighted percentages.

Data drawn from the National Science Foundation’s Survey of Doctorate Recipients (adapted from Ceci et al., 2014).

expected to work longer hours to make up for the schedules of
colleagues who do have children.).

Against this broad backdrop of increasing numbers of
women in the STEM professoriate, but persistent problems with
productivity and allegations of workplace issues that undermine
success, we wondered whether the gender of administrators
makes a difference in the climate women face in STEM
academic science. Are units, departments, colleges, and even
universities headed by women likely to endorse more or different
interventions and policies to combat the leakage of women STEM
faculty? Note that this framing of the question differs from the
more common framing, which asks whether women in units led
by women are more satisfied. This is because satisfaction can
be due to the mere presence of a same-sexed administrator and
have nothing to do with any specific policies or procedures she
or he advocated. We were interested in knowing whether female
administrators endorsed a different constellation of strategies to
attract and retain women faculty than were endorsed by their
male counterparts. In a search of the literature we found nothing
to directly answer this question, so we did the study ourselves.

Could it be that the lower number of women in some
fields is associated with less aggressive leadership related to the

recruitment and retention of women? Based on NSF’s most
recent Survey of Doctorate Recipients (SDR), there are small
but statistically-significant sex differences when all types of
institutions are combined: Women are less likely to be deans,
directors, or department chairs (12.1 vs. 15.1%; p < 0.01);
however, they are equally likely to be presidents, provosts, and
chancellors (1.2 vs. 1.2%). Thus, the question suggests itself: Do
departments, colleges, and universities that are headed by women
endorse female-friendly practices that male administrators are
less likely to endorse?

Some qualitative data suggest that female administrators
provide a sense of social capital in the workplace for women
that male administrators may not (Smith, 2014). For example,
based on interviews, Dunn et al. (2014) reported widely-
varying administrative styles of men and women administrators.
Intensive interviews they conducted with 19 women in STEM
fields at five universities revealed a sense of isolation related
to a relative lack of social capital (e.g., connections, tacit
knowledge, membership in networks, and possession of material
resources). Successful women administrators’ style of leadership
(building social capital and combining both agentic assertiveness
and communal warmth) may be better at communicating and
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FIGURE 2 | Women vs. Men Assistant Professors: average number of publications over prior 5 years (adapted from Ceci et al., 2014). *p < 0.05,
†p < 0.01, ***p < 0.001.

breaking down such feelings of isolation (Eagly and Carli,
2007). Other evidence suggests that women and minorities
respond best in more collaborative learning experiences, which
is a distinctly female leadership style (see Gorman et al.,
2010). Finally, Hough (2010) profiled the leadership styles of
183 female administrators at senior level positions, such as
president, chancellor, vice president, and dean, at accredited
institutions of higher education. She reported that effective
administrators strive to increase a sense of community and
collegiality.

In sum, social capital theory explains why having female
administrators might work positively to attract and retain women
in STEM; however, no direct data exist regarding whether female
and male administrators actually endorse different strategies to
attract and retain women in STEM. In the survey that follows we
asked a national sample of administrators to rate various female-
friendly strategies that have been proposed in the literature. Do
women and men differ in their support of these interventions?
And, what can we learn regarding strategies that were supported
by both genders, as opposed to strategies endorsed more by one
gender than the other?

METHOD

We began by compiling a list of potential strategies for
attracting and retaining women in academic science. We
gathered these strategies from articles in the PsycINFO

database and from Google/Google Scholar searches, found
via search terms comprised of various combinations of
the words “women,” “science,” “STEM,” “underrepresentation,”
“gender,” “professor,” “academic,” “hiring,” “tenure,” “retention,”
“strategies,” “policies,” “procedures,” “family friendly,” and
“university administrator,” (for example, “women in science,”
“women in STEM,” “STEM retention,” “academic retention
strategies,” and so on). We sifted through 206 articles (by
which point we were encountering substantial redundancies
in strategies mentioned and/or advocated). We also followed
additional leads found in these articles’ reference sections
to point us to mentions of further potential strategies. Our
overarching goal was to compile a lengthy, representative list of
recommendations for increasing the presence and persistence of
women in academic science.

Based on this corpus of research, we next whittled the list
of policies and recommendations to remove redundancies.
For example, numerous researchers recommended establishing
committees to monitor women’s progress (i.e., conducting
institutional research on gender-equity issues; see, e.g.,
Committee on Maximizing the Potential of Women in Academic
Science and Engineering, National Academy of Sciences,
National Academy of Engineering, Institute of Medicine, 2007;
National Research Council, 2009), and stopping the tenure clock
for family formation (e.g., Goulden et al., 2009; Williams and
Ceci, 2012). The resulting list of policies and recommendations
was then sent to 24 natural and social science faculty across
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ranks, who were asked to comment on remaining redundancies
and add any potential missing strategies. Our goal was to
include the most important and often-mentioned strategies in a
comprehensive list, which we then used as the basis for national
empirical data collection. Based on the feedback from professors
across ranks in six science and social science disciplines, the list
of strategies was iteratively revised until we developed a final
survey containing 44 strategies.

The final survey (see Table 1) was emailed to 1,529
administrators at 96 public and private research universities
across the United States (see Table 2). The target population
consisted of provosts, deans, associate deans, and department
chairs of STEM fields at American Carnegie 1 research-oriented
universities, formerly called R1s. These United States university
administrators were asked for two responses to each policy—a
rating of its quality and a rating of its feasibility. Ratings were
based on a 9-point Likert scale, with 1 being the lowest score
and 9 being the highest. Two-hundred-thirty of the individuals in
our database had either left administration, retired permanently,
gone on leave, changed universities or had otherwise been
separated from their former positions. Our survey received
474 responses (36.5% response rate), of which 334 contained
complete numerical data used in the analysis. The other 130
replies contained incomplete data, or responses that consisted of
comments about the importance of retaining women, personal
anecdotes, and so on, as opposed to complete sets of ratings
(Note that we are not asserting that the sample was perfectly
representative of the population of U.S. college and university
administrators, only that the 334 administrators represented
all 96 R1s). For each respondent, publicly-available data was
gathered on her or his gender, title, and university type. Data
were then de-identified to ensure anonymity of responses. Of the
334 respondents, 246 were men and 88 were women; there were
157 men and 34 women STEM department chairs, 38 men and
22 women associate deans, 42 men and 24 women deans, and
ninemen and eight women provosts, all fromCarnegie 1 research
universities.

RESULTS AND DISCUSSION

The analyses ranked strategies for their quality and feasibility,
and examined whether administrator gender affected ratings
of the policies. We also evaluated the impact of university
type (public or private) and geographical location of institution
on ratings of policies; location was not systematically related
to strategy ratings, and results for university type, public vs.
private, appear in Appendix (Figures A1, A2). For each set
of comparisons (e.g., comparing all strategies across gender)
we adjusted p-values using the conservative Benjamini and
Hochberg (1995) false-discovery rate at a 5% level.

Overall Effect of Strategy Quality
A repeated-measures ANOVA was conducted on the quality
ratings of the 44 strategies by the 334 respondents, to evaluate
whether the mean ratings of items differed significantly across
items. The result was highly significant—F(16.02,4236.45) = 81.65,
p < 0.001, with Greenhouse-Geiser correction for violations
of sphericity. This finding showed that respondents of both

genders perceived strategies as varying systematically in quality,
with broad general agreement concerning the strategies’ relative
rankings. Strategies discussed in the next section (“General
Agreement about Relative Quality of Strategies”) are ones
about which administrators of both genders agreed. Strategies
characterized by sex differences in opinions are discussed in the
subsequent section (“Gender Differences in Ratings of Strategy
Quality or Feasibility”). Ratings of strategy quality correlated
0.98 with strategy feasibility, so we focus on quality ratings in
this discussion of results, except for those few occasions when
ratings of quality and feasibility differed, such as in the situation
discussed below under “Gender Differences in Ratings of Strategy
Quality or Feasibility.”

General Agreement about Relative Quality
of Strategies
The 44 strategies ranked by quality ratings are shown in Table 3,
with the mean rating for each policy on a 1-to-9 scale (1 =

extremely low, 3 = somewhat low, 5 = neutral, 7 = somewhat
high, and 9 = extremely high). Twelve strategies had high mean
quality ratings of 7.0 or more; we describe these strategies here,
proceeding with a brief description of the balance of the strategies
in order from highest to lowest quality.

The highest-quality strategy was for universities to provide
on-campus childcare centers (M = 8.36), which unsurprisingly
is a priority for universities across the U.S., reflecting the
challenges faced by women (and men) faculty with preschool-
aged children. Offering equal opportunities for women and men
to lead committees and research groups (M = 8.26) was also
seen as an extremely high-quality strategy, as was developing
mentoring programs to reduce isolation of female faculty
(M = 7.92).

A policy that has become widely used over the past decade,
stopping the tenure clock for raising children for up to 1
year per child (M = 7.59), was the next-highest-rated strategy.
Providing fully-paid leave for giving birth for tenure-track
women only, for a total of one semester, was seen as valuable
(M = 7.52), as was allowing unpaid sabbaticals and leaves of
absence for both genders without penalty, for family-related
reasons such as elder caretaking and issues with children
(M = 7.50).

In recognition of the role played by departmental-level
administrators, respondents endorsed training for department
chairs on helping faculty manage work-life issues (M = 7.40).
Respondents also supported the deferred start of fellowships
to allow for caregiving (M = 7.20), and providing of teaching
relief for new tenure-track parents for one semester (M =

7.17). Another strategy related to caregiving was also endorsed:
Supporting no-cost extensions for caregiving on grants and
fellowships (M = 7.12). Institutions’ need to explore and endorse
couples-hiring to help resolve the two-body problem was also
rated highly (M = 7.05). And finally, there was broad support
for providing fully-paid leave for adoption and new parenthood,
for tenure-track women and men, for one semester (M = 7.03).

Concomitant with the endorsement of providing on-campus
childcare centers (discussed above), support was found for the
importance of providing subsidies for childcare (M = 6.84), and
family housing subsidies (M = 6.77). Both genders also believed
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TABLE 1 | STEM-administrator survey.

Please rate each of the following policy ideas on a 1-to-9 scale for QUALITY and FEASIBILITY, in which 1 = extremely low, 3 = somewhat low, 5 = neutral, 7 = somewhat

high, and 9 = extremely high. By QUALITY (“Q”) we mean: How good is this strategy, if the goal is to increase the number of women in traditionally-underrepresented

STEM fields in the professoriate? By FEASIBILITY (“F”) we mean: How workable, cost-effective, and reasonable would this strategy be to implement?

Addressing Gender Biases During Hiring

Have a woman chair search committees whenever possible. Q___F___

Reward departments that hire women. Q___F___

Set gender goals for candidate pools. Q___F___

Set quotas for new lines: women-only lines until critical mass reached. Q___F___

Explore/endorse couples-hiring. Q___F___

Guarantee academic employment for professional spouses/partners. Q___F___

Instruct search committees to ignore family-related gaps in CVs. Q___F___

Addressing Gender Biases After Hiring

Set gender quotas (minimum thresholds) for promotion to higher levels of rank (e.g., full professor). Q___F___

Set gender quotas for important committees and administrative posts. Q___F___

For promotion, increase value of teaching and service plus administration. Q___F___

Conduct (and disseminate) institutional research on gender equity. Q___F___

Attaining Tenure and Maintaining Productivity

Provide fully-paid leave for giving birth (tenure-track women only): For 6 weeks? Q___F___ For 1 semester? Q___F___ For 1 year? Q___F___

Provide fully-paid leave for adoption/new parenthood (tenure-track women and men): For 6 weeks? Q___F___ For 1 semester? Q___F___ For 1 year? Q___F___

Provide teaching relief for new tenure-track parents: 1 semester? Q___F___ 1 year? Q___F___

Stop the tenure clock for raising children for up to 1 year per child: For mothers? Q___F___ For fathers? Q___F___

Change timing of tenure assessment to not coincide with peak fertility and childrearing demands. Q___F___

Allow option of changing from full-time to part-time tenure-track: Short Term (up to 1 year) Q___F___ Medium Term (2–5 years) Q___F___ Permanent Q___F___

Support requests for shared tenure lines (between partners). Q___F___

Balancing Work and Family

Provide on-campus childcare centers. Q___F___

Provide subsidies for on-campus or off-campus childcare services. Q___F___

Allow unpaid sabbaticals and leave of absences for both genders without penalty, for family-related reasons such as elder caretaking and issues with children. Q___F___

Offer family housing subsidies in regions where young families are priced out of the market. Q___F___

Use technology to allow women and men with children to work and attend meetings from home. Q___F___

Provide an academic role for women who have left professional positions to have children. Q__ F__

Providing Leadership and Training Opportunities

Provide equal opportunities for women and men to lead committees and research groups. Q___F___

Train department chairs on helping faculty manage work-life issues. Q___F___

Develop mentoring programs to reduce isolation of female faculty. Q___F___

Convene gender-equity workshops focusing on issues such as workplace climate and resource allocation. Q___F___

Supporting Greater Flexibility for Federal Grants and Funding

Support no-cost extensions for caregiving on grants and fellowships. Q___F___

Support part-time fellowships and grants. Q___F___

Support the deferred start of fellowships to allow for caregiving. Q___F___

Endorse supplements to offset PI’s productivity loss due to family-related absences. Q___F___

Support conference and meeting grant supplements to cover cost of PI’s dependent care travel (children’s and childcare workers’ expenses allowable). Q___F___

Support grants for retooling after maternity leave. Q___F___

Provide support to help faculty engaging in caregiving duties to catch up mid-career. Q___F___

Endorse supplemental funding for hiring postdocs to maintain momentum during family leaves. Q___F___
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TABLE 2 | Universities in sample.

Arizona State University, Brandeis University, Brown University, California Institute of Technology, Carnegie Mellon University, Case Western Reserve University, Colorado

State University, Columbia University, Cornell University, Dartmouth University, Duke University, Emory University, Florida State University, Georgetown University, Georgia

Institute of Technology, Harvard University, Indiana State University, Indiana University, Iowa State University, Johns Hopkins University, Kansas State University, Louisiana

State University, Michigan State University, Massachusetts Institute of Technology, Montana State University, North Carolina State University, Northwestern University,

New York University, Ohio State University, Oregon State University, Penn State University, Princeton University, Purdue University, Rensselaer Polytechnic Institute, Rice

University, Rutgers University, Stanford University, SUNY Albany, SUNY Buffalo, SUNY Stony Brook, Texas A and M University, Tulane University, UC Berkeley, UC Davis,

UC Denver, UC Irvine, UC Riverside, UC San Diego, UC Santa Barbara, UC Santa Cruz, UC Los Angeles, University of Alabama at Birmingham, University of Arizona,

University of Cincinnati, University of Colorado at Boulder, University of Connecticut, University of Delaware, University of Florida, University of Georgia, University of

Hawaii, University of Illinois at Chicago, University of Illinois at Urbana-Champaign, University of Iowa, University of Kansas, University of Kentucky, University of Maryland,

University of Massachusetts—Amherst, University of Miami, University of Michigan, University of Minnesota, University of Missouri, University of Nebraska-Lincoln,

University of New Mexico, University of North Carolina, University of Notre Dame, University of Pennsylvania, University of Pittsburgh, University of Rochester, University of

South Carolina, University of South Florida, University of Southern California, University of Tennessee, University of Texas, University of Utah, University of Virginia,

University of Washington, University of Wisconsin-Madison, Vanderbilt University, Virginia Polytechnic Institute, Washington State University, Washington University in St

Louis, Wayne State University, Yale University, Yeshiva University.

that gender equity workshops were valuable (M = 6.79). On
the topic of leaves for faculty becoming parents, respondents
supported fully paid leave for adoption for women and men for
6 weeks (M = 6.72), as well as fully paid leave for giving birth
for women, also for 6 weeks (M = 6.72). Also accommodating
parents and those with travel and caretaking demands, we
found support for the importance of allowing remote meeting
attendance (M = 6.61). With children often comes a challenge to
maintaining productivity, and we found support for the practice
of ignoring family-related gaps in CVs (M = 6.50); that is,
respondents agreed that someone with a total of 5 years on tenure
track, one of which was spent on leave due to childcare, should
be considered just 4 years on tenure track for purposes of setting
the tenure clock. We also noted an endorsement of the policy of
temporarily stopping the tenure clock for fathers (M = 6.32).

Note, again, that a rating of five signified neutral quality
and a seven signified somewhat high quality. Having women
chair searches was seen as a generally good quality strategy
(M = 6.24), as was the awarding of part-time fellowships and
grants to accommodate parents and academics with caregiving
responsibilities (M = 6.14). Similarly, midcareer grants to faculty
caregivers was rated above 6 (M = 6.09) as was the policy of
allowing tenured faculty to go part-time for 1 year (M = 6.06).
Rated just above 6 was the strategy of rewarding departments for
hiring women (M = 6.01).

Between a neutral-quality rating of 5 and a slightly-high rating
of 6, we found modest support for grants for retooling after
maternity leave (M = 5.90), and funding fully paid leave for
giving birth for women for 1 entire year (M= 5.67). Encouraging
universities and colleges to hire faculty partners and spouses for
non-professorial positions was also somewhat weakly endorsed
(M = 5.61). Similarly, giving teaching relief to new parents for 1
year (M = 5.40) was weakly supported. Support was generally
neutral for the practice of setting gender hiring goals (M =

5.19) and for offering fully paid leave for adoption to women
and men faculty for 1 year (M = 5.07). Providing an academic
role for mothers who used to be professors or who wish to
participate in university life also was seen as a neutral strategy
(M = 5.03).

Turning to a consideration of strategies deemed to be of
relatively lower quality by the 334 respondents, six strategies

had mean quality ratings below 5.0 (and no gender interactions
affecting the interpretation of the results). We describe these
strategies below, ordered from relatively better to relatively
worse. Interestingly, one frequently-mentioned strategy widely
acknowledged in the literature as being especially beneficial for
women was seen by our respondents as being of relatively low
quality: Allowing the option of changing from full-time to part-
time tenure-track, over the medium term of 2–5 years (M =

4.90). It has been argued that womenmay wish to work part-time
for a few years, during which they can have and raise children,
then later segue back to full-time work when their children begin
school. Yet our data call into question the wisdom of this life plan,
at least from the administrators’ point of view. Setting gender
quotas for important committees and administrative posts (M =

4.17), and allowing the option of changing from full-time to part-
time tenure-track on a permanent basis (M = 3.97), were also
relatively weakly endorsed.

In another surprise, administrators did not support changing
the timing of tenure assessment to avoid peak fertility and
childrearing demands (M = 3.83). This strategy has been broadly
advocated as an essential way to reduce pressure on women
scholars, who are expected to amass a tenurable portfolio during
the exact same years as when they tend to have children—in
their thirties. The fact that women in science experience the
confluence of the tenure clock and the biological clock, but
that men in science simply do not share these limitations, is
an inescapable aspect of the dilemma faced by female scholars.
What, exactly, the academy can do to ameliorate this problem
for women scholars remains a pressing question. Other weakly-
endorsed strategies included setting gender quotas for new tenure
lines and calling for women-only lines until a critical mass of
women is reached (M = 3.62). Finally, the worst strategy of
all was seen as setting gender quotas (minimum thresholds)
for promotion to higher levels of rank (e.g., full professor
M = 2.46).

Gender Differences in Ratings of Strategy
Quality or Feasibility
The most striking finding in this research was that, overall,
women administrators were significantly more likely than men
to rate all strategies higher in quality, on average [female mean
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TABLE 3 | Strategies for increasing/retaining women in STEM professoriate, listed from highest to lowest quality (n = 334 faculty respondents; 44

strategies rated on 1-to-9 scale in which 1 = extremely low, 3 = somewhat low, 5 = neutral, 7 = somewhat high, and 9 = extremely high).

1 Provide on-campus childcare centers. (Q27, M = 8.36)

2 Provide equal opportunity for women and men to lead committees and research groups. (Q33, M = 8.26)

3 Develop mentoring programs to reduce isolation of female faculty. (Q35, M = 7.92)

4 Stop tenure clock for raising children for up to 1 year per child. (Q20, M = 7.59)

5 Provide fully-paid leave for giving birth (tenure-track women only): For 1 semester. (Q13, M = 7.52)

6 Allow unpaid sabbaticals and leave of absences for both genders without penalty, for family-related reasons such as elder caretaking and issues with children.

(Q29, M = 7.50)

7 Train department chairs on helping faculty manage work-life issues. (Q34, M = 7.40)

8 Support the deferred start of fellowships to allow for caregiving. (Q39, M = 7.20)

9 Provide teaching relief for new tenure-track parents: 1 semester. (Q18, M = 7.17)

10 Support no-cost extensions for caregiving on grants and fellowships. (Q37, M = 7.12)

11 Explore/endorse couples-hiring. (Q5, M = 7.05)

12 Provide fully-paid leave for adoption/new parenthood (tenure-track women and men): For 1 semester. (Q15, M = 7.03)

13 Provide subsidies for on-campus or off-campus childcare services. (Q28, M = 6.84)

14 Convene gender-equity workshops focusing on issues such as workplace climate and resource allocation. (Q36, M = 6.79)

15 Offer family housing subsidies in regions where young families are priced out of the market. (Q30, M = 6.77)

16 Provide fully-paid leave for adoption/new parenthood (tenure-track women and men): For 6 weeks. (Q15, M = 6.72)

17 Provide fully-paid leave for giving birth (tenure-track women only): For 6 weeks. (Q12, M = 6.72)

18 Conduct (and disseminate) institutional research on gender equity. (Q11, M = 6.68)

19 Use technology to allow women and men with children to work and attend meetings from home. (Q31, M = 6.61)

20 Instruct search committees to ignore family-related gaps in CVs. (Q7, M = 6.50)

21 Stop the tenure clock for raising children for up to 1 year per child: For fathers. (Q21, M = 6.32)

22 Have a woman chair search committees whenever possible. (Q1, M = 6.24)

23 Endorse supplemental funding for hiring postdocs to maintain momentum during family leaves. (Q44, M = 6.15)

24 Support part-time fellowships and grants. (Q38, M = 6.14)

25 Provide support to help faculty engaging in caregiving duties to catch up mid-career. (Q43, M = 6.09)

26 Allow option of changing from full-time to part-time tenure-track: Short Term (up to 1 year). (Q23, M = 6.06)

27 Reward departments that hire women. (Q2, M = 6.01)

28 Support grants for retooling after maternity leave. (Q42, M = 5.90)

29 Support conference and meeting grant supplements to cover cost of PI’s dependent care travel (children’s and childcare workers’ expenses allowable). (Q41,

M = 5.78)

30 Provide fully-paid leave for giving birth (tenure-track women only): For 1 year. (Q14, M = 5.67)

31 Guarantee academic employment for professional spouses/partners. (Q6, M = 5.61)

32 Provide teaching relief for new tenure-track parents: 1 year. (Q19, M = 5.40)

33 Set gender goals for candidate pools. (Q3, M = 5.19)

34 Provide fully-paid leave for adoption/new parenthood (tenure-track women and men): For 1 year. (Q17, M = 5.07)

35 Provide an academic role for women who have left professional positions to have children. (Q32, M = 5.03)

36 Endorse supplements to offset PI’s productivity loss due to family-related absences. (Q40, M = 4.95)

37 Allow option of changing from full-time to part-time tenure-track: Medium Term (2–5 years). (Q24, M = 4.90)

38 Support requests for shared tenure lines (between partners). (Q26, M = 4.60)

39 For promotion, increase value of teaching and service plus administration. (Q10, M = 4.33)

40 Set gender quotas for important committees and administrative posts. (Q9, M = 4.17)

41 Allow option of changing from full-time to part-time tenure-track: Permanent. (Q25, M = 3.97)

42 Change timing of tenure assessment to not coincide with peak fertility and childrearing demands. (Q22, M = 3.83)

43 Set quotas for new lines: women-only lines until critical mass reached. (Q4, M = 3.62)

44 Set gender quotas (minimum thresholds) for promotion to higher levels of rank (e.g., full professor). (Q8, M = 2.46)

= 6.33, male mean = 5.99, t(332) = −2.58, p = 0.01]. This
finding suggests that women see the issues of attracting and
retaining women in the STEM professoriate as more salient or
important than men do, on average. (Figure 3, which shows
men’s vs. women’s mean quality ratings, reveals that women’s

mean ratings were generally higher than men’s.) The feasibility
ratings (see Figure 4) did not show this same trend—women
did not rate the average feasibility of the strategies higher than
men did [female mean = 5.51, male mean = 5.55, t(332) = 0.34,
p= 0.74].
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FIGURE 3 | Strategy Quality Ratings: Overall Means, Confidence Intervals, and Means by Gender (F = Female; M = Male; adjusted p-values in

parentheses show significance level of comparison of item ratings by gender; *p ≤ 0.05, **p ≤ 0.01).

To further explore the specific strategies most associated
with higher ratings by women, the 44 strategies were analyzed
individually to examine gender differences in ratings. Given
that in this exploratory process we performed a large number
of significance tests, we corrected the Type I error rate. Here,
we use the Benjamini-Hochberg False Discovery Rate (FDR)
correction, and set the FDR to 5%. In addition, we corrected
all t-tests for potential violation of homogeneity of variance,
and applied the Welch-adjustment to the degrees of freedom,
thus making the p-values even more conservative. In what
follows, we report actual t-values and degrees of freedom
after Welch’s adjustment for significance tests, but only report
p-values after the FDR adjustment. After these conservative
adjustments, gender differences in ratings of nine items remained
significant. Six of these significant gender effects reflected gender

differences in ratings of strategy quality, and three reflected
gender differences in ratings of strategy feasibility. We first
discuss gender differences in quality ratings, turning next to a
consideration of gender differences in feasibility ratings.

Gender Differences in Ratings of Strategy
Quality
From the strategy category “Addressing Gender Biases After
Hiring,” we found that women more than men supported
conducting (and disseminating) institutional research on gender
equity [female mean = 7.27, male mean = 6.47, t(197.18) =

3.76, p = 0.010]. Women’s greater emphasis on the importance
of gender-equity research is understandable, inasmuch as
universities and colleges that conduct and then disseminate
such information create an atmosphere in which women’s issues
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FIGURE 4 | Strategy Feasibility Ratings: Overall Means, Confidence Intervals, and Means by Gender (F = Female; M = Male; adjusted p-values in

parentheses show significance level of comparison of item ratings by gender; *p ≤ 0.05, **p ≤ 0.01).

are valued, studied, and (hopefully) meaningfully addressed.
Obviously, knowing what the issues are is the critical first step
in this process.

One cluster of gender differences concerned the role of
federal-grant funding—specifically, federal policies, rules, and
regulations as potential ways to address issues faced by
researchers balancing family and work lives. Under the survey
category, “Supporting Greater Flexibility for Federal Grants
and Funding,” women rated as higher quality than did men
the importance of endorsing supplemental funding for hiring
postdocs to maintain momentum during family leaves [female
mean = 6.84, male mean = 5.91, t(169.26) = 3.39, p = 0.011].
Women also were more likely to rate as high quality the strategy
of supporting conference and meeting grant supplements to
cover cost of PI’s dependent care travel (with children’s and

childcare workers’ expenses allowable); female mean= 6.51, male
mean = 5.52, t(154.4) = 3.27, p = 0.011. In a similar vein, women
also rated higher than did men the strategy of endorsing federal-
grant supplements to offset Principal Investigators’ productivity
losses due to family-related absences [female mean = 5.76, male
mean = 4.66, t(129.31) = 3.27, p = 0.011]. This group of federal-
grant-related strategies reflects new and emerging thinking
about how to redefine historical rules that impose highly-
limiting restrictions, particularly upon women with children and
caretaking responsibilities.

Another widely-cited strategy in the literature for
accommodating families with childrearing needs is for
universities to support requests for shared tenure lines. From
the category, “Attaining Tenure and Maintaining Productivity,”
women rated as higher quality than did men the strategy of
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institutions supporting requests for shared tenure lines (between
partners)—female mean = 5.49, male mean = 4.28, t(150.18) =
3.58, p = 0.01. This finding may reflect greater endorsement
by women of the need to truly balance family and work life,
with implicit compromises affecting both the work and family
portions of the balance.

We turn next to a key issue concerning women’s retention in
the professorial pipeline: Earning tenure, and more specifically,
delineating the contents of a tenurable portfolio of work.
Obviously, the precise nature of the types of work that are valued
during tenure consideration is a critical aspect of the tenure
decision, itself. The notion of expanding traditional definitions
of what constitutes a tenurable portfolio—to accommodate and
value women’s styles of working within collaborative settings—
also showed a sex difference in level of endorsement in our study.
From the category, “Addressing Gender Biases After Hiring,”
women administrators weremore likely to support the concept of
increasing the value of teaching and service plus administration
when evaluating a candidate for promotion [female mean= 5.08,
male mean = 4.06, t(140.71), p = 0.011]. This gender difference
reflected female administrators’ greater desire (as compared to
male administrators) to increase the value, during tenure and
promotion evaluations, of those tasks undertaken and sometimes
prioritized by women faculty.

Gender Differences in Ratings of Strategy
Feasibility
Turning to a consideration of the feasibility of strategies (as
opposed to simply their quality), three strategies emerged as
being seen as more feasible by one gender than the other. From
the “Attaining Tenure and Maintaining Productivity” category,
female administrators saw it as more feasible than did male
administrators formale faculty to stop the tenure clock for raising
children for up to 1 year [female mean= 7.31, male mean= 6.38,
t(155.92) = 3.05, p = 0.039]. Once again, this gender difference
reveals that women and men perceive differently men’s ability
and willingness to delay career advancement in order to prioritize
the needs of young children and partners or spouses.

From the category “Addressing Gender Biases During Hiring,”
women saw as less feasible the strategy of having a woman
chair search committees whenever possible, while men saw this
strategy as more feasible [female mean = 4.36, male mean =

5.43, t(171.03) = 3.83, p = 0.008]. Female administrators’ lower-
feasibility ratings probably represented an acknowledgment of
the sometimes-onerous service and administrative demands
placed upon women faculty, particularly in departments in which
women are underrepresented.

Echoing an earlier finding, from the category, “Attaining
Tenure and Maintaining Productivity,” women administrators
saw it as more feasible to support requests for shared tenure
lines (between partners) than did male administrators [female
mean = 4.79, male mean = 3.62, t(145.91) = 3.59, p = 0.010].
Note that above we reported that female administrators also
saw shared tenure lines as being a higher-quality strategy
than did male administrators. Thus, repeatedly we found that
female and male administrators held differing views on both the
quality and the feasibility of partners sharing work and family
duties: Administrators’ gender predicted how they rated both

the effectiveness of the tenure-line-sharing approach, and the
potential for actually accomplishing this approach in the real
world.

GENERAL DISCUSSION

Women administrators in our sample believed that the 44
strategies for attracting and retaining women faculty were
significantly higher in quality overall than was perceived by male
administrators. Thus, our findings provide empirical support for
the importance of women in administrative roles, since real-
world resources are limited and women administrators deem
women’s recruitment and retention strategies to be generally high
in quality and thus more worthwhile than men deem them to
be. As can be seen in Figures 3 and 4, there was broad general
agreement regarding the relative quality and relative feasibility of
strategies, with administrators of both genders agreeing in general
on the ranking of strategies by quality, or by feasibility. However,
women believed the strategies were higher in quality overall than
men did, althoughwomen did not see the strategies as beingmore
feasible overall than men did. (In other words, women did not
simply use the scale differently frommen–women were not more
positive in general in all of their ratings, compared with men).

At the level of individual strategies, women and men
administrators rated the quality of certain strategies differently,
with women rating the following policies as significantly higher
in quality than men did: (a) various forms of flexibility with
federal-grant funding designed to accommodate women with
young children and keep these women in the game; (b) increasing
the value of teaching, service, and administrative experience
in the tenure/promotion evaluation process; (c) devoting
university resources to conducting and disseminating gender-
equity research; and (d) supporting requests from partners for
shared tenure lines that enable couples to better balance work
and personal/caretaking roles. Regarding feasibility of strategies,
women administrators saw it as more feasible than men did
for men to stop the tenure clock for 1 year due to childrearing
demands, and for universities to support requests for shared
tenure lines (between partners). But women administrators saw it
as less feasible for women to chair search committees, presumably
an acknowledgment of the potentially-onerous nature of service
demands placed upon women.

What do these findings mean for the debate about how
to attract and retain more women in academic science? Our
national survey revealed that women administrators think
differently from their male counterparts about certain key
approaches to attracting and retaining women. Because women
administrators value pro-women strategies more than men
do overall, and value some individual strategies in particular
more than men do, the resources lobbied for and allocated
by these women administrators may be deployed more often
toward the strategies they endorse, although we offer no specific
evidence confirming this. Endorsement of a strategy in a
survey may not necessarily translate into action. Likewise, the
opinion of an administrator does not necessarily mean that
the effectiveness (should the actual strategy be implemented
in policy) is proven; the present data consisted of ratings by
administrators. The current survey was not designed to address
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whether an administrator actually implemented these strategies
or how successful they were.

Women administrators’ views that the strategies are higher
in quality overall than men perceive them to be could result in
women administrators spending relatively more of their limited
budgets than men would on women-in-science issues. It has
been argued that women and people of color in academic
administrative posts bring different perspectives to their jobs
(Smith et al., 2004), and our data support this position, at
least with regard to beliefs about the quality and feasibility
of strategies for attracting and retaining women in the STEM
professoriate.

It is worth noting, however, thatmen andwomen agreedmuch
of the time about the relative ranking of strategies—in other
words, both genders basically agreed on what constituted the
best vs. worst strategies among the 44 presented for evaluation.
Women in general endorsed the strategies as being higher in
quality overall than did men, and women and men disagreed
about the quality of some strategies, but there was general
agreement about the overall quality of one strategy relative to all
the others, as seen by the similar rank ordering of strategies by
both sexes. Administrators basically agreed on what represented
higher- vs. lower-quality strategies. This is heartening news,
since agreement about what constitutes a good strategy generally
makes it simpler to get the strategy actually introduced as a policy.
But women administrators were more supportive of strategies to
attract and retain women in STEM, overall—and furthermore,
there were some specific strategies that women endorsed at a
significantly higher level than their male counterparts did.

Our data suggest that there are a substantial number of highly-
rated strategies, and call into question the potential endorsement
of the low-rated strategies. The highest-quality strategy was to
provide on-campus childcare centers (rated M = 8.36 out of
9). Providing equal opportunity for women and men to lead
committees and research groups was next (M = 8.26), followed
by developing mentoring programs to reduce isolation of female
faculty (M = 7.92) and stopping the tenure clock for raising
children for up to 1 year per child (M = 7.59). There was broad
support for providing fully-paid leave for giving birth for tenure-
track women only for one semester (M = 7.52) and for allowing
unpaid sabbaticals and leave of absences for both genders without
penalty, for family-related reasons such as elder caretaking and
issues with children (M = 7.50). Training department chairs on
helping faculty manage work-life issues (M = 7.40) was seen as
a high-quality strategy, as was supporting the deferred start of
fellowships to allow for caregiving (M = 7.20), and providing
teaching relief for new tenure-track parents for one semester (M
= 7.17). Additional high-quality strategies involved supporting
no-cost extensions for caregiving on grants and fellowships (M
= 7.12), and exploring and endorsing couples-hiring (M = 7.05).
Providing fully-paid leave for adoption/new parenthood (for
tenure-track women and men), for one semester, was also seen
as valuable (M = 7.03).

The two lowest-rated strategies involved use of gender quotas
for hiring (M = 3.62) and promotion (M = 2.46). Interestingly,
one strategy that has been widely recommended for its potential

to alleviate the conflict between women’s biological clock and the

tenure clock—changing the timing of tenure assessment not to
coincide with peak fertility and childrearing demands—was also
rated as a relatively poor idea (M = 3.83), and this was true for
administrators of both genders. Similarly, allowing professors to
change from full-time to part-time, permanently, on the tenure
track—another strategy often acknowledged as being potentially
beneficial to women—was also rated as low in quality (M= 3.97).
It is fascinating that so many strategies widely written about and
discussed as being potentially helpful were nevertheless viewed
by active administrators as being low in quality.

Overall, the take-home message of this national empirical
study was that (a) female administrators perceive strategies
to retain women STEM professors as being higher in quality
overall–i.e., more important and worthy—than do male
administrators, (b) women vs. men administrators perceive
some strategies differently; i.e., women and men disagree about
the quality of certain strategies, and (c) women and men
administrators agree in general regarding which strategies are
higher vs. lower in quality. Thus, the belief that women in
administrative roles will place greater emphasis than men will on
strategies to retain women STEM professors was supported. A
hopeful result was that men and women agree in general about
better vs. worse approaches—thus suggesting that committees
comprised of people of both genders will be able to find common
ground for selecting and funding potential strategies. However,
there were important exceptions; for example, women’s greater
endorsement of the need to more heavily weigh teaching, service,
and administration in tenure-decision-making, and women’s
greater support of shared tenure lines (between partners) to
enable broader sharing of childrearing and work activities and
goals within a family. Areas of disagreement regarding strategy
quality are important focuses of future policy and planning,
because female administrators may have insights into how to
retain women professors, by virtue of their personal experiences,
that male administrators do not share.
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APPENDIX

FIGURE A1 | Strategy Quality Ratings: Overall Means, Confidence Intervals, and Means by University Type (P = Public; R = Private; adjusted p-values

in parentheses show significance level of comparison of item ratings by university type; *p ≤ 0.05).
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FIGURE A2 | Strategy Feasibility Ratings: Overall Means, Confidence Intervals, and Means by University Type (P = Public; R = Private; adjusted

p-values in parentheses show significance level of comparison of item ratings by university type; *p ≤ 0.05).
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