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Editorial on the Research Topic

Combined EEG in research and diagnostics: Novel perspectives

and improvements

In neuroscience, electroencephalography and neuroimaging techniques are widely

used to improve our understanding of brain mechanisms and to identify biomarkers

for the most diverse neurological pathologies (Tulay et al., 2019). However, electro-

magnetoencephalography (E-MEG) and neuroimaging techniques, such as functional

magnetic resonance imaging (fMRI), are complementary [i.e., EEG/MEG techniques have

an excellent temporal resolution at the expense of their spatial resolution and vice versa

for fMRI or other neuroimaging techniques such as single-photon emission computed

tomography (SPECT), positron emission tomography (PET) and functional near-infrared

spectroscopy (fNIRS)]. Furthermore, the complementarity of these techniques has led to the

development of multimodal integration (Tulay et al., 2019).

In recent decades, technological advances have allowed researchers to integrate different

electrophysiological and neuroimaging techniquesmore efficiently to provide optimal spatial

and temporal resolution. With its excellent spatial resolution and portability, EEG is often

combined with other methods, such as fMRI (Ostwald et al., 2010, 2011, 2012; Porcaro

et al., 2010, 2011) or fNIRS, transcranial magnetic stimulation (TMS) (Giambattistelli et al.,

2014; Tecchio et al., 2023), and transcranial electrical stimulation (tES) (Porcaro et al.,

2019b), to enhance the understanding of the brain functions underlying brain processes in

healthy and pathological conditions (Buss et al., 2019). Moreover, EEG combined with non-

invasive brain stimulation (NIBS) such as TMS, or tES can be used as a potential treatment

and monitoring of brain pathologies (Napolitani et al., 2014; Cottone et al., 2018; Porcaro

et al., 2019b). EEG, coupled with proper and advanced mathematical methods, can provide

markers for neurodegenerative diseases and facilitate their diagnosis (Tecchio et al., 2015;

Smits et al., 2016; Marino et al., 2019; Porcaro et al., 2019a, 2020, 2022a,b,c).

This Research Topic gives an overview of the current knowledge of EEG combined with

other techniques for research and diagnostic purposes through 11 articles by 65 authors,

which contain two reviews, eight original research papers and one method (Total views:

30,624; as of 27 Jan 2023).
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One of the reviews focuses on investigating brain disorders

using tES in combination with non-invasive neuroimaging

techniques. The review highlights shortcomings and provides a

comprehensive guideline for further investigation (Yang et al.).

In particular, EEG and fNIRS were selected as noninvasive

neuroimaging modalities in this systematic review. Nine brain

disorders were investigated in this review, including Alzheimer’s

disease, depression, autism spectrum disorder, attention-deficit

hyperactivity disorder, epilepsy, Parkinson’s disease, stroke,

schizophrenia, and traumatic brain injury. This review showed that

most of the articles (82.6%) employed transcranial direct current

stimulation (tDCS) as an intervention method with modulation

parameters of 1mA intensity (47.2%) for 16–20min (69.0%)

duration of stimulation in a single session (36.8%). The author

concluded that future work needs to investigate a closed-loop

tES with monitoring by neuroimaging techniques to achieve

personalized therapy for brain disorders.

The second review includes a flow chart of questions that

researchers can consider when deciding whether to record EEG

and fMRI separately or simultaneously (Scrivener). Overall,

this article aims to equip new researchers with the resources

needed to make an informed decision regarding the necessity of

simultaneous EEG-fMRI. As multi-modal neuroimaging requires

additional time, equipment, and financial resources, it is essential to

consider the recording options available thoroughly. Furthermore,

ongoing technological and methodological developments

continue to facilitate the successful application of combined

EEG-fMRI to answer questions about the brain and behavior with

increasing precision.

In addition to the reviews, eight original studies analyze the

combination of electrophysiological techniques. While some

studies focused on combining EEG and Electromyography

(EMG) others combined electro- and magnetoencephalography

(E-MEG). One of the studies combining EEG and EMG (Zhao

et al.) showed robust relationships between EEG and EMG

signals that might be of some interest for analyzing neuromotor

disorders, such as Parkinson’s disease, to identify neural correlates

of abnormal gait. In another study, the authors (Pascarella

et al.) have developed a new measure named normalized

compression distance (NCD) to measure cortico-muscular

synchronization using EEG and EMG data. A third study

employed a coupled tensor decomposition to extract the signal

sources from MEG-EEG during intermittent photic stimulation

(IPS). There, Coupled Semi-Algebraic framework for approximate

CP decomposition via SImultaneous matrix diagonalisation

(C-SECSI) was able to separate physiologically meaningful

oscillations of visually evoked brain activity from background

signals. The component frequencies are able to identify either

an entrainment to the respective visual stimulation frequency,

its first harmonic, or an oscillation in the individual alpha band

or theta band. A reciprocal relationship between alpha and

theta band oscillations is present in the group analysis of both

EEG and MEG data. The coupled tensor decomposition using

the C-SECSI framework is a robust, powerful method for the

unsupervised extraction and separation of meaningful sources

from multidimensional biomedical measurement data (Naskovska

et al.). Finally, another study combined EEG and MEG data

using microstates modeled from subject- and modality-specific

archetypes that represent distinct topographic maps between

which the brain continuously traverses. The implemented method

successfully models scale and polarity invariant data, such

as microstates, accounting for intersubject and intermodal

variability. Furthermore, the model is readily extendable

to other modalities ensuring component correspondence

while elucidating spatiotemporal signal variability (Olsen

et al.).

The utility of electroencephalography for diagnostics is further

highlighted both considering Alzheimer’s disease (AD) and Stroke.

For AD, topological features of networks constructed for each EEG

channel based on weighted visibility graphs were considered in

Yu et al. and deep learning computer vision models were applied

to image representations of topographic and spectral properties

of the EEG in Jeong et al.. For stroke, the properties of EEG

microstates, including changes in functional connectivity patterns

were explored in Hao et al.. Additionally, the use of EEG for the

quantification of treatment effect is investigated in the context

of remote ischemic preconditioning (RIPC) in Li et al., whereas

a modeling framework based on fNIRS as a complementary

approach to EEG is proposed for the discrimination of single

trial task responses for brain computer interfaces (BCI) in Zhang

et al..

Overall, this Research Topic shows the fronts in combining

EEG with other techniques to study dynamic brain functions

or changes from a temporal and spatial perspective. These

include technical possible study design, data acquisition, and

data analysis to improve human health by combining advanced

brain technologies with cutting-edge science and original

bio-medical insight. This challenge requires creative problem-

solving, precision and a lot of imagination. There is a big

challenge in removing artifacts to perform fully continuous EEG-

fMRI/TMS/tDCS/tES recordings. This will be the mainstay

of multimodal functional brain imaging. Neuroimaging-

techniques is an area that needs further research and validation

of algorithms.

Finally, clinical applications have thus far been

limited. In the future, combined neuroimaging studies

will help neuroscientists to extract neuro-information

underlying sensory and cognitive activity in healthy and

pathological conditions.
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Magnetoencephalography (MEG) and electroencephalography (EEG) are contemporary

methods to investigate the function and organization of the brain. Simultaneously

acquiredMEG-EEG data are inherently multi-dimensional and exhibit coupling. This study

uses a coupled tensor decomposition to extract the signal sources from MEG-EEG

during intermittent photic stimulation (IPS). We employ the Coupled Semi-Algebraic

framework for approximate CP decomposition via SImultaneous matrix diagonalization

(C-SECSI). After comparing its performance with alternative methods using simulated

benchmark data, we apply it to MEG-EEG recordings of 12 participants during IPS

with fractions of the individual alpha frequency between 0.4 and 1.3. In the benchmark

tests, C-SECSI is more accurate than SECSI and alternative methods, especially

in ill-conditioned scenarios, e.g., involving collinear factors or noise sources with

different variances. The component field-maps allow us to separate physiologically

meaningful oscillations of visually evoked brain activity from background signals. The

frequency signatures of the components identify either an entrainment to the respective

stimulation frequency or its first harmonic, or an oscillation in the individual alpha band

or theta band. In the group analysis of both, MEG and EEG data, we observe a

reciprocal relationship between alpha and theta band oscillations. The coupled tensor

decomposition using C-SECSI is a robust, powerful method for the extraction of

physiologically meaningful sources frommultidimensional biomedical data. Unsupervised

signal source extraction is an essential solution for rendering advancedmulti-modal signal

acquisition technology accessible to clinical diagnostics, pre-surgical planning, and brain

computer interface applications.

Keywords: alpha band, electroencephalography, frequency entrainment, magnetoencephalography, simultaneous

diagonalization, steady-state evoked response, tensor, theta band
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1. INTRODUCTION

Magnetoencephalography (MEG) and electroencephalography
(EEG) are contemporary methods to investigate the function
and organization of the brain. They, respectively, measure the
magnetic flux and the electric potential at the head surface
that are generated by simultaneous neuronal activity inside

the brain. MEG-EEG data are inherently multi-dimensional,
typically including the dimensions time, space (channels),
modality (MEG, EEG), participant, and experimental condition.

Simultaneously acquired MEG and EEG signals capture aspects

of the same electric activity over time and can, therefore,
exhibit coupling.

Tensor algebra has applications in signal processing, data
analysis, blind source separation, and many more (Cichocki
et al., 2015). The multidimensional signals are decomposed
into rank one components according to the Canonical Polyadic
(CP) decomposition (Kolda and Bader, 2009). Roemer and
Haardt (2008, 2013) present a Semi-Algebraic framework
for approximate CP decomposition via SImultaneous matrix
diagonalization (SECSI) for the efficient and robust computation
of the an approximate low-rank CP decomposition of noise
corrupted data.

Many combined signal processing applications benefit from
a coupled analysis based on the coupled CP decomposition
(Becker et al., 2012; Acar et al., 2013, 2015; Rivet et al.,
2015; Naskovska et al., 2017b; Sørensen and De Lathauwer,
2017a; Zou et al., 2017). The coupled CP decomposition jointly
decomposes heterogeneous tensors that have at least one factor
matrix in common. Detailed analysis of the computation of
the coupled CP decomposition based on Alternating Least
Squares (ALS) is presented in Farias et al. (2016) and Cohen
et al. (2016). Farias et al. (2016) and Cohen et al. (2016)
show that the computation of the coupled CP decomposition
based on ALS is sensitive to different noise variances in the
different tensors. An extension of the SECSI framework (Roemer
and Haardt, 2008, 2013) to the coupled SECSI (C-SECSI)
framework is proposed in Naskovska and Haardt (2016). The
C-SECSI framework efficiently approximates the coupled CP
decomposition of two noisy tensors that have at least one mode
in common even in ill-posed scenarios, e.g., if the columns of
a factor matrix are highly correlated. Moreover, the C-SECSI
framework offers adjustable complexity-accuracy trade-offs and
efficiently decomposes tensors with different noise variances
without performance degradation.

Human scalp EEG signals contain characteristic frequencies,
which can be partly related to cognitive processes. Their power
and synchronization can vary with wakefulness, attention, age,
disease, and in response to a sensory input (Klimesch, 1999).
The dominant frequency peak in the spectrum is called the
alpha rhythm and is traditionally expected between 7.5 and
12.5 Hz in adults (Klimesch, 1999). The second strongest is
the theta rhythm, typically between 4 and 7.5 Hz. Whereas the
frequencies of alpha and theta covary, their band powers are
related to each other in a reciprocal way (Klimesch, 1999). Both,
alpha and theta bands, are specifically related to cognitive and
memory performance. Good performance at rest is associated

with a tonic increase in alpha together with a decrease in theta.
During event processing, a strong decrease in alpha together
with an increase in theta indicates good performance (Klimesch,
1999). Desynchronization in the lower alpha band indicates
attention, whereas a desynchronization in the upper alpha band is
associated with semantic memory performance. Synchronization
of theta reflects episodic memory and successful encoding of new
information (Klimesch, 1999).

Intermittent photic stimulation (IPS) is a stimulation of the
brain with repetitive light flashes that can drive oscillations in
the brain. This is called the photic driving (PD) effect. The
PD effect is widely used to assess effects of medication and
for neurological diagnostics of, for example, epilepsy (Kalitzin
et al., 2002). IPS can cause a frequency entrainment and a
resonance effect. Frequency entrainment is characterized by the
synchronization of brain rhythms to the photic stimulation
(da Silva, 1991; Notbohm et al., 2016). The resonance effect is
characterized by an increased amplitude of brain rhythms, such
as alpha and theta, when the stimulation frequency coincides with
their intrinsic frequencies. Photic driving has been reported to
appear with stimulation frequencies up to 90 Hz (Herrmann,
2001). The strongest resonance appears around the individual
alpha frequency (Mangan et al., 1993; Klimesch, 1999; Herrmann,
2001; Lazarev et al., 2001). A secondary resonance can be
observed in the individual theta band of adults (Mangan et al.,
1993; Klimesch, 1999) and more pronounced in children and
adolescents (Klimesch, 1999; Lazarev et al., 2001).

Schwab et al. (2006) have performed the first investigation of
frequency entrainment using simultaneously recorded MEG and
EEG signals during IPS with frequency fractions of the individual
alpha rhythm of each participant. In a subsequent comparable
experiment, Salchow et al. (2016) have shown that a strong
alpha resonance exists for a rod-type photo-receptor cell input
at stimulation frequencies close to the individual alpha frequency
peak and in the theta band. In this study, we consider the same
experiment as in Salchow et al. (2016) using a time-frequency
transformation (Wacker et al., 2011).

The objective of this study is to extract and differentiate
signal sources from simultaneous MEG-EEG recordings
during intermittent photic stimulation using a coupled tensor
decomposition. We evaluate the capability of the proposed
approach by comparing it to alternative methods using
simulated benchmark data.

2. METHODS

2.1. Tensor Algebra and Notation
Scalars are denoted either as capital or lower-case italic letters
A, a. Vectors, matrices, and tensors are denoted as bold-
faced lower-case a, capital A, and bold-faced calligraphic
letters A, respectively. The superscripts T, H,−1, and + denote
transposition, Hermitian transposition, matrix inversion, and
Moore-Penrose pseudo matrix inversion, respectively. The
operators ‖.‖F and ‖.‖H symbolize the Frobenius norm and the
higher order norm, respectively. Moreover, an n-mode product
between a tensor A ∈ C

I1×I2...×IN and a matrix B ∈ C
J×In is

denoted byA ×n B, for n = 1, 2, . . .N (Kolda and Bader, 2009).
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A super-diagonal or or identity N-way tensor with dimensions
R × R . . . × R is denoted as IN,R. The n-mode unfolding of a
tensor A is symbolized as [A](n), and the n-th 3-mode slice is
denoted with An = A(.,.,n). Fundamental tensor algebra concepts
and definitions are provided in Kolda and Bader (2009), De
Lathauwer et al. (2000), Cichocki et al. (2015), Comon et al.
(2009), and Sidiropoulos et al. (2017).

The CP tensor decomposition is an extension of the
Singular Value Decomposition (SVD) tomultidimensional arrays
(tensors). It decomposes a tensor into the minimum number of
rank one components. For a low-rank tensor X0 ∈ C

M1×M2×M3

with rank R the CP decomposition is

X0 = I3,R ×1 F1 ×2 F2 ×3 F3,

where F1 ∈ C
M1×R, F2 ∈ C

M2×R, and F3 ∈ C
M3×R are the

factor matrices (Kolda and Bader, 2009; Cichocki et al., 2015).
In contrast to the SVD, the factor matrices resulting from the
CP decomposition are not necessarily unitary, implying that
the underling rank one components are not orthogonal to one
another. Moreover, the CP decomposition is essentially unique
under mild conditions.

Due to the uniqueness properties, the factor matrices of a
CP decomposition can be identified up to a permutation and
one complex scaling ambiguity per column. There are many
different types of algorithms for the computation of the CP
decomposition that can be categorized as follows: Alternating
Least Squares (ALS), Gradient Descent (GD), Quasi-Newton
and Nonlinear Least Squares (NLS) based algorithms as well as
semi-algebraic approaches.

If two low-rank noiseless tensors X
(1)
0 ∈ C

M1×M
(1)
2 ×M

(1)
3 and

X
(2)
0 ∈ C

M1×M
(2)
2 ×M

(2)
3 have the first mode in common, then they

have a coupled CP decomposition defined as

X
(1)
0 = I3,R ×1 F1 ×2 F

(1)
2 ×3 F

(1)
3

X
(2)
0 = I3,R ×1 F1 ×2 F

(2)
2 ×3 F

(2)
3 , (1)

where, F1 ∈ C
M1×R, F

(i)
2 ∈ C

M
(i)
2 ×R and F

(i)
3 ∈ C

M
(i)
3 ×R,

i = 1, 2 are the factor matrices and R is the rank of
the tensors. The coupled CP decomposition has even more
relaxed uniqueness conditions than the CP decomposition. Some
uniqueness properties for the coupled CP decomposition are
available in Sørensen et al. (2015) and Zou et al. (2017).

The coupled CP decomposition jointly analyzes
heterogeneous data sets or signals and identifies their shared
underlying components. The facts that the heterogeneous
signals can have different nature and dimensions and that
the uniqueness properties are relaxed make the coupled CP
decomposition a very practical tool for array (Sørensen et al.,
2015, 2018; Sørensen and De Lathauwer, 2017a,b), audio (Zou
et al., 2017), and biomedical signal progressing (Becker et al.,
2012; Acar et al., 2013, 2015; Papalexakis et al., 2014; Rivet et al.,
2015; Naskovska et al., 2017a,b; Van Eyndhoven et al., 2017).

Another extension of the SVD to multidimensional arrays
is the higher order SVD (HOSVD) or Multi-linear SVD (De
Lathauwer et al., 2000). The factor matrices resulting from the

HOSVD are unitary matrices and they represent a unitary basis
of the n-mode unfolding of the tensor, for n = 1, . . .N (for
N-way tensors). Similar to the concept of truncated SVD, for
a noise corrupted tensor a truncated HOSVD can be defined.
The truncated HOSVD is a practical tool for noise suppression,
dimension reduction, and signal subspace estimation (Haardt
et al., 2008).

In case of noise corrupted tensors the truncated
coupled HOSVD,

X(1) = X
(1)
0 +N(1) ≈ S[s],(1) ×1 U

[s]
1 ×2 U

[s],(1)
2 ×3 U

[s],(1)
3

(2)

X(2) = X
(2)
0 +N(2) ≈ S[s],(2) ×1 U

[s]
1 ×2 U

[s],(2)
2 ×3 U

[s],(2)
3 ,

(3)

can be calculated jointly, for the common mode using the
economy-size SVD,

[

[X(1)](1) [X(2)](1)
]

= U
[s]
1 · 6

[s]
1 · V

[s]H
1 .

In (2) and (3), S[s],(1) and S[s],(2) ∈ C
R×R×R are the truncated

core tensors and the loading matrices U
[s]
1 ∈ C

M1×R, U
[s],(i)
2 ∈

C
M

(i)
2 ×R and U

[s],(i)
3 ∈ C

M
(i)
3 ×R have unitary columns and span an

estimate of the column space of the n-mode unfolding ofX(i), for
n = 1, 2, 3 and i = 1, 2, respectively.

2.2. Computation of the Coupled CP
Decomposition
In order to compute the factors corresponding to the coupled
CP decomposition, the existing algorithms for the computation
of the CP decomposition have to be modified. For instance, the
ALS algorithm can be extended to a coupled ALS (C-ALS) by
taking into account that the common factor matrix can be jointly
computed by means of concatenation. Another weighted version
of the coupled ALS using normalization that can even support
hybrid and noisy coupling is proposed in Farias et al. (2016). For
the purpose of dimensionality reduction a compression based on
the HOSVD can be used as a preprocessing step for ALS (Cohen
et al., 2016). These ALS based algorithms are easy to implement,
however, they have no convergence guarantee and can require
many iterations.

Alternatively, the coupled CP decomposition can be
computed based on a line search. The line search based
algorithm CCP-MINF is available in Tensorlab 3.0 (Vervliet
et al., 2016). Additionally, a NLS-based algorithm is available in
Tensorlab 3.0 (Vervliet et al., 2016). The CCP-NLS algorithm
is an iterative algorithm that computes updates of the factor
matrices based on a Newton descent, which includes a linear
approximation of the Hessian. A further approach is the
semi-algebraic computation of the CP decomposition, which
involves converting the CP model into a simultaneous matrix
decomposition (SMD) followed by diagonalization in order to
obtain the factor matrices (Sørensen et al., 2015; Naskovska and
Haardt, 2016). The coupled SECSI algorithm (Naskovska and
Haardt, 2016) is an efficient extension of SECSI (Roemer and
Haardt, 2008, 2013; Roemer et al., 2012) that uses the tensor
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structure to construct not only one but the full set of possible
SMDs jointly for both tensors.

The C-SECSI approach provides an estimate of the factor
matrices using the joint HOSVD followed by the whole set of
possible SMDs. Eight initial estimates of the factor matrices
I, . . . , VIII are obtained, if the two tensors have one factor matrix
in common (Naskovska and Haardt, 2016). The computation of
only two initial estimates of the factor matrices of two tensors
X(1) and X(2) that have the first mode in common is visualized
in Figure 1. These estimates are depicted by the two parallel
branches in Figure 1, as well as an indication whether they are
estimated from a transformmatrix, from the diagonalized tensor,
estimated via Least Squares (LS) or a joint LS fit. Note that
these two estimates are obtained by diagonalizing the third mode
of the core tensors resulting from the joint HOSVD, where T1

and T2 represent the transform matrices. Similarly, another two
estimates of the factor matrices are obtained by diagonalizing
the second mode of the core tensors. The diagonalization along
the first mode (common mode) results in another four SMDs.
However, since the common mode is in the diagonal elements,
these SMDs cannot be combined. Therefore, they are solved
separately and result in four additional initial estimates of the
factor matrices.

From all these initial estimates of the factor matrices the one
of major interest is the common factor matrix F̂1. The first four
estimates of the common factor matrix (from F̂1,I to F̂1,IV) are
obtained either from the common transform matrices or via a
joint LS fit. On the other hand, the last four estimates (from F̂1,V

to F̂1,VIII) are separately obtained from the diagonal elements
of the diagonalized tensor. Therefore, the first four solutions
are coupled and the last four are uncoupled. The final solution
is then chosen for each of the tensors separately based on a
heuristic that uses an accuracy-complexity trade-off (Roemer and
Haardt, 2013; Naskovska and Haardt, 2016). Here, we use the
reconstructed paired solutions (REC PS), with which the final
solution is selected out of the eight estimates I − VIII based
on the reconstruction error (Roemer and Haardt, 2013). The
reconstruction error is calculated according to

erec =

∣

∣

∣

∣

∣

∣
X̂−X

∣

∣

∣

∣

∣

∣

2

H

||X||2H
,

where X̂ denotes the estimated tensor and X denotes the input
tensor. Note that whenX is a noisy observation as in Figures 14,
15, i.e.,X = X0 +N, we refer to this refer to this error as residual
and denote it as RES.

To evaluate the reliability of the C-SECSI framework, we
check whether the same (coupled) solution is chosen for both
tensors (Naskovska et al., 2017a). Therefore, we define the
reliability in percent

REL =






1−

1

2
·

∣

∣

∣

∣

∣

∣
F̂
(2)
1 · P − F̂

(1)
1

∣

∣

∣

∣

∣

∣

2

F
∣

∣

∣

∣

∣

∣
F̂
(1)
1

∣

∣

∣

∣

∣

∣

2

F






· 100%, (4)

FIGURE 1 | The C-SECSI framework for the computation of the coupled CP

decomposition of two tensors X
(1) and X

(2) that have the first mode in

common.
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as a similarity measure of the final estimates of the common
factor matrices. Here, P is a permutation matrix of size R×R that
resolves the permutation ambiguity of the CP decomposition.

Moreover, F̂
(1)
1 and F̂

(2)
1 are the final estimates of the common

mode assigned to the tensors X(1) and X(2), respectively. This
reliability measure has a maximum if the final estimates result
from a coupled solution and the assumed rank is correctly
approximated. Therefore, the reliability can be used to control
the tensor rank of the coupled approximate CP decompositions.
Note that for tensor rank one the reliability is always 100%. This is
due to the fact that for rank one tensors the C-SECSI framework
does not calculate any SMD. In this case, only one final
estimate of the factor matrices is provided directly from the joint
truncated HOSVD.

2.3. Measured MEG-EEG Signals
With ethics approval (Faculty of Medicine of the Friedrich-
Schiller-University Jena, Germany), simultaneous MEG-EEG
was performed on 12 healthy participants, aged between 21 and
42 years (median 26 years) during stimulation with flickering
light (Salchow et al., 2016). The light stimulus was delivered
through optical fibers from light emitting diodes outside the
recording room. Light diffusers approximately 10 cm in front
of the participants eyes provided a luminance of 0.0003 cd/m2.
Throughout the exposure, the eyes of the participants were
closed. TheMEG provided 102magnetometers and the EEG used
128 electrodes.

The purpose of the experiment was to investigate the
behavior and interactions of oscillators in the healthy brain by
systematically probing them with a controlled visual stimulation
input. The frequency is a principle parameter of an oscillator.
Therefore, a series of frequencies covering the alpha and theta
bands was used to sample the brain’s response pattern across
the frequency dimension. The measured response is expected
to contain multiple superimposed sources, some of which will
be oscillatory. In a first step, the individual alpha rhythm was
measured during 60 s of MEG at rest. The individual alpha
frequencies fα were then calculated by means of the averaged
Discrete Fourier Transform (DFT) from the occipital MEG
channels. The resulting alpha frequencies for Participants 1 to 12
are, in this order, 9.6, 10.7, 10.4, 10.8, 10.7, 10.8, 7.5, 10.8, 11.0,
10.7, 12.2, and 10.3 Hz.

IPS was then conducted at frequencies of fs = [0.40 0.45
0.50 0.55 0.60 0.70 0.80 0.90 0.95 1.00 1.05 1.10 1.30 1.60 1.90
1.95 2.00 2.05 2.10 2.30] · fα . However, because there was no
evidence of entrainment for stimulation frequencies larger than
1.30·fα (Salchow et al., 2016), we used only the first 13 stimulation
frequencies in this study, i.e., from 0.40 · fα until 1.30 · fα .

Each stimulation frequency was performed in 30 stimulation
trains, each consisting of 40 periods with an pulse/cycle duration
of 0.5. Between each train there was a resting period of four
seconds. From one frequency block to the next one, there was a
resting period of 30 s. To avoid an ordering effect, the sequence of
the stimulation frequencies was permuted and not known to the
participant. Further details regarding the experiment including
an analysis are provided in Salchow et al. (2016).

FIGURE 2 | Visualization of the MEG and EEG tensor per participant and

stimulation frequency.

2.4. Signal Processing and Decomposition
The MEG and EEG signals were averaged for each stimulation
frequency. A small number of non-functional EEG channels were
excluded, which were typically at the inferior posterior edge of
the EEG caps, where the variable head shape and/or thick hair
layer results in the cap being too loose to fixate the electrodes
and stabilize the electrolyte gel. These channels were identified
based on their non-physiological signals, e.g., constant value, very
strong noise or large artifacts. One technically faulty MEG sensor
was excluded.

A complex Morlet wavelet decomposition was used to
obtain an estimate of the instantaneous frequencies across
the stimulation time range of the MEG and EEG signals.
Wavelet frequencies of 1,000/256 Hz, 1,000/255 Hz,. . .,
1,000/1 Hz were used during the decomposition. The
wavelet coefficients between 3.77 Hz (1,000/265 Hz) and
15.15 Hz (1,000/66 Hz) were selected for the further
analysis, thereby including the alpha and theta band.
Figure 2 shows an example of the wavelet coefficients for
each of the MEG and EEG channels arranged as slices in a
three-way tensor.

As a result we have different complex tensors with
dimensions frequency × time × channels for each
stimulation frequency, measurement mode (MEG or EEG)
and participant. The frequency and time dimensions
correspond to the discretized values resulting directly from
the wavelet transform. The frequency dimension contains
200 discrete frequency values from 3.77 Hz (1,000/265 Hz)
to 15.15 Hz (1,000/66 Hz). The time dimension, however,
varies from around 5,000 ms up to 20,000 ms depending
on the corresponding stimulation frequency. Furthermore,
the channel dimension represents the number of MEG
and EEG channels, which varies across participants
and conditions.

Next, the MEG and EEG signal tensors were jointly
analyzed with the C-SECSI framework for each participant
and stimulation frequency, respectively. The coupled CP
decompositions were originally computed for different ranks.
However, the reliability and the residual indicated that the
tensor rank is overestimated for values equal to or larger
than three (Naskovska et al., 2017a). Therefore, we assumed
a tensor rank of two, R̂ = 2. We assumed that the
frequency mode is common for both, the MEG and the
EEG signal tensor. Before the computation of the coupled
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CP decomposition, each of the tensors was normalized
by calculating

T′
MEG =

TMEG

‖TMEG‖H
and T′

EEG =
TEEG

‖TEEG‖H
.

This normalization of the tensors made the different amplitude
scales and units (fT and µV) of the MEG and EEG
signals compatible.

2.5. Analysis of Components
The joint MEG-EEG signal decomposition based on the coupled
CP decomposition resulted in three factor matrices for the MEG
and three factor matrices for the EEG signal tensor [c.f. Equation
(1)] for each participant and each stimulation frequency. Each
factor matrix consisted of two columns corresponding to the two
components due to the assumed rank R̂ = 2.

The stimulation experiment provides us with a known
reproducible visual response pattern that exhibits physiological
integrity. However, the success of an individual experiment
depends on the attention and compliance of the participant
and varies across the series of repetitive stimulation. We aim
to analyze the response of the brain to visual stimulation and,
therefore, we need to determine the experiments in which that
response was in fact successfully stimulated. For this purpose,
the topographic distributions of the signals (field-maps) were
labeled independently by three experienced professionals (SL,
UG, DS). The measured MEG and EEG signals were converted
to field-maps by calculating the root of the mean of the
square (RMS) of the values in each channel. The components
were displayed as field-maps by taking the channel factor
matrix. We used three categories: (1) containing primarily only
visual response patterns, (2) containing some visual response
patterns and some other activity, and (3) containing no visual
response patterns. For each participant, the labeler identified the
participant-specific variation of the visual response pattern in
position, orientation, symmetry and amplitude due to individual
cortical folding, head shape and EEG cap/MEG placement. This
could most easily be observed for stimulation close to the
individual alpha frequency, where the response was typically
strong and clear. Each labeler then labeled all data of that
participant sequentially. The labeling sets were unified with a
majority vote (if all three raters different, use Category 2). A
majority was obtained in 96% of cases, including 88% perfect
agreement and 8% with a deviation of one category step by
one of the three labelers, e.g., if the dataset is between two
categories. Note that this labeling takes into account the spatial
characteristics of visual response signals and is more specific than
a simple amplitude or power threshold in the alpha frequency
band. Secondly, it accommodates the inclusion of sources with
frequencies other than the alpha frequency, especially in the
theta band.

For the group analysis of the brain oscillations during
successful photic stimulation without confounding factors, we
use only Category 1. For each component, the principal
frequency, i.e., the maximum of the frequency signature, was
determined as the obtained frequency of this component.

In order to separate the components reflecting recruitment
to the stimulation frequency from other components, we
differentiate two groups: The recruited group contains the
components, whose obtained frequency is very close to the
stimulation frequency or its second harmonic (Herrmann,
2001; Lazarev et al., 2001) with a maximum deviation of
±0.05fs and ±0.05 · 2 · fs, respectively. The non-recruited
group consists of the remaining components. All frequencies
are expressed in fractions of the individual alpha frequency of
the participant to account for the inter-individual differences
(Klimesch, 1999).

3. RESULTS

3.1. Benchmark Performance With
Simulations
In order to systematically compare the C-SECSI decomposition
approach with other methods (Roemer and Haardt, 2008,
2013; Cichocki et al., 2015) on the algorithmic level,
we use a set of simulations covering a broad range of
tensor properties.

3.1.1. Reliability
Figure 3 visualizes the typical reliability as a function of
the assumed rank R̂. These curves result from Monte Carlo
simulations with 1,000 realizations, for real valued tensors
of dimensions 8 × 8 × 8, which spans open a tensor
space with sufficient points per dimension to include complex
multidimensional patterns. The entries of the factor matrices
are drawn from a zero-mean Gaussian random process with
variance one. Afterwards, the tensors are computed according
to the coupled CP decomposition in Equation (1), allowing us
to control the exact rank of the tensors. Additionally, a white
Gaussian noise was added resulting in SNR1 (Signal to Noise
Ratio) and SNR2.

SNR1 = 10 log10
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The SNR values in the simulations have been chosen to include
realistic levels during physiological measurements, such as
−0.5 dB for brain signals below noise level, 0 dB for brain signals
at noise level and 5 dB for brain signals above noise but still
impacted by it. The true tensor rank and the corresponding
SNRs are indicated in the legend, while the assumed rank R̂ is
varied from two to six, given that several brain regions can be
involved in performing a cognitive function. The true tensor rank
for each curve is additionally indicated with a marker above the
curves. It is clear that we have a reliability maximum when the
assumed rank equals the correct tensor rank. Moreover, the SNR
influences the reliability measure due to the dependency of the
estimates on the SNR.

Figure 4 depicts the reliability when the two tensors have
different numbers of components. For instance, for the blue
curve the first tensor has rank 4, while the second tensor has rank
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FIGURE 3 | Reliability as a function of the assumed rank R̂ for different SNRs.

FIGURE 4 | Reliability as a function of the assumed rank R̂ for different ranks.

2. This implies that the tensors share only two components, and
the first tensor has two additional components. In this case, the
reliability has local maxima for both ranks.

3.1.2. Accuracy
When performing a signal analysis using the CP decomposition,
we are interested in the factor matrices, because their columns
represent the signatures of the underlying components for the
corresponding dimensions. Therefore, an important measure for
the comparison of the algorithms is the total squared factor

FIGURE 5 | CCDF of the TSFE for real-valued tensors X1 and X2 with

dimensions 40× 4× 10, tensor rank R1 = R2 = 3, factor matrices with

mutually correlated columns designed as sine functions, and

SNR1 = SNR2 = 25 dB.
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where MPD(R) is a set of permutation matrices P of size R × R,
R is the tensor rank, and N is the tensor dimensionality.

In Figure 5 we compare the performance of C-SECSI
(Naskovska and Haardt, 2016), SECSI (Roemer and Haardt,
2013), C-ALS, CCDP-NLS and CCDP-MINF (Vervliet et al.,
2016) for two real-valued tensors of size 40 × 4 × 10, R1 =

R2 = 3, with first mode in common. The three signatures
of the first factor matrix represent the first 40 samples of sine
functions, sin(2π tf1 +

π
3 ), sin(2π tf2)e

t10Hz, and sin(2π tf3)e
−t3Hz

with f1 = 10 Hz, f2 = 20 Hz, and f3 = 30 Hz, which are in the
physiological frequency range for brain signals. The second and
the third factor matrices are drawn from a zero-mean Gaussian
random process with variance one. Moreover, the third factor
matrices have collinear columns with a correlation factor of 0.9.
The Complementary Cumulative Distribution Function (CCDF)
of the TSFE for a SNR equal to 25 dB is depicted in Figure 5.
The vertical lines represent the mean value of the error for each
curve. SECSI and C-SECSI do not have outliers even for such an
ill-conditioned scenario in contrast to the other algorithms.

The total mean squared factor errors (TMSFE) for different
noise variances when using the uncoupled SECSI framework vs.
the C-SECSI framework are presented in Figure 6. Both tensors
X1 andX2 with common first mode have dimensions 40×4×10
and tensor ranks R1 = R2 = 3. The tensors are designed in
the same manner as for Figure 5. However, only the third factor
matrix of the second tensor X2 has mutually correlated columns
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FIGURE 6 | TMSFE as a function of the SNR for complex-valued tensors X1

and X2 with dimensions 4× 8× 7, tensor rank R1 = R2 = 3, where the

second tensor has third factor matrix with mutually correlated columns.

FIGURE 7 | TMSFE as a function of the SNR2 for complex-valued tensors X1

and X2 with dimensions 3× 8× 7, tensor rank R1 = R2 = 3, and SNR1 = 30

dB.

with a correlation coefficient of ρ = 0.98. This highly correlated
factor matrix causes the tensor X2 to be ill-conditioned. The
Figure 6 shows that using the coupled algorithm improves
the estimation accuracy of the ill-conditioned tensor without
corrupting the well-conditioned tensor.

3.1.3. Normalization
In Figure 7 we show that the C-SECSI framework, unlike other
algorithms, can jointly decompose coupled tensors even if they
are affected by noise with different variance. The tensors X1 and
X2 with common first mode have dimensions 3 × 8 × 7, and
tensor ranks R1 = R2 = 3. The factor matrices contain complex

values drawn from a zero mean circularly symmetric complex
Gaussian random process with variance one. The first tensor has
a constant SNR1 of 30 dB, while the SNR2 of the second tensor
is varied from 0 to 60 dB. These results are averaged over 3,000
realizations. “C-ALS normalized” denotes the C-ALS algorithm
with additional normalization with respect to the different noise
variances. C-SECSI outperforms the “C-ALS normalized.”

Further details on the importance of normalization and
compression with the HOSVD for ALS are available in Cohen
et al. (2016). However, the results in Figure 7 show that
normalization with respect to the noise variance is not required
when computing the coupled CP decomposition using the C-
SECSI framework.

3.2. Decomposition of Measured MEG-EEG
Data
3.2.1. Visual Response Rates
The labeling of visual response topographies in the RMS field-
maps shows that 74% of the MEG measurements and 89% of
the EEG measurements contain some visual response pattern
(Categories 1 and 2). After the decomposition, there is some
visual response pattern in at least one of the components in
73% of MEG measurements and 96% of EEG measurements.
Clear visual response patterns (Category 1) are observed in 42%
of the MEG data sets before the decomposition and 63% after
the decomposition. Of the EEG data sets, 72% show clear visual
response patterns before the decomposition and 85% after the
decomposition. Within the components exhibiting a clear visual
response pattern (Category 1), 32% of MEG components and
49% of EEG components belong to the recruited group, meaning
that their dominant frequencymatches the stimulation frequency
or its first harmonic. The remaining data sets formed the non-
recruited group, containing signal sources that had a dominant
frequency that was different from the stimulation frequency.

3.2.2. Characteristics of Estimated Components
The estimated factor matrices from the coupled CP
decomposition for Participant 1 and stimulation frequency
1.1fα are shown in Figure 8. Additionally, the figure depicts the
field-maps of the RMS of the measured signal for both, MEG
and EEG (column 1). The RMS field-maps represent the power
distribution of the measured signals before the decompositions.
Columns 2 and 3 show the field-maps for the channel signatures
for components 1 and 2, respectively. The frequency and time
signatures are provided in columns 4 and 5. The stimulation with
1.1fα produces the strongest response for Participant 1. Note
that fα is estimated from a resting state measurement and may,
therefore, slightly differ during PD. In the RMS maps of MEG
and EEG, we can see a clear occipital activation due to the PD
(visual response Category 1). Both components are located in
the occipital area as well and present two frequencies or narrow
frequency distributions close to the individual alpha frequency
of 9.6 Hz. Component 2 is common between the MEG and
the EEG signals and matches closely the stimulation frequency
(recruited). In the time domain (column 5) it is dominant and
displays an onset, plateau, and offset phase. Component 1 is a
visual response as well, but has a different obtained frequency
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FIGURE 8 | RMS, channel, frequency, and time signature for Participant 1 and stimulation frequency 1.1fα .

(non-recruited) that is closer to the individual alpha frequency.
In the time domain it is stronger in the onset phase of the
stimulation train and diminishes after that.

The result of stimulating the same participant with 0.55fα ,
in the theta band, is shown in Figure 9. This stimulation
produced an increased response as well, which was not as
strong as that of 1.1fα . The two components are both in
the occipital region, show visual response patterns, and are
both of comparable strength over the time course. Figure 10
shows the input frequency distribution of the MEG over time
(bottom left) of an indicative channel (top right), the time
signatures of the resulting components aligned above and
the frequency signatures aligned on the right. Component 1
presents closely the stimulation frequency (recruited), which
is visible in the frequency distribution during the stimulation
train. Component 2 presents closely the harmonic 2 · 0.55fα
of the stimulation frequency (recruited). Figure 11 shows that
both of these frequencies appear in the MEG and EEG signals.
Component 1 of the EEG signal extendsmore centrally (Figure 9,
row 2 column 2), which is consistent with the topography of theta
band activity (Klimesch, 1999, p. 180).

Figure 12 shows an example of the separation of a visual
response from a superimposed other source in Participant 1
at the stimulation frequency 0.7fα . The field-map of the
MEG signals shows no clear visual response pattern (visual
response Category 3). However, Component 2 reveals the visual

response at the stimulation frequency (recruited). The other,
more complex and temporally variable source is found in
Component 1. Figure 13 shows the frequency distributions of
the input MEG signal of a frontal channel primarily capturing
the activity of Component 1 (left sub-figure) and an input
MEG channel primarily capturing the activity in Component 2
(right sub-figure). The components reflect the primary frequency
aspects, keeping in mind that the decomposition captures
the primary aspects present across channels and time. The
time signature of Component 2 matches the stimulation train,
which further confirms that it is a stimulation response.
The time signature of Component 2 is irregular and present
after the stimulation train. This further confirms that it
is not a direct stimulation response. The decomposition of
the EEG signals differentiates two sources, which are both
at the stimulation frequency (recruited). Component 1 is
confined to the occipital region and dominates the time
course, while Component 2 (red) includes a small fraction
of activity in the theta band, extends more central and is
more distributed.

The components of unsuccessful stimulation experiments,
during which no consistent visual response could be elicited (data
not shown), isolate the main patterns in the respective frequency
distribution. These may be transient in time or only present at
a short time point on the time axis, which is captured by the
time signatures. The topographies of the signals and components
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FIGURE 9 | RMS, channel, frequency, and time signature for Participant 1 and stimulation frequency 0.55fα .

are broader and not restricted to the occipital regions of the
visual cortex. The signals may be generated by resting-state
brain rhythms.

3.2.3. Group Analysis of Obtained Frequencies
In order to evaluate the responses of all participants together,
we take the obtained frequencies, the maxima of the frequency
signatures, of only the components with primarily only visual
response patterns (Category 1) and differentiate the two
conditions, recruited and non-recruited components. The MEG
group analysis is shown in Figure 14 and the EEG group analysis
in Figure 15. The second and third rows show the component
weights as violin plots with the median curve, while the fourth
row shows the corresponding reliability distribution and the fifth
row shows the residual for each stimulation frequency.

The upper plots of both, Figures 14, 15, depict two dashed
reference lines each representing the stimulation frequency fs
and its harmonic 2fs. Components very close to this line are
recruited (marker X) and all others non-recruited (marker O).
The results show that entrainment can appear for all of the
stimulation frequencies up 1.1fα , although in each participant
only a subset of stimulation experiments was successful in
producing an entrainment.

The non-recruited components (dotted line denotes median)
most commonly show frequencies of (0.4±0.1)fα for stimulation

frequencies between 0.4fα − 1.0fα . Between stimulation
frequencies 1.0fα − 1.3fα , response frequencies around
(1.0 ± 0.05)fα are more common. Few components appear
outside this pattern with response frequencies of (0.6 − 0.7)fα .
Note that the non-recruited components appear during flicker
stimulation and have a clear visual response pattern. The group
analysis identifies two reoccurring response frequency ranges of
(0.4± 0.1)fα , a theta band response, and (1.0± 0.05)fα , an alpha
band response.

It is important to note that in the components of a single
measurement there are only either recruited components or non-
recruited components, not both. The only rare exceptions are
cases, in which the response frequency changed mid-way in the
series of trials and both were superimposed during averaging.
In all data sets with clear visual response pattern (Category 1)
without recruitment, either the alpha or the theta band response
is present, not both. Rare exceptions are again where the response
frequency changes mid-way in the series of trials and both are
superimposed during averaging.

The weights represent the power of each component using
its norm and indicate its dominance. The violin plots of the
weights in Figures 14, 15 show that the recruited components
are dominant compared to the non-recruited frequencies. A
comparatively high reliability and a low residual give strongest
confidence in the components and their obtained frequencies
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FIGURE 10 | Relation between frequency distribution (bottom left) of an indicative MEG channel (top right) and the time (top left) and frequency (bottom right)

signatures of the components of Participant 1 at stimulation frequency 0.55fα .

FIGURE 11 | Relation between frequency distribution (bottom left) of an indicative EEG channel (top right) and the time (top left) and frequency (bottom right)

signatures of the components of Participant 1 at stimulation frequency 0.55fα .
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FIGURE 12 | RMS, channel, frequency, and time signature for Participant 1 and stimulation frequency 0.7fα .

FIGURE 13 | Relation between frequency distributions of one indicative MEG channel of component 1 (left sub-figure) as well as one indicative MEG channel of

component 2 (right sub-figure) and the time and frequency signatures of Participant 1 at stimulation frequency 0.7fα .

for stimulation frequencies around 0.5fα and fα . This is
where the MEG and EEG signals have two components in
common (REL = 100%). For the rest of the stimulation
frequencies, the MEG and EEG signals have only one
common component.

4. DISCUSSION

4.1. Evaluation of C-SECSI Approach
We propose to compute the coupled CP decomposition based
on the C-SECSI framework (Naskovska and Haardt, 2016). The
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FIGURE 14 | Scatter plot of the normalized frequencies obtained from the analysis for MEG data, violin plots of the weights of the recruited and non-recruited

components, reliability, and residual as function of the normalized stimulation frequency.

C-SECSI framework for three-way tensors with one mode in
common computes eight initial estimates, four of which are
coupled and four uncoupled. The final estimate is then chosen
based on the minimum reconstruction error for both tensors
independently. Therefore, C-SECSI computes the coupled CP
decomposition under the constraint that one of the modes
is coupled, but it still computes uncoupled estimates. This is
very practical for the analysis of biomedical data, where the
coupling is assumed but not yet proven.Moreover, for comparing
the independently chosen final estimates we have defined the
coupling reliability in Equation (4). The benchmark results
(Figures 3, 4) show that the reliability measure can be used
to control the rank estimate of the coupled decomposition.
This is a very important feature of C-SECSI, because the
rank estimate is a very challenging problem, especially for

noisy measurement signals. The C-SECSI framework has higher
accuracy in ill-conditioned scenarios such as computing the
coupled CP decomposition with a collinear factor. In both
accuracy tests (Figures 5, 6), we obtained a higher accuracy than
with the traditional SECSI framework proposed in Roemer and
Haardt (2008, 2013) and alternative methods. Another advantage
of the C-SECSI framework is that it can decompose tensors
that are corrupted by noise with different variances without any
additional normalization or estimation of the SNR (Figure 7).

4.2. Decomposition of MEG-EEG Data
The application of the coupled CP decomposition to
simultaneously recorded MEG-EEG signals demonstrates its
capability of extracting physiologicallymeaningful signal sources,
in this case oscillators during photic driving. The coupled CP
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FIGURE 15 | Scatter plot of the normalized frequencies obtained from the analysis for EEG data, violin plots of the weights of the recruited and non-recruited

components, reliability, and residual as function of the normalized stimulation frequency.

decomposition allows us to decompose these multidimensional
heterogeneous signals into their most prominent components
and residual signal. Small overestimations of the rank lead to
less prominent signal patterns being extracted from the residual
and represented as a component. The underlying components
are extracted while preserving the original multidimensional
structure of the signals (frequency × time × channels, c.f.
Figure 2) under the assumption that they have a common
frequency mode.

4.2.1. Field-Maps
The overall rate of response in terms of a spatial activation pattern
in the field-maps is comparable to preceding studies (Schwab
et al., 2006; Salchow et al., 2016), which used entrainment

measures to detect responses. This study, however, includes all
frequencies within the wavelet frequency window around the
alpha and theta band. We found a high response rate close to
the individual alpha frequency, an intermediate rate in the theta
band, and a low response rate otherwise. This is in agreement
with Salchow et al. (2016), Schwab et al. (2006), andHalbleib et al.
(2011). The EEG data present more frequent response patterns
than theMEG data. This could be due to the different sensitivities
to the angles and the depths of the sources in the brain (Hunold
et al., 2016).

The tensor decomposition with rank 2 extracts the two
primary components of the data in frequency × time × channel
space and, thereby, eliminates further sources that could
otherwise confound the analysis. The component topographies
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are either physiologically meaningful, i.e., representing a visual
response, or represented some other clearly distinguishable
source of similar strength. This allows us to isolate the
stimulus response. In turn, this substantially improves the
identifiability of visual response patterns in MEG components
and to a lesser degree in EEG components. The example in
Figure 12 demonstrates how a visual response component can be
uncovered and isolated from an unclear MEG data set.

4.2.2. Time Courses
The time signatures of the recruited components demonstrate
the three phases: onset, plateau, and offset (e.g., Figure 9). This
is in good agreement with previous studies (Schwab et al., 2006;
Salchow et al., 2016). However, the decomposition additionally
allows us to separate signal components with a weaker or
instable time course (e.g., Figure 12). Further, it highlights
changes over time, such as a component that is only present
during the onset phase and diminishes after that (e.g., MEG in
Figure 8). This component-wise time course display allows the
user to gain insight into the stationarity and effectiveness of the
stimulation experiment.

4.2.3. Frequencies
The decomposition of the data tensor allows us to extract
the main components with their frequency signatures. In
this stimulation experiment, the frequency signatures primarily
contain one or sometimes two peaks, which reflect the resonance
to the stimulation frequency and/or intrinsic frequencies within
the alpha and theta bands. Note that in general, each frequency
signature can contain multiple frequency contributions, if they
are related to each other in the data tensor. MEG and EEG signals
do not always have all frequency components in common, this
can be explained by the different sensitivities to the angles and
the depths of the sources in the brain (Hunold et al., 2016) and
has been observed in preceding tensor decomposition studies
(Naskovska et al., 2017a,b).

The decomposition is able to separate sources at different
frequencies that show the same or a similar topographical
distribution in the field-map, even if the frequency peaks
partly overlap (e.g., Figure 8). The existence of such similar
topographies, indicating a similar physical distribution of the
activity in the brain, during the plateau phase for different
frequencies has been reported and described in more detail
by Halbleib et al. (2011). The strongest resonance frequency
peak during stimulation is in many cases slightly above the
alpha frequency peak at rest, i.e., 1fα − 1.1fα . This can be
understood from the observation that the signal contribution to
the alpha band above the peak frequency, the upper alpha, and
the signal contribution below the peak, the lower alpha, respond
independently (Klimesch, 1999). Our results indicate that the
strongest resonance in this case may be produced by stimulation
in the upper alpha range. A desynchronization of the lower alpha
band is associated with attention (Klimesch, 1999). The attention
of the participantmay, therefore, play a role in the composition of
the power distribution in the alpha band as well. In the example
in Figure 8, Component 2 (red) reflects the resonance frequency
in the upper alpha range, while Component 1 (blue) reflects the

remaining signal contributions to the alpha band, primarily in
the lower alpha range. The separation is more pronounced in the
MEG data than the EEG data in this case.

During stimulation with a frequency of approximately fs =

0.5fα , we can differentiate two components, one with a frequency
peak at the stimulation frequency fs and one with its harmonic
2fs ≈ fα , e.g., in Figure 9. This is in agreement with Salchow
et al. (2016), who determined alpha entrainment from the 2fs ≈
fα peak amplitude. The critical feature of this case is that the
frequency peaks match closely the stimulation frequency and its
harmonic (dashed lines in Figures 14, 15).

4.3. Oscillators During Photic Stimulation
4.3.1. Recruitment
The unsupervised tensor decomposition of MEG-EEG signals
isolates components that are characterized by one frequency
peak, respectively, which is sustained through all or part of the
stimulation train. These can be understood as oscillations.Within
the components displaying clear visual response topographies
(Category 1), approximately one third of the MEG components
and approximately half of the EEG components are recruited to
the stimulation frequency or its first harmonic (Figures 14, 15).
This concurs with the entrainment reported in previous
studies (Mangan et al., 1993; Klimesch, 1999; Herrmann, 2001;
Schwab et al., 2006; Salchow et al., 2016). Using photopic
stimulation conditions, Herrmann (2001) additionally describes
entrainment for higher harmonics. The observation that in
a single experiment we can only observe either a recruited
oscillation or a non-recruited oscillation, but not both, suggests
that the oscillators underlying the non-recruited oscillations
are entrained to the stimulation frequency in the recruited
case. This is supported by Wacker et al. (2011) and Halbleib
et al. (2011), who point out that these recruited oscillations
are not purely synchronized stimulus responses, but reflect a
driven oscillator in the brain that maintains the oscillation for
several cycles after the stimulation has ended. Notbohm et al.
(2016) further strengthen this hypothesis using jittered flash
stimulation experiments.

4.3.2. Intrinsic Oscillations
The successful visual stimulation also identifies components
with non-recruited frequencies, which are approximately two
thirds of the MEG components and approximately half of the
EEG components. These can be considered intrinsic oscillations
(da Silva, 1991), because they are produced without a match
in stimulation frequency and occur across participants. They
appear primarily in two frequency bands, 0.9fα − 1.1fα , the
alpha band, and 0.3fα − 0.5fα , the theta band (Figures 14, 15).
Although MEG and EEG have partly different sensitivities, the
group analysis across participants of both modalities confirm
this finding. The presence of alpha band responses during
stimulation with other frequencies is confirmed by Herrmann
(2001). Theta band oscillations during photic stimulation
have been described in children (Lazarev et al., 2001) and
in students (19–24 years; Mangan et al., 1993) similar to
our participants.
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4.3.3. Resonance
The response amplitude in the tensor components resonates for
stimulation frequencies in the alpha band and the theta band.
Resonance is also observed for stimulation close to half of the
individual alpha frequency, which may partly coincide with the
theta band response. The resonance to stimulation in the alpha
band and half of it is in good agreement with existing literature
(Herrmann, 2001; Schwab et al., 2006; Salchow et al., 2016).
The resonance in the theta band is confirmed and described
by Mangan et al. (1993), Lazarev et al. (2001), and Klimesch
(1999). In agreement with these studies, our results show that
the resonance extends to stimulation frequencies that are a small
fraction above and below the respective intrinsic frequency peak.

4.3.4. Connections
The observation that in the non-recruited case we observe either
a component in the alpha band or a component in the theta band,
not both, indicates a reciprocal relation between the two bands. In
fact, such a reciprocal relation in band power has been reported
in the EEG literature and summarized in a comprehensive review
by Klimesch (1999). Our study confirms this observation inMEG
signals. da Silva (1991) hypothesizes that the brain contains a
system of connected neural oscillators with individual resonance
frequencies that respond to photic driving. Our results support
this hypothesis and suggest alpha and theta oscillators that
can resonate with photic driving. When an entrainment to a
stimulation frequency takes place, then the recruited frequencies
dominate the signals.

4.4. Future Work and Applications
The time-frequency-channel tensor in this study translates well
to other studies in neuroscience in that it uses typical data
dimensions of time, e.g., a measurement, channels, e.g., a set
or array of sensors, and a series of features or parameters,
e.g., frequencies. The decomposition method can be applied to
the unsupervised discovery of patterns in data of exploratory
studies in the future. The component analysis can be extended
by performing source reconstructions of the components. This
could reveal the locations of the underlying brain activity regions.
It could also allow for quantitative measures of the physiological
integrity of the components. This may help in providing new
insight into the brain’s organization and function. Future work
could involve higher-order tensors, for example, by including
the participant as one dimension of a population tensor. The
necessary cross-participant co-registration and normalization
should be investigated and validated.

The tensor decomposition approach can be of high practical
value when integrated into brain-computer-interfaces, such as
a speller application for paralyzed users (Rezeika et al., 2018).
Such spellers detect user selections from the brain’s response
to steady state visual stimulation. Using the selections, the user
can navigate through a list of letters on a screen and produce
a message. Another practical use is in neurofeedback systems,
which decompose and display features of the measured brain
activity on-line to the user and allow the user to train control
over beneficial brain states. In the clinical setting, it can augment

and further contribute to diagnostics. It can lead to improved
treatment outcome of brain disorders, for example, by locating
epileptic network nodes in the epileptic brain.

Beyond neuroscience, the tensor decomposition method is
highly applicable to machine learning tasks in big data in
general, specifically the discovery of multi-dimensional patterns
(Stoudenmire, 2018; Klus and Gelβ, 2019).

5. CONCLUSION

The tensor decomposition with C-SECSI is able to separate
physiologically meaningful oscillations of visually evoked brain
activity from background signals. The component frequencies
identify either an entrainment to the respective visual stimulation
frequency or its first harmonic, or an oscillation in the individual
alpha band or theta band. In the group analysis of both, MEG and
EEG data, a reciprocal relationship between alpha and theta band
oscillations is present. The coupled tensor decomposition using
the C-SECSI framework is a robust, powerful method for the
unsupervised extraction and separation of meaningful sources
from multidimensional biomedical measurement data.
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A novel analytical framework combined fuzzy learning and complex network approaches

is proposed for the identification of Alzheimer’s disease (AD) with multichannel

scalp-recorded electroencephalograph (EEG) signals. Weighted visibility graph (WVG)

algorithm is first applied to transform each channel EEG into network and its topological

parameters were further extracted. Statistical analysis indicates that AD and normal

subjects show significant difference in the structure of WVG network and thus can

be used to identify Alzheimer’s disease. Taking network parameters as input features,

a Takagi-Sugeno-Kang (TSK) fuzzy model is established to identify AD’s EEG signal.

Three feature sets—single parameter from multi-networks, multi-parameters from single

network, and multi-parameters from multi-networks—are considered as input vectors.

The number and order of input features in each set is optimized with various feature

selection methods. Classification results demonstrate the ability of network-based TSK

fuzzy classifiers and the feasibility of three input feature sets. The highest accuracy that

can be achieved is 95.28% for single parameter from four networks, 93.41% for three

parameters from single network. In particular, multi-parameters from the multi-networks

set obtained the best result. The highest accuracy, 97.12%, is achieved with five features

selected from four networks. The combination of network and fuzzy learning can highly

improve the efficiency of AD’s EEG identification.

Keywords: Alzheimer’s disease, EEG, TSK fuzzy model, weighted visibility graph, feature select, multiple network

INTRODUCTION

Currently, Alzheimer’s disease (AD) is becoming a common and serious disease due to organic
neurodegenerative and progressive lesions in the brain. The patients always show some typical
clinical presentations, particularly in the aspect of cognitive dysfunction such as deficient
episodic memory and disabled remembering (Smailovic et al., 2018). The clinical diagnosis
of AD currently adopts scale assessment, such as Mini-mental State Examination (MMSE),
Montreal Cognitive Assessment (MoCA), activities of daily living (ADL), and physiological
detection of cerebrospinal fluid. Patients with severe AD can be observed to have changes
in brain structure, such as encephalatrophy, through brain functional imaging. Yang et al.
applied magnetic resonance imaging (MRI) to detect the cerebral changes of blood flow
and oxygenation in AD and mild cognitive impairment (MCI) subjects, and showed its
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powerful ability to distinguish from normal controls (Yang et al.,
2010). Hiroshi’s study has demonstrated progression of atrophy
mapping upstream to Braak’s stages of neurofibrillary tangle
deposition in AD. The main cause of organic brain lesions in
AD is considered to be the loss of neurons and synapses (Brenner
et al., 1988). It has been suggested that the loss of both synapses
and neural pathways leads to a decrease in brain functional
connectivity and influences electrical signals of the brain, so it
is feasible to diagnose neurotic disease by electroencephalogram
(EEG). EEG, which can measure the brain’s voltage fluctuations
with high temporal resolution, contains plenty of physiological
information, and there is growing evidence that EEG may
contribute to early recognition of AD patients.

The conventional EEG visual inspection is one of methods
widely used in neurological assessment. Numerous previous
studies have reported the disappearance of alpha EEG activities,
particularly in posterior brain regions, through unaided viewing
(Matsuda, 2013; Wang et al., 2015; Horvath et al., 2018). It has
also been reported that visual EEG scores of ADs show a strong
correlation with dementia severity (Kowalski et al., 2001). In
the study of de Waal et al. (de Waal et al., 2011), AD patients
with early onset are more likely to show severe diffuse slowing
characteristic than those with later onset, which is consistent
with the clinical manifestations of AD. In addition, studies
have quantified the complexity of electrophysiological activities
and reported declined complexity of EEG in AD patients (Cao
et al., 2016). The change on the AD brain is also reflected in
the perturbations of EEG synchronization. As EEG signals are
irregular and non-stationary complex signals, traditional visual
inspection is not sufficient for AD EEG identification (Buzsaki
and Draguhn, 2004; de Waal et al., 2011; Cao et al., 2016). To
address this issue, complex network theory is introduced into
AD diagnosis, which aims to describe human brain from a global
perspective (Palop et al., 2006; Nimmrich et al., 2015; Cao et al.,
2016; Gao et al., 2019).

Over the past few years, more and more researchers have
begun to adopt the attractive idea of using complex network
methods to characterize the dynamic features of complex
systems (Zou et al., 2019). This novel approach is the thorough
combination of two frontier research fields, analysis methods of
non-linear time series (Hively et al., 2000; Costa et al., 2002, 2005)
and complex networks theory (Brown et al., 2004; Boccaletti
et al., 2006). Zhang et al. have constructed complex networks
with strength of temporal correlation between time series and
reported that the behavior information (chaotic or fractal) of time
series directly correlate with the topological structures (Zhang
and Small, 2006). As an effective tool to get insight into the brain
function, the brain network analysis has been widely applied in
AD research. The healthy brain was found to work with network
properties such as small-worldness, hubness, and rich-clubs,
while the AD brain operated with less optimal network topologies
(Meunier et al., 2010; Blinowska and Kaminski, 2013;Martijn and
van den Heuvel, 2013; Wang et al., 2014, 2016; Deng et al., 2015).
Loss of small-world features (toward random network topology)
can be observed in functional network constructed from EEG
and functional magnetic resonance imaging data (Stam et al.,
2007; He and Evans, 2010; Tahaei et al., 2012; Reid and Evans,
2013). Numerous EEG studies have consistently demonstrated

decreased functional connections in the higher frequency bands
of AD patients compared to controls (Tijms et al., 2013; van
Straaten et al., 2014).

Compared to other approaches of constructing complex
networks through time sequence, visibility graph (VG)
algorithms can better integrate the basic features of time
series. Lacasa et al. and Liu et al. converted time series into
graphs and extracted the topological features using graph theory
methods (Lacasa et al., 2008; Liu et al., 2010). They pointed
out that the irregularity of time sequence can be characterized
by the network topology. For instance, the periodic sequence
can be transformed into regular lattice, while the chaotic series
corresponds to random graphs. Subsequent researches began
to introduce VG method into the EEG study of neurological
diseases, and found features extracted from VG networks can be
effectively used as mathematical markers in neurodegenerative
diagnosis. VG algorithm was first applied in related research in
AD by Ahmadlou et al. They reported that complexity of EEGs
computed by VGs can be used in the distinguishing between AD
and control EEGs (Ahmadlou et al., 2010).

The VG can only express the existence of edges between
different time nodes, but not the strength of the edges. Therefore,
Supriya et al. have proposed to combine the weighted edge
with the horizontal visibility graph, which are not applicable to
all complex network graphs (Supriya et al., 2016). Addressing
the limitations of above approaches, Zhu et al. have improved
the weighted visibility graph (WVG) algorithm by specifying
radian function as the criterion for calculating edge weights in
all kinds of complex network, and obtained promising results
in the detection of epilepsy (Zhu et al., 2014). Also, studies
have shown that the visualization method can preserve the
characteristics like reduction of complexity (Polikar et al., 2007;
Czigler et al., 2008) and slowing of rhythm (Dauwels et al., 2011;
Cao et al., 2015; McBride et al., 2015) in patients with AD. WVG
networks retain more structural information of the time series,
which is more conducive for AD identification, compared to
connectivity networks. Therefore, we apply the WVG method
on the feature extraction of Alzheimer’s disease. A variety of
different parameters are extracted from the visibility graph, and
used to further investigate which parameter can be used for
diagnosing AD.

After quantitative analysis of complex WVG networks, the
valuable information about the time series has been extracted.
Themachine learning generally approaches the extracted features
for training the model and then applies them in signal detection.
Traditional machine learning methods, including decision tree,
random forests, k-nearest neighbor (KNN), Naive Bayes (NB),
logistic regression, and so on (Siegelmann and Holzman,
2010; Hramov et al., 2019), have been widely used in the
detection of neurological diseases. However, for systems with
highly non-linear characteristics, models that built based on
these methods do not characterize real models and be utilized
in classification well. With this consideration, a rule-based
fuzzy model is proposed and has been widely used in many
fields like computer vision, natural language processing, and
enhanced learning, achieving remarkable results (Gu et al.,
2017). Takagi-Sugeno-Kang (TSK) method is proposed to build
a model established by using fuzzy mathematics language
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to describe some characteristics and internal relations of
fuzzy phenomena. Compared with traditional classifiers that
lack transparency, TSK can be used in multiple features
classification and shows a superior model interpretability, which
is defined as the ability to better understand the decision
strategies of response functions in a human-interpretable
manner in order to interpret internal relationships (Deng
et al., 2018). In current applications of machine learning, such
interpretability has received wide attention and is considered to
be crucial.

In this paper, multiple networks are constructed based
on multi-channel EEG, with each EEG channel able to be
transformed into one-layer network. Then a number of
different network features are extracted from them, which is
too much for input feature vectors. In order to explore this
problem, some feature selection approaches will be utilized
to choose features, and the influence of different screening
methods on the final classification results will also be tried.
The parameters will be divided into three groups—single
parameter from multi-network, multi-parameter from single
network, and multi-parameter from multi-network—to
observe the difference between the classification results of
fuzzy models trained with different types of features. The
structure of rest paper is as follows: section Methods and
materials is devoted to describing the experimental design,
including data collection and subject condition. Meanwhile,
the principle of mathematical graph methods and Takagi-
Sugeno-Kang (TSK) model adopted in paper are also explained
in this part. In section Experimental Results, we performed
a statistical analysis of the results and implemented AD
recognition based on the proposed framework. Section
Conclusion and Discussion includes a discussion of the
application and advantages of the proposed model, as well as
future work.

MATERIALS AND METHODS

Subjects and EEG Recordings
EEG recordings are collected from AD subjects and control
subjects, respectively. The AD group included 30 confirmed AD
patients who are diagnosed with mini-mental state examination
(MMSE) scores are between 12 and 15. The diagnosis results meet
the National Institute on Aging-Alzheimer’s Association criteria.
All of them have not used antipsychotic drugs, antidepressants,
dopamine blockers, or excessive amounts of alcohol, and don’t
have other neurological or psychiatric disorders or any other
serious illness. The AD group includes 18 females and 12 males,
whose ages range from 74 to 78. The control group consisted
of 30 healthy subjects of matched ages, ranging from 70 to 76
years old, and includes 10 females and 20 males. The MMSE
scores of them are between 28 and 30. In order to avoid the
impact on EEG activity, all subjects will be prohibited from
using neuroactive drugs before the experiment. The data adopted
in this paper is from our previous study (Wang et al., 2016),
which is approved by the Ethics Committee of TangshanGongren
Hospital and was conducted in accordance with the Declaration

of Helsinki. In addition, all the subjects in this experiment gave
informed consent.

A 16-channel EEG monitoring system (Solar2000B) is
adopted. The EEG channels have 10 M� input impedance with
bandwidth as 0.08–300Hz. In order to obtain low-frequency
signals that meet the analysis requirements, the low-pass filtering
range is set to 0.08–50Hz. Studies have demonstrated that the
EEG amplitude across different bands tends to stabilize when the
scalp-electrode impedance is <10 k�, so electrode impedance
in our experiments is set to 3 k�. The international 10–20
system, which consists of 16 electrodes, is adopted as electrode
distribution in the scalp (surface) EEG recordings, and the linked
earlobe A1 and A2 are used as reference. EEGs are recorded by
Symtop amplifier (model: UEA–B; frequency: 1,024Hz; electrode
impedance: 3 k).

During the experiment, the subjects stayed in a semi-
dark quiet room and were told to keep awake with eyes
closed. The EEG recording process was kept to at least
30min for each subject. In order to eliminate the impact
of nervousness, anxiety, and head movement, a 10-min EEG
is selected from each recorded EEG epoch. Sharp transient
artifacts caused by eye movement and muscle artifacts, as
well as segments with voltage exceeding 150uV, are also
removed. Next, fifteen epochs without artifacts with an 8-s
long duration for each (15 ∗ 8 s = 120 s) were chosen for
each subject’s EEG, which are suitable for weighted visibility
graph construction.

WVG Methods
The EEG signal is the electrical signal of the brain neurons
measured on the surface of the cerebral cortex or scalp. It has
obvious non-stationary, non-linear, and dynamic characteristics.
The VG method provides a way to research the underlying
dynamics of EEG data (Lacasa et al., 2008; Deng et al.,
2018). Since the VG can inherit the dynamic nature of
creating time series data, this technique has the characteristics
of describing time series from the perspective of graph
theory. The VG algorithm was originally applied in the
field of robot motion planning, architectural design, and
topographic descriptions of geographical space (Lozano-Pérez
and Wesley, 1979; Turner et al., 2001; Lacasa et al., 2009;
Jiang et al., 2017; Zou et al., 2019). This algorithm combined
the mutual visible relationship of the point and obstacles
in the two-dimensional landscape with the computational
geometry framework. The literature study reveals that WVG
can also be used in EEG data analysis to convert non-
stationary, one-dimensional time series into two-dimensional
viewable views for analysis. Different channels of EEG signals
can reflect the electrophysiological information from different
regions of the brain, so each single channel can obtain
single complex network and multi-layer networks can be
obtained through multi-channel EEG. The schematic diagram
of constructing brain network by WVG method is shown in
Figure 1.

In the construction of a WVG from a univariate EEG data
{xi}

N
i= 1 with xi = x (ti), individual observations are considered as

vertices. Thus, the weighted adjacency matrixW can be obtained
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FIGURE 1 | The framework of our method for classifying the AD patients in EEG signals. First multichannel EEG signals of two types of subjects are acquired and a

preliminary analysis was performed. Second, we construct the WVG network based on each EEG channel. Third, the features are extracted and further ranked based

on feature select method. Finally, we combine the network theory with a fuzzy rule-based system to identify AD pattern with the selected network topological

properties.

with size of N × N. Nodes of WVG network are defined by time
points {ti} , i = 1, 2, ......N and each edge in this network is defined
by the connection between two time points (Zou et al., 2019).
Two nodes are defined as connected if the criterion

x (ti) − x (tk)

tk − ti
>

x (ti) − x
(

tj
)

tk − ti
(1)

is fulfilled for all time points tk with ti < tk < tj. Then
the absolute value of edge weight between two nodes are
determined as

wi,j = arctan
x (ti) − x

(

tj
)

ti − tj
, i < j (2)

Feature Extraction and Select
The topology of the network is quantified based on the
multiple complex networks obtained with WVG method.
In order to statistically analyze the characteristics of AD
networks and control networks, we calculate the clustering
coefficient, average weighted degree, graph index complexity,
network entropy, degree distribution index, modularity,
local efficiency, and average path length as eight different
topological characteristics.

Clustering Coefficient
The clustering coefficient is a measure to quantify how tightly
connected the neighbor is around a node (Rubinov and Sporns,
2010). For a network G with N nodes, the connectivity between
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nodes i and j is ai,j (ai,j=1 if the connection exists or ai,j=0 if not),
the weight of connection are wi,j (wi,j ∈ [0, 1]). For a weighted
network, the local clustering coefficient of node i is defined as:

C (i) =
1

si (Ki − 1)

∑

j, h∈G

(

wi,j + wi,h

)

2
ai,j ai,h aj,h (3)

where si, the strength of the node i, is defined as:

si=
∑

j∈Gi

wi,j (4)

AndGi represents the nodes set of node i neighborhoods. Further
define the clustering coefficient of the whole network as:

C =
1

N

∑

i∈Gi

C (i) (5)

Average Weighted Degree
Average Weighted Degree is an important parameter for
distinguishing networks with different topologies. The average
weighted degree of the network can be obtained through
averaging weights of the incident links on all the nodes in the
network (Supriya et al., 2016):

wd=
1

N

∑

i∈Gi

si (6)

where si is described above in function (4).

Graph Index Complexity
Kim et al. have introduced graph index complexity as a new
feature into the diagnosis of patients with AD by quantifying
the complexity of the image graph (Kim and Wilhelm, 2008;
Wang et al., 2016). With the largest eigenvalue of the adjacency
matrix of a graph with n nodes presented as λmax (Blinowska
and Kaminski, 2013). The graph index complexity is defined
as follows:

cλmax = 4c (1− c) (7)

where

c =
λmax − 2 cos (π/ (n+ 1))

n− 1− 2 cos (π/ (n+ 1))
(8)

Degree Distribution Index
The degree distribution Pdeg

(

k
)

is often used to classify complex
networks, which can be formed by counting how many nodes
have each degree. In this paper, a probability distribution object
is obtained by fitting the Poisson distribution to the degree
distribution vector. The degree distribution Pdeg

(

k
)

is defined as

Pdeg
(

k
)

=
λk

k!
e−λ (9)

The degree distribution index is defined as the λ values of the
fitting distribution (Stephen and Toubia, 2009).

Network Entropy
The network entropy can be computed straightforwardly based
on the degree distribution as

S = −
∑

k
Pdeg

(

k
)

log Pdeg
(

k
)

(10)

Modularity
Modularity is a quality feature that can measure the quality of
the clusters (communities), which are obtained by dividing the
network partition (Supriya et al., 2016). The modularity Q of this
weighted network is defined as:

Q =
1

2m

∑

i,j

(

ai,j −
kikj

2m

)

δ (Ci,Ci) (11)

where m = 1
2

∑

i,j∈G
wi,j is the sum weights of all links in the

network, ki =
∑

j∈G
wi,j is the sum weight of the links attached to

node i, Ci represents the community which vertex i is assigned
to, the function δ

(

Ci,Cj

)

is 1 if nodes i and j belong to the
same community and 0 otherwise. In this paper, we used the
Louvain method (Blondel et al., 2008) to distribute nodes into
different communities. This method is divided into two steps. In
the first step, each node is added into the neighbor communities
to determine the one which can maximize the modularity gain
1Q. In second step, a new network is reconstructed whose node
is defined as the small community found in the first step, and
whose weights of new links are given by the sum weight of the
links between nodes in the corresponding two old communities.
Those two steps will be repeated iteratively until the maximum
of modularity is accomplished and there is no more movement
of nodes. The modularity gain 1Q is defined as (Zhaohong et al.,
2013):

1Q =

[

6in + ki,in

2m
−

(

6tot + ki

2m

)2
]

−

[

6in

2m
−

(

6tot

2m

)2

−

(

ki

2m

)2
]

(12)

where 6in represents the sum of all the links weights inside
community C, 6tot is the sum of the weights of the links attached
to nodes in C, ki is the sum of the weights of the links attached to
node i, ki,in is the sum of the weights of the links from i to nodes
in C, andm is the sum weights of all links in the network.

Local Efficiency
Local efficiency, as a node-specific measure, is defined to
measure the density of the subnetwork composed of the
neighborhood of the node i. Local efficiency of ith node is given as

Eloc (i) =
1

NGi

(

NGi − 1
)

∑

i,j∈G,i6=j

li,j (13)
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FIGURE 2 | An example of converting EEG signal from an AD subject and a control subject into a WVG. EEG signals of FP1 channel from AD (A) subject and control

(B) subject with 5s length. The adjacency matrixes of the converted WVGs respectively for AD (C) subject and control (D) subject. Schematic diagram of complex

networks corresponding to WVGs of AD (E) subject and control (F) subject.

Where li,j is the shortest distance between i and j, and
NGi is the number of the neighborhood of node i. Local
network efficiency is the average of the local efficiency of
all nodes

Eloc=
1

N

∑

i

Eloc (i) (14)

Average Path Length
Average path length is a vital index to measure information
transmission ability of networks. It can be used to evaluate
the connectivity of the global functional network, including
local and remote connection. The average path L is defined as:

L =
1

N (N − 1)

∑

i,j,i 6= j

li,j (15)

TSK Fuzzy Model
Given an original input dataset X ={x1, x2, ..., xn} ∈ Rd

and the corresponding class label Y =
{

y1, y2, ..., yn
}

(yi,j = 1 when the ith sample belongs to jth class;
otherwise, yi,j = 0), the kth fuzzy inference rules are often
defined as

Rk : IF x1 is Ak
1 ∧ x2 is Ak

2 ∧ . . . ∧ xd is Ak
d, THEN

fk (x) = βk
0 + βk

1x1 + ...+ βk
dxd, k = 1, ..., K

Where x = [x1, x2, ..., xd]
T is input vector of each

rule, K is the number of fuzzy rules, Ak
i are Gaussian

antecedent fuzzy sets subscribed by the input variable
xi of Rule k, ∧ is a fuzzy conjunction operator, fk (x)

is a linear function about the inputs, and βk
i are

linear parameters.
With each rule is premised on the sample vector x, the output

of a TSK fuzzy system is expressed as
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FIGURE 3 | Network parameters (averaged across subjects) of both AD networks and control networks. Error bars represent standard error across subjects. The

degree of significant difference is calculated by Analysis of Variance (ANOVA) across all subjects. **A significant correlation (pc ≤ 0.01 corrected for multiple

comparisons across tiles). *A trend (pc ≤ 0.05).

ỹ =

K
∑

k= 1

µk (x) fk (x)
∑K

k′ = 1 µk′ (x)
=

K
∑

k=1

µ̃k (x) fk (x) (16)

where

µk (x) =

d
∏

i= 1

µAk
i
(xi) (17)

is the fuzzy membership function and

µ̃k (x) =
µk (x)

∑K
k′ = 1 µk′ (x)

(18)

is the normalized fuzzy membership function of the antecedent
parameters of the kth fuzzy rule. While µAk

i
(xi) is Gaussian

membership function for fuzzy set Ak
i that can be expressed as

µAk
i
(xi) = exp






−

(

xi − cki

)2

δki






(19)

where cki is kth cluster center parameters, which can be calculated
with the classical fuzzy c-means (FCM) clustering algorithm
(Bezdek et al., 1984):

cki =

N
∑

j= 1
ujkxji

N
∑

j= 1
ujk

(20)

and the width parameter δki can be estimated by (Zhaohong et al.,
2013):

δki =

h ·
N
∑

j= 1
ujk

(

xji − cki

)2

N
∑

j= 1
ujk

(21)

where the element ujk ∈ [0, 1] denotes the fuzzy membership
of nth input sample xn to the kth cluster (k = 1, 2, ...,K), h is a
constant called the scale parameter.

For an input sample xn, let

xn,e =
(

1, xn
T
)T

(22)

x̃kn = µ̃k (xn) xe (23)

ρ (xn) =
(

(

x̃1n
)T
,
(

x̃2n
)T
, ...,

(

x̃Kn
)T
)T

∈ RK(d+1) (24)
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TABLE 1 | Classification results with each single parameter from single network

layer is taken as input feature.

x1 x2 x3 x4 x5 x6 x7 x8

y1 0.6218 0.5546 0.5618 0.6543 0.5654 0.5457 0.5721 0.5904

y2 0.5925 0.6550 0.5086 0.6368 0.5275 0.5364 0.5721 0.6893

y3 0.6225 0.5482 0.5454 0.6454 0.6214 0.5596 0.5996 0.5243

y4 0.6718 0.4779 0.5514 0.5632 0.6464 0.5229 0.5800 0.6146

y5 0.5754 0.5918 0.5507 0.6343 0.5443 0.5382 0.5868 0.5982

y6 0.6600 0.5718 0.5582 0.5486 0.5536 0.5625 0.5675 0.6386

y7 0.5721 0.5793 0.5086 0.7893 0.6211 0.5779 0.5964 0.5293

y8 0.5461 0.5550 0.6279 0.5957 0.6207 0.5679 0.5818 0.5679

y9 0.7925 0.6671 0.6446 0.54 0.5454 0.7446 0.7182 0.5768

y10 0.5271 0.3804 0.5811 0.6625 0.5504 0.5693 0.5225 0.5479

y11 0.5157 0.425 0.5304 0.5107 0.5257 0.5275 0.5179 0.5075

y12 0.6996 0.6832 0.6193 0.7432 0.6789 0.7904 0.745 0.7386

y13 0.7996 0.6411 0.5664 0.5586 0.6325 0.7218 0.69 0.5343

y14 0.5279 0.515 0.5082 0.5218 0.5314 0.5464 0.5379 0.5107

y15 0.5625 0.4011 0.5071 0.5529 0.365 0.6868 0.3814 0.3789

y16 0.7489 0.5479 0.5082 0.5486 0.54 0.6979 0.6175 0.4589

βk =
(

βk
0 ,β

k
1 , ...,β

k
d

)T
(25)

βg =
(

(

β1
)T
,
(

β2
)T
, ...,

(

βK
)T
)T

(26)

then the output value ỹn of a TSK fuzzy classifier for sample xn
can be expressed as

ỹn = βg
Tρ (xn) (27)

Learning Algorithm
Given a training dataset DS =
{

xi, yi|xi ∈ Rd, yi ∈ RC, i = 1, ...,NS

}

, where C is the number of

classes, the consequent parameter βg can be learned by using
generalized hidden-mapping ridge regression (GHRR) (Deng
et al., 2014; Tian et al., 2019). The objective function is:

min
βg

J
(

βg

)

=
1

2

C
∑

j= 1

NS
∑

i= 1

∥

∥

∥
βg,j

Txg,i − yi,j

∥

∥

∥

2

+
λ

2

C
∑

j= 1

βg,j
Tβg,j

(28)

where is the consequent parameter vector of the jth class is
represented by βg,j, λ is a regularization parameter controls the
complexity of the classifier, and the tolerance of error λ can
be set manually or determined by cross-validation. The optimal
consequent parameters, βg,j, can be computed by setting the
derivatives of J with regard to each βg,j is 0 and the solution
is (Yu et al., 2020):

TABLE 2 | Classification results with the set of single parameter from multiple

networks is taken as input feature vector.

Method Best input Accuracy Sensitivity Specificity

vector length

CFS 4 0.9211 0.9375 0.9091

DGUFS 3 0.7971 0.8974 0.6667

Fisher 4 0.9528 0.9491 0.9583

FSV 6 0.9430 0.9406 0.9449

LLCFS 9 0.9431 0.9223 0.9600

mRMR 6 0.8706 0.7971 0.9091

βg,j =

(

λ1I(d+1)∗K×(d+ 1)∗K +

NS
∑

i= 1

xg,ixg,i
T

)−1 NS
∑

i= 1

xg,iyi,j

(29)

EXPERIMENTAL RESULTS

The EEG of AD patients implies a large amount of information
that cannot be visually expressed from the waveform. Research
shows that the visualization algorithm can express the hidden
information in the form of images. In order to verify whether the
AD brain’s electrical features can be represented byWVG, we first
select the same channel EEG from an AD patient and a control
subject. Two episodes with a length of 500 data points (as shown
in Figures 2A,B) are further intercepted, and converted toWVG.
The result is shown in Figures 2C,D. Studies have reported that
it’s easy to detect a diffuse slowing in the EEG of AD patients
with the naked eye (Micanovic and Pal, 2014). This diffuse
slowing feature is well-preserved in WVG, and WVG of AD
patients can be clearly observed in more communities, indicating
the feasibility of WVG method for AD detection. For further
observation of the topological feature of the WVG network, the
two adjacency matrixes are represented as network structure
diagrams that shown in Figures 2E,F. The dots in figure represent
all network nodes and the network edges are represented by
curves, and the shade of the curve color can directly reflect
the weighted value of the edges. It can be observed that the
different communities in the WVG network of normal people
are generally similar in size and the distributions of connections
are uniform. The community structure of the networks obtained
by the WVG method is more irregular for AD patients. Most
nodes are concentrated in a small part of communities, and
the connection between communities is also closer. The result
indicates that the electrophysiological signals of AD brains are
more unstable, with fluctuations that are stronger. Research on
single channel reveals that the WVG network of AD and normal
people are significantly difference. Next, we will transform all
16 channels into multi-networks ({yn}(1 ≤ n ≤ 16)) and
each layer of network can be obtained from each channel. We
further considered which parameters are selected to quantify
this difference.

To reduce the computing time and to retain as much
information as possible, the EEG signal is divided into many
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FIGURE 4 | (A) Joint distribution of clustering coefficient obtained from WVG network transformed from Channel 13 and Channel 9. (B) Classification results when the

number of input features is from 1 to 16, which is obtained under single parameter (clustering coefficient) from multi-networks set and ordered through feature

selection method.

episodes through sliding windows with lengths of 500 data
points. Since the size of the convertedWVGnetwork is consistent
with the length of EEG series, a series of adjacency matrixes of
size 500 × 500 are finally obtained. Next, we calculate clustering
coefficient (x1), graph index complexity (x2), average weighted
degree (x3), network entropy (x4), degree distribution index (x5),
modularity (x6), local efficiency (x7), and average path length
(x8) of each WVG network of both AD and control. Above
parameters can be obtained from each different network layers,
which can be considered as different features. Since there is
a considerable difference in the magnitude of the values of
different parameters, the calculated result is normalized to 0∼1.
All windows of each person were further averaged, and then
a statistical analysis was performed based on each person. As
shown in Figure 3, parameters of all subjects are statistically
analyzed and the parameters that are significantly different for
AD group and control group are marked with ∗. The values of
clustering coefficient, local efficiency, and shortest path length of
the AD group are significantly lower than that of controls with
p < 0.01. Meanwhile, the degree distribution entropy of AD
group is higher than that of controls with p < 0.05 while the
degree distribution lambda of AD group is lower than that of
controls with p < 0.05.The obtained results demonstrate that
network topological parameters can be used to detect AD.

Through statistical analysis, it’s obvious that some of the above
parameters can clearly distinguish AD from the control group.
In order to further verify the effect of these parameters on AD
recognition, these parameters will be used as input features of the
training fuzzy classifier. In each training process, we randomly
select 80% of the original data to form training datasets which
can be used for ten-fold cross-validation (10-CV), with 90% (90%
× 80%) utilized for model training and 10% (10% × 80%) for
constructing a validation set. The above procedure is repeated
10 times to cover the entire training set and finally determine
the optimal hyperparameters of the TSK model. The remaining

20% of all data is tested as the testing data with determined
hyperparameters. For each different input feature or feature
vector, the classification results (accuracy, sensitivity, specificity)
are averaged after training for 50 times.

The construction of each WVG network is based on a single
time series, so 16 WVGs are obtained from 16-channel EEG
used in this paper. These WVG networks contain different
electrophysiological information of neurons in different brain
regions. However, in the existing studies, the parameters
extracted from WVG networks constructed by different brain
regions’ EEG were usually regarded as the same class of features,
so the differences between brain regions were ignored. Therefore,
we consider the 16 WVG networks as different networks
and combine them into a multi-layer network. In order to
verify whether the underlying dynamic information of these
network layers are different, the classification is first performed
with a single feature as input. Each parameter extracted from
each single network layer transformed from different channels
is used as the single input feature for model training, and
the classification results are shown in Table 1 with optimal
classification result is bolded. It can be observed that for
the same network parameter extracted from different network
layers, the classification results are significantly different. The
difference in classification accuracy of the same parameter from
different network can even reach 28.39% for average weighted
degree (

{(

x3, yk
)}

, k = 1, ..., 16), indicating that the dynamic
information that contained in EEG of different brain regions does
have significant differences and parameters of different layers
maybe independent from each other. This finding shows that the
network characteristics of the multi-network composed of WVG
network layers can be used as independent input features for
the classifier.

The input feature vector consisting of multiple parameters
is used for fuzzy system training. The classification will be
performed based on the following three feature sets [as shown
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TABLE 3 | Classification results with the set of multiple parameters from single

network is taken as input feature vector.

Method Best input Accuracy Sensitivity Specificity

vector length

CFS 3 0.9259 0.9434 0.9091

DGUFS 4 0.8734 0.8772 0.8696

Fisher 2 0.8969 0.9259 0.8696

FSV 3 0.9341 0.9379 0.9321

LLCFS 6 0.9009 0.9091 0.8929

mRMR 5 0.7937 0.7692 0.8197

in Figure 1(3)]: (1) Single parameter from multi-networks:
When ensuring that the classifier input is the same parameter,
select different network layers for parameter extraction and
combination. (2) Multi-parameters from single network: In
the case of one single network layer, different parameters
are extracted and selected for combination as a classifier
input. (3) Multi-parameters from multi-network: All parameters
extracted from all network layers are used as different input
features to the classifier. Then for each set, various feature
select methods including Correlation-based Feature Selection
(CFS) (Guyon et al., 2002), Dependence Guided Unsupervised
Feature Selection (DGUFS) (Zhu et al., 2017), Fisher (Gu
et al., 2012), Feature Selective Validation (FSV) (Bradley
and Mangasarian, 1999), Locality-Constrained Linear Coding
Feature Select (LLCFS) (Zeng andCheung, 2011), andminimum-
redundancy maximum-relevance (mRMR) (Peng et al., 2005)
are used to sort the features to obtain the feature sequence for
each set. According to the obtained feature sequence, select the
different number of features in order (i.e., the first one feature,
the first two features, the first three features...) to component the
input vectors for the TSK model training process. In the feature
select process (as shown in Figure 1), the methods of Feature
Selection Library (FSLib) are adopted for determining feature
input vectors of TSK. All the algorithms are implemented with
MATLAB 2016b.

First, case 1 is described as an example, and the structure of
TSK is also described in details in following. As the clustering
coefficient (

{(

x1, y13
)}

) reached a highest accuracy of 79.96% in
Table 1, local efficiency from all network layers (

{(

x1, yk
)}

, k =

1, ..., 16) is adopted for feature selection and multi-input
classification. The orders of the features are obtained by various
sorting feature selection algorithms. After the ranking of network
parameters, we choose input feature vectors with different lengths
as inputs of TSK model and calculate classification results
(accuracy, sensitivity, and specificity), respectively. The optimal
length of input vectors and classification results are shown in
Table 2. It can be observed that with different feature select
methods, the length of the feature vectors with the optimal
classification result is different. Besides, the sensitivity is higher
than the specificity for the feature vectors filtrated by CFS and
DGUFS methods, while the others are opposite. It shows that the
change of the feature used for training will affect the properties
of the trained model. As for the parameter set of clustering
coefficients extracted from multiple networks, the Fisher method

can be used to achieve the optimal classification result. The
classification process with Fisher method are further explored.

With the applying of Fisher algorithm, the order of the
parameters is obtained as

(

x1, y13
)

,
(

x1, y9
)

,
(

x1, y12
)

,
(

x1, y3
)

,
(

x1, y1
)

,
(

x1, y2
)

,
(

x1, y1
)

,
(

x1, y6
)

,
(

x1, y10
)

,
(

x1, y8
)

,
(

x1, y5
)

,
(

x1, y15
)

,
(

x1, y7
)

,
(

x1, y4
)

,
(

x1, y14
)

,
(

x1, y6
)

. The joint distribution
of the first two channels under the ranking is illustrated to
verify the effectiveness of the same network parameter of WVG
network transformed from different channels as the multi-input
for classification. The result is shown in Figure 4A with each
point represents a subject. It’s obviously that AD subjects display
significant differences from controls, which also demonstrate
that local efficiencies, respectively, of channel 9 and channel 13
are effective to classify AD and controls. These two parameters
can also get the best classification results when multi-network
clustering coefficient is taken as single parameter input. However,
the optimal parameters obtained by feature selection are not
completely consistent with those that are optimal for the
classification result when a single parameter is used as input. This
indicates that the information of a single brain region cannot be
used as a direct feature to distinguish patients with AD, but the
implicit information of different brain regions can complement
each other. In the above ranking order, five rules TSK classifiers
are used with the number of classifier inputs is from 1 to 16 in
order, and the final classification results under cross-validation
are listed in Figure 4B. As the length of input feature vector
increases, the accuracy reaches a maximum of 95.28% at four
inputs and then begins to decrease.

In this part, the framework of the TSK is also described in
details based on the selected optimal combination feature. The
input vector x consists of the clustering coefficients of channel
13(
(

x1, y13
)

), channel 9(
(

x1, y9
)

), channel 12(
(

x1, y12
)

), and
channel 3(

(

x1, y3
)

). Membership functions can be linguistically
expressed using a fuzzy linguistic description including “very
low,” “low,” “medium,” “high,” and “very high.” Eachmembership
function of different features corresponds to different description
in ascending order of the values of centers. To provide further
explanation, the clustering coefficient of channel 13 is interpreted
as an example. We define the gaussian model as a membership
function, and each rule will get a set of antecedent parameter
(centers, standard variance), respectively, which are (0.3990
0.0031) for Rule 1, (0.3956 0.0030) for Rule 2, (0.4165 0.0032) for
Rule 3, (0.4052 0.0031) for Rule 4, and (0.4040 0.0030) for Rule 5.
By the permutation of these five centers of each rule, membership
functions can be described with fuzzy linguistic description: Rule
1 is “very low,” Rule 2 is “very high,” Rule 3 is “low,” Rule 4 is
“medium,” and Rule 5 is “high.” The other four features can also
be fuzzy and described similarly. Therefore, with the linguistic
expressions and the corresponding linear function the fuzzy rule
can be given as follows:

R1 : IFy13 is very low ∧ y9 is very low ∧ y12 is medium ∧

y3 is very low,

THEN f1 (x) =
[

0.4975− 0.1872y13 + 0.1615y9 + 0.1515y12 + 0.2134y3
−0.1385− 0.0959y13 − 0.0738y9 − 0.0514y12 − 0.1147y3

]

,
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FIGURE 5 | (A) Joint distribution of clustering coefficient and local efficiency obtained from WVG network obtained from Channel 13. (B) Classification results when

the number of input features is from 1 to 8, which is obtained under multi-parameters from single network (y13) set and ordered through feature selection method.

R2 : IFy13 is very high ∧ y9 is very high ∧ y12 is very low ∧
y3 is very high,

THEN f2 (x) =
[

−1.99e-4+ 1.59e-5y13 − 9.79e-5y9 − 2.13e-5y12 + 2.03e-4y3
0.0013+ 3.34e-4y13 + 4.12e-4y9 + 2.65e-4y12 + 1.15e-4y3

]

,

R3 : IF y13 is low ∧ y9 is low ∧ y12 is high ∧ y3 is low,

THEN f3 (x) =
[

0.2508− 0.0485y13 + 0.0555y9 + 0.0167y12 + 0.1049y3
−0.0039− 0.0195y13 − 0.0095y9 − 0.0572y12 − 0.0341y3

]

,

R4 : IF y13 is medium ∧ y9 is high ∧ y12 is very high ∧
y3 ismedium,

THEN f4 (x) =
[

−0.0536− 0.0429y13 − 0.0341y9 − 0.0765y12 − 2.05e-4y3
0.2071+ 0.0872y13 + 0.0759y9 + 0.1244y12 + 0.0450y3

]

,

R5 : IF y13 is high ∧ y9 ismedium ∧ y12 is low ∧ y3 is high,

THEN f5 (x) =
[

0.0130+ 0.0016y13 − 0.0020y9 + 0.0025y12 + 0.0041y3
2.47e-4+ 0.0026y13 + 0.0017y9 + 0.0011y12 + 4.33e-5y3

]

.

The fuzzy system that has been learned based on
these five rules above, the example with an input of
[0.2098 0.2106 0.3585 0.2264] is given to further explain
the mechanism of testing process. Inputs of the identification
process based on the trained fuzzy system are the network
features of an AD patient, and the decision output is the
prediction of label vector. The sum of the five calculated rule-

based outputs is f = [0.8940 0.00956]
T
, then the maximal

element in f is set to 1 while others to 0 for handling the decision
output. Finally, AD patient can be identified based on the final

value of the output y =
[

1 0
]T
.

Next, multi-parameters from single network are also used

as input set for the classifier together. The classification results
obtained by various feature select methods and the optimal

lengths of input feature vectors are shown in Table 3. The
parameters selected by FSV method can be used to form

the vector to obtain the optimal classification result, and the
sorted parameters are further analyzed in detail. The features

in order obtained through the FSV algorithm is
(

x7, y13
)

,
(

x1, y13
)

,
(

x2, y13
)

,
(

x3, y13
)

,
(

x8, y13
)

,
(

x5, y13
)

,
(

x6, y13
)

,
(

x4, y13
)

.
Clustering coefficients (

(

x7, y13
)

) and local efficiencies (
(

x1, y13
)

)
are chosen to verify the feasibility of the classification, and
the image is shown in Figure 5A. It is clear that there

is a significant difference between the AD and the control
group. The TSK classification is applied to all feature input
groups. As shown in Figure 5B, the classification accuracy

reaches a maximum value of 93.41% when the first three
features are taken as input vector. The optimal combination

obtained by the feature sorting method is local efficiency
(x7), clustering coefficient (x1), and graph complexity index

(x2). The graph complexity index has a low discrimination
between AD and the control group, and the TSK models
trained with graph complexity index extracted from each

network layer as single input have low classification accuracy.
However, the image complexity index can supplement the

clustering coefficient and local efficiency, indicating that the
redundancy between some parameters from same network

layer is small, which is of great significance as a feature of
model training. Through the above classification results, multi-
parameters, and multi-networks can both be applied to the TSK

classification, and they are not the same type as input sets for

model training.
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FIGURE 6 | The schematic diagram of channel position with the frontal lobe is marked within red lines, the temporal lobe in blue, the parietal lobe in green, and the

occipital lobe in orange. The optimal parameters and corresponding classification results under different feature select methods.

Finally, the multi-parameters from multi-networks are used
for training. We further applied different feature select methods
on this input set, and find the best feature input vectors,
respectively. Figure 6 provides the methods and corresponding
classification results. The brain area enclosed by the red
line is the frontal lobe, the blue is the temporal lobe, the
green is the parietal lobe, and the orange is the occipital
lobe. It can be observed that the parameters that are filtered
by different methods are more common to be extracted
from the network layers of the frontal EEG. This suggests
that information in the frontal lobe is more effective in
identifying AD patients. Damage to the frontal lobe of
the brain, which plays a prominent role in thinking and
behavior, can lead to forgetfulness, delayed behavior, and
distraction. Meanwhile, signals from other brain regions
also play an important role in AD recognition, indicating
that AD disease has a global impact on the brain. The
best result of multi-parameters from multi-networks set are
selected through FSV method, which up to 97.28%. The

combination is
{(

x7, y3
)

,
(

x3, y13
)

,
(

x1, y13
)

,
(

x3, y12
)

,
(

x4, y4
)}

.
The accuracy rate with set 3 is improved compared with set
1 and set 2, indicating that it is of certain significance to
take multiple parameters extracted from multiple networks as
different features.

CONCLUSION AND DISCUSSION

This paper proposes a multi-input machine learning method
that combines fuzzy classifier and WVG to identify AD patient’s
EEG. In order to improve the interpretability and recognition
accuracy of the model, complex network theory and TSK fuzzy
system model is adopted. A WVG network layer is constructed
using a single channel EEG. The multi-parameters obtained
from multiple networks can be used as independent input
features for model training, and the TSK model based on fuzzy
rules is used to classify AD EEG with better interpretability.
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We considered three types of classification input sets: multi-
parameters from single network, single parameter from multi-
networks, and multi-parameters from multi-networks. These
three types of inputs are, respectively, applied as the training set
of the learning of the TSK model. The experimental results show
that the fuzzy model-based system model can achieve optimal
performance with multi-parameters from multi-networks as
classification input set, and the accuracy is up to 97.83%.
Meanwhile, the optimal input numbers are different for the
three types of input sets proposed in this paper. The best
input combination is 5 input features in the input set of multi-
parameters from multi-networks.

The current clinical techniques of AD identification, mainly
including the scale assessing, cerebrospinal fluid examination,
and the observation of atrophy of gray matter through
the brain functional imaging, are difficult to obtain reliable
diagnostic markers. It is also difficult to find obvious organic
changes in the early stage of AD. We propose an AD
diagnostic model that combines the TSK fuzzy model with
complex network obtained by WVG method and propose three
different kinds of training input sets, which provides a new
method for the search of AD EEG biomarkers. Compared
with traditional methods, the AD identification approach
proposed in this paper, has lower implementation difficulty and
higher accuracy.

EEG, which is commonly considered to have significant
chaotic characteristics, cannot be well-evaluated with linear
analysis. The WVG method used in this paper can transform
the one-dimensional time series into images and extract
the underlying information contained in electrophysiological
activities of different brain regions. In contrast with other
network construction methods like synchronous network, the
WVG networks obtained by each EEG channel are independent
of each other. Thus, more network features can be found and
effective biomarkers can be obtained from kinds of feature
sets with WVG (Zhu et al., 2014). The classification results
show that this WVG method is very effective for feature
extraction of AD recognition. In future works it will be
combined with multi-layer network theory, further discussing
the correlation between different channels with constructing
multi-layer network. In past research we confirmed the feasibility
of the multi-layer network scheme, and extracted the multiplex
clustering coefficient and multiplex participation coefficient (Cai
et al., 2020). Future work will consider both the implicit
characteristics of single channels and the information integration
between multiple channels.

We propose three different kinds of feature sets and prove
that the optimal parameter vectors can be obtained from
the set multi-parameters from multi-networks. This finding
indicates that simultaneously considering different networks
and different parameters as disparate features has obvious help
for the acquisition of AD biomarkers. At the same time, the
classification results show that the excessive features as input is
not conducive to the optimization of the classification model,
so it is necessary to reduce the feature dimension. Too much

feature increase may lead to the overfitting of the learning
model, and even the increase of invalid features may lead
to the decrease of the accuracy based on test set (Guyon
et al., 2002). Therefore, the application of feature selection
plays an important role in improving the accuracy of fuzzy
learning models.

In this paper, we combined the identification model
combining feature selection approaches with machine
learning. Researchers can effectively reduce the number of
EEG channels, and the difficulty of data collection will be
significantly reduced. Meanwhile, with the reduction of the
parameters, it can be easier to improve the efficiency of the
AD recognition process. Compared with traditional manual
diagnosis, machine learning methods have higher reliability,
and improved recognition accuracy. Especially, the TSK method
has higher interpretability and robustness by integrating the
advantages of fuzzy rules and membership functions. There
are still some limitations in our research. We used a variety
of feature selection methods, but a feature selection method
suitable for the highly interpretable TSK model is necessary
to be considered. Future work may focus on how to select
features more efficiently and accurately to achieve higher
classification accuracy.
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Background: Brain disorders are gradually becoming the leading cause of death
worldwide. However, the lack of knowledge of brain disease’s underlying mechanisms
and ineffective neuropharmacological therapy have led to further exploration of optimal
treatments and brain monitoring techniques.

Objective: This study aims to review the current state of brain disorders, which
utilize transcranial electrical stimulation (tES) and daily usable noninvasive neuroimaging
techniques. Furthermore, the second goal of this study is to highlight available gaps and
provide a comprehensive guideline for further investigation.

Method: A systematic search was conducted of the PubMed and Web of
Science databases from January 2000 to October 2020 using relevant keywords.
Electroencephalography (EEG) and functional near-infrared spectroscopy were selected
as noninvasive neuroimaging modalities. Nine brain disorders were investigated in this
study, including Alzheimer’s disease, depression, autism spectrum disorder, attention-
deficit hyperactivity disorder, epilepsy, Parkinson’s disease, stroke, schizophrenia, and
traumatic brain injury.

Results: Sixty-seven studies (1,385 participants) were included for quantitative analysis.
Most of the articles (82.6%) employed transcranial direct current stimulation as an
intervention method with modulation parameters of 1 mA intensity (47.2%) for 16–20 min
(69.0%) duration of stimulation in a single session (36.8%). The frontal cortex (46.4%)
and the cerebral cortex (47.8%) were used as a neuroimaging modality, with the power
spectrum (45.7%) commonly extracted as a quantitative EEG feature.

Conclusion: An appropriate stimulation protocol applying tES as a therapy could be
an effective treatment for cognitive and neurological brain disorders. However, the
optimal tES criteria have not been defined; they vary across persons and disease
types. Therefore, future work needs to investigate a closed-loop tES with monitoring
by neuroimaging techniques to achieve personalized therapy for brain disorders.

Keywords: transcranial electrical stimulation, transcranial direct current stimulation, transcranial alternation
stimulation, transcranial random noise stimulation, electroencephalography, functional near-infrared
spectroscopy, brain disease
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INTRODUCTION

Brain disorders represent a collection of syndromes characterized
by abnormalities in memory, sensation, behavior, and even
personality. Neurological disorders are the second leading cause
of death worldwide (Feigin et al., 2019). The burden is recognized
as a global public health challenge and will increase in the
next few decades (Feigin et al., 2020). As reported by the
World Health Organization, there are approximately 800,000
deaths from suicide each year (approximately one death every
40 s) due to mental health issues (World Health Organization,
2018). Through decades of research, health professionals have
developed a set of systematic criteria for diagnosing brain
disorders, together with pharmaceutical and psychological
treatments; however, understanding of the neural substrates and
mechanisms involved in these diseases is limited (Chou and
Chouard, 2008). In addition, reliable neurological biomarkers for
identifying brain disorders are insufficient (Chou and Chouard,
2008). Moreover, certain brain disorders remain substantially
unaffected by neuropharmacological therapy (Ciullo et al., 2020),
and the treatment options are far from optimal in terms
of efficacy and specificity. Therefore, it is essential to find
alternative therapies for brain disorders that are efficient in
clinical practice.

Brain stimulation has been widely applied due to its ability
to modulate brain plasticity in neuropsychiatric patients (Davis
and Smith, 2019; Kim E. et al., 2020; Yoo et al., 2020).
Typically, brain stimulation methods have been classified as
invasive or noninvasive brain stimulation (NIBS). The invasive
brain stimulation approach (i.e., pharmacological intervention,
targeted microsimulation, optogenetics, etc.) has been commonly
applied in animal models (Polanía et al., 2018). It can be
used to demonstrate the relationships of its targets to brain
function with high spatial precision (e.g., cell-type effect).
NIBS provides a way to modulate brain function without
opening the skull. Thus, many human studies have employed
NIBS to explore the causal relationship between neurological
function and behavior. Two mainstay NIBS approaches have
emerged to treat brain disorders in the clinical context:
transcranial magnetic stimulation (TMS) and transcranial
electrical stimulation (tES). The principle underlying these
two modalities is based on electromagnetism and harnesses
weak electrical current stimulation. More specifically, TMS
can depolarize neurons by generating a strong current, and
tES can influence ion channels and gradients to modulate
neuronal membrane potential (Fregni and Pascual-Leone, 2007).
Comparing the spatial effectiveness of NIBS with other methods,
TMS and tES, the best-known stimulation modalities, can
generate relatively large magnetic and electrical fields in the
brain. A third promising NIBS method, transcranial focused
ultrasound stimulation (tFUS), provides a solution for the low
degree of spatial localization in tES and TMS by projecting
the acoustic intensity field beam into brain tissues (Pasquinelli
et al., 2019). However, further investigation of neurophysiological
foundations is required before applying tFUS as a safe therapy in
daily routine (Polanía et al., 2018). Therefore, TMS and tES are
the current primary noninvasive brain stimulation methods. Both

modalities affect brain function by modulating the excitation or
inhibition of interneuron circuits. Generally, tES can maintain
a longer outlasting effect of neural excitability than can TMS
(Schulz et al., 2013). In addition, tES offers the possibility of
designing a reliable sham/placebo condition for double-blind
controlled clinical trials since short-term tingling sensations
gradually fade away after the onset of stimulation (Nitsche et al.,
2008). Moreover, tES has the advantages of lower cost, portability,
and ease of application. The temporal and spatial resolutions of
various brain intervention methods are compared in Figure 1.

Conventionally, there are three tES modalities: transcranial
direct stimulation (tDCS), transcranial alternating current
stimulation (tACS), and transcranial random noise stimulation
(tRNS) (Brunyé, 2018; Bikson et al., 2019). The delivery
method of the current is the main difference among the
three modalities. tDCS typically transfers a homogeneous direct
current ranging from 1 to 2 mA from the electrodes (i.e.,
two or more) on the scalp to modulate brain activation
(Vosskuhl et al., 2018; Yaqub et al., 2018; Brunyé et al., 2019).
In the tACS case, the current is delivered in an oscillating
manner with a particular frequency and stimulation amplitude.
tRNS differs from tDCS and tACS. The current amplitude
for tRNS is randomly applied with a normal distribution
around a specific mean strength. The principle of tACS and
tRNS is the modulation of ongoing neural oscillations and
the induction of the neuroplastic effect by using appropriate
parameter values. tDCS is used to influence neuronal excitability
by membrane polarization; for example, the anode causes
depolarization, and the cathode results in hyperpolarization.
The effect depends on various stimulation parameters, such as
polarity, stimulation duration, intensity level, and the subject’s
brain state. To date, there are no clear criteria or quantitative
assessment techniques to provide guidelines for tES in terms
of modulation duration and intensity or the locations where
electrodes should be placed.

Neuroimaging refers to the use of magnetic and other
techniques to understand the living brain system, which can
reflect the properties of function, structure, or change in
the brain in terms of temporal (i.e., functional imaging) and
spatial localization (i.e., structural and functional imaging)
(Li et al., 2018; Yin et al., 2019). Neuroimaging is commonly
used to diagnose neuropsychiatric disorders and evaluate
effects following therapy (i.e., brain stimulation) and includes
techniques such as structural magnetic resonance imaging (MRI),
functional magnetic resonance imaging (fMRI), single-photon
emission computed tomography (SPECT), positron emission
tomography (PET), functional near-infrared spectroscopy
(fNIRS), and electroencephalography (EEG) (Naseer and Hong,
2015; Hong and Khan, 2017; Hong et al., 2020). Typically, MRI,
fMRI, SPECT, and PET can offer an excellent spatial resolution
for brain state examinations. However, these assessments can
only be performed in restricted environments due to equipment
size (i.e., bulkiness or lack of mobility) (Hong and Yaqub, 2019).
Moreover, some techniques (e.g., PET and SPECT) require the
insertion of radioactive tracers, limiting repeated measurements,
especially for children and pregnant women (Irani et al., 2007).
In addition, these systems, including MRI and fMRI, are costly,
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FIGURE 1 | Temporal and spatial resolution of various brain intervention methods: Blue boxes represent invasive brain stimulation techniques, and orange boxes
denote non-invasive stimulation methods.

highly susceptible to motion artifacts, and have a low temporal
resolution (compared with EEG and fNIRS).

As a noninvasive neuroimaging modality, EEG is one of
the oldest techniques used to measure neural activation in
the human brain for diagnosis or brain–computer interface
(BCI) purposes (Naseer and Hong, 2013; Khan and Hong,
2017; Tanveer et al., 2019). Since they are portable and have
the advantage of higher temporal resolution, EEG-based BCI
applications have been widely designed for daily use (e.g.,
home automation control devices, EEG-based wheelchairs, brain
disorder detection platforms) (Kim et al., 2019; Lee T. et al.,
2020; Rashid et al., 2020; Yang et al., 2020b). EEG measurements
are based on electrical potential differences between different
electrodes on the scalp. A potential difference is caused by
the propagation of the current flow induced by synchronized
postsynaptic potentials in pyramidal neuron cell membranes.
fNIRS is a promising noninvasive neuroimaging technique
featuring the advantages of safety, low cost, mobility, excellent
temporal resolution (compared with fMRI), moderate spatial
resolution, and tolerance to motion artifacts (Nguyen et al.,
2016; Ghafoor et al., 2019). The fNIRS principle is based on
the absorption characteristics of oxygenated hemoglobin (HbO)
and deoxygenated hemoglobin (HbR) in the spectrum ranging
from 650 to 1,000 nm, for which brain tissues are more
translucent than HbO or HbR (Aqil et al., 2012a,b). Changes
in blood flow (i.e., increases or decreases) reflect a local brain
region’s hemodynamic activity resulting from neuronal firing.
More specifically, activation of brain cortical neurons results in
greater blood flow (detected by the surplus of oxyhemoglobin
in veins) than in brain regions with inactive neurons (Berger
et al., 2019; Hu et al., 2019; Shin, 2020). Types of tES, the
hemodynamic response caused by neural activity, EEG and fNIRS
principles, and examples of extracted features are depicted in
Figure 2. EEG and fNIRS are widely applied in clinical brain
state monitoring (Yang et al., 2019b, 2020a). The development
of therapeutic strategies for neuropsychiatric disorders is based

on the properties described above: minimal invasiveness, safety,
ease of use, and repeatability (Dubreuil-Vall et al., 2019; Ermolova
et al., 2019).

This study had two goals. The first aim was to review the
current state of the application of tES, monitored by EEG
and fNIRS, for treatment of nine common brain disorders:
Alzheimer’s disease (AD) and mild cognitive impairment
(MCI), depression, autism spectrum disorder (ASD), attention-
deficit hyperactivity disorder (ADHD), epilepsy, schizophrenia,
Parkinson’s disease (PD), stroke, and traumatic brain injury
(TBI). Second, this study aimed to provide a general reference
for future investigation of tES as a treatment for the nine
diseases mentioned above: (i) how to conduct the stimulation
(i.e., duration and intensity), (ii) where the electrodes should be
placed, (iii) which types of EEG and fNIRS features can be used
to evaluate the stimulation effect, and (iv) the behavioral and
neurological effects following stimulation.

METHODS

In this study, a two-stage literature search was performed
to identify relevant investigations. First, an online search
was conducted using the PubMed and Web of Science
databases, which included peer-reviewed articles from
January 2000 to October 2020 with the following keywords:
(functional near-infrared spectroscopy OR fNIRS OR EEG OR
electroencephalography) ++ (transcranial electrical stimulation
OR transcranial direct current stimulation OR transcranial
alternating current stimulation OR transcranial random noise
stimulation) + Alzheimer’s disease OR AD OR depression
OR autism spectrum disorder OR ASD OR attention-deficit
hyperactivity disorder OR ADHD OR epilepsy OR schizophrenia
OR Parkinson’s disease OR PD OR stroke OR traumatic brain
injury OR TBI). Second, an additional literature search was
conducted through the reference lists in selected studies or the
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FIGURE 2 | Overview of electrical stimulation, EEG, fNIRS, and feature extraction: (A) Three types of electrical stimulation (tDCS, tACS, and tRNS), (B)
hemodynamic response caused by neural activity, (C) principle of EEG and fNIRS, and (D) various features extracted from neurological signals.

related review paper. The aim of this two-stage literature search
was to ensure that the studies included were as comprehensive as
possible. As shown in Figure 3, the search identified 665 studies
(i.e., 369 from PubMed and 296 from Web of Science). After
removing 137 duplicates and 451 studies that did not relate to
this review (i.e., review studies, animal model studies, meeting
abstracts, investigations lacking stimulation or not involving
brain disease, and those lacking EEG or fNIRS), 77 articles
remained. Since several studies did not show the results (i.e.,
10 trial studies), this systematized review consisted of 67 data
sets (i.e., AD, 7; depression, 10; ASD, 2; ADHD, 4; epilepsy, 14;
schizophrenia, 9; PD, 3; stroke, 14; and TBI, 4).

ALZHEIMER’S DISEASES AND MILD
COGNITIVE IMPAIRMENT

Approximately 60–70% of dementia is caused by AD. AD is
a progressive brain disorder in which memory and cognitive
function cause increasing impairment until death (Vuksanović

et al., 2019; Feng et al., 2020). To date, there is no pharmacological
cure available, except for treatment to manage symptoms.
MCI is considered to be the middle stage between healthy
controls and patients with dementia. It has been reported that
approximately 32–38% of patients with MCI develop dementia
within five or more years (Alzheimer’s Association, 2020). Brain
stimulation is a promising therapeutic approach for improving
memory and cognitive function in AD and preventing the
progression from MCI to AD.

As shown in Table 1, six studies addressed AD (four studies)
and MCI (three studies), and one was related to frontotemporal
dementia. EEG neuroimaging techniques were conducted in all
studies. The features extracted from EEG included the event-
related potential, coherence, connectivity, and power spectra in
different brain bands (e.g., alpha, beta, theta, gamma, etc.). The
stimulation duration and intensity also differed for each study.
One of the tACS studies (Naro et al., 2016) applied tACS to
modulate gamma-band oscillations (GBOs) in AD, MCI, and HC
groups. Anodal electrodes were positioned on the primary motor
area (M1), premotor area (PMA), supplementary motor area
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FIGURE 3 | Overview of literature search for review.

(SMA), dorsolateral prefrontal cortex (DLPFC), and dorsomedial
prefrontal cortex (DMPFC). The reference electrode was placed
on the right mastoid. The entire stimulation procedure lasted
10 min with a 40–120-Hz stimulation frequency and a 1-
mA current intensity. The tACS (GBO and neuropsychological
test) effect differed among the three groups (AD, MCI, and
HC). In the HC group, GBO increased. Partial improvement
of GBO was observed in the MCI group, whereas there was
no significant effect for individuals with AD. Interestingly, after
2 years of follow-up, the individuals with MCI who failed
to show a significant effect had progressed to AD. These
results indicate the difficulty of employing tACS to modulate
the neuroplasticity of patients with AD using the stimulation
parameters mentioned above. In another slow-oscillation tDCS
(so-tDCS) study (Ladenbauer et al., 2017), the authors used
slow oscillatory stimulation at 0.75 Hz to modulate the brain
activity pattern and memory consolidation during the daytime
nap period in patients with MCI, with the anodes and cathodes
placed on the frontal area (F3 and F4) and mastoid location,
respectively. The slow cortical oscillation (0.5–1 Hz), spindle
power, and declarative memory significantly improved after
stimulation compared to the sham group. Similarly, the authors
of one of the frontotemporal dementia studies (Ferrucci et al.,
2018) stated that the effect of anodal tDCS (current, 2 mA;
duration, 20 min; anode, frontotemporal cortex; cathode, right
deltoid muscle) might be correlated with low-frequency band

oscillation during the attentional processes. Two of the AD
studies were quite similar. Both studies used tDCS with a 1.5-
mA current to conduct the stimulation within a day visit. The
most significant differences were in the duration and location of
the simulation. The first study (Marceglia et al., 2016) delivered
15 min of stimulation from the bilateral temporoparietal area (left
side, P3-T5; right side, P6-T4) with the reference on the right
deltoid muscle. The results revealed that high-frequency power
in the temporoparietal area and coherence at the temporal–
parietal–occipital junction were increased in the AD group.
Stimulation was applied in the second study (Cespón et al.,
2019) over the left DLPFC, and the return electrode was placed
on the right shoulder, with a stimulation duration of 13 min.
The working memory, P200 amplitude, and theta band brain
activity in the frontal area increased after cathodal tDCS. These
two studies indicate that brain stimulation may rely significantly
on the interaction among tDCS polarity, stimulation location,
and brain state. One of the MCI studies (Emonson et al., 2019)
applied an extended stimulation period (i.e., 20 min) to deliver
the stimulation current (1 mA) from the left DLPFC (F3) to
the contralateral supraorbital area (Fp2). Event-related potential
(ERP) differed before and after stimulation for younger and older
adult groups. However, this phenomenon was not observed in
the MCI group. This finding is consistent with that of prior AD
studies (Cespón et al., 2019). To compare the effects of short-
and long-term tDCS, Gangemi et al. (2020) suggested that if
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brain stimulation (i.e., tDCS) can be effective with steady-state
neurocognitive function over the short term, then this effect
could be prolonged for 8 months. In addition, this study (current,
2 mA; duration, 20 min; visit, 10 days or 8 months; anode,
left frontotemporal cortex; cathode, right frontal lobe) (Gangemi
et al., 2020) demonstrated that anodal tDCS provides a technique
to slow the progression of AD by influencing neurological
patterns in the brain.

DEPRESSIVE DISORDER

Depression presents with sorrow, guilt, fatigue, low self-worth,
irregular sleep/appetite, loss of interest, and low concentration
(Xu J. et al., 2019; Olejarczyk et al., 2020). Commonly,
these symptoms persist in the long term and recur easily. It
substantially influences the patient’s daily life. In the severe stage,
depression may result in suicide. This disorder also occurs in
children and adolescents (under 15 years old), but this age
group’s prevalence is lower than in adults. Researchers have found
altered electrical activity in specific brain regions in patients
with depression with neural science development. The cortex
represents excitability, and other regions exhibit lower activities.
tES, as an electrical stimulation therapy modality, has shown a
promising advantage for improving the symptoms of depression.

Ten studies of depression were included in this review
article, summarized in Table 2. Nine papers used EEG as the
neuroimaging method to evaluate the neurological effect, and
only one fNIRS study assessed therapeutic performance from a
hemodynamic perspective. All EEG studies employed the alpha
band power spectrum to compare the difference between the
pre- and poststimulation. Some studies have considered an alpha
band from 8 to 12 Hz, while others regard the ranges between
8 and 13 Hz or 7.5 and 12 Hz as the alpha band. The ERP
power spectra in the delta, theta, beta, and gamma bands were
also investigated as extracted EEG-based features. In addition to
the standard features extracted from the alpha band, all anode
stimulation locations for tACS and tDCS included the left DLPFC
(F3). A possible explanation is that the left DLPFC is associated
with right prefrontal hyperfunction and dysfunction of brain
plasticity in depression.

In the fNIRS study (Li et al., 2019), 26 patients with poststroke
depression received tDCS for 20 min with a 2-mA current on
the left DLPFC and a return electrode at the right DLPFC. Each
subject underwent five stimulation sessions weekly for 4 weeks.
The results showed that working memory task performance
and HbO concentration were improved after the treatment.
Alexander et al. (2019) examined the feasibility and efficacy of
modulating alpha oscillations by applying tACS at 10 and 40 Hz
in the DLPFC (left DLPFC, F3; right DLPFC, F4) (Alexander
et al., 2019). For 5 consecutive days, subjects received 40 min of
either 10 Hz tACS, 40 Hz tACS, or sham trial. Reduced power
in the alpha band was observed after 2 weeks of the intervention
applying the 10-Hz tACS protocol.

Similarly, one tDCS study (Nikolin et al., 2020) also used a 2-
mA stimulation current for 40 min. The current was delivered
from the left DLPFC to the right shoulder, with patients receiving

the therapy three times per week for 6 weeks. Although behavioral
performance (e.g., mood and working memory) improved,
neurophysiological measurements (e.g., power spectrum and
ERP) did not significantly change following the intervention. One
comparative study (Nishida et al., 2019) conducted tDCS at an
intensity of 1 mA for 20 min from the left DLPFC and DMPFC.
The return electrode at the left shoulder indicated that the effect
of tDCS on anxiety reduction depends on the site of stimulation.
The effect of tDCS stimulation at the left DLPFC on patients
with depression was correlated with theta band activity acquired
from the rostral anterior cingulate cortex. The effect of DMPFC
stimulation on anxiety reduction was related to alpha-band
activity in the left inferior parietal lobule. Three investigations
were performed applying current from the left DLPFC to the right
supraorbital area with a current intensity of 2 mA for 20 min.
These studies differed in duration of stimulation periods: 1 day, 5
consecutive days, and 5 consecutive days each week for 3 weeks.
In another study (Powell et al., 2014), a significant reduction in
the N200 amplitude and theta band activity was observed over
the memory task’s frontal cortex substrate with one stimulation
period. After five tDCS sessions, the depression score and the
power spectrum (delta, theta, and low alpha band) were improved
compared to the sham group, but this improvement was not
sustained for 4 weeks (Liu et al., 2016). Long-term tDCS with 15
treatment periods has been found to affect mood and cognition in
50 and 60%, respectively, of individuals with depression (Al-Kaysi
et al., 2017). Similarly, a lower-intensity (1 and 1.5 mA) tDCS
protocol also resulted in reduced ERP (Shahsavar et al., 2018)
and power spectra (e.g., delta, theta, and alpha frequency bands)
(Palm et al., 2009; Khayyer et al., 2018) following stimulation.
In particular, combined treatment with positive psychotherapy
and tDCS can significantly affect depression. Effects are more
pronounced following 3 months of follow-up than with the use
of tDCS alone (Khayyer et al., 2018).

AUTISM SPECTRUM DISORDER

ASD refers to a developmental disorder characterized by (i)
impaired communication, social behavior, language expression,
and (ii) repetition of limited interests and activities. Typically, it
begins in childhood and persists in adolescence and adulthood.
Most individuals with ASD cannot live independently and
require life-long care (Górriz et al., 2019). Several psychosocial
interventions (behavioral treatment and skill training) have
been applied to reduce communication difficulties and improve
individuals’ quality of life with ASD. However, the effect of
psychosocial treatment depends on the individual’s state. In
addition to behavioral treatment, brain stimulation, as an
alternative strategy, may improve symptoms from a neurological
perspective by modulating deficient neural patterns.

The presence of abnormal gamma oscillations has been
considered a biomarker and a target for therapeutic engagement;
thus, tACS with a frequency-specific paradigm in the gamma
band became the most suitable stimulation modality (Kayarian
et al., 2020). Gamma band stimulation may also play a role in
mediating the motor learning mechanism. Application of tACS
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TABLE 1 | Studies and experimental characteristics of tES literature for AD and MCI.

Authors Subjects Stimulation parameters Neuroimaging Conclusion

Type Current Duration Location Type Feature

Gangemi et al.,
2020

26 tDCS 2 mA, 20 min Daily for 10 sessions/
80 sessions for 8
months

Anode: left frontotemporal
(F7-T3), cathode: right frontal
lobe (Fp2).

EEG Alpha/ Beta/ Theta rhythm The short- and long-term anodal-tDCS can be used
as an effective treatment to slow the progression of
dementia.

Emonson et al.,
2019

49 tDCS 1 mA, 20 min 1 session Anode: LDPFC (F3), cathode:
contralateral supraorbital area
(Fp2)

EEG Event-related protentional The manifestation and nature of tDCS induced
neurobiological effects to differ based on age and
the presence or absence of cognitive impairment.

Ferrucci et al.,
2018

13 tDCS 2 mA, 20 min Daily for 5 consecutive
days

Anode: frontal-temporal lobes
bilaterally(F7-F8), cathode:
Right deltoid muscle

EEG Power spectrum (2–7 Hz)
and high (8–25 Hz)
frequency

Anodal tDCS applied over the bilateral
frontal-temporal cortex significantly improves
cognitive ability.

Ladenbauer
et al., 2017

16 So-tDCS 0.75 Hz, 0.522
mA/cm2, 5 min

1 session (3–5 blocks) Anode: prefrontal cortex
(F3-F4), cathode: ipsilateral
mastoid

EEG Power spectrum (0.5–1 Hz)
and fast spindles
(12–15 Hz),
phase-amplitude coupling

A well-tolerated therapeutic approach for
disordered sleep physiology and memory deficits in
patients with MCI and advances our understanding
of offline memory consolidation.

Marceglia et al.,
2016

7 tDCS 1.5 mA, 15 min 1 session Anode: bilateral
temporal-parietal area,
cathode: right deltoid muscle.

EEG Power spectral in low
(2–7 Hz) and high (8–25 Hz)
frequency, coherences

The modulation of cortical activity supports anodal
tDCS benefits in patients with patients during
working memory tasks.

Cespón et al.,
2019

26 tDCS 1.5 mA, 13 min 1 session Anode: left DLPFC (F3),
cathode: right shoulder. Anode:
M1 (C3), DLPFC

EEG ERP, power spectrum in
theta (4.1–7.9 Hz), alpha
(8.1–13.9 Hz) and beta
(15.1–24.6 Hz)

Functional neural modulations were promoted by
anodal tDCS in healthy elderly and by cathodal
tDCS in patients with AD

Naro et al.,
2016

87 tACS 1 mA, 40–120 Hz,
10 min

31 session (AF3-AF7), DMPFC (AF3-F1),
PMA (FC3), or SMA (FCz) of the
left hemisphere, cathode: right
mastoid

EEG Power spectrum in the
gamma band

tACS can provide a novel way to diagnose MCI and
AD, and it can identify patients with MCI at risk of
developing dementia
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TABLE 2 | Studies and experimental characteristics of the tES literature for depression.

Authors Subjects Type Stimulation parameters Neuroim aging Conclusion

Current Duration Location Type Feature

Nikolin et al.,
2020

20 tDCS 2 mA, 40 min 3 sessions per
week for 6 weeks

Anode: left DLPFC (F3),
cathode: right shoulder.

EEG Power spectral in alpha
(8–13 Hz) and theta (4–8 Hz),
Event-related potential.

There is a significant improvement on the behavioral
performance (i.e., mood, memory, cognitive).

Nishida et al.,
2019

33 tDCS 1 mA, 20 min 1 session Anode: left DLPFC (F5) or
DMPFC (Afz), cathode: left
shoulder.

EEG Power spectral in alpha
(8–12 Hz) and theta band
(4–8 Hz), event-related
potential.

tDCS could affect the brain activity on the
stimulated brain area and influence the other related
resting state neural network’s cortical brain state.

Li et al., 2019 26 tDCS 2 mA, 20 min 5 sessions/ week
for 4 weeks

Anode: left DLPFC (F3),
cathode: right DLPFC (F4).

fNIR S Concentration change in HbO tDCS can improve depression symptoms in
behavioral domains) and influence hemodynamic
metabolism.

Alexander
et al., 2019

32 tACS 1/2 mA,
10/40 Hz,

40 min

5 sessions in
consecutive days

Anode: left/ right DLPFC
(F3/ F4), cathode: Cz.

EEG Power spectral in alpha
(8–12 Hz).

10-Hz tACS could significantly reduce the alpha
power over the left frontal cortex. tACS has
potential for the treatment of depression.

Shahsavar
et al., 2018

7 tDCS 1 mA, 20 min 5 session in
consecutive days

Anode: left DLPFC (F3),
cathode: right DLPFC (F4).

EEG Event-related potential and the
power spectrum in the different
brain wave band

It was possible to estimate the change of
depressed patients treated with tDCS with
reasonable precision using the alpha band wavelet
coefficients.

Al-Kaysi et al.,
2017

10 tDCS 2 mA, 20 min 5 sessions per
week for 3 weeks

Anode: left DLPFC (F3),
cathode: F8

EEG Power spectral in theta band
(4–8 Hz), alpha (8–12 Hz), beta
(13–30 Hz), and, gamma
(30–100 Hz).

This study demonstrated the feasibility of predicting
tDCS treatment outcomes by analyzing the EEG
data recorded at baseline.

Liu et al., 2016 37 tDCS 2 mA, 20 min 5 session in
consecutive days

Anode: left DLPFC (F3),
cathode: right supraorbital
area

EEG Power spectral in alpha
(8–13 Hz) and theta band
(4–8 Hz).

tDCS could improve the depression symptom, but
memory function was not immediately following or
persisting after the stimulation

Powell et al.,
2014

18 tDCS 2 mA, 20 min 1 session Anode: left DLPFC (F3),
cathode: F8

EEG Power spectral in alpha
(8–12 Hz) and theta band
(4–8 Hz), event-related
potential.

Anodal tDCS with a single session from the left
DLPFC for the major depressive episode resulted in
modulated brain activity of EEG.

Palm et al.,
2009

1 tDCS 1 mA, 20 min 16 sessions in 27
days

Anode: F left DLPFC (F3),
cathode: right supraorbital
area

EEG Power spectral in delta
(1–3 Hz), theta band (4–7 Hz),
alpha (8–12 Hz), and beta
(13—5 Hz).

tDCS did not exert clinically meaningful
antidepressant effects. The results for cognitive
measures and EEG suggest that beneficial effects
may occur in depressed subjects.

Khayyer et al.,
2018

9 tDCS 1.5 mA, 15 min 3 sessions per
week for 4 weeks

Anode: left or right DLPFC
(F3 or F4), cathode: Cz.

EEG Power spectrum in Delta
(1–4 Hz), Theta (4.5–7 Hz),
Alpha (7.5–12 Hz), Beta
(12.5–24.5 Hz), High Beta
(25–30 Hz)

The combined treatment of positive psychotherapy
and tDCS showed the great performance to
improve the neurological and clinical condition of
major depressive disorder.
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at 70 Hz increased motor learning capacity compared to sham
treatment and tACS at 10 and 20 Hz (Sugata et al., 2018).
For exploring multiple therapeutic strategies for patients with
ASD, tDCS was used to modulate brain function in patients
from different perspectives (abnormal synaptic maturation and
connectivity). Two studies employed a 1-mA current intensity
for 20 min to stimulate ASD models at the DLPFC region and
evaluated EEG output effects. One study (Amatachaya et al.,
2015) used one tDCS treatment period. The poststimulation
results showed significant improvement in the autism treatment
evaluation checklist in the social and behavioral domains
compared to prestimulation scores. Besides, peak values of the
alpha band also increased after stimulation. Similarly, Kang
et al. (2018) conducted tDCS treatments every 2 days for
10 sessions. The maximum entropy ratio (an index of EEG
signal complexity) was extracted to examine the tDCS effect
and increase significantly following treatment. tDCS may be
capable of rehabilitating children with ASD, as might tACS with
frequency-specific characteristics. The related ASD studies are
listed in Table 3.

ATTENTION-DEFICIT HYPERACTIVITY
DISORDER

ADHD is also a developmental disorder characterized
by two types of symptoms: (i) inattentiveness and (ii)
hyperactivity/impulsiveness. Most cases are diagnosed at
the ages of 6–12 years. Symptoms become particularly noticeable
when circumstances change. Moreover, ADHD is commonly
comorbid with other psychiatric disorders (e.g., depression and
anxiety disorder), causing a substantial burden for patients and
their families. Thus far, the medication-based intervention can
achieve short-term effects, and the long-term effects of treatment
for ADHD remain uncertain (Posner et al., 2020). It is essential
to develop novel alternative strategies for treating ADHD.

There are four ADHD-related articles listed in Table 4, and all
the studies used EEG for neuroimaging. Event-related potentials
(P200 and P300) were employed in two of the papers and were
used to evaluate the effects of tDCS (Breitling et al., 2020) and
tACS (Dallmer-Zerbe et al., 2020), respectively. The remaining
studies extracted functional brain connectivity (Cosmo et al.,
2015b), power spectra (Dallmer-Zerbe et al., 2020), and statistical
analysis (Cosmo et al., 2015a) as features for examining the
neurological changes following tDCS. In all investigations,
20 min of tES therapy at low current intensity (1 mA) was applied.
In the tACS study (Dallmer-Zerbe et al., 2020), the authors
applied a stimulation with a mean frequency of 3 Hz, delivered
from multiple electrodes (anodes: C3, C4, CP3, CP4, P3, and P4)
and returned by cathodes at T7, T8, TP7, TP8, P7, and P8 (the
distribution of electrodes following the international 10–20 EEG
system). The neurological results following tACS demonstrated
that the P300 amplitude significantly increased, accompanied
by a decrease in omission errors compared to pre-tACS. Both
tDCS studies share the same experimental paradigm (current
intensity, duration, and stimulation location), but the results
were reversed. The first study (Cosmo et al., 2015b) indicated TA
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that resting-state brain connectivity increased in individuals after
DLPFC stimulation. The authors of the second study (Cosmo
et al., 2015a) found no evidence supporting the capability of
tDCS to improve inhibitory control by stimulating the left
DLPFC in patients with ADHD performing the go/no–go task.
A recent investigation (Breitling et al., 2020) compared the
effectiveness of conventional (with one anodal electrode) and
high-definition tDCS (with four anodal electrodes) for improving
working memory performance, with the anode located near
the right inferior frontal gyrus and the cathode placed over
the contralateral supraorbital region. The results for working
memory behavior were not generally influenced by conventional
and high-definition tDCS (HD-tDCS). However, elevated P300
and N200 were observed after conventional and HD-tDCS since
the current intensity differed between conventional tDCS (1 mA)
and HD-tDCS (0.5 mA). The conclusion, which may be difficult
to accept, is that HD-tDCS is equally suitable as conventional
tDCS for improving the working memory performance of
patients with ADHD. Therefore, comprehensive investigations
are required to assess the effectiveness of tES for treating
ADHD in the future.

EPILEPSY

Epilepsy is a chronic brain disease characterized by brief
involuntary movement in part or the entire body with recurrent
unprovoked seizures. Sometimes, seizures result in loss of
consciousness and control of bladder function. Patients with
epilepsy have three times the risk of premature death as the
general population. Fortunately, approximately 70% of epilepsy
cases can be controlled using proper antiseizure medication.
It is suggested that in the remaining patients (approximately
30%) with drug-resistant epilepsy, seizure control should be
achievable through surgery and neurostimulation therapies
(Devinsky et al., 2018).

Abnormal EEG patterns are among the most consistent
predictors of seizure recurrence (Scheffer et al., 2009). As shown
in Table 5, EEG was employed in all 14 epilepsy studies as the
neuroimaging method to assess the tES effect. The evaluated
features included the power spectrum, connectivity, mean peak
amplitude, mean number of spikers, and seizure frequency.
Each study applied a different stimulation strategy to explore
the optimal stimulation protocol. In the tACS study (San-Juan
et al., 2016), patients received a sinusoidal fluctuating current
(frequency, 3 Hz; intensity, 1 mA) from Fp1 to Fp2. The
stimulated location was determined by visual inspection of EEG
signals for the most active epileptiform cortex. Sessions of 60-
min duration were conducted daily for 4 consecutive days. At
the 2-month follow-up, patients were asked to report whether
they had experienced one or more seizures in the previous 15
days. A lower oscillation (0.75 Hz) tACS was used to investigate
the enhancement of memory consolidation during slow-wave
sleep in patients with temporal lobe epilepsy (TLE) (Del Felice
et al., 2015). The anode was placed over the frontotemporal
lobe, and the cathode was placed on the ipsilateral mastoid.
Visuospatial memory performance, slow spindles (10–12 Hz),
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TABLE 5 | Studies and experimental characteristics of tES literature for epilepsy.

Authors Subjects Stimulation parameters Neuroimaging Conclusion

Type Current Duration Location Type Feature

Meiron et al.,
2019

1 HD-tDCS 1 mA, 20 min 5 sessions per week for
4 weeks

Anode: frontal-parietal cortex
(AF8, F2, C2, PO4), cathode
:C6

EEG Power spectral in theta band
(4–8 Hz), alpha (8–12 Hz), beta
(13–30 Hz), spike frequency,
duration, and amplitude.

tDCS reduces the interictal epileptic
discharges and change in seizure-related
delta activity.

Yang et al.,
2019a

7 tDCS 1 or 2 mA, 40 min 14 sessions
consecutive days

Anode: left or right supra-orbital
area, cathode: P4 or P3

EEG Seizure frequency and seizure
reduction.

Repeated tDCS (cathode located in the
bilateral parietal area) could safely reduce
seizure frequency for epilepsy patients.

Lin et al., 2018 9 tDCS 2 mA, 20 min 6 sessions in one
month

Anode: contralateral shoulder
area, cathode: epileptogenic
focus

EEG Seizure frequency and phase
lag index/

tDCS may be considered an alternative
treatment option for patients with refractory
epilepsy. Its effect might be cumulative after
repeated stimulations and associated with
a decrease in the phase lag index.

Tecchio et al,
2018

6 tDCS 1 mA, 20 min 1 session Anode: opposite homologous,
cathode: epileptogenic focus.

EEG Functional connectivity and
power spectrum.

The neurological alternation (functional
connectivity) indicated that the cathode
tDCS might contribute to epilepsy and
provide a new therapy to modulate the
epileptic people.

Meiron et al.,
2018

1 HD-tDCS 0.1–1 mA, 20 min 5 sessions per week for
2 weeks

Anode: PO3, P6, AF3, F6, FC4,
O1, CP3, C1, FC8, C6, FCz,
FC3, O4, F2, CP4, PO4, O2,
AF8, C2, cathode: C2, TP8,
CP8, O3, TP8, T8

EEG Mean number spikers, mean
peak amplitude, mean absolute
power.

HD-tDCS showed safety and feasibility of
early-onset epileptic encephalopathy. It
provides the first evidence of HD-tDCS
effects on paroxysmal EEG features in
electroclinical cases under the age of 36
months. Extending HD-tDCS treatment
may enhance electrographic findings and
clinical effects.

Karvigh et al.,
2017

10 HD-tDCS 2 mA, 20 min 10 consecutive days Anode: frontal-parietal-temporal
cortex (F3/F4, P3/P4, Cz,
T3/T4) Cathode: PF1/PF2, Fz,
Tz/T8, C3/C4

EEG Seizure frequency The statistical analysis for the whole group
does not show the effect of the tDCS since
the change of epileptiform discharge was
not significant. However, the clinical score
(i.e., working memory performance) was
improved.

San-Juan et al.,
2016

1 tACS 1 mA, 3 Hz, 60 min 4 sessions consecutive
days

Anode: frontal cortex (Fp1 and
Fp2)

EEG Spike-low wave at 3 Hz, polis
piker-slow wave at 3–4 Hz, and
slow rhythmic waves at 4 Hz

At the 1-month follow-up, the patients
reported a 75% increase in seizure
frequency. At the 2-month follow-up, the
patient reported a 15-day seizure-free
period.

Tekturk et al.,
2016

12 tDCS 2 mA, 30 min 3 sessions consecutive
days

Anode: temporal region (T3 and
T4); cathode: contralateral
supraorbital region

EEG Seizure frequency Our small series suggested that cathodal
tDCS may be used as an additional
treatment option in MTLE-HS. It may be
tried in patients with TLE-HS waiting for or
rejecting epilepsy surgery or even with
ineffective surgical results.

(Continued)

Frontiers
in

N
euroscience

|w
w

w
.frontiersin.org

11
M

arch
2021

|Volum
e

15
|A

rticle
629323

51

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-629323
M

arch
22,2021

Tim
e:13:43

#
12

Yang
etal.

C
urrentS

tate
ofE

lectricalS
tim

ulation

TABLE 5 | Continued

Authors Subjects Stimulation parameters Neuroimaging Conclusion

Type Current Duration Location Type Feature

Liu et al., 2016 37 tDCS 2 mA, 20 mins 5 sessions Consecutive
days

Anode: DLPFC (F3, F4),
cathode: right supraorbital
area

EEG Power spectral in delta
(1–4 Hz), theta band (5–7 Hz),
low alpha (8–10 Hz), high alpha
(11–13 Hz), beta (14–32 Hz),
low gamma (33–35 Hz).

tDCS improved the symptoms of
depression for temporal lobe epilepsy.
There were no changes in memory
function immediately following or
persisting after a stimulation course.

Del Felice et al.,
2015

12 So-tDCS 0.75 Hz, 30 mins 1 session Anode: frontal-temporal
(F7-T3 or F8-T8), cathode:
ipsilateral mastoid

EEG Spindle frequency and Cortical
sources

Anodal so-tDCS over the affected
temporal lobe improves declarative and
visuospatial memoryperformance by
modulating slow sleep spindles cortical
source generators.

Auvichayapat
et al., 2013

36 tDCS 1 mA, 20 min 1 session Anode: Contralateral
shoulder area, cathode:
epileptogenic focus

EEG Spikes and sharp waves A single session of cathodal tDCS
improves epileptic EEG abnormalities
for 48 h and is well tolerated in children.

Fregni et al.,
2006

19 tDCS 1 mA, 20 min 1 session Anode: silent area.
cathode: epileptogenic
focus

EEG Seizure frequency Cathodal tDCS polarization does not
induce seizures and is well tolerated in
patients with refractory epilepsy and
MCDs. tDCS might have an
antiepileptic effect based on clinical and
electrophysiological criteria.

Faria et al.,
2012

17 tDCS 1 mA, 30 min 3 sections for three
weeks

Anode: central prefrontal
area (FPz), cathode: CP6
Cp5.

EEG The average number of
epileptiform

Continuous monitoring of epileptic
activity throughout tDCS improves
safety and permits detailed evaluation
of epileptic activity changes induced by
tDCS in patients.

San-Juan et al.,
2016

28 tDCS 2 mA, 30 min 3 or 5 sessions in
consecutive days

Anode: silent area.
cathode: most active
interictal epileptiform
discharges area

EEG Seizure frequency Cathodal tDCS (applied 3 and 5
sessions) reduced seizure frequency
and interictal epileptiform discharges for
patients with epilepsy and hippocampal
sclerosis compared to placebo tDCS.
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and fast spindles (12–14 Hz) were extracted as EEG features to
assess the effect of stimulation. Both behavioral and neurological
performance improved following stimulation. The results suggest
that memory rehabilitation may be achieved by slow oscillatory
stimulation in patients with TLE.

tDCS remains the primary intervention for epilepsy
rehabilitation. Three of the studies applied HD-tDCS as the
stimulation protocol with different stimulation parameters
and locations. No adverse reactions were reported in any
studies, but the reported results differed slightly. One of the
studies (Meiron et al., 2019) stated that reduced interictal
epileptic discharge and seizure-related delta activity changed.
The stimulation intensity was set at 1 mA for 20 min in 20
interventions. Similarly, the interictal sharp wave amplitude
after HD-tDCS (0.1–1 mA, 20 min, 10 sessions) was lower
than the preintervention level. However, the seizure frequency
was not significantly decreased (Meiron et al., 2018). On the
other hand, Karvigh et al. (2017) reported that the mean seizure
frequency decreased immediately after HD-tDCS (2 mA, 20 min,
and 10 sessions). However, this reduction did not persist after
1 month of follow-up. Interestingly, the attention and working
memory performance were improved in all patients even after
1 month. These discrepancies in results may have resulted
from differences in stimulation protocol parameters (intensity,
duration, and location). In five studies, cathodes were placed on
the epileptogenic focus (i.e., focal disease-related area) to achieve
adequate stimulation (Fregni et al., 2006; Auvichayapat et al.,
2013; San-Juan et al., 2017; Lin et al., 2018; Tecchio et al, 2018).
Although the stimulation parameters varied, a reduction in
seizure frequency or a significant decrease in epileptic discharge
was observed. Partial epileptic participants showed reduced
seizure frequency when the anode–cathode pair was located
between the temporoparietal and contralateral supraorbital
regions (Tekturk et al., 2016; Yang et al., 2019a). In one of the
studies (Faria et al., 2012), tDCS and EEG recordings were
combined to investigate the feasibility of the simultaneous use
of two modalities for continuous monitoring of epilepsy. The
simultaneous recording signals were used to analyze the reduced
interictal epileptiform EEG discharges. The feasibility of this
technique may provide an approach for monitoring epileptic
activity in real time during the intervention. However, the
input current from the stimulation might also interfere with the
recording of endogenous EEG signals. Therefore, future studies
should consider the advantages and disadvantages of using these
two tES modalities simultaneously.

SCHIZOPHRENIA

Schizophrenia is a type of psychosis that presents distortions in
cognition, thinking, perception, feeling, emotions, and language.
Patients experience hallucinations and delusions. For instance,
patients may see/hear nonexistent voices/things and develop
supernatural beliefs. Quality of life for schizophrenia patients
is highly influenced by various risk factors, such as diabetes,
cardiovascular disease, and suicide (Patel et al., 2014). The
underlying mechanism remains poorly understood, and the

gap between research and practical applications is considerable.
Further investigation is required to arrive at a better diagnosis
and effective therapeutic strategies.

Nine schizophrenia studies were included in this review
(Table 6). All the studies employed EEG as the neuroimaging
modality. The extracted EEG features consisted of the power
spectrum (e.g., delta, theta, and gamma frequency bands),
event-related potentials (e.g., P300, P170, etc.), and functional
connectivity. The prefrontal cortex plays a crucial role in working
memory, cognition, planning, decision making, emotional
regulation, and social interaction (Ferguson and Gao, 2018).
In over half of the examined studies (five of nine), electrodes
were placed on the prefrontal cortex. Only one study (Rassovsky
et al., 2018) reported no significant cognitive or neurological (i.e.,
event-related potentials) effects in patients with schizophrenia.
The remaining four studies (Hoy et al., 2015; Dunn et al.,
2016; Ahn et al., 2019; Boudewyn et al., 2020) demonstrated
improvement following the intervention, either in the behavioral
(working memory performance, steady-state auditory response,
and proactive cognitive control) or the neurological domains
(functional connectivity, gamma oscillation, alpha oscillation,
and P300). A comparative study (tDCS, tACS, and sham)
(Ahn et al., 2019) reported that 10-Hz tACS stimulation
achieved better performance than tDCS in enhancing alpha
oscillation modulation of functional connectivity in the alpha
band. A similar study (Singh et al., 2019) found that theta
oscillations were significantly elevated following theta frequency
stimulation, but this phenomenon was not seen for delta
frequency with tACS. An improved theta oscillation was also
found following medial frontal tDCS in another study (Reinhart
et al., 2015), in which tDCS modulated low-frequency oscillation
in the absence of synchrony in the patient’s brain. Some
research teams have shifted the anodes’ locations from the
frontal cortex to the temporal or occipital lobes to probe the
effects on the abnormal symptoms of schizophrenia (visual
processing abnormalities, working memory deficits, and auditory
hallucinations). Working memory performance and auditory
deviance detection were increased by anodal frontal and temporal
tDCS (Impey et al., 2017). The plasticity effect following occipital
tDCS was not found during anodal and cathodal stimulation
(Jahshan et al., 2020). Although significant positive effects were
not observed in the investigations, a comparison of the results
reveals the importance of parameter selection and emphasizes
comprehensive research requirements for future studies.

PARKINSON’S DISEASE

PD is a neurodegenerative disorder that predominantly impacts
the dopamine-producing neurons of the substantia nigra in the
brain and further affects movement control. PD patients may
experience outward symptoms such as tremors, bradykinesia,
limb rigidity, and gait/balance problems. Treatment strategies are
dependent on symptoms and may include medication therapy,
surgical therapy, and lifestyle modification. Recently, deep
brain stimulation (DBS) was approved by the Food and Drug
Administration (FDA) to rehabilitate PD patients. However, the
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TABLE 6 | Studies and experimental characteristics of tFS literature for schizonhrenia.

Authors Subjects Stimulation parameters Neuroim aging Conclusion

Type Current Duration Location Type Feature

Boudewyn
et al., 2020

37 tDCS 2 mA, 20 min 1 session Anode: left dorsolateral
PFC(F3), Cathode: right
supraorbital site (FP2)

EEG The power spectrum of the
gamma band (30–80 Hz)

Gamma oscillations in proactive cognitive
control and frontal tDCS may be a promising
approach to enhancing proactive cognitive
control in schizophrenia.

Jahshan et al.,
2020

27 tDCS 2 mA, 20 min 3 sessions for
one week

Anode: central occipital
cortex, cathode: right
shoulder.

EEG Visual evoked potentials It is no evidence of an input-specific plasticity
effect and an inconsistent effect of tDCS
delivered before visual stimulation on plasticity
in people with schizophrenia.

Ahn et al., 2019 22 tACS and
tDCS

1.5 or 2 mA, 10 Hz,
20 min

10 sessions Anode: prefrontal cortex
(F3, Fp1), cathode: T3, P3

EEG Alpha oscillations, Power
spectral density, functional
connectivity.

tACS has potential as a network-level approach
to modulate reduced neural oscillations in
relation to clinical symptoms in patients with
schizophrenia.

Rassovsky
et al., 2018

38 tDCS 2 mA, 20 min Twice daily for
three visits

Anode: DLPFC, cathode:
right supraorbital

EEG P300 and N170 There was no significant improvement based on
the results of the neurological and cognitive
perspective after single-session tDCS.

Dunn et al.,
2016

36 tDCS 1 mA, 20 min 1 session Anode: bilateral DLPFC
(FP1 and FP2), cathode:ˆ
right upper arm

EEG P300 tDCS can engage and modulate an EEG-based
auditory processing measure in schizophrenia.

Hoy et al., 2015 16 tDCS 1 or 2 mA, 20 min 3 sessions Gamma event-related
synchronization and
correlation.

tDCS may enhance working memory in
schizophrenia by restoring normal gamma
oscillatory function

Anode: frontal cortex (F3),
cathode: right supraorbital

EEG

Smith et al.,
2015

19 tDCS 1.5 mA, 20 min 1 session Anode: medial frontal
cortex

EEG Interregional phase
synchrony, event-related
potential. Power spectrum

Behavioral performance improved. These
results provide unique causal evidence for
theories of executive control and cortical
dysconnectivity in schizophrenia.

Singh et al.,
2019

9 tACS 1 mA, 20 min 1 session Anode: cerebellar vermis,
cathode: right shoulder

EEG Mean relative power at
delta (1–4 Hz) and theta
(4–8 Hz) frequency bands

Theta oscillations were obtained.
Single-session theta frequency stimulation may
modulate task-related oscillatory activity in the
frontal cortex.

Impey et al.,
2017

12 tDCS 2 mA, 20 min 2 sessions Anode: left auditory or
frontal cortex, cathode:
contralateral forehead.

EEG Event-related potential Anodal frontal tDCS significantly increased
working memory performance, which positively
correlates with mismatch negativity-tDCS
effects.
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procedure for setting the DBS device requires a surgical step.
Therefore, researchers have moved to the NIBS area, which seeks
noninvasive therapy to avoid surgical pain.

Three PD studies (see Table 7) were included after screening
by related keywords. Two of three studies applied EEG to
describe the cortical activity, and one employed fNIRS as
the neuroimaging modality. The extracted EEG/fNIRS-based
features and applied stimulation protocols are varied. One of the
studies (Schoellmann et al., 2019) used tDCS to deliver a current
of 1 mA from the left sensorimotor cortex for 20 min and the
return electrode to the right frontal lobe. After the intervention,
the motor cortex’s cortical activity and synchronization were
altered, but it did not change the cortical oscillatory of PD
patients. However, the reduced beta rhythm oscillation was
obtained by the theta-tACS and tRNS, in which research was
performed in a personalized stimulation setting (Del Felice et al.,
2019). One fNIRS research (Beretta et al., 2020) examined the
tDCS effect with different intensities (1 mA, 2 mA, and sham).
Both tDCS intensities showed a reduced time response to recover
the balance post perturbation. The 2-mA stimulation displayed a
better performance than that of 1 mA.

STROKE

Stroke, known as cerebrovascular disease, is the second leading
cause of death and the third leading cause of disability worldwide.
The risk of death depends on the category of stroke (transient
ischemic attack, blockage of an artery, carotid stenosis, and
rupture of a cerebral blood vessel). Since brain cells die due
to insufficient blood support, survivors typically experience
paralysis, vision or speech loss, and confusion. Several behavioral
rehabilitation approaches, such as physical therapy and speech
training, are provided to recover impaired brain regions for these
patients. NIBS is an emerging method for facilitating neural
plasticity in the damaged brain from a neurological perspective,
and its potential and capability have received much attention.

Most of the studies (12 of 14) used EEG to monitor
the effects of stimulation, as shown in Table 8. Additionally,
two studies investigated damaged neurovascular coupling in
stroke survivors using a combination of EEG and fNIRS
modalities. Both joint EEG-fNIRS studies (Dutta et al.,
2015; Jindal et al., 2015) concluded that anodal tDCS could
modulate impaired neurovascular coupling. In particular, the log-
transformed EEG mean power within 0.5–11.25 Hz correlated
with the hemodynamic response of HbO (initial dip). Moreover,
functional connectivity (Nicolo et al., 2018), event-related
potentials (D’Agata et al., 2016), event-related desynchronization
(Kasashima et al., 2012; Ang et al., 2015; Kasashima-Shindo
et al., 2015; Naros and Gharabaghi, 2017), and power spectra
(theta, alpha, beta, and gamma EEG bands) (Hordacre et al.,
2018; Bao et al., 2019; Mane et al., 2019) were also possible
biomarkers for checking recovery after tDCS. In the EEG
studies, three studies explored the feasibility of tDCS for
treating apraxia (swallowing apraxia and aphasia) in stroke.
Lower current intensities (1 and 1.2 mA) were used over long-
term (10 and 15 sessions, respectively) interventions. Positive TA
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TABLE 8 | Studies and experimental characteristics of tES literature for stroke.

Authors Subjects Stimulation parameters Neuroim aging Conclusion

Type Current Duration Location Type Feature

Mane et al.,
2019

19 tDCS 1 mA, 20 min 10 sessions Anode: ipsilesional primary
motor cortex, cathode:
contralesionally primary
motor cortex

EEG Power spectral in delta
(1–4 Hz), theta band
(4–7.5 Hz), alpha
(7.5–12.5Hz), beta
(12.5–30 Hz), and
correlation analysis.

QEEG features can act as prognostic and
monitory biomarkers. tDCS-BCI can be
pursued to predict a patient’s expected
response to an intervention uniquely.

Bao et al., 2019 30 HD-tDCS 1 mA, 10 min 4 sessions Anode: ipsilesional motor
cortex(C3), cathode:
frontal-parietal cortex (F1,
F5, P1, P5)

EEG Cortico-muscular
coherence and power
spectral in alpha (8–13 Hz),
beta (13–30 Hz), and low
gamma (30–48 Hz).

Anode HD-tDCS induced significant CMC
changes in stroke subjects. The largest
neuromodulation effects were observed at
10 min immediately after anodal HD-tDCS.

Hordacre et al.,
2018

10 tDCS 1 mA, 20 min 1 session Anode: primary motor
cortex, cathode:
contralateral orbit

EEG Connectivity in different
frequency band delta
(1–3 Hz), theta (4–7 Hz),
alpha (8–13 Hz), low beta
(14–19 Hz), high beta
(20–0 Hz), and gamma
(31–45 Hz).

Alpha band functional connectivity of an
approximate ipsilesional sensorimotor and
contralesionally motor-premotor network is a
robust and specific biomarker of neuroplastic
induction following anodal tDCS in chronic
stroke survivors.

Nicolo et al.,
2018

41 tDCS 1 mA, 25 min 3 sessions per
week for 3
weeks

Anode: ipsilesional
supraorbital region,
cathode: contralesionally
primary motor cortex

EEG Effective connectivity and
functional connectivity

The inhibition of the contralesionally primary
motor cortex or the reduction of
interhemispheric interactions was not clinically
useful in aheterogeneous group of subacute
stroke subjects. Enhancement of perilesional
beta-band connectivity through tDCS might
have more robust clinical gains if it started
within the firstfour weeks after the onset of
stroke.

Naros and
Gharabaghi,
2017

20 tACS 1.1 mA, 20 Hz, 20
min

1 session 5
sessions per
week for 3
weeks

Anode: ipsilesional
sensorimotor cortex,
cathode: contralesionally
forehead.

EEG Ipsilesional and
contralesionally beta power
in resting state and event
related desynchronization

Intermittent β-tACS reduces the instantaneous
variance of sensorimotor β oscillations and
increases the specificity of brain
self-regulation-based neurofeedback in patients
with stroke patients.

Yuan et al.,
2017

9 tDCS 1.2 mA, 20 min Anode: primary
sensorimotor cortex,
cathode: contralateral
shoulder

EEG Approximate entropy After tDCS, scores of swallowing apraxia
assessments increased, and ApEn indices
increased in both stimulated and
non-stimulated areas.

D’Agata et al.,
2016

34 tDCS 1.5 mA, 20 min 10 daily
sessions for 2
weeks

Anode: damaged
hemisphere corresponding
to motor cortex (C3 or C4),
cathode: opposite
hemisphere

EEG Event-related potential
(P300, N200)

NIBS generally improved ERP, but transitorily.
More than one NIBS cycle (2–4 weeks) should
be used in rehabilitation to obtain clinically
relevant results after a washout period only in
responder patients.

(Continued)
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TABLE 8 | Continued

Authors Subjects Stimulation parameters Neuroim aging Conclusion

Type Current Duration Location Type Feature

Dutta et al.,
2015

4 tDCS 0.526 A/m2, 15 min 1 session Anode: motor cortex (Cz),
cathode left supraorbital
notch

EEG and fNIRS The concentration changes
of HbO and HbR, power
spectrum

The initial dip in HbO2 at the beginning of
anodal tDCS corresponded with an increase in
EEG’s log-transformed mean power within the
0.5 Hz –11.25 Hz frequency band.

Kasashima-
Shindo et al.,
2015

18 tDCS 1 mA, 10 min 5 days per
week for 2
weeks

Anode: primary
sensorimotor cortex of the
affected hemisphere,
cathode: contralateral
supraorbital area.

EEG Event-related
desynchronization

Event-related desynchronization was
significantly increased in the tDCS-
brain-computer interface group; anodal tDCS
can be a conditioning tool for brain-computer
interface training in patients with severe
hemiparetic stroke.

Wu et al., 2015 12 tDCS 1.2 mA, 20 min 5 sessions per
week for 4
weeks

Anode: left posterior
peri-sylvian region,
cathode: unaffected
shoulder

EEG Approximate entropy A-tDCS over the left PPR coupled with
speech-language therapy can improve picture
naming and auditory comprehension in aphasic
patients. Moreover, tDCS could modulate the
related brain network, not only the stimulated
brain areas.

Jindal et al.,
2015

29 tDCS 0.526 A/m2, 3 min 1 session Anode: motor cortex (Cz),
cathode: frontal cortex (F3
or F4)

EEG and fNIRS The concentration changes
of HbO and HbR, power
spectrum

Anodal tDCS can perturb local neural and
vascular activity, which can be used for
assessing the functionality of regional cerebral
microvessels where crematory clinical studies
are required in small vessel diseases.

Dominguez
et al., 2014

1 tDCS 1 mA, 20 min 5 sessions per
week for 3
weeks

Anode: left frontal area.
cathode: homologous right
contra-lateral area

EEG Coherence and power
spectrum in the delta
(0–4 Hz), theta (4–8 Hz),
alpha (8–13 Hz), and beta
(13–30 Hz) bands.

tDCS can be affected for behavioral
performance and inhibit the irregular activity in
the right hemisphere. A longer stimulus can
produce greater recovery.

Kasashima
et al., 2012

6 tDCS 1 mA, 10 min 1 session Anode: primary motor
cortex of the affected
hemisphere, cathode:
opposite side in
thesupraorbital region

EEG Event-related
desynchronization

Anodal tDCS can increase mu ERD of the
affected hemisphere in patients with severe
hemiparetic stroke as well as in healthy
persons.

Ang et al., 2015 19 tDCS 1 mA, 20 min 5 sessions per
week for 2
weeks

Anode: silent area.
cathode: most active
interictal epileptiform
discharges area

EEG Seizure frequency and
laterality coefficient.

tDCS improved the motor ability assessment
score, and EEG laterality coefficients were
improved after the intervention.
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TABLE 9 | Studies and experimental characteristics of tES literature for TBI.

Authors Subjects Stimulation parameters Neuroimaging Conclusion

Type Current Duration Location Type Feature

Zhang et al.,
2020

10 tDCS 2 mA, 20 min twice daily, 5
sessions per
week for 4
weeks

Anode: Prefrontal area and
left DLPFC, cathode: neck
and F4.

EEG Approximate entropy and
cross-approximate entropy
Relative power in

A-tDCS over the prefrontal area and left DLPFC
improves psychomotor inhibition state. The
recovery might be related to increased
excitability in local and distant cortical networks
connecting the sensorimotor area to the
prefrontal area.

Straudi et al.,
2019

10 tDCS 2 mA, 40 min 5 sessions per
week for 2
weeks

Anode: bilaterally primary
motor cortex, cathode:
Nasion.

EEG delta (1–3.5 Hz), theta
(3.5–7.5 Hz), alpha1
(8–10 Hz), alpha2
(11–13 Hz), beta1
(13.5–18 Hz), beta2
(18.5–30 Hz)

This study tested and evaluated the preliminary
effects of bilateral anodal transcranial direct
current stimulation in patients with disorders of
consciousness.

O’Neil-Pirozzi
et al., 2017

8 tDCS 2 mA, 20 min 3 sessions
(48 h apart)

Anode: left DLPFC,
cathode: right supraorbital
area.

EEG Individuals with memory impairments

Power spectrum in theta
(4–8 Hz), alpha

secondary to chronic TBI may benefit from

(8–13 Hz), and P300. LDLPFC anodal tDCS.

Power spectrum in

Ulam et al.,
2015

26 tDCS 1 mA, 20 min 10 sessions
consecutive
day

Anode: left DLPFC (F3),
cathode: right supraorbital
area (Fp2).

EEG delta (1–4 Hz), theta
(4–8 Hz), alpha (8–10 Hz),
beta1 (12–25 Hz), beta2
(25–30 Hz)

Ten anodal tDCS sessions may beneficially
modulate regulation of cortical excitability for
patients with TBI.
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FIGURE 4 | Brain disorders and imaging techniques: (A) Nine brain disorders,
(B) number of EEG/fNIRS papers per brain disorder.

behavioral and neurological results were obtained after tDCS
for all three studies (Dominguez et al., 2014; Wu et al., 2015;
Yuan et al., 2017). Anodal tDCS may offer a novel therapeutic
means for the rehabilitation of aphasia and swallowing
apraxia. Although all 14 stroke-related investigations applied
different stimulation strategies, encouraging postintervention
effects were achieved from either the neurological or cognitive
perspective. These findings differ from the experimental results
for other diseases (e.g., AD or schizophrenia), in which
the various stimulation sites and parameters may lead to
contrary results. Future studies should explore the underlying
altered mechanism by monitoring prognostic neurological
or hemodynamic biomarkers. Moreover, attention should be
devoted to investigating HbO and neurovascular coupling
concentration changes before and after the intervention,
especially for small vessel diseases (such as stroke).

TRAUMATIC BRAIN INJURY

TBI is a disorder characterized by disrupted brain function that
is generally caused by an external bump, violent blow, or jolt

to the head. TBI may cause a wide range of symptoms due
to various brain injury regions, including physical impairment,
psychological changes, and sensory or cognitive alterations.
Like the rehabilitation method for stroke, the most popular
rehabilitation therapies for TBI include physical training,
cognitive therapy, and psychological counseling. As reported
in animal studies, tES can improve motor deficits by changing
the neuroplasticity of TBI. NIBS may provide the potential to
promote cognitive or motor recovery in TBI patients.

As shown in Table 9, there are four relevant types of
research exploring the feasibility of tDCS for TBI treatment,
in which EEG was used to examine neurological alterations.
Although the studies employed various stimulation strategies,
the outcomes, either in terms of behavioral measurement or
neuroimaging, showed positive effects. For example, the positive
effects included increased excitability of the sensorimotor brain
area (Ulam et al., 2015), improvement of consciousness as
measured by the revised JFK coma recovery scale (Straudi
et al., 2019; Zhang et al., 2020), improved auditory memory
function (O’Neil-Pirozzi et al., 2017), and reduced apathy
level (Zhang et al., 2020). Most of these studies employed
longer-term stimulation (i.e., 3, 10, and 40 sessions) with a
higher current intensity (2 mA) and delivery of the current
at the prefrontal cortex. Although some of the studies used
different stimulation protocols, the stimulation effect was still
achieved. The underlying mechanism needs to be investigated
through a comprehensive evaluation to shine a light for
future work. The extracted features included the approximate
entropy, power spectra (delta, theta, alpha, and beta bands),
and ERP (P300), selected as the characteristics for decoding
brain signals to assess interventions’ effects. Among those EEG
features, delta band declines were significantly associated with
neuropsychological test performance following tDCS. As the
evidence indicates, the EEG pattern may be correlated with
the severity of brain injury. Generally, the power in the slow
frequency bands (delta and theta) increased, and the high-
frequency band’s power was reduced. Therefore, a possible
explanation is that reduction in delta band power is a biomarker
for recovery from brain injury in TBI and can be considered
a reversed neurological symptom. Therefore, reversed features
can be biomarkers for the initial diagnosis to monitor the
effects of stimulation.

DISCUSSION

In this study, we investigated the current state of tES utilizing
noninvasive neuroimaging techniques (EEG and fNIRS) to
monitor altered neurological activity in brain disorders, including
AD, MCI, depression, ASD, ADHD, epilepsy, schizophrenia, PD,
stroke, and TBI. Moreover, this study presents general guidelines
for selecting stimulation parameters for tES and examining the
extracted EEG/fNIRS-based features, based on the results of
67 studies with a dataset of 1,385 patients. Epilepsy (20.9%),
stroke (20.9%), and depression (14.93%) were most commonly
considered. Most of the studies utilized EEG as the neuroimaging
technique (Figure 4). This study is the first work to investigate the
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FIGURE 5 | Percentages of electrical stimulation parameters: (A) Type, (B) intensity, and (C) duration.

FIGURE 6 | Disease-wise stimulation time distribution (total 67 studies): (A)
overall, (B) disease-wise.

integration of noninvasive neuroimaging and neuromodulation
methods in nine brain disorders to the best of our knowledge.

Stimulation Modality of tES
tDCS is still a representative NIBS, and approximately 82.61%
of the investigated studies employed tDCS as the stimulation
modality. tACS and the other modalities accounted for 11.59
and 5.8%, respectively, as shown in Figure 5A. The other
modalities included slow oscillation between tDCS and tRNS.
There is no significant evidence to support the superiority of

the treatment effect for each stimulation modality. However,
some comparative studies have concluded that tACS or
tRNS are the most effective NIBS methods for rehabilitating
stroke (Inukai et al., 2016) or schizophrenia (Ahn et al.,
2019). These claims still require validation by large sample
sizes and multiple examination perspectives. Generally, tDCS
cannot modulate the specific frequencies of oscillation but can
induce excitability/inhibition, altering certain regions’ cortical
activity. Decreasing r-aminobutyric acid (GABA) and increasing
glutamate/glutamine concentrations have been reported as the
physiological mechanisms of tDCS (Reed and Cohen Kadosh,
2018). Declines in GABA have, in turn, been associated with
the alteration of resting-state connectivity. It is consistent
with studies that have demonstrated changes in functional
connectivity following tDCS intervention. Unlike tDCS, tACS
can entrain a large number of neuronal firing events with an
exogenous frequency. Many studies have stated that tACS can
selectively entrain brain oscillations. The entrainment of tACS
is most effective when the endogenous oscillation is similar
to the frequency of stimulation (Fröhlich and McCormick,
2010). This observation may explain the reported dependence
of tACS on brain states. Similarly, altered GABA levels have
been observed after tACS intervention (Nowak et al., 2017).
Therefore, functional connectivity would be expected to change
following stimulation. A future study could consider functional
connectivity as an altered biomarker for monitoring the tES
effect. The mechanism underlying tRNS, a novel tES modality
for stimulating the human brain, is still not clearly understood.
One research group (Inukai et al., 2016) concluded that tRNS
is more effective than tDCS or tACS for inducing neural
excitability. Since stimulation frequency in tRNS can vary, with
normal distribution between 0.1 and 640 Hz, some researchers
(Campana et al., 2016) have claimed that the opposite effect of
cortical excitability would appear after low- and high-frequency
stimulation. Two hypotheses have been proposed to explain
physiological and pharmacological results. One states that tRNS
induces random cortical activity and boosts the brain’s sensitivity
to further external input (Van Doren et al., 2014). Alternatively,
the other hypothesis holds that repeated random stimulation
prevents homeostasis in the brain and potentiates event-related
neural activity (Fertonani et al., 2011). Much work remains to
identify the mechanism underlying tRNS and obtain a reliable
stimulation protocol.
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FIGURE 7 | Anode and cathode distributions: (A) Anode (overall), (B) cathode (overall), (C) anode locations for individual diseases, and (D) cathode locations for
individual disorders.

Stimulation Intensity and Duration of tES
None of the 67 studies reported adverse effects. Conventionally,
to avoid skin burns or irritation due to the increased temperature
of the electrodes, care must be taken in the choice of stimulation
parameters such as duration (<40 min) and intensity (<4 mA)
(Bikson et al., 2016). Typically, for tACS and tRNS, patients
experience a minimal perception of current relative to tDCS.
Overall, differences in duration, intensity, location of stimulation,
and combinations of these parameters and tasks performed
can result in various postintervention outcomes. Stimulation
intensities of 1 mA (47%) and 2 mA (33.3%) were commonly
used to deliver the current in the reviewed studies, as shown
in Figure 5B. For pediatric participants, the application of
reduced current intensities (approximately 1 mA) was suggested.
However, a review article with a dataset of 2,800 sessions
across approximately 500 pediatric subjects reported that trials
with 2 mA did not show severe adverse effects (Bikson et al.,
2016). It is consistent with results for studies of children (e.g.,
ASD, ADHD) included in our review (Tables 3, 4). There was
no significant correlation between the stimulation effect and
intervention duration. Most of the studies employed a 16–20-
min (68.66%) or 21–30-min (8.96%) stimulation for each session,
as shown in Figure 6. Although some of the studies applied

the intervention in small time windows (<5 min), behavioral
or neurological alterations could be observed. Few studies have
explored and discussed the appropriate stimulation duration,
either long term or short term. Most of the studies conducted tES
in a single session (36.76%) or two to five sessions (22.06%), as
illustrated in Figure 5C. One of the stroke studies (Dominguez
et al., 2014) stated that more prolonged stimuli might lead
to more remarkable recovery, which was not consistent with
results comparing patients with AD between short- and long-
term neurostimulation. In this comparative research, long-term
intervention (8 months) slowed AD progression similar to the
effect of the short-term intervention (10 days). It is essential
to investigate whether it is necessary to apply a long-term
neuromodulation session to treat each disorder. Perhaps, a
closed-loop stimulation system could overcome this issue, in
which the current (e.g., intensity, duration, etc.) is applied based
on the real-time brain state.

Selection of Location for tES Stimulation
The placement of the anode and cathode is a crucial factor
affecting the stimulation effect. Various intervention results have
been achieved owing to the different stimulation locations.
The frontal cortex (46.38%) has been widely used for the
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FIGURE 8 | Extracted features (total 67 studies): (A) overall and (B) individual
disorders.

placement of the anode; in particular, over 80% of studies
(Figure 7) of mental disorders (depression, ASD, ADHD, and
schizophrenia) delivered current to the frontal brain region.
This choice for anode location was mostly due to the specific
cortical function and monitored deficits/changes in certain brain
areas. For instance, the frontal cortex is used as the region
of interest for mental disorders because of its importance in
cognition, planning, emotional expression, decision making,
and social behavior. Similarly, approximately 85% of stroke

studies employed the motor cortex for stimulation due to the
symptoms (i.e., trouble walking and loss of balance) in stroke
patients. In studies of epilepsy, anodes are positioned in the
epileptogenic focus area. Cathodes are usually placed on the
supraorbital, mastoid, left/right shoulder, or brain scalp. To
date, there is insufficient evidence to support the selection of
cathodes to induce particular stimulation effects. Conceptually,
the differences in the placement of the return electrode could
result in various current trajectories. It would be interesting to
investigate the proper placement of the anode and cathode for
each brain disorder.

Neuroimaging in tES
Neuroimaging techniques enable monitoring brain states
concerning localized neural activity and the cortical brain
network, either offline or online. Neuroimaging is widely used as
a monitoring/quantitative tool during or after neuromodulation
to elucidate the mechanisms underlying altered symptoms
(behavioral and cognitive domains) of brain disorders. It is
employed to establish which stimulation protocols respond
favorably in terms of symptoms and how the brain is affected
from the functional and structural perspectives. Besides, the
combination of neuromodulation and neuroimaging techniques
enables a causal evaluation of the dynamic interactions among
different brain regions (Shafi et al., 2012). As shown in Figure 4B,
EEG was used in most tES studies as the neuroimaging method.
A few studies utilized fNIRS to measure hemodynamic activity
after the intervention. The extracted EEG/fNIRS-based features,
such as power spectra, cortical oscillations, network complexity,
and functional connectivity, could provide evidence for neuro-
modulatory effects. The power spectrum can describe an EEG
signal’s power distribution by frequency and time (Kim S. Y. et al.,
2020). The commonly applied algorithm is a short-time Fourier
transform and wavelet transform. Brain network complexity
and connectivity reflect the information transmission status in
a brain, determined by entropy analysis, Pearson correlation
coefficients, spectral coherence, phase-locking values, and the
phase lag index (Song et al., 2019; Fan et al., 2020). Nevertheless,
EEG is limited in simultaneous use with the brain stimulation
device because recorded signals affect the electric and magnetic
fields. However, specific signal-processing algorithms can
remove interference components, such as principal component
analysis, independent component analysis, and adaptive filter

FIGURE 9 | Diagram of the proposed closed-loop tES strategy.
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algorithms (Deng et al., 2019; Hong and Pham, 2019; Yoo,
2019; Park et al., 2020). Thus, a technique free of limitation,
such as a noninvasive neuroimaging modality (i.e., fNIRS), as
a promising method, should be considered the first choice. In
addition, hybrid neuroimaging modalities have been suggested
to evaluate the neuromodulation effect to seek reliable results
(Kwon et al., 2020; Lee S. et al., 2020). For instance, hybrid
neuroimaging modalities could improve detection accuracy and
provide more compelling support from different perspectives
(e.g., electrophysiological, electromagnetic, and hemodynamic)
to examine cerebral reactions (Duan et al., 2019; Zhang et al.,
2019; Tortora et al., 2020). Meanwhile, the neurovascular
coupling can be further investigated as a biomarker for specific
blood vascular diseases (e.g., stroke).

Various EEG- and fNIRS-based features were selected
to quantify brain state alterations, including the power
spectrum, ERP, brain connectivity, and complexity index.
The power spectrum (45.68%) was widely used as the
monitoring index to examine modulations’ effects (Figure 8).
Most of the studies did not explain feature selection or
the mechanisms underlying altered features. Interestingly,
one of the tACS studies (Del Felice et al., 2019) analyzed
resting-state EEG signals in patients with PD to determine
the neural oscillation deficit and brain location affected in
each individual. The tACS delivered a sinusoidal fluctuating
current with no frequency band to the detected location
of the deficit. This investigation may offer a hint that the
quantitative features for examining the effects of tES should
be extracted based on diagnostic biomarkers in future studies.
In other words, the diagnostic biomarker indicated abnormal
features of patients relative to healthy controls. Similarly,
therapy rehabilitation, in turn, should minimize this difference
(diagnostic biomarkers).

Future Directions
As discussed above, brain states vary among individuals, and
standard stimulation criteria are lacking. Therefore, a closed-
loop brain stimulation strategy was proposed, providing a
customized spatial, temporal, and parameter-specific stimulation
protocol for participants based on integrating neuroimaging
and neuromodulation techniques. In a strict sense, the closed-
loop tES system interactively controls specific variables (current
intensity, oscillation frequency, and stimulation duration)
using an algorithm to adjust or minimize the error (Anna
Paula et al., 2020). Error is generated between the feedback
signals and the reference signals (healthy control signals
and predefined thresholds) (Lv et al., 2021). Independent

variable(s) can be established as any stimulation parameter(s)
that need to be optimized (Xu H. et al., 2019). The
overall diagram of the closed-loop stimulation is shown in
Figure 9. Neurological information (power spectrum and
hemodynamic response) and behavioral performance (working
memory score and the response time for attention) could
quantify the brain state as feedback signals to adjust the
system. Future studies should develop a closed-loop tES system
by combining different neuroimaging modalities to increase
the therapy’s precision and effectiveness. A meta-analysis of a
specific disorder/neuroimaging modality/stimulation parameter
is also recommended and could reference future studies in
quantitative aspects.

CONCLUSION

This study investigated 67 studies with a total sample size of
1,385 patients to review the current state of brain disorder
therapy applying tES intervention and monitored by noninvasive
neuroimaging methods (EEG and fNIRS). Nine brain disorders
were reviewed in this article, including AD, depression, ASD,
ADHD, epilepsy, schizophrenia, PD, stroke, and TBI. This study
presents a conclusive overview of the current development of
tES as a neuromodulation modality for the disorders mentioned
above. In addition, the summarized stimulation protocols from
the 67 studies provide a reference for selecting stimulation
parameters for future investigations. Moreover, a closed-loop
stimulation strategy was suggested to be a customized tES
therapy for patients with brain disease to achieve optimal efficacy
and specificity.
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Electroencephalography (EEG) and functional magnetic resonance imaging (fMRI)
provide non-invasive measures of brain activity at varying spatial and temporal scales,
offering different views on brain function for both clinical and experimental applications.
Simultaneous recording of these measures attempts to maximize the respective
strengths of each method, while compensating for their weaknesses. However,
combined recording is not necessary to address all research questions of interest,
and experiments may have greater statistical power to detect effects by maximizing
the signal-to-noise ratio in separate recording sessions. While several existing papers
discuss the reasons for or against combined recording, this article aims to synthesize
these arguments into a flow chart of questions that researchers can consider when
deciding whether to record EEG and fMRI separately or simultaneously. Given the
potential advantages of simultaneous EEG-fMRI, the aim is to provide an initial overview
of the most important concepts and to direct readers to relevant literature that will aid
them in this decision.

Keywords: simultaneous EEG and fMRI, multimodal neuroimaging, EEG-informed fMRI, fMRI-informed EEG,
combined recording

INTRODUCTION

The ideal neuroimaging tool would provide a minimum of millimeter spatial resolution at
millisecond temporal resolution, enabling researchers to obtain a detailed map of neural function
in a living brain. Currently, this method does not exist, and we rely on the synthesis of information
from a mixture of methods, each with their own strengths and weaknesses. Among the most
common methods available are electroencephalography (EEG), and functional magnetic resonance
imaging (fMRI), providing non-invasive measures of brain activity at different spatial and temporal
scales. This article focuses on the increasingly common method of combining EEG and fMRI
signals by recording them simultaneously.

The concurrent acquisition of EEG and fMRI has the ambitious aim of improving the spatial and
temporal limitations of respective measures, promising increased understanding of brain function.
Some of the first applications of simultaneous EEG-fMRI aimed to improve localization of epileptic
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seizures in epilepsy patients, where increased spiking in the EEG
can be correlated with activation in contributing brain areas (Ives
et al., 1993). In addition, epileptic spikes recorded in the EEG can
be used to indicate the onset of epileptic events and inform the
time course of fMRI analysis (Bénar et al., 2003, 2006; Vulliemoz
et al., 2009; Gotman and Pittau, 2011). In a similar application,
EEG signals can be used to indicate sleep phases and facilitate
partitioning of simultaneously recorded fMRI signal (Portas et al.,
2000; Horovitz et al., 2008).

The primary advantage of simultaneous EEG-fMRI recording
is that it allows one to obtain two complementary data sets
capturing identical brain activity. There are many circumstances
in which separate recordings of EEG and fMRI would be
unlikely to contain the same information, for example in
resting state or decision-making paradigms (Mayhew et al.,
2013; Pisauro et al., 2017). During combined recording, the
same neural activity contributes to the EEG and fMRI data
at each trial. This assumption is necessary for many existing
EEG-fMRI analysis methods, such as EEG-informed fMRI or
resting state network analysis (Eichele et al., 2005; Mantini et al.,
2007; Wirsich et al., 2021) and provides a rich data set for
cognitive and clinical investigation. Other differences between
separate EEG and fMRI experiments are also avoided by a single
recording session, such as variance in sensory stimulation, stimuli
habituation, subject position, and preparation time; all of which
may have subtle but important impacts on the recorded data
(Herrmann and Debener, 2008).

The primary disadvantage of simultaneous EEG-fMRI
recording is that each data set is negatively impacted by the
presence of the other. EEG data recorded inside the MRI
environment contains gradient (Mandelkow et al., 2006),
ballistocardiogram (BCG; Debener et al., 2008; Marino et al.,
2018a), pump (Rothlübbers et al., 2015), and ventilator related
artifacts (Nierhaus et al., 2013). The EEG data quality is therefore
reduced compared to a separate recording session in a shielded
environment, which affords greater flexibility regarding the type
of EEG cap used (for a comparison see Mathewson et al., 2017).
For example, auditory event-related potentials (ERPs) can be
influence by the increased noise inside the MRI scanner (Mulert
et al., 2004), and there is some evidence of changes to cognitive
ERPs and steady-state visually evoked potentials (Novitski et al.,
2001, 2003; Sammer et al., 2005) when they are recorded during
EEG-fMRI. However, other studies report comparable ERP
results inside and outside the MRI environment, and this may
depend on factors such as the ERP of interest and the signal-
to-noise ratio of the recorded data (Becker et al., 2005; Comi
et al., 2005; Bregadze and Lavric, 2006; Mayhew et al., 2010). The
MRI signal can also be impacted by combined recording, as the
EEG electrodes increase inhomogeneity in the magnetic field
and reduce MRI signal (Mullinger et al., 2008c). However, the
continued development of novel methods to remove artifacts and
improve data quality in simultaneously recorded data provides
optimism for the future of EEG-fMRI (Marino et al., 2018b;
Bullock et al., 2021) and continues to reduce the weight of
this disadvantage.

Simultaneous EEG-fMRI is increasingly used to investigate
brain activation in healthy subjects and a range of methods

have been proposed for data integration (for other more detailed
conceptual and methodological reviews, see Ritter and Villringer,
2006; Huster et al., 2012; Laufs, 2012; Jorge et al., 2014).
However, combined EEG-fMRI is not necessarily better than
separate sessions, and researchers should consider their research
question and experimental design before recording EEG and
fMRI simultaneously. This article highlights the challenges faced
when recording simultaneous EEG-fMRI, including the nature
of the signals that we record and when we can expect them
to overlap. Presented here is a flow chart to help researchers
decide whether simultaneous EEG-fMRI is necessary, or whether
separate EEG and fMRI experiments would be more appropriate
(see Figure 1). The flow chart begins with the assumption that
researchers would like to acquire both fMRI data and EEG data,
but are deciding whether these need to be recorded during the
same experimental session, or separately (the decision whether to

FIGURE 1 | Flow chart: is simultaneous EEG-fMRI necessary? The numbered
questions correspond to numbered sections of the text, which describe each
question and the possible outcomes in more detail. While the experimental
process will not necessarily take the linear progression presented here, the
aim is to offer a set of key questions to answer before undertaking
simultaneous EEG-fMRI recording. The reader is directed to the critical
literature referenced throughout each section to aid them in their response to
each question.
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record just EEG or just fMRI data would require an additional set
of statements). Although this list of questions is not exhaustive,
and the experimental process will not always take the linear
progression presented here, this article points to useful resources
and aims to provide a good starting point for any researcher
considering combined EEG-fMRI recording.

1. DO YOU EXPECT THE BRAIN
ACTIVITY IN RESPONSE TO YOUR TASK
OR RESTING STATE DESIGN TO BE
REPRESENTED IN BOTH EEG AND fMRI
DATA?

The first question is perhaps the most important, but also the
most difficult to answer. A pre-requisite for combined EEG-
fMRI is that you expect both modalities to capture and reflect
the activation that you hypothesize to find. If you do not expect
this, then there is little to gain from recording both data sets,
either simultaneously or not. If this is the case, you should refine
your experimental design and hypotheses before coming back to
this question. An ideal combined EEG-fMRI recording would
provide a data set with an integrated view of the underlying
neural activity, such that the EEG, fMRI, and behavioral measures
have some degree of overlap. You could consider this using a
Venn diagram with three overlapping circles, where the center
portion captures information from all three measures (Jorge
et al., 2014). However, there are multiple reasons why this may
not always be the case, and it is possible for correlations to
occur between behavior and each modality separately, without
any overlap between the EEG and fMRI signals themselves.
[For an in-depth discussion on the neural sources of both
modalities, see the chapters on the physiological basis of EEG and
blood oxygen level dependent (BOLD) signals in Ullsperger and
Debener, 2010, and the review on EEG-fMRI integration from
Rosa et al., 2010].

As EEG and fMRI are sensitive to activity at different
spatial and temporal scales, it is plausible to find a decoupling
between electrophysiological and hemodynamic signals (Nunez
and Silberstein, 2000; Rosa et al., 2010; Jorge et al., 2014). For
example, fMRI BOLD can be recorded in the absence of EEG
if the neural activity is not detectable at the scalp. This can
occur if the electrophysiological activity is non-synchronized,
forms a closed source, or is present in deep sources that are
subject to volume conduction and signal decay (Henze et al.,
2000; but see Seeber et al., 2019). It is also possible for areas
with high metabolic load to contribute to BOLD but not to EEG
(Ritter and Villringer, 2006).

Similarly, it is possible to detect EEG in the absence of BOLD
if the sources of EEG signals do not consume enough energy to
facilitate the hemodynamic changes detectable in fMRI (Mulert
and Lemieux, 2009). Dynamics with high temporal resolution
may also be missed or smoothed by the sampling rate of fMRI
BOLD. Further, reduced inhibitory cell activity can decrease
metabolic load but increase pyramidal activity (Nunez and
Silberstein, 2000), resulting in divergent effects in EEG and fMRI.

Given these possibilities, it is beneficial to use a
task/experiment that has already been run separately for
EEG and fMRI with replicable results. If previous research
has found measurable signals in both data sets using a similar
paradigm, then you may not need to run these experiments
again. However, if you have designed a new paradigm, or
plan to use a new analysis method, it may be beneficial to
check that your expected signal can be found in both EEG
and fMRI before running combined recording. A further point
to emphasize here is that researchers should have some idea
of what they expect to find in both modalities using their
analysis technique(s). When confronted with a large data set
from simultaneous recording, it is important to have some idea
of the analysis pipelines that will be run and what results it
is reasonable to expect. The flexibility and extent of possible
analysis pipelines can result in different conclusions, even
from the same data set, in the hands of different researchers
(Botvinik-Nezer et al., 2020). With more data comes an increased
chance of spurious results, and without a clear direction for
analysis it is possible to find something, even if not meaningful.
Registered reports and pre-registered analysis pipelines go some
way to ensure the reproducibility of neuroscience research, by
illuminating planned versus post hoc hypotheses and analysis
(Gorgolewski and Poldrack, 2016).

In summary, researchers should be confident that their signal
of interest is detectable with both EEG and fMRI, from previous
research or knowledge of the neural source. If this is not the case,
then simultaneous EEG-fMRI may not provide any additional
information, and relationships between the EEG and fMRI
signals may not be detectable.

2. IS IT LIKELY THAT THE
BEHAVIOR/EXPERIENCE OF YOUR
PARTICIPANTS WOULD VARY ACROSS
EXPERIMENTAL SESSIONS?

Question 2 asks the researcher if it is likely that the
behavior/experience of their participants would vary across
experimental sessions, for example in a learning or emotional
task. If this is the case, then even if identical paradigms were
recorded using the same participants across separate EEG and
fMRI experiments, it would be difficult to ensure that the
brain activity at each individual trial was the same. Another
example is the application of simultaneous EEG-fMRI recording
to investigate resting state networks, given that spontaneous
activation across sessions cannot be matched (Mantini et al.,
2007; Scheeringa et al., 2008; Britz et al., 2010; Marino et al., 2019;
Wirsich et al., 2021). If it is likely that the behavior/experience
of your participants would vary across experimental sessions,
then simultaneous recording is beneficial. Other differences
between separate EEG and fMRI experiments are avoided by
implementing a single recording session, such as variance in
sensory stimulation, stimuli habituation, subject position, and
preparation time; all of which may have subtle but important
impacts on the recorded data (Herrmann and Debener, 2008).
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However, if stability across sessions is likely, then separate
recordings may be sufficient.

3. DO YOU WANT TO USE AN ANALYSIS
TECHNIQUE THAT REQUIRES
SIMULTANEOUSLY ACQUIRED DATA?

Question 3 asks the researcher if their analysis requires data
recorded during the same session. The answer to this question
is dependent on several factors, including the answer to question
2 above, and the chosen method of analysis. If you are
certain that the brain activation in response to two separate
sessions will be relatively stable, and you can classify each trial
type predictably (for example, in some well controlled visual
stimulation experiments), then you may be able to run your
analysis on separately recorded data. However, if you predict that
the activity at each trial will vary across experimental sessions,
then simultaneous recording may be necessary for most analysis
techniques (for example, if the response of the participant
determines the trial type/condition).

The existing analysis methods for combined EEG-fMRI
can be broadly grouped into two categories; symmetrical and
asymmetrical analysis (for more detailed reviews, see Huster
et al., 2012; Jorge et al., 2014). In asymmetric analysis, one
modality is used as a predictor for the other. EEG-informed
fMRI uses values extracted from single-trial EEG as predictors
in a standard fMRI GLM analysis (general linear model). This
identifies voxels with activation that co-varies with fluctuations
in the EEG signal over time. Example EEG features include ERPs
and frequency-band power fluctuations, the choice of which will
determine the conclusions that can be drawn from the results
(Laufs et al., 2003; Novitskiy et al., 2011).

An ongoing challenge for the application of EEG-informed
fMRI is to maximize the signal-to-noise ratio in single trial
estimates of EEG activity. Methods to improve the efficiency
of data pre-processing before integration are therefore highly
important to the field of EEG-fMRI and continue to be
developed. Key examples include linear classifiers (Goldman
et al., 2009; Walz et al., 2015), autoregressive models (Nguyen
et al., 2014), spatial Laplacian filters (Liu et al., 2016), and
functional source separation (Porcaro et al., 2010). Unless it
can be assumed that single-trial values will be stable across
two experimental sessions, and not negatively influenced by
habituation or learning effects, ERP-informed fMRI method
will generally require simultaneously recorded data (Debener
et al., 2006; Bagshaw and Warbrick, 2007). Another important
consideration for single trial EEG analysis is that it relies on
EEG effects that are present at the within-subject level. Not
all ERPs are stable across participants if analyzed at a single-
subject level (e.g., Petit et al., 2020), which may negatively
impact single trial ERP-informed fMRI analysis. Therefore, it
may be beneficial to check the variance across subjects and
sessions of an EEG measure before using in combined EEG-
fMRI analysis.

In the opposite direction, fMRI-informed EEG uses
fMRI GLM results to guide and/or constrain EEG source

reconstruction, which benefits from the additional spatial
information provided by fMRI. The strength of the assumed
overlap between EEG sources and fMRI BOLD will determine
the source reconstruction constraints (see the discussion in
Chapter 3.7 of Ullsperger and Debener, 2010, for a mathematical
overview). Arguably, this could also be achieved using separately
recorded data, but this decision will be influenced by the same
considerations mentioned above for EEG-informed fMRI.

In symmetrical analysis, researchers avoid giving preference
to one modality by modeling relationships between the data
or calculating joint independent components (Daunizeau et al.,
2007; Moosmann et al., 2008). Current symmetrical analysis
can be divided into data-driven and model-based methods.
Independent component analysis (ICA; Calhoun et al., 2006; Lei
et al., 2011) and methods based on information theory (Ostwald
et al., 2011) are data-driven, as they do not require modeling of
hemodynamics or neurovascular coupling. In contrast, dynamic
causal modeling (Friston et al., 2003; Nguyen et al., 2014) and
other model-based methods attempt to determine the underlying
neural components of EEG and fMRI using individual forward
models (Rosa et al., 2010).

There are several ICA based methods for EEG-fMRI analysis,
including parallel ICA and joint ICA. In the parallel application,
temporal ICA is typically run on the EEG data, whereas spatial
ICA is run on the fMRI data (Liu and Calhoun, 2007; Eichele
et al., 2008). Components are then matched, for example, by
correlating the component time series. As the temporal sequence
of events is preserved, this method also assumes consistent
activation across modalities in single trials, and may require
simultaneous recording. In joint ICA, EEG and fMRI data is
included in the same ICA decomposition, such that the mixing
matrix contains information from both modalities (Moosmann
et al., 2008; Calhoun et al., 2009). It is possible to conduct joint
ICA with averaged ERPs and fMRI contrast maps, or with single
trial data, of which the former can feasibly be run on separately
recorded data (Calhoun et al., 2006).

Although many of the analysis methods mentioned above
ideally require simultaneous recording, methods designed for
combining magnetoencephalography (MEG) and fMRI could
also be applied to separately recorded EEG and fMRI data.
M/EEG fMRI fusion methods based on representation similarity
analysis (RSA) search for shared information across data sets
condition-by-condition, rather than trial-by-trial, and therefore
do not require simultaneous recording (Cichy and Oliva,
2020). These multivariate methods have additional advantages;
they identify differences in the patterns of activation across
regions or time points, rather than the overall activation
as identified in univariate analysis. Additionally, all M/EEG
channels are typically entered into the analysis, which may be
more informative than the few channels that are usually selected
for EEG-informed fMRI analysis as a larger proportion of the
available data is used.

In summary, if you plan to run traditional EEG and fMRI
analyses separately, using averages over trials or representations
of shared information, then separate recording may be sufficient.
However, if you plan to run combined EEG-fMRI analysis with
the assumption that the same behavior and neurological activity
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is represented in both modalities at each trial, then concurrent
recording is beneficial.

4. IF USING A TASK, CAN YOU OPTIMIZE
IT FOR BOTH EEG AND FMRI
CONCURRENTLY?

Question 4 is important for the design of a combined EEG-
fMRI experiment, and asks if the task can be optimized for
both EEG and fMRI. Traditional EEG experiments are often
fast with short trial durations, given that researchers are usually
interested in activity within the first 600 ms after stimulus onset.
The BOLD response measured using fMRI is much slower,
and therefore fast paradigms must be designed with caution.
Researchers may consider adding larger inter-trial intervals and
jitter between image presentations to ensure that the BOLD in
response to separate trials can be separated (Amaro and Barker,
2006). Furthermore, not all fMRI safe EEG equipment can be
used in conjunction with all fMRI acquisition techniques such as
multiband sequences, therefore constraining the fMRI sequence
design (Chen et al., 2020). An advantage of separate recording
sessions is that the task and recording setup can be individually
optimized for each modality, and therefore the signal-to-noise
maximized in both data sets.

5. IS IT ACCEPTABLE THAT YOUR EEG
DATA WILL CONTAIN MORE ARTIFACTS
HAVE A REDUCED SIGNAL-TO-NOISE
RATIO WHEN RECORDED INSIDE THE
MRI SCANNER?

The final question asks researchers if they are happy to accept
that their EEG data will contain more artifacts and have a
reduced signal-to-noise ratio when recorded inside the MRI
scanner. Unfortunately, it is not possible for anyone to accurately
quantify the loss of signal that will occur for a given paradigm
or EEG feature. However, the EEG data recorded in the
MRI environment will have additional artifacts that need to
be removed (Ritter and Villringer, 2006; Marino et al., 2019;
Bullock et al., 2021). Strategies for the removal of these artifacts
have variable success, and it is possible that additional data
sets will need to be excluded due to pre-processing failures
(e.g., Scrivener et al., 2020).

When EEG is recorded during MRI acquisition, several
additional EEG artifacts are incurred. The first is caused by the
gradient pulse, and therefore known as the gradient artifact.
As this is related to the sequence of the MRI scanner, which
is known, and is stable over time, the gradient artifact can
be removed by subtracting a template of its form (see Allen
et al., 2000). This is facilitated by synchronizing the EEG and
fMRI clocks, which improves removal of the gradient artifact
(Mandelkow et al., 2006; Mullinger et al., 2008a).

The second artifact is the BCG, which is considerably harder
to remove, and a reliable solution to this is yet to be achieved.
The BCG artifact is related to the heartbeat of the participant

lying down in the scanner. More specifically, expansion and
contraction of arteries in the scalp cause movements in the
electrodes and wires in the EEG cap (Goldman et al., 2000;
Debener et al., 2008). This movement of blood also influences
the static magnetic field and can result in artifacts with larger
power than the EEG signal of interest (Ritter and Villringer,
2006). With similarities to the removal of the gradient artifact,
one method used to remove the BCG is to construct a template of
the heartbeat artifact, identify its occurrence across the recording,
and subtract it from the EEG signal (Allen et al., 1998).

However, there are several factors that reduce the success of
this method. Unlike the gradient artifact, the heartbeat of the
participant is not stable over time, which can make its removal
more of a challenge. Several other methods for removing the BCG
artifact have been suggested, for example, ICA (Srivastava et al.,
2005), adaptive filtering based on a time varying finite impulse
response (Bonmassar et al., 2001), and adaptive optimal basis set
methods (Marino et al., 2018b). However, no method claims to
successfully remove all BCG artifacts for all participants, and they
are not consistently applied across studies (for a review of existing
methods, see Abreu et al., 2018 and Bullock et al., 2021).

The third artifact present in EEG recorded inside the MRI
environment is caused by the helium pump, which results in
widespread peaks across the frequency spectrum, far above the
amplitude range of normal EEG (Mullinger et al., 2008b). Given
the spread across frequencies, and the difficulty in distinguishing
true neural signal from helium pump noise, this can be difficult to
remove (but see Rothlübbers et al., 2015). A further complication
is the large between-site differences in helium artifact, driven by
factors such as the scanner manufacturer and physical set up
(Neuner et al., 2014). One way to avoid this artifact is to switch
off the helium pump before running the experiment (Laufs et al.,
2008). However, as the helium pump is essential for the continued
functioning of the MRI scanner, this cannot be left switched off
for long time periods.

The MRI signal can also be affected by combined recording,
with greater impact reported at higher field strengths (Mullinger
et al., 2008c; Jorge et al., 2015). The EEG electrodes increase
inhomogeneity in the magnetic field and reduce MRI signal
(Mullinger et al., 2008c; Abreu et al., 2018), as well as producing
artifacts at the location of EEG electrodes (de Munck et al.,
2012; Scrivener and Reader, 2021). However, as the distortion
and signal drop-out caused by electrodes is located at the scalp,
the signal within the brain is not significantly affected (Mullinger
et al., 2008c). Further, several studies have reported comparable
BOLD sensitivity with and without the presence of an EEG cap
(Luo and Glover, 2012; Klein et al., 2015).

Some researchers have also reported spurious correlations
between EEG and fMRI signals that are related to motion
artifacts, rather than a common neural source. For example, EEG
power in the frequency domain was found to be significantly
higher during trials with high motion, compared to low motion,
especially in low frequency bands (Fellner et al., 2016). The
presence of additional EEG artifacts may also influence ICA
based analysis, as a larger proportion of the ICA components
will relate to artifacts than in a standard EEG experiment. Given
that the number of identified ICA components is restricted
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to the maximum number of recording channels, this may
reduce the ability to separate meaningful EEG components
(Ullsperger and Debener, 2010).

FUTURE DIRECTIONS

Recent technological and methodological developments continue
to expand and improve the application of combined EEG-
fMRI. For example, real-time pre-processing and feedback of
sensorimotor EEG activation has been implemented during EEG-
fMRI recording, enhancing task related activity during motor
imagery (Zich et al., 2015). It is therefore possible to conduct
online EEG analysis and use the outcome measure to influence
participant behavior and subsequent neural activation. The
complex concurrent application of TMS-EEG-fMRI has also been
implemented, suggesting that strong pre-stimulus alpha power
is associated with a reduced TMS-induced BOLD response in
the motor execution network (Peters et al., 2020). An interesting
extension of this work would be to use online EEG measures,
such as alpha peak or trough onsets, to inform the timing of TMS
pulses delivered to the brain (Thut et al., 2011a,b), enabling a
comparison of the TMS-induced changes to BOLD and behavior.

While most combined EEG-fMRI recordings are done at
magnetic field strengths of 3T, several groups are developing
methods to combine EEG with ultra-high field MRI imaging
at 7T (Meyer et al., 2020; Philiastides et al., 2021). Despite the
increased number of artifacts associated with combined EEG-
fMRI recording over 3T (Mullinger et al., 2008c; Neuner et al.,
2013; Jorge et al., 2015), ultra-high field MRI measures provide
increased spatial resolution at the mesoscopic level (Balchandani
and Naidich, 2015). Combining this with EEG can therefore
facilitate precise mapping between EEG signals and BOLD
activation across individual layers of the cortex (e.g., Scheeringa
et al., 2016), with greater detail than can be achieved at lower
field strengths.

SUMMARY

The aim of this article is to provide a resource for researchers
considering whether to record EEG and fMRI separately or
simultaneously. Presented here are a series of questions for
the researcher to consider in reaching a decision. In summary,
separate recordings are sufficient if; (a) you plan to run traditional
EEG and fMRI analyses separately, using averages over trials,
rather than combined analysis and single-trial data; (b) you
assume that participant behavior and neurological responses
would be relatively stable across experimental sessions; and (c)
if you cannot find a suitable paradigm that can be optimized
for EEG and fMRI concurrently. If you do not know what to

expect in the individual modalities or how you would analyze
your data, it may be beneficial to run pilot studies in each
modality first before coming back to the question of simultaneous
EEG-fMRI. There are several advantages to separate recording,
including the ability to optimize the recording parameters for
each modality separately, without requiring specialized fMRI safe
EEG equipment that may constrain the available fMRI sequences.
The data quality of separate data sets will also be greater, and
the likelihood that subjects need to be excluded from analysis is
reduced by the smaller number of possible artifacts.

However, simultaneous EEG-fMRI may be justified if; (a)
you can reasonably expect your signal of interest to be detected
in both EEG and fMRI signals; (b) you know what to expect
from each modality individually and are therefore interested
in running combined analysis to extract simultaneous temporal
and spatial information; (c) you plan to run combined EEG-
fMRI analysis with the assumption that the same behavior
and neurological activity is represented in both modalities
at each trial; and (d) you expect that this behavior and
neurological activity would vary across experimental sessions
or you are measuring spontaneous activity during resting state.
An advantage of simultaneous recording is the mitigation of
potential confounds associated with multiple testing sessions,
such as habituation, learning, or differences in set up and
participant experience.

Overall, the aim of this article is to equip new researchers with
the resources needed to make an informed decision regarding
the necessity of simultaneous EEG-fMRI. As multi-modal
neuroimaging requires additional time, equipment, and financial
resources, it is important to thoroughly consider the recording
options available. Ongoing technological and methodological
developments continue to facilitate the successful application
of combined EEG-fMRI to ask questions about the brain and
behavior with increasing precision, and it will no doubt continue
to be a powerful tool in cognitive neuroscience.
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The brain, as a complex dynamically distributed information processing system, involves
the coordination of large-scale brain networks such as neural synchronization and
fast brain state transitions, even at rest. However, the neural mechanisms underlying
brain states and the impact of dysfunction following brain injury on brain dynamics
remain poorly understood. To this end, we proposed a microstate-based method
to explore the functional connectivity pattern associated with each microstate class.
We capitalized on microstate features from eyes-closed resting-state EEG data to
investigate whether microstate dynamics differ between subacute stroke patients
(N = 31) and healthy populations (N = 23) and further examined the correlations between
microstate features and behaviors. An important finding in this study was that each
microstate class was associated with a distinct functional connectivity pattern, and
it was highly consistent across different groups (including an independent dataset).
Although the connectivity patterns were diminished in stroke patients, the skeleton of the
patterns was retained to some extent. Nevertheless, stroke patients showed significant
differences in most parameters of microstates A, B, and C compared to healthy controls.
Notably, microstate C exhibited an opposite pattern of differences to microstates A and
B. On the other hand, there were no significant differences in all microstate parameters
for patients with left-sided vs. right-sided stroke, as well as patients before vs. after
lower limb training. Moreover, support vector machine (SVM) models were developed
using only microstate features and achieved moderate discrimination between patients
and controls. Furthermore, significant negative correlations were observed between
the microstate-wise functional connectivity and lower limb motor scores. Overall,
these results suggest that the changes in microstate dynamics for stroke patients
appear to be state-selective, compensatory, and related to brain dysfunction after
stroke and subsequent functional reconfiguration. These findings offer new insights
into understanding the neural mechanisms of microstates, uncovering stroke-related
alterations in brain dynamics, and exploring new treatments for stroke patients.

Keywords: EEG, microstates, brain dynamics, functional connectivity, stroke, machine learning, lower extremity
motor function
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INTRODUCTION

It is now a consensus that the brain at rest is not truly “at rest”,
and the spontaneous brain activity exhibits complex dynamic
spatiotemporal configurations (Raichle et al., 2001; Fox and
Greicius, 2010; Pirondini et al., 2017). Of note, spontaneous
brain activity can predict behavioral performance, and intrinsic
activity plays a basic and functional role in brain function (Spisak
et al., 2020). On the other hand, brain injury (e.g., stroke)
causes behavioral deficits as well as widespread structural and
functional network dysfunction (Salvalaggio et al., 2020). Motor
and sensory impairments are the two most common deficits after
stroke, affecting approximately 85 and 50% of stroke patients,
respectively (Wu et al., 2015; Ramsey et al., 2017). To date,
using neurophysiological techniques, a tremendous number of
studies based on spectral analysis, functional connectivity, and
graph theory analysis have been reported in the field of brain
injury mechanisms and stroke rehabilitation (Wu et al., 2015;
Stinear, 2017; Trujillo et al., 2017; Mane et al., 2019; Chiarelli
et al., 2020; Ros et al., 2022). These studies laid an important
foundation for our understanding of stroke-related neurological
alterations and neuroplasticity and for finding neural markers
that can indicate prognosis and outcomes. However, given the
intrinsic non-stationary nature of brain neural signals, static
features are not time-resolved and lose the information about the
time dimension. Dynamic analysis methods may better reflect
the full profile of brain activity and capture critical features of
the spatiotemporal dimensions in health and disease (Kabbara
et al., 2017; Chang et al., 2018; O’Neill et al., 2018; Bonkhoff
et al., 2020; Wang et al., 2020). Dynamic functional connectivity
is the most commonly used method in functional magnetic
resonance imaging (fMRI) studies to investigate the connectivity
dynamics in stroke patients. It has shown that stroke alters the
brain’s preference for distinct connectivity states (Bonkhoff et al.,
2020; Wang et al., 2020). However, the sliding-window approach,
which is typically utilized in dynamic functional connectivity,
has the limitation of requiring a prior unknown window width
(O’Neill et al., 2018). Windows that are too short or too long
will not capture the true temporal dynamics of the brain. Several
alternative approaches have been applied to electrophysiological
data to describe the brain dynamics, including hidden Markov
models (HMMs) (Vidaurre et al., 2018; Bai et al., 2021a) and
microstate analysis (Pascual-Marqui et al., 1995; van de Ville
et al., 2010; Zanesco et al., 2020). Spatially distinct patterns of
oscillatory power and coherence at the source level have been
observed in health and disorders of consciousness by HMMs
(Vidaurre et al., 2018; Bai et al., 2021a). Nonetheless, it remains
unclear whether the assumptions underlying HMMs are met in
resting-state EEG (Gschwind et al., 2015; von Wegner et al.,
2016). In addition, little is known about the electromagnetic
properties of the brain injury regions, and techniques for
constructing accurate head models of patients with brain injuries
(e.g., stroke) have not yet been well developed. Microstates reflect
short periods (∼100 ms) of quasi-stable brain states that evolve
in time, resulting from the synchronous and coordinated activity
of brain networks (Pascual-Marqui et al., 1995; Koenig et al.,
2002; Zanesco et al., 2020). Importantly, microstate analysis is

traditionally at the sensor level and needs minimal assumptions
regarding the properties of the neural signals.

Numerous studies based on EEG have demonstrated that
resting-state functional connectivity and microstate analyses are
successful and valuable methods for studying neurological and
psychiatric diseases (Khanna et al., 2015; Zappasodi et al., 2017;
Zuchowicz et al., 2018; Eldeeb et al., 2019; Musaeus et al.,
2019a; Riahi et al., 2020; Tait et al., 2020). Additionally, there
are associations between EEG microstates and fMRI resting-state
networks (RSNs) (Britz et al., 2010; van de Ville et al., 2010;
Custo et al., 2017). Furthermore, motor scores are related to
EEG features (e.g., functional connectivity) of spontaneous brain
activity (Riahi et al., 2020; Hoshino et al., 2021). Given the tight
link between microstates and brain networks of spontaneous
brain activity, we speculated that microstate dynamics could
reflect the motor capacity (e.g., lower/upper limb function) to
some extent (Pirondini et al., 2017; Spisak et al., 2020; Zhang
et al., 2021). However, the current microstate studies have mainly
focused on the cognitive functions of the brain in health (Brechet
et al., 2019; Pirondini et al., 2020; Zanesco et al., 2020) and
diseases like schizophrenia (da Cruz et al., 2020) and Alzheimer
(Musaeus et al., 2019b; Tait et al., 2020). Only a limited number
of studies focused on patients with brain injuries, such as stroke
(Zappasodi et al., 2017) and consciousness of disorders (Gui
et al., 2020; Bai et al., 2021b). To date, only one study (to our
knowledge) with the complete microstate analysis (Zappasodi
et al., 2017) focused on stroke (at the acute stage). This research
suggested that microstate B duration explained the 11% of the
effective recovery of the National Institute of Health Stroke Scale
(NIHSS), and there was a significant difference between patients
with left-sided and right-sided stroke in parameters of microstate
C and D. Further in-depth research is needed to verify and
explore the stroke-related alterations in microstate dynamics.

There are still three critical questions that need to be
deeply investigated. First, is each microstate class associated
with a specific functional connectivity pattern? Several studies
have explored state-wise functional connectivity in different
scenarios (Comsa et al., 2019; Duc and Lee, 2019), but the
connectivity pattern corresponding to each microstate class
in the resting state is still unclear. In addition, according
to previous studies, each microstate template has distinct
topographic distribution and bright characteristics (Michel
and Koenig, 2018; Li et al., 2021; Zanesco et al., 2021).
Therefore, we assumed that each microstate class corresponds
to a unique pattern of functional connectivity. It is instructive
for addressing this question to extend our understanding of
the mechanisms underlying microstates and help us explain
microstate dynamics. Second, how do the microstate parameters
evolve in time after stroke, and how are they perturbed or altered
by stroke? Third, do microstate parameters encode information
that reflects the motor capacity of the lower limbs? Lower limb
motor function is an important basis for restoring walking
function and activities of daily living after stroke. However,
currently few studies have assessed lower limb function by
neural features derived from EEG (Sebastian-Romagosa et al.,
2020; Hoshino et al., 2021). The answers to the latter two
questions will help us to explore the crucial characteristics
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of stroke patients, the possible patterns of brain functional
reorganization, and the possibility of using microstate dynamics
for functional assessment.

In the current study, we proposed a microstate-based
approach and leveraged the EEG datasets of patients at two-
time points (i.e., before and after the rehabilitation therapy)
and healthy controls to explore the three aforementioned
questions. The Lower-extremity part of Fugl-Meyer Assessment
(FMAL) was used to evaluate the lower limb functional status
of stroke patients at the two-time points (Fugl-Meyer et al.,
1975). Previous research has suggested that intra-cortical alpha
oscillations primarily account for the emergence of microstate
classes (Milz et al., 2017), and most microstate studies are
based on larger bandwidths such as 2–20 or 1–40 Hz (Khanna
et al., 2015). Here, we used the EEG signal in the 1–
20 Hz frequency band for microstate analysis. Phase-locked
synchronization of neural signals in the brain may be the
key mechanism for brain information integration (Michel and
Koenig, 2018). Therefore, in this study, functional connectivity
in the alpha band was constructed by the phase-locking value
(PLV) method (Lachaux et al., 1999; Duc and Lee, 2019; Yao
et al., 2021). Microstate-specific connectivity was computed
by connected instantaneous phase signals belonging to a
particular microstate class. We compared one microstate-specific
functional connectivity with the others to examine whether
there were differences among microstate-wise connectivity. The
results were also validated in an independent EEG dataset
(Babayan et al., 2019). In addition, due to the functional
and structural deficits after stroke, we predicted that some
microstate parameters would be significantly different in stroke
patients compared to those in healthy controls. We also tested
how microstate features changed after rehabilitation training,
and whether there were significant differences in microstate
features between patients with left-sided and right-sided stroke.
Moreover, we utilized support vector machine (SVM) models
to investigate their ability to distinguish stroke patients from
healthy controls by only microstate features. Finally, we explored
the cross-sectional correlations between the microstate features
and FMAL scores. This may allow us to identify potential
neural markers that provide insight into lower limb function
recovery after stroke.

In sum, we explored the functional connectivity patterns
underlying microstates and investigated how microstate
dynamics are altered in stroke patients at two-time points
compared to healthy individuals and the associations between
microstate features and FMAL scores. No such study exists
for microstates.

MATERIALS AND METHODS

Participants
Patients
Fifty-nine patients were recruited, and 31 patients (mean
age 56.7 years with range 31.7–77.4; SD = 12.1; 29 right-
handed; 24 males; 19 with left-sided stroke) satisfied
the post-enrollment inclusion criteria. No statistical

methods were used to predetermine the sample sizes in
this study, but our sample sizes were similar to those
reported in previous research (Pirondini et al., 2020;
Wang et al., 2021).

Inclusion Criteria of Patients
(1) Aged 30–80. (2) First-ever unilateral brain lesion. (3)
Subacute stroke (2 weeks to 6 months poststroke). (4) Sufficient
cognition (Mini-Mental State Examination, MMSE score > 21).
(5) Moderate-to-severe paralysis (Brunnstrom score ≤ IV). (6)
No other diagnosis substantially affecting the lower limbs. (7) No
other neurological or psychiatric disorders. (8) Medically stable.

Healthy Controls
Twenty-three healthy controls (mean age 58.9 years with
range 31.5–73.2; SD = 12.0; 21 right-handed; 13 males)
were recruited for this study. In addition, an external site
EEG dataset of healthy subjects (N = 32; age range 30–80;
29 right-handed; 21 males) selected from the “Mind-Brian-
Body dataset” (Babayan et al., 2019) was used to validate
the stability of the results of microstate-specific functional
connectivity (Supplementary Table 1). To distinguish the
external site EEG dataset from the healthy controls in
this study, “LEMON” was used to refer to the external
site dataset.

The study was conducted according to the tenets of the
Declaration of Helsinki, the guidelines for Good Clinical
Practice, and the Consolidated Standards of Reporting
Trials (CONSORT), approved by the Ethics Committee
of Beijing Tsinghua Changgung Hospital (18172-0-01).
All subjects provided written informed consent before
participating in the study.

Treatment Protocol and Clinical
Evaluation
All patients received 10-session ankle stretching training using
the robot-aided stretching (five times a week over 2 weeks,
20 min/session). An ankle rehabilitation robot (Beijing LTK
Science and Technology Co., Ltd., Beijing, China) was used
for intervention. The ankle rehabilitation robot was driven
by a servomotor controlled by a digital signal processor.
The stretching protocol has been described in detail in our
previous research (Zhai et al., 2021). During the 2 weeks,
all patients received standard medical care and rehabilitation,
which consisted of routine physiotherapy (PT) and occupational
therapy (OT). Patients completed a 1-h PT session and 1-h
OT per day, 5 days per week, for a total of 10 sessions. PT
included continued movement exercises for hemiplegia, muscle
strength training, and balance and walking function exercises.
OT focused on rehabilitation of arm and hand movements
used in daily activities. Subjects were evaluated before and after
the interventions by a designated physiotherapist. FMAL (0–34
points) was used to evaluate the lower limb motor function of
stroke patients and was conducted at two-time points: before
the therapy (T0, baseline) and immediately after 10 training
sessions (T1) (Fugl-Meyer et al., 1975; Gladstone et al., 2002; See
et al., 2013). In addition, EEG data were also collected for each
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TABLE 1 | Sample demographics and clinical information.

Patients (N = 31) Controls (N = 23) p Effect size

Age (M ± SD, range) 56.7 ± 12.1, 31.7–77.4 58.9 ± 12.0, 31.5–73.2 0.52 −0.18

Gender (female/male) 7/24 10/13 0.10 0.22

Handedness (left/right) 2/29 2/21 0.76 0.04

Lesion side (left/right) 19/12

Stroke type (hemorrhagic/ischemic) 6/25

Days poststroke at T0 (M ± SD, range) 65.9 ± 39.7, 15–154

M ± SD: mean ± standard deviation. The two-sample t-test for age and Pearson’s chi-squared tests for gender and handedness were performed between patients and
controls. The effect size was estimated using Cohen’s d for age and Cramer’s V for gender and handedness.

patient at two-time points (Supplementary Figure 1A). Group
characteristics and clinical information are presented in Table 1.

EEG Data Acquisition and Preprocessing
Eyes-closed resting-state EEG data were acquired from a 64-
channel electrode cap (NeuSen W64, Neuracle, China), with
59 scalp electrodes (Ag/AgCl) placed according to the 10-10
international system. The data file of the channel locations is
provided in Supplementary Material. EEG data were recorded
using a Neuracle amplifier with 24-bit resolution and a sampling
rate of 1,000 Hz, and lowpass filtered with the cutoff frequency
(−3 dB) at 250 Hz for between approximately 3–5 min. The
reference electrode was located at CPz, and the ground electrode
was located at AFz. During the recording, the impedance was
kept below 20 k� for all scalp electrodes. EEG data were
recorded in a specific, dimly lit, sound-attenuated, but not
electrically shielded room. An investigator focused on the status
of the participants, and they were requested to minimize their
movements and remain awake.

EEG data were preprocessed offline in MATLAB (R2020b,
Mathworks, Natick, MA, United States) using the EEGLAB
toolbox (version 2019.0, Swartz Center for Computational
Neuroscience, San Diego, CA, United States) and its extensions
in combination with some custom MATLAB scripts. All
preprocessing steps consistently maintained double-precision
computations. FIR filters were used in this study and designed
using the function pop_firws() with a Hamming window. First,
EEG data were lowpass filtered (order: 660, transition width:
5.0 Hz, −6 dB cutoff frequency: 45 Hz) to remove the line noise
and then resampled to 250 Hz. In addition, low-frequency noise
was attenuated using a high-pass filter (order: 826, transition
width: 1 Hz, −6 dB cutoff frequency: 0.5 Hz). Then, bad
channels and EEG segments containing large, non-stereotype
artifacts were discarded semi-automatically. The signal of the
bad channels was interpolated through spherical interpolation
and then EEG data were re-referenced to the common average
and the signal of the original reference CPz channel was
restored. Next, EEG data were decomposed by independent
component analysis (ICA) using the default binica method in
the EEGLAB toolbox. Artifactual components (e.g., eye blinks,
movement, channel noise, muscle activity, and heart) were
discarded via visual inspection with the help of plugin extensions
in EEGLAB (i.e., ICLabel, DIPIT, and ADJUST). There were
no significant differences in the number of bad channels or

artifactual components between stroke patients and healthy
controls. See Supplementary Table 2 for more details. EEG
data acquisition and preprocessing of the LEMON dataset were
extensively described in the previous studies (Babayan et al., 2019;
Férat et al., 2020; Zanesco et al., 2020).

Microstate-Based Analysis of Brain
Dynamics
Microstate analyses were performed in MATLAB. Some steps
were based on the Microstate toolbox (MST, version 1.0) (Poulsen
et al., 2018) and Microstate1 (version 1.2). The complete analysis
pipeline used in this study is shown in Figure 1. EEG data were
first lowpass filtered (order: 208, transition width: 4.0 Hz, −6 dB
cutoff frequency: 22 Hz) and then re-referenced to the common
average before microstate analysis. Local maximal values (peaks)
of the global field power (GFP) were extracted from each EEG
recording. GFP was calculated as the standard deviation of the
amplitude across all channels at each time point. EEG maps at
GFP peaks are reliable representations of the topographic maps
because of their high signal-to-noise ratio (Koenig et al., 2002).
Considering the high uncertainty in the assignment of states for
maps with low GFP, we discarded the bottom 15% of GFP peaks
(Mishra et al., 2020). GFP peaks that were greater than three
times the standard deviation were also excluded. EEG maps at
the remaining GFP peaks (also called original maps) were used
for further analysis.

Identifying Recording-Specific Microstate Templates
For each recording, a modified k-means clustering algorithm
(ignoring the polarity) was used to find 2–10 (k = [2:10])
templates using the original maps (Murray et al., 2008; Poulsen
et al., 2018). For each k, the clustering procedure was repeated
100 times and returned the templates of the run with the largest
global explained variance (GEV). Meanwhile, the GEV and the
value of the Krzanowski–Lai (KL) criterion (Krzanowski and Lai,
1988; Murray et al., 2008) were determined for each k.

Identifying Group-Specific Microstate Templates
To have equal contributions of microstates per participant in the
group, each participant provided the same number of templates
to the second modified k-means clustering (van de Ville et al.,
2010; Nishida et al., 2013). For each group, the optimal number of

1https://www.thomaskoenig.ch/index.php/software/microstates-in-eeglab/
getting-started
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FIGURE 1 | Graphical representation of the analysis method in the study. The microstate templates used in this study are common templates of patients and healthy
controls. See “Materials and Methods” section for details. GFP, Global Field Power; GEV, Global Explained Variance; SC, Spatial Correlation metric; TP, Transition
Probability; FMAL, Lower-extremity part of Fugl-Meyer Assessment; SVM, Support Vector Machine; LOOCV, Leave-One-Out Cross-Validation.

templates at the group level (k∗) was determined by the number
of clusters corresponding to the maximum value of the mean
of the normalized KL across all recordings in the group. The k∗
templates from each participant of the group were concatenated,
and then k∗ clusters were determined by the modified k-means
algorithm. The centroids of the k∗ clusters were the group-
specific microstate templates.

Identifying Common Microstate Templates
In this study, the optimal number was five in both the stroke
patients and healthy controls. To avoid systematic variances
derived from the differences of group-specific microstate
templates between patients and healthy controls, the common
microstate templates were used. To get the common templates,
the modified K-means method was utilized for the group-specific
microstate templates of patients and controls. The common
templates were labeled A–E according to their similarities to the
templates in the previous research (Férat et al., 2020; Shi et al.,
2020; Zanesco et al., 2020).

Back-Fitting of the Microstate Templates
The common templates were fitted back to all the EEG maps
(not just the maps at the GFP peaks) of each preprocessed EEG
recording. EEG map at each time point was assigned a label

according to the map with which the template demonstrated
the highest absolute spatial correlation. Thereafter, EEG maps
were converted into microstate sequences. Temporal smoothing
was then employed in the microstate sequence by changing
the labels of small segments (<30 ms) to the next most likely
microstate class until no microstate segment was smaller than
30 ms (Poulsen et al., 2018; Liu et al., 2020). Note that the first and
last microstates in each EEG segment (caused by the removal of
artifacts) were potentially truncated. Thus, these microstates were
not taken into consideration when calculating the parameters of
each microstate class.

Microstate-Wise Functional Connectivity
In this study, the functional connectivity of each microstate class
was computed by a phase-based method (i.e., PLV) across all
channel pairs for the alpha band (8–12 Hz). EEG data were first
applied with surface Laplacian transform using the CSD toolbox
(Kayser and Tenke, 2006) to overcome the volume conduction
problem. The phase signal was then extracted by applying the
Hilbert transform to the band-filtered EEG data, and 10% phase
angles of each side were discarded due to the edge effects. The
segments of the phase angles belonging to a particular microstate
class were picked up and concatenated together. Thereafter,
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the microstate-wise functional connectivity over time across all
channel pairs was calculated. For instance, PLV of microstate
class m between two channels i and j is calculated by the formula:

PLVm
i,j =

∣∣∣∣∣ 1
N

N∑
n=1

e−i(ϕjn−ϕin)

∣∣∣∣∣ ,
where N is the number of time points belonging to microstate m,
and ϕi, ϕj are phase angles from channels i and j.

Microstate Parameters
For each EEG recording, the microstate sequence and microstate
spatial correlation time series (dimension: # microstate classes
× # time points) were computed (see Figure 1). Subsequently,
dynamic parameters per microstate class were estimated. GEV,
which measures the percentage of variance explained for the
EEG maps across all time points by each specific microstate
template. Mean duration, defined as the average of the continuous
length of time during which the EEG time series is determined
to be a certain microstate class. Occurrence, the average number
of occurrences per second of each microstate class. Coverage,
defined as the percentage of total analysis time occupied by
each microstate class. Mean interval, the average across all the
lengths of time from the end of a particular microstate class
to the start of the next same microstate class. Mean GFP,
the average amplitude of GFP during each microstate class
dominance. Spatial correlation metric (SC), the mean absolute
correlation values of each microstate template with maps of a
given microstate class. For example, SCAB is the average absolute
correlation coefficients between the template of microstate A and
all the maps belonging to microstate B. Transition probability
(TP), defined as the probability (observed transition probability
minus expected transition probability) from each microstate class
to another (Nishida et al., 2013). See Murray et al. (2008), Nishida
et al. (2013), Khanna et al. (2015), and Michel and Koenig (2018)
for the details of the interpretation of microstate parameters.

Statistical Analysis
In the study, the significance level is 0.05. All statistical tests
are two-sided tests. All the reported p-values were based on the
non-parametric permutation method (Knijnenburg et al., 2009;
Zalesky et al., 2010). For multiple comparisons, we reported
the p-values corrected by the Bonferroni-Holm method, unless
specified otherwise.

For Microstate-Wise Functional Connectivity
A method based on the network-based statistic (NBS) was
constructed to control the family-wise error rate as massive
univariate tests were performed in connection comparisons
(Zalesky et al., 2010). Briefly, the NBS-based algorithm utilized
in this study comprises the following steps. (1) Compute both
p-value and test-statistic (e.g., t-value or correlation coefficient)
maps resulting from the statistical test of all connections. (2)
A threshold (pthr) was applied to the p-value map. Elements
below the threshold were set to 1, and the others were set to
0. The resulting mask was applied to the test-statistic map. The
sparse test-statistic map was divided into two parts according

to the signs of the elements. MATLAB function conncomp was
used to determine the connection components for each part. The
connected components and the size (e.g., the sum of t-values or
correlation coefficient) of each component were determined for
each part. (3) Perform permutation tests (2,000 permutations).
For each iteration, the labels were randomly shuffled. More
specifically, for between-subjects designs, condition labels were
randomly shuffled; for within-subjects designs, the signs of the
differences of a feature for each subject between two conditions
were randomly assigned; for Pearson correlations, the orders
of the FMAL scores were randomly shuffled. Repeat steps (1)
and (2). Then, calculate the sizes of the largest positive and
negative components and store them in a matrix, respectively.
Note that the observed connected components and their sizes
were computed and stored before the permutation procedure. (4)
After all iterations, two null distributions were obtained, namely
the sizes of the largest positive and negative components. For each
observed connected component, the p-value was computed as the
following formula:

p = 2×
sum

(
abs (Snull) > abs (sobs)

)
+ 1

N + 1
,

where N is the number of permutations, sobs is the size of the
observed connected component, and Snull is one null distribution
chosen based on the sign of the observed connected component’s
size. For difference or correlation analysis, computing the
mean of the functional connectivity strength within the
connected component (mean FCSCC) is one way to reduce the
feature dimension.

For Microstate Parameters
For patients at T0/T1 vs. healthy controls, for each microstate
parameter, we conducted a two-way mixed ANOVA, with
Group, Microstate Class/Spatial correlation Pair/Transition Pair
as factors. Accordingly, for patients at T0 vs. patients at T1, for
each microstate parameter, we conducted a two-way repeated
ANOVA. If the interaction effect was significant, post hoc
permutation tests were used for pairwise group comparisons
for each level of the Microstate Class/Spatial correlation
Pair/Transition Pair factor.

For ANOVAs above, the sphericity, normality, and
homogeneity of variance were assessed by the Mauchly’s
test, Kolmogorov-Smirnov test, and Levene’s test, respectively. If
the assumption of sphericity was violated, the degrees of freedom
were corrected using Greenhouse-Geisser correction if ε < 0.75,
otherwise, using Huynh-Feldt correction. If the assumption of
normality or homogeneity of variance was violated, pairwise
group comparisons were directly performed using permutation
tests. Permutation tests for two samples and paired samples
were computed with 100,000 replications using the t-value as
a measure of group difference. We also performed correlation
analysis between microstate parameters and FMAL scores.
p-values were calculated by permutation test with 100,000
replications using Pearson correlation coefficient as the test
statistic. The 95% confidence interval (CI) was generated by the
bootstrap method (10,000 bootstrap data samples; CI = bias
corrected and accelerated).
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Classification
We employed SVM models to assess whether microstate-wise
features could provide reliable signatures of stroke. Due to the
massive number of features, the microstate parameters, including
mean FCSCC, which were significantly different between stroke
and health at both T0 and T1 were retained for further
analysis. SVM models were conducted with the Python package
scikit-learn. We constructed the SVM classifiers using linear
and radial basis function (RBF) kernels, respectively. To avoid
an optimistically biased evaluation of the model performance,
the nested leave-one-out cross-validation (nested LOOCV) was
utilized to evaluate the tuned SVM models. Moreover, the
scikit-learn pipeline of the preprocessing steps was employed to
prevent data leakage in the cross-validation and hyper-parameter
tuning procedures. For each iteration of the outer LOOCV loop,
one sample was split as the test dataset and the rest as the
training dataset. We first scaled the features to have mean 0
and variance 1 and then used principal component analysis
(PCA) for feature reduction (retaining 95% variance) before
training each model. Then, in the inner LOOCV loop, select
the best hyperparameters based on grid search hyperparameter
optimization and refit a model with the entire training dataset
with the parameters. This model then was used to predict the
test dataset of the outer LOOCV loop. After all iterations of the
outer loop, the prediction results of all samples were collected,
and then the model performance was evaluated by the receiver
operating characteristic (ROC) curve and the area under the
curve (AUC) of the ROC.

Statistical and Visualization Tools
All ANOVAs were carried out in IBM SPSS Statistics 26
(SPSS IBM, Armonk, New York, United States). The other
statistical analysis was conducted with custom MATLAB
scripts. Schemaball plots were made with some modifications
to the schemaball project.2 Networks with EEG electrodes as
nodes (Koessler et al., 2009) were created by BrainNet Viewer
software (Xia et al., 2013). Violin plots were generated by
OriginPro 2022 Beta2 (OriginLab Corporation, Northampton,
MA, United States). Other figures were created using
custom MATLAB scripts.

RESULTS

Patients Findings
The sample demographics and clinical information are
summarized in Table 1. After 10 sessions of training, patients
(N = 31) showed significantly increased FMAL scores (p = 1.000e-
5) compared to the baseline (Supplementary Figure 1B).
Moreover, patients with right-sided stroke (N = 12) presented
higher FMAL scores than those with left-sided stroke, but the
differences were not significant at both T0 (p = 0.131) and T1
(p = 0.161). On average, the time poststroke at T0 was 65.9 days
(SD = 39.7 days) and patients with left-sided stroke showed
a slightly shorter time than patients with right-sided stroke

2https://github.com/okomarov/schemaball

FIGURE 2 | Microstate templates and spatial correlations. (A) Microstate
templates. (B) Spatial correlations between the microstate templates of
patients and controls. Polarity was ignored when computing the correlations.
The templates of the patients were calculated from all their EEG data at T0
and T1.

(p = 0.419). In this study, only six patients had a hemorrhagic
stroke and seven patients were female. Considering the reliability
of the results, no further statistical analysis was conducted
to compare the differences between stroke-type subgroups or
between gender subgroups.

Microstate Templates
The optimal number of microstate classes was five for both
the patients and controls. The five microstate templates of the
patients and controls were provided in Figure 2A. Interestingly,
the microstate templates of patients and controls were highly
similar (all rs > 0.99), as shown in Figure 2B. Nevertheless,
to reduce the potential systematic variances caused by the
template differences between patients and controls, the common
microstate templates were utilized in further analysis. The five
common microstate templates were labeled A–E according to
their similarities to the templates reported in the previous large
sample size study (Zanesco et al., 2020). On average, the templates
explained 80.52, 80.82, and 79.86% of the GEV (fitting to maps at
GFP local maxima) for patients at T0, patients at T1, and healthy
controls, respectively.

Microstate-Wise Functional Connectivity
The functional connectivity associated with each microstate
class is displayed in Supplementary Figure 2. Intuitively, the
functional connectivity of microstate C appeared to be stronger
compared to the other microstate classes. The microstate-
wise connectivity seemed similar to each other due to the
masking of strong short-range connections. However, the
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FIGURE 3 | Comparisons between functional connectivity of microstates A and B for the four groups. (A) Healthy controls. (B) LEMON. (C) Patients at T0.
(D) Patients at T1. For visual clarity, only the top 50 connections (according to absolute t-values) in the connected components with significant differences (p < 0.05,
NBS-based method corrected) are displayed in the figure. The red color indicates greater connectivity for microstate B vs. microstate A, while the blue color
indicates greater connectivity for microstate A vs. microstate B. Color depth represents the size of the connection difference (t-value). The complete connected
components are provided in the first column of Supplementary Figure 3.

comparison results (pthr = 0.001) demonstrated significant
differences between functional connectivity of microstate classes
(Supplementary Table 3). For convenience, FCX refers to the
functional connectivity of microstate X. To further evaluate
the stability and robustness of the results, an independent
EEG dataset of healthy subjects, LEMON, was introduced in

the present study. Briefly, after NBS-based correction, all but
two of the comparison pairs of microstate-wise functional
connectivity were significant (ps < 0.05) for all four groups
(the smallest p-value of FCC < FCA of controls p = 0.096 and
FCC < FCB of patients at T1 p = 0.099). Strikingly, the patterns
of differences between microstate-wise functional connectivity
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FIGURE 4 | Microstate-wise functional connectivity comparisons in healthy controls. For X vs. Y, the red color indicates greater connectivity for microstate X vs.
microstate Y, while the blue color indicates greater connectivity for microstate Y vs. microstate X. Color depth represents the size of the connection difference
(t-value). For visual clarity, only the top 50 connections (according to absolute t-values) of the connected components with significant differences (p < 0.05,
NBS-based method corrected) are displayed in the figure. The complete significant connected components of the four groups are shown in the first column of
Supplementary Figures 4–12.

were highly consistent and stable for all groups, as provided
in Figure 3 and Supplementary Figures 3–12. For instance, as
illustrated in Figure 3 and Supplementary Figure 3, for the
comparison between FCA and FCB of each group, there was a
significant connected component for FCA > FCB (p = 0.001)
and FCA < FCB (p = 0.001) respectively. FCA showed a stronger
strength of PLV mainly involving interhemispheric connections
between the left parietal and right frontocentral-central areas,
and intrahemispheric connections between the left parietal and
left frontal areas and connections within the left parietal/right
frontocentral areas compared to FCB. However, for FCA < FCB,
there was a symmetrical pattern about the anterior-posterior axis
relative to FCA > FCB. Microstate templates A and B exhibited
a left-posterior right-frontal orientation and right-posterior left-
frontal orientation, respectively (see Figure 3A). Interestingly,
the patterns of the differences between FCA and FCB also revealed
the corresponding symmetry and harmony.

We recapitulated the unique connectivity pattern of each
microstate class based on the patterns of differences between
the functional connectivity of one microstate class and the other
microstate classes (Figure 4). See Supplementary Figures 3–
12 for more details. FCA showed stronger connections mainly
between the left parietal (e.g., CP3, CP5, P1, P3, P5, P7)
and right frontocentral-central (e.g., FC2, FC4, FC6, FT8,
C4, C6) areas and within the left parietal/right frontocentral
areas. Accordingly, FCB displayed greater connections mainly

between the right parietal (CP4, CP6, P2, P4, P6, P8) and
left frontocentral-central (e.g., FC1, FC3, FC5, FT7, C3, C5)
areas and within the right parietal/left frontocentral areas.
FCC exhibited a stronger strength of PLV mainly involving
bilateral frontocentral-parietal (e.g., FC1, FC3, FC5, P3, P5, P7;
FC2, FC4, FC6, P4, P6, P8) connections and interhemispheric
parietal (e.g., P5, P6, P7, P8) connections. The pattern of FCC
displayed a U shape and was symmetrical about the anterior-
posterior axis like template C. Moreover, FCD presented greater
connections mainly within the central areas (e.g., Cz, C1, C2,
CPz, CP1, CP2). Furthermore, FCE showed stronger connections
mainly between the left frontocentral (e.g., FCz, FC5, FT7)/left
parietal (e.g., CPz, CP1, P3) and right frontocentral (e.g., FC6,
FT8) areas/right parietal areas (e.g., CP2, P4) and between
middle line channels (e.g., FCz, Cz, CPz, Pz). In sum, these
results suggest each microstate class has a distinct connectivity
preference and corresponds to a unique functional connectivity
pattern. Intriguingly, the connectivity pattern of a microstate
class appeared to reflect its template.

For patients with left- or right-sided stroke, the connectivity
patterns were weakened to varying degrees, but the main skeleton
of the patterns seemed to be preserved (see Supplementary
Figures 13–16). Next, we examined the difference in microstate-
specific connectivity between the patients at T0 and patients
at T1 (pthr = 0.01). Patients at T1 showed weaker connections
mainly in the anterior regions in FCA (p = 0.176) and stronger
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long-range connections (e.g., frontal-parietal connections) in
FCD (p = 0.075), but none connected components survived the
NBS-based correction (see Supplementary Figure 17). We then
examined the differences between patients at T0/T1 and controls
(pthr = 0.01). Once again, none of the connected components
survived the correction.

Microstate Parameters
Two-Way ANOVAs
For patients at T0 vs. patients at T0, two-way repeated-measures
ANOVAs showed non-significant Time × Microstate Class
interaction effects for all microstate features. The main effects of
Time were also non-significant. Therefore, post hoc comparisons
were not further performed.

For patients at T0 vs. healthy controls, two-way mixed
ANOVAs showed significant Microstate Class × Group
interaction effects for occurrence [F(3.721, 193.488) = 5.728,
p = 3.268e-4, η2

p = 0.099], coverage [F(2.370, 123.251) = 9.228,
p = 7.073e-5, η2

p = 0.151], and mean GFP [F(2.965,
154.176) = 7.741, p = 8.092e-5, η2

p = 0.130]. The analysis
also revealed significant Spatial Correlation pairs × Group
interaction for SC [F(4.515, 234.781) = 6.090, p = 5.149e-5,
η2

p = 0.105], and Transition pairs × Group interaction for TP
[F(6.715, 241.758) = 3.591, p = 0.001, η2

p = 0.091]. For patients at
T1 vs. healthy controls, two-way mixed ANOVAs demonstrated
significant Microstate Class × Group interaction effects for
occurrence [F(3.533, 183.693) = 3.042, p = 0.025, η2

p = 0.055],
coverage [F(2.148, 111.693) = 5.446, p = 0.004, η2

p = 0.095], and
mean GFP [F(2.712, 141.039) = 5.059, p = 0.003, η2

p = 0.089].
There was also significant Spatial Correlation Items × Group
interaction for SC [F(4.418, 229.711) = 4.957, p = 4.710e-4,
η2

p = 0.087], and Transition pairs × Group interaction for
TP [F(5.834, 204.174) = 2.795, p = 0.013, η2

p = 0.074]. The
two-way mixed ANOVAs for GEV, duration and interval at
both T0 and T1 had one combination of two factors severely
violating the homogeneity of variances hypothesis. For these
three microstate parameters, pairwise comparisons for each
microstate class between patients and controls were performed
by permutation test directly.

Post hoc Comparisons
Global Explained Variance (GEV)
On average, the GEV for each microstate class ranged from
4.84 to 20.05% in patients at T0, from 5.22 to 21.31% in
patients at T1, and from 5.06 to 27.74% in healthy controls.
Group average statistics (± SD) for microstate parameters
are provided in Supplementary Table 4. It is worth noting
that microstate template C explained more variance relative
to other templates (all ps < 0.05), and was the only template
that explained more than 15% variance for each group
(Figure 5). Furthermore, microstate C showed a significantly
higher GEV in healthy controls compared to patients at T0
(p = 0.002) and T1 (p = 0.027), whereas microstates A
and B showed significantly lower GEV in healthy controls
compared to patients at T0 (p = 1.000e-4, p = 0.001) and T1
(p = 0.006, p = 0.010). For microstates D and E, there was

no significant difference between the patients and controls. The
detailed statistical results are summarized in Supplementary
Tables 5, 6.

Mean Duration
On average, the mean duration for each microstate class
lasted between 51.42 and 68.63 ms in patients at T0, between
52.04 and 71.04 ms in patients at T1, and between 52.81
and 82.24 ms in healthy controls. The mean duration of
microstate C was predominant and significantly longer than
that of the other microstate classes (all ps < 0.001) in healthy
controls. However, the predominant pattern of microstate C was
considerably weakened in patients. No significant differences
between microstates A and C were observed in patients at either
T0 (p = 0.898) and T1 (p = 0.300). Microstate C showed a
significantly longer duration in healthy controls compared to
patients at T0 (p = 0.003) and T1 (p = 0.040). In contrast, The
mean duration of microstate A was significantly longer in patients
at T0 (p = 0.003) and T1 (p = 0.045) relative to healthy controls.

Occurrence
In healthy controls, on average, microstate C occurred 4.09 times
(SD = 0.46) per second, and microstates A, B, D, and E occurred
3.24 (SD = 0.65), 3.07 (SD = 0.56), 2.51 (SD = 0.61), and 2.80
(SD = 0.66) times per second, respectively. As shown in Figure 5,
in patients at T0 and T1, the occurrences of microstates A, B, and
C were all about 4 times per second on average. More specifically,
microstates A and B occurred more frequently in patients at T0
(p = 0.001, p = 0.015) and T1 (p = 0.037, p = 0.191) compared to
healthy controls, and the predominant pattern of microstate C in
controls disappeared in patients.

Coverage
There were significant differences between patients at T0 and
controls in microstates A (p = 1.800e-4), B (p = 0.012), and
C (p = 0.005), and between patients at T1 and controls in
microstates A (p = 0.023) and C (p = 0.043). The dominant
pattern of microstate C also existed in the coverage, especially in
healthy controls.

Mean Interval
For each group, the mean interval of microstate C was the
shortest among all microstate classes (all ps < 0.001). For patients
at T0 vs. healthy controls, the mean interval was significantly
shorter in microstates A (p = 0.001) and B (p = 0.018). In contrast,
the opposite pattern was observed in microstate C (p = 0.021). At
T1, only the mean interval of microstate A (p = 0.031) was still
significant between patients and controls.

Mean Global Field Power (GFP)
Microstate C exhibited a significantly stronger GFP compared to
the other microstate classes (all ps < 0.001) in healthy controls,
but for patients, this pattern was weakened. Microstate C
presented significantly stronger GFP in healthy controls relative
to patients at both T0 (p = 0.001) and T1 (p = 0.015), but
microstates A (p = 0.001, p = 0.116) and B (p = 0.003, p = 0.049)
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FIGURE 5 | Results of microstate parameter analysis for patients and controls. Post hoc pairwise comparisons (patients at T0 vs. controls; patients at T1 vs.
controls) were performed for GEV, mean duration, occurrence, coverage, mean interval, and mean GFP. The means of the three groups for each microstate class are
linked by the solid purple line. *p < 0.05; **p < 0.01; ***p < 0.001.

showed greater GFP in patients at T0 and T1 compared to
healthy controls.

Of Note, there were no differences in the summed/average
microstate parameters across the five microstate classes between
patients at T0/T1 and healthy controls. Moreover, although
the differences between the patients at T0 and T1 were not
significant, we observed that microstate parameters at T1 of
patients were closer to those of healthy controls compared to T0
at the group level.

Spatial Correlation Metric (SC)
As demonstrated in Supplementary Figure 18, intuitively, all
three groups followed a similar pattern in SC. However, patients
presented higher spatial correlations in SCAA, SCAB, SCBA,
SCBB, SCCC, SCDD, and SCEE at both T0 and T1 compared to

healthy controls (see also Supplementary Table 7). SCAB, SCBA,
and SCBB were still signifificantly higher for patients at both
T0 and T1 relative to healthy controls after correction for 25
times comparisons.

Transition Probability (TP)
We observed that TPBC, TPDC, and TPEC significantly decreased,
and TPBA and TPEA significantly increased in patients at T0
compared to controls, but none survived Bonferroni-Holm
correction for 20 times comparisons. At T1, similar patterns were
also observed, but to a lesser degree (Supplementary Figure 19).

We conducted further analysis to examine whether the
microstate parameters differed between patients with left- and
right-sided stroke. No significant differences were observed in
any of the microstate parameters at either T0 or T1. The results of
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FIGURE 6 | Classifications results between patients and controls. The ROC
curve and the corresponding AUC for each classification model are displayed.

mean duration and occurrence are presented in Supplementary
Figure 20.

Classification
To evaluate the ability to discriminate between patients
and healthy controls using only the microstate features, we
constructed SVM models with different kernel types. It is worth
noting that we only sought to assess whether there was a basic
discriminating ability of the microstate parameters instead to find
the best-performing model through complex feature selection
and parameter tuning procedures. For feature selection, we
first selected microstate features that were both significantly
different between patients and controls at T0 and T1. PCA
was utilized to further reduce the dimensions of the features
and retained only the 95% variance. To avoid the optimistically
biased evaluation of the model performance, the nested LOOCV
was used, and the scikit-learn pipeline was adopted to prevent
data leakage in the cross-validation and hyper-parameter tuning
procedures. As shown in Figure 6, AUCs were larger than 0.80
for patients at T0 vs. controls with both the linear and RBF
kernels. AUCs were slightly lower (linear: 0.78; RBF: 0.80) for
patients at T1 vs. controls. In addition, the AUC of the SVM
model with RBF kernel was slightly higher at both T0 and T1.
These results demonstrate that moderate discrimination between
patients and healthy controls can be achieved using only the
microstate features.

Correlation Analysis
We finally examined the correlations between the microstate
features and the FMAL scores. We also used the NBS-based
method for multiple comparison correction for correlations
between microstate-specific connectivity and FMAL score
(pthr = 0.005). Broadly speaking, there was a significant connected
component with negative correlations at T0 and T1 for most
microstate classes (see Supplementary Figure 21). At T0, the
significant connected components mainly involved the right

hemisphere. More connections involving the left hemisphere
and middle line channels were included in the significant
connected components at T1. For instance, the distribution
of the connected component of microstate C mainly affected
the connections between the right central (e.g., C2, C4, C6,
T8) and right posterior/frontal areas at T0 and between the
left central (C1, C3, C5, CP3)/right frontal-central (AF8, FC2,
FC4, C2, C4) and middle line (FCz, Cz)/right posterior areas at
T1 (Figure 7A).

Moreover, we identified significant correlations between the
mean FCSCC of microstate C and FMAL score at both T0
(r = −0.697, p = 5.000e-5, 95% CI [−0.830, −0.452]) and T1
(r = −0.779, p = 1.000e-5, 95% CI [−0.895, −0.546]). FMAL
score was moderately correlated with microstate parameters (e.g.,
occurrence, coverage) mainly in microstates C and D at T1
and similar relationships were observed at T0, but to a lesser
degree (see Supplementary Table 8). Intriguingly, the parameters
in microstates C and D showed opposite correlation patterns
with the FMAL score. For instance, at T1, the mean interval
was positively correlated with the FMAL score in microstate
C (r = 0.394, p0 = 0.027, p = 0.110, 95% CI [0.046, 0.645])
but negatively correlated with the FMAL score in microstate
D (r = −0.512, p0 = 0.003, p = 0.015, 95% CI [−0.755,
−0.045]) (see Figure 7B). p0 is the uncorrected p-value. On
the other hand, there were moderate correlations between the
FMAL score and SC at T0 (e.g., SCAA, SCAB, SCAD, SCAD,
SCAE). For example, SCAA at T0 was negatively correlated with
the FMAL score (r = −0.420, p0 = 0.020, p = 0.498, 95%
CI [−0.650, −0.087]), but none of them was significant after
the Bonferroni-Holm correction for multiple comparisons (see
Supplementary Table 9).

DISCUSSION

The brain is a complex dynamically distributed information
processing system with stable structural connections that support
time-varying information transfer between brain regions (Park
et al., 2021). Yet, after the stroke, it remains unclear how the
dynamic neural signals of the brain are altered due to damage to
the neural tissue of the brain, together with changes in receptor
distribution. Understanding the mechanisms underlying brain
dynamics and the alterations in brain dynamics after brain injury
is a cutting-edge question in neuroscience and neurological
rehabilitation (Comsa et al., 2019; Bonkhoff et al., 2020; Zanesco
et al., 2020; Bai et al., 2021a; Ploner and Tiemann, 2021). We
explored the phase-coupling pattern of each microstate class
and the spatiotemporal dynamics of the brain in stroke patients
and healthy controls using microstate-based analysis. Our results
demonstrate that each microstate class corresponds to a distinct
pattern of functional connectivity, and the results of different
datasets are highly similar from a macroscopic point of view.
On the other hand, stroke patients showed significant changes
in almost all types of microstate parameters compared to the
healthy population. In addition, some microstate-related features
were significantly associated with lower limb motor function.
Together, our work demonstrates the close association between
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FIGURE 7 | Results of correlation analysis. (A) Correlation analysis between the functional connectivity of microstate C and FMAL score. Only the significant
connected components are displayed. Mean FCSCC refers to the mean of the functional connectivity strength within the significant connected component. The blue
color indicates negative correlations between the connectivity of microstate C and the FMAL score. Color depth represents the size of the correlation coefficient.
Dashed lines imply the 95% confidence intervals for the regression estimates. Pearson correlation coefficient (r) and the corresponding permutation-based p-value
are given. (B) Correlation analysis between microstate parameters and FMAL score. The black and gray dashed lines indicate the 95% prediction and 95%
confidence intervals, respectively. Pearson correlation coefficient (r) and the corresponding permutation-based p-value are given. p0 is the uncorrected p-value.

microstates and functional connectivity, and the importance of
studying altered neural features of the brain after stroke from a
dynamic perspective.

We found that the optimal number of microstate classes
was five in both healthy controls and stroke patients, and the
microstate topographies were highly similar between the groups.
There is no consensus on how to determine the optimal number
of microstate classes (Custo et al., 2017; Michel and Koenig,
2018; Gui et al., 2020). The number of microstate classes was
determined or set to four in many previous experimental and
clinical studies (Michel and Koenig, 2018). Although the optimal
number is associated with the dataset used and the selection
of the determination criterion, a low number of microstate
classes may leave a large amount of data variance unexplained
(for all maps, not only those at GFP peaks), as well as the
risk of merging different classes (Custo et al., 2017). Here, the
microstate templates were highly similar to those reported in
previous studies (Shi et al., 2020; Zanesco et al., 2020, 2021). Yet,
only one previous study, to our knowledge, used the complete
microstate analysis in stroke patients (Zappasodi et al., 2017).
In the study by Zappasodi and colleagues, the optimal number
determined using the KL criteria and cross-validation (CV)
criteria was four, and the microstate templates of healthy controls
differed from those of stroke patients (patients with the lesion

in the left/right hemisphere). Compared to our results, one
possible reason for the discrepancy is that they used a different
method for determining the optimal number of microstate classes
and utilized 19-channel EEG data from acute stroke patients,
whereas our study used 60-channel EEG data from subacute
stroke patients.

Having computed the common microstate templates, we
investigated the microstate-specific functional connectivity in the
sensor space. Many studies have explored the source localization
of microstates, and the association between the microstates and
RSNs (Britz et al., 2010; Yuan et al., 2012; Custo et al., 2017; Milz
et al., 2017; Michel and Koenig, 2018). Currently, only limited
studies have sought to uncover the relationship between resting
EEG microstates and their corresponding functional connectivity
(Comsa et al., 2019). The functional connectivity patterns
underlying each microstate class remain unclear. Moreover, a
popular approach for studying brain dynamics in EEG and fMRI
is dynamic functional connectivity (Hutchison et al., 2013; Allen
et al., 2014; Hansen et al., 2015; Kabbara et al., 2017; O’Neill
et al., 2018; Ploner and Tiemann, 2021). The major limitation of
the dynamic functional connectivity analysis based on the sliding
window approach is the need to manually select a fixed window
length. This means that the signals under this window length may
not belong to the same brain state. Microstate-specific functional
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connectivity analysis is similar in nature to dynamic functional
connectivity, but in this study, the connectivity template for
each microstate class is computed by the data belonging to this
microstate class. More specifically, microstate analysis provides
prior knowledge for computing the state-specific connectivity
templates. Our analysis highlighted that each microstate class is
associated with a unique phase synchronized pattern, and the
functional connectivity pattern seems to reflect the character
of the corresponding microstate template. These findings were
highly consistent across patients and healthy controls groups
and were replicated in an independent dataset. The connectivity
patterns were weakened to varying degrees in patients with left-
or right-sided stroke, but the main skeleton of the patterns
seemed to be preserved. Moreover, there were no significant
differences between patients and controls in microstate-wise
functional connectivity. These results indicate that the similarity
of connectivity patterns between groups may explain the
similarity of the microstate templates. Note that the similarity of
connectivity patterns was not a sufficient and necessary condition
for no significant differences between healthy controls and
patients. Due to the large heterogeneity of the patients, the effect
size may be reduced at the channel-level connection. Importantly,
these findings appear to prove that flipping the data in some
studies to unify the lesions to one side may have an unpredictable
effect on the results. For example, microstates A and B appear to
be exchanged after the data are flipped. Our study extends and
refines our understanding of microstates. Microstate analysis has
the potential to study dynamic functional connectivity from a
new perspective.

Due to the brain damage introduced by stroke, the cognition
and behavior of the patients were impaired. We found significant
changes in microstate parameters between patients and controls.
The most striking results were in the parameters of microstates A,
B, and C. In patients, microstate C explained less variance, was of
lower mean GFP, had a shorter duration, longer mean interval,
occupied less time and occurred less frequently compared to
healthy controls. In contrast, microstates A and B exhibited
the opposite pattern relative to microstate C. Importantly, no
difference was observed in the summed parameters across five
microstates between the patients and healthy controls. On the
other hand, functional connectivity of microstate C showed
stronger connectivity in a large connected component compared
to other microstate classes. Partially in line with the findings of
dynamic functional connectivity (Bonkhoff et al., 2020; Wang
et al., 2020), stroke patients prefer to spend more time in states
with low levels of connectivity. After brain injury, the alpha
power is generally considerably decreased (Edlow et al., 2021).
Herein stroke patients showed a decreased mean duration of
microstate C. This may be partly explained by the positive
association between the duration of microstate C and alpha
power (Croce et al., 2020). Moreover, our study did not find
significant differences between patients with left-sided and right-
sided stroke in all microstate parameters, whereas the duration,
occurrence, and coverage in microstates C and D significantly
differed between patients with left-sided and right-sided stroke in
a previous study (Zappasodi et al., 2017). A possible explanation
is that the microstate templates between the two groups were

different in the prior study and the poststroke time of the
patients was different from that of our study. Further studies
are needed to investigate this issue. In addition, stroke patients
showed clearer patterns of changes in spatial correlation metrics
relative to healthy controls. Briefly, the mean absolute correlation
coefficients between the maps belonging to each microstate
class and the corresponding template increased. The previous
study has demonstrated that there were gradual map changes
from one microstate to another (Mishra et al., 2020). These
results suggest that after stroke the signal variability over
time is diminished, and the microstate segregation seems to
increase. One potential explanation is that the disruption of
structural and functional connections after the stroke affects
brain information integration and transmission, and limits the
ability to dynamically configure the brain network. Moreover,
the stroke-related alterations were also reflected in transition
probability. TPBC, TPDC, and TPEC occurred less frequently,
while TPBA and TPEA were more likely to occur compared
to controls. Overall, the results of this study suggest that the
original dynamic balance between microstates is broken and
seems to reflect the compensation and reconfiguration of network
dynamics after stroke and that the reconfiguration of temporal
dynamics is state-selective.

Previous studies have investigated the association between
microstates and RSNs (Britz et al., 2010; Custo et al., 2017;
Milz et al., 2017; Brechet et al., 2019; Zoubi et al., 2020).
However, no complete consensus has yet been reached. Prior
study (Britz et al., 2010) suggested that microstate classes
and the corresponding most relevant RSNs were: the auditory
network (microstate A), visual network (microstate B), saliency
network (microstate C), and attention network (microstate D).
However, other studies suggested that microstate C reflects
a portion of the default mode network (Seitzman et al.,
2017), and microstates A and B considerably overlap with
the somatomotor network (Zoubi et al., 2020). An increase
in the coverage and occurrence of microstate B was observed
in certain cognitive tasks with direct visual input (Zappasodi
et al., 2019), and an increased presence in microstate C
and decreased presence in microstate D was observed in
schizophrenia (da Cruz et al., 2020). Moreover, One microstate
study demonstrated that spontaneous brain activity could encode
detailed information about motor control (Pirondini et al., 2017).
Given the complex relationships of microstate, cognition, and
behavior, it is arbitrary to reduce microstates to specific functions
with current knowledge.

Despite the high heterogeneity of stroke patients, we
demonstrated the ability to achieve a moderate level of
discrimination between stroke patients and healthy controls
using only microstate features. Although stroke patients did
not show differences in microstate parameters between T0 and
T1, microstate parameters at the group level were closer to
those of controls after the 2-week rehabilitation therapy. Finally,
we evaluated the associations between microstate parameters
and the clinical score of lower limb motor function. For
each microstate class, the connectivity in a large connected
component was negatively correlated with the FMAL score at
both T0 and T1. These connected components mainly involved
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connections between sensorimotor areas and frontal/posterior
regions and connections within sensorimotor areas. The negative
correlation between static functional connectivity and FMAL
was also observed in a recent study (Hoshino et al., 2021).
In addition, the microstate dynamics may reflect the selective
inhibition of specific intra-cortical regions (Milz et al., 2017).
Patients with eyes closed were in an internally focused state,
under the functional competition between different networks,
weaker phase synchronization may reflect a greater potential
for movement. Moreover, some spatial correlation metrics (e.g.,
SCAA) were negatively correlated with the FMAL score at
T0. At T1, the correlations between the FMAL score and
other parameters (e.g., occurrence, coverage, mean interval)
of microstates C and D increased. Brain dynamics may be
modulated by rehabilitation therapy, and resting-state brain
dynamics can encode information reflecting motor ability.
Furthermore, microstates C and D exhibited opposite patterns of
association with the FMAL score in occurrence, coverage, mean
interval, duration, etc. This may be due to the different functional
connection patterns underlying microstates C and D. Together,
these findings provide the first evidence that the microstate-
related features are associated with the lower limb function status.
Further studies are needed to validate these results and elucidate
these correlations.

Several considerations should be taken into account. First, for
patients in this study, we only focused on the stroke patients
in the subacute phase. Given the sample size of the study, the
analysis in more specific groups (e.g., grouping according to
gender, stroke type, or age) was not performed. In addition,
because of the large heterogeneity of stroke patients (e.g., age,
lesion location, poststroke time, stroke type, and treatment),
the results in this study are not sufficient to be applicable
across the entire spectrum of stroke patients and need to
be interpreted with caution. In addition, information on age-
and gender-related changes of microstate dynamics is sparse,
and there are huge discrepancies in the results of different
studies, especially on gender (Tomescu et al., 2018; Zanesco
et al., 2020). Second, although the differences in the microstate
templates between patients and controls were small, we used
the common templates to minimize the systematic errors. Due
to the possible differences in the number of microstate classes
or microstate templates, comparisons between studies need to
be made with caution. Third, for microstate-wise functional
connectivity, we only investigated the results in the alpha band.
This is because the study of phase synchronization using the
Hilbert transform approach requires the use of narrowband
signals (Lachaux et al., 1999), and microstates are predominantly
generated by intracortical sources in the alpha band (Milz et al.,
2017). In addition, functional connectivity is based on the phase
synchronization method, and phase- and amplitude-coupling
patterns may reflect partly distinct neuronal mechanisms (Siems
and Siegel, 2020). Fourth, a large number of dependent measures
and multiple comparisons were conducted in this study. After
strict p-value correction, there is a risk that the true effects will
not be identified as statistically significant. The original p-values
of the results are provided in Supplementary Material. To sum
up, given the limitations of this study and the unsolved problems

in this field, more meticulous and large sample size studies are
needed in the future to validate and expand this research in the
hope of gaining a deeper and more comprehensive understanding
of brain dynamics.

CONCLUSION

In a nutshell, our results provide a novel perspective on
one of the major issues in neuroscience and neurological
rehabilitation: the connectivity patterns underlying different
functional states and how the neural dynamics are altered
in brain injury patients (e.g., stroke) (O’Neill et al., 2018;
Bai et al., 2021a; Bian et al., 2021). Centered on this issue,
we proposed and implemented a microstate-based method to
investigate the phase synchronization pattern underlying each
microstate class and the alterations of microstate dynamics
on the order of milliseconds in stroke patients. The results
suggested that each microstate class was associated with a
specific functional connectivity pattern, and the findings were
highly consistent across different datasets. On the other hand,
most microstate parameters (e.g., mean duration, occurrence,
coverage, mean interval) in patients significantly differed from
healthy controls in microstates A, B, and C. Importantly, the
change patterns in stroke patients in microstate C relative
to healthy controls were opposite to those in microstates A
and B. Microstate integration and transmission were disrupted
to some degree after stroke. These findings indicated the
compensation and reorganization of neural dynamics after the
disruption of neural function due to stroke. Moreover, we
found that certain dynamic parameters were associated with
lower limb function and spontaneous microstate dynamics
seemed to encode information about motor ability. Overall,
we extend our understanding of the brain dynamics, uncover
the connectivity patterns underlying microstates, and provide
new insights not obtained in studies using static features. Since
the microstate dynamics can be modulated by neurofeedback
and external stimulation (Michel and Koenig, 2018; Gui et al.,
2020), our results open avenues for understanding the network
reorganization and the development of new treatments for
stroke patients.
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Gait is a common but rather complex activity that supports mobility in daily life. It
requires indeed sophisticated coordination of lower and upper limbs, controlled by
the nervous system. The relationship between limb kinematics and muscular activity
with neural activity, referred to as neurokinematic and neuromuscular connectivity
(NKC/NMC) respectively, still needs to be elucidated. Recently developed analysis
techniques for mobile high-density electroencephalography (hdEEG) recordings have
enabled investigations of gait-related neural modulations at the brain level. To shed light
on gait-related neurokinematic and neuromuscular connectivity patterns in the brain,
we performed a mobile brain/body imaging (MoBI) study in young healthy participants.
In each participant, we collected hdEEG signals and limb velocity/electromyography
signals during treadmill walking. We reconstructed neural signals in the alpha (8–13 Hz),
beta (13–30 Hz), and gamma (30–50 Hz) frequency bands, and assessed the co-
modulations of their power envelopes with myogenic/velocity envelopes. Our results
showed that the myogenic signals have larger discriminative power in evaluating gait-
related brain-body connectivity with respect to kinematic signals. A detailed analysis
of neuromuscular connectivity patterns in the brain revealed robust responses in the
alpha and beta bands over the lower limb representation in the primary sensorimotor
cortex. There responses were largely contralateral with respect to the body sensor used
for the analysis. By using a voxel-wise analysis of variance on the NMC images, we
revealed clear modulations across body sensors; the variability across frequency bands
was relatively lower, and below significance. Overall, our study demonstrates that a MoBI
platform based on hdEEG can be used for the investigation of gait-related brain-body
connectivity. Future studies might involve more complex walking conditions to gain a
better understanding of fundamental neural processes associated with gait control, or
might be conducted in individuals with neuromotor disorders to identify neural markers
of abnormal gait.

Keywords: electroencephalography (EEG), electromyography (EMG), mobile brain-body imaging (MoBI), gait
analysis, brain oscillations, motor control
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INTRODUCTION

Gait is a common but rather complex activity that supports
mobility in daily life. The successful performance of normal
gait relies on rhythmic steps of left and right lower limbs in
alternation, with arms and trunk providing stability and balance
(Vaughan, 2003). This is mediated by the musculoskeletal system
and requires sophisticated coordination of the nervous system
(Alamdari and Krovi, 2017). The involvement of cortical and
subcortical regions to support gait control has been documented
by studies using neuroimaging techniques such as functional
magnetic resonance imaging (fMRI), positron emission
tomography (PET), and single photon emission computer
tomography (SPECT) (Bakker et al., 2007a,b; Takakusaki,
2013, 2017; Hamacher et al., 2015). Electroencephalography
(EEG), which measures changes in scalp potentials associated
with neuronal electrical activity, can be used to directly
examine neural dynamics during gait. Specifically, wireless EEG
systems can be used in combination with kinematic and/or
electromyography (EMG) sensors placed over the limbs for
mobile brain/body imaging (MoBI) experiments (Jungnickel
et al., 2019). EEG-based MoBI platforms record body signals and
neural signals simultaneously, and can be useful for the study of
gait-related brain dynamics.

The analysis of gait usually requires precise information
on limb kinematics (Jasiewicz et al., 2006; Kotiadis et al.,
2010). Normal gait consists of recurrent cycles that contain
consecutive stance and swing phases for each lower limb
(Vaughan, 2003; Schmeltzpfenning and Brauner, 2013; Alamdari
and Krovi, 2017; Price et al., 2021). A stance phase starts
with the corresponding foot striking on the ground (i.e., heel
strike event) and ends with the toe of that foot detaching
the ground (i.e., toe off event). The subsequent swing phase
starts with the toe off event and ends with the heel strike
event, which moves the body forward. Since the lower limbs
move in alternation, the stance is further subdivided into
a single support period where only one foot is in contact
with the ground, and two double support periods, before
and after the single support period, where two feet are
supporting the weight of the body. These gait phases rely on
coordinated contractions of lower limb muscles, which can
be captured by surface EMG sensors (Cappellini et al., 2006;
Agostini et al., 2010; Bonnefoy-Mazure and Armand, 2015).
For instance, the vastus, the biceps femoris and the tibialis
anterior of a heel-striking leg show stronger EMG activity
during the double support phase to maintain the equilibrium
while allowing forward progression. The vastus contracts during
the initial part of the single support phase whereas the
gastrocnemius is active during the whole single support phase.
Also, the EMG signals of the tibialis anterior and the biceps
femoris are strong throughout and at the end of the swing
phase, respectively.

Gait-related EEG signals typically contain, in addition
to neural signals, relatively large ocular/movement/myogenic
artifacts. These artifacts can be effectively attenuated (Zhao
et al., 2021) or corrupted data segments can be excluded

(Gwin et al., 2011; Seeber et al., 2014, 2015; Nathan and
Contreras-Vidal, 2016; Wagner et al., 2016; Oliveira et al., 2017)
to ensure a reliable analysis of gait-related neural oscillations.
These neural oscillations are typically distinguished in delta
(1–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz),
and gamma (>30 Hz) oscillations. Several studies used EEG
recordings to evaluate modulations of specific neural oscillations
with respect to kinematic events and phases of the gait cycle.
For example, modulations of neural oscillations across the
gait cycle were found in EEG data collected using treadmill
walking (Gwin et al., 2011). Further EEG studies on gait also
differentiated the functional roles of neural modulations in
beta, low gamma and high gamma bands (Seeber et al., 2014,
2015). Other studies reported distinct beta band oscillatory
networks in subserving gait adaptation (Bulea et al., 2015),
and suggested that the prefrontal, posterior parietal, and
sensorimotor network activity underlies speed control during
walking (Wagner et al., 2016). More recent studies observed
correlates of power reduction in alpha and beta oscillations with
increase of gait speed (Nordin et al., 2020), as well as gait-phase-
independent neural activity during voluntary gait modifications
(Yokoyama et al., 2021).

It should be considered that EEG-based MoBI platforms
permit not only the study of brain activity during movement,
but also of its relationships with body signals. Associations
between brain and body signals are typically referred to as
brain-body connectivity. Coherence analysis (Shaw, 1984) has
been the first technique proposed to assess the link between
movement and EEG dynamics, or neurokinematic connectivity
(NKC) (Bourguignon et al., 2011, 2015; Piitulainen et al.,
2013), and between EMG and EEG dynamics, or neuromuscular
connectivity (NMC) (Bayraktaroglu et al., 2011; Gwin and Ferris,
2012). The first NKC and NMC experiments were conducted
in controlled settings and mainly involved the contraction of
limb muscles, but subsequent studies also extended such analysis
to treadmill and free walking conditions (Petersen et al., 2012;
Roeder et al., 2018). Mobile EEG measures are characterized
by a larger contribution of movement-related artifacts, thereby
reducing the sensitivity of coherence analyses for NKC and NMC
assessment (Bourguignon et al., 2011, 2015; Bayraktaroglu et al.,
2013). To address this problem, other brain-body connectivity
measures were proposed, which rely on the analysis of temporal
correlations between neural oscillations and peripheral signal
envelopes (Bayraktaroglu et al., 2013; Dähne et al., 2014; Tanaka
and Saga, 2019; Watanabe et al., 2020). It should also be noted
that all the studies conducted so far quantified the relationships
of body signals with EEG signals at the scalp level.

Notably, recent developments in the field of EEG data
acquisition and analysis have permitted to perform a reliable
source localization, i.e., the estimate of neural activity in the
brain (Michel and Murray, 2012). Particularly, it has been shown
that the application of high-density EEG (hdEEG) montages
with more than hundred electrodes yields a fine spatial sampling
of scalp potentials (Liu et al., 2015; Song et al., 2015; Seeck
et al., 2017); furthermore, the implementation of advanced
artifact attenuation approaches (Zhao et al., 2021) and head
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modeling solutions (Taberna et al., 2019a,b, 2021) permits a
more accurate characterization of neural oscillations in the
source space from hdEEG recordings. In a recent study, we
have demonstrated that the application of these advanced
solutions on hdEEG data collected in walking participants
can support a finer characterization of neural oscillations in
different phases of the gait cycle (Zhao et al., 2022). Yet,
it remains to be evaluated if the increased spatial specificity
brought by hdEEG in neuronal signal reconstruction can
support the reliable assessment of gait-related NKC and NMC
in the source space, and if this approach provides additional
information as compared to previous studies that quantified
NKC and NMC at the sensor level (Petersen et al., 2012;
Roeder et al., 2018). To address these questions, we conducted
an experiment in young healthy participants using a hdEEG-
based MoBI platform and assessed gait-related brain-body
connectivity in the source space. More specifically, we aimed
to test whether brain-body connectivity is characterized by
specific spatial patterns depending on the specific body sensors
and the neural oscillations of interest, and to evaluate if the
brain regions showing robust brain-body connectivity are those
typically related to motor execution, or also to motor planning
and coordination.

MATERIALS AND METHODS

In this study, we designed and used a MoBI platform to
collect myogenic and kinematic body signals, as well as hdEEG
recordings in a group of healthy participants during treadmill
walking. With the resulting MoBI data, we evaluated the
discriminative power of the myogenic and kinematic signals
by analyzing temporal correlations of the signal envelopes
across body sensors. We also assessed the frequency-wise NKC
and NMC in selected regions of interest (ROIs) across body
sensors by calculating correlations of the envelopes of body
signals with the power of the neural signals in each frequency,
and evaluated the connectivity levels separately for alpha (8–
13 Hz), beta (13–30 Hz), and gamma (30–50 Hz) frequency
bands. We finally extended the analysis to the whole brain
and examined the connectivity images in the source space
across body sensors.

Experiment and Participants
The experiment included 24 young, healthy participants (14
females and 10 males, age 22–31 years), who were not affected
by any brain-related injury/disease or any other medical
condition. The experimental procedures were approved by
the Ethics Committee of the Liguria Region, Italy (reference:
238/2019) and were conducted in accordance with the 1964
Helsinki declaration and its later amendments. An informed
consent was obtained from each participant. The participant
was equipped with the MoBI platform described below, and
was asked to walk with normal and constant speed during
the experiment (Gwin et al., 2011; Wagner et al., 2016)
on a Forcelink treadmill (Motek Medical B.V., Houten,
Netherlands). Data collection started after familiarization

with the treadmill walking. The task design consisted
of three blocks of walk, each lasting 2 min, with 1-min
rest in between.

Mobile Brain-Body Imaging Platform
The MoBI platform consisted of three main parts: the backpack;
the wireless body sensors; and the base station (Figure 1A).
(1) The backpack weighted about 1.7 kg and contained an
ActiCHamp EEG amplifier (Brain Products GmbH, Gilching,
Germany) with 128 channels, a Surface Go tablet (Microsoft
Corporation, Redmond, WA, United States) and a light-weighted
battery. The amplifier, powered by the battery, was connected
to the tablet for reliable data storage. The EEG sensors, which
were integrated in a cap with standard 10/20 montage, were
connected to the subject’s scalp using a conductive gel. (2) The
wireless body sensors were attached on the skin of the participant
and permitted to collect simultaneous 3-axis acceleration and
EMG signals. (3) The base station contained a 16-channel Trigno
base (Delsys Inc., Natick, MA, United States) and a laptop. The
Trigno base was used to receive acceleration/EMG data from
the wireless sensors and to transfer them to the laptop through
a USB cable connection. The laptop also controlled the Trigno
base and the EEG data acquisition tablet for experimental flow
management. A pulse signal (Figure 1B) was sent from the tablet
to one of the auxiliary channels of the hdEEG amplifier and
to one of the wireless sensors for an offline synchronization of
the two systems. The temporal difference between the two was
quantified using cross correlation (Supplementary Figure 1a).
The temporal jitters after synchronization were below 5 ms
(Supplementary Figure 1b).

Data Collection
During the experiment, we collected 128-channel hdEEG signals
at 1 kHz sampling rate, using the FCz electrode as physical
reference. In addition, we collected 3-axis acceleration signals and
EMG signals, respectively at 148 Hz and 2 kHz sampling rate,
using wireless body sensors over the following bilateral muscles:
vastus medialis, biceps femoris, tibialis anterior, gastrocnemius;
using the same system, we also measured 3-axis acceleration
signals from body sensors placed over the left and right ankles
(Supplementary Figure 2). These anatomical locations were
specifically chosen as they were reported to be related to walking
movements (Winter and Yack, 1987; Liu et al., 2008; Bonnefoy-
Mazure and Armand, 2015). The sensor positioning was
performed in compliance with published guidelines (Hermens
et al., 2000). Immediately after the experiment, we acquired a
3D scan of the participant’s head using an iPad (Apple Inc.,
Cupertino, CA, United States) equipped with a Structure Sensor
camera (Occipital Inc., Boulder, CO, United States), to extract the
locations of the hdEEG electrodes (Taberna et al., 2019a,b).

In a separate session, the structural MR image of each
participant’s head was collected with a 3T Philips Achieva
MR scanner (Philips Medical Systems, Best, Netherlands)
using a T1-weighted magnetization-prepared rapid-
acquisition gradient-echo (MP-RAGE) sequence. The scanning
parameters were: repetition time (TR) = 9.6 ms, echo time
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FIGURE 1 | Diagram of the mobile brain-body imaging platform. (A) The platform consists of three parts: a backpack, a set of wireless body sensors, and a base
station. The backpack contains a high-density EEG (hdEEG) amplifier, an EEG data acquisition tablet, and a light-weighted battery for powering the amplifier. During
the experiment, a participant wears a hdEEG cap that is connected to the EEG amplifier in the backpack. The amplifier is connected to a tablet in the backpack for
reliable EEG data recording. The EEG recording software on the tablet is remotely controlled by a laptop via Wi-Fi connection. The laptop is also connected to a
wireless sensor base that receives EMG and acceleration data from sensors attached on the participant. The EEG system and wireless sensor system are
synchronized by receiving a synchronization signal from the tablet through an auxiliary channel and one of the wireless sensors, respectively. (B) An example of
synchronization signals recorded from the two systems.

(TE) = 4.6 ms, 160 coronal slices, 250×250 matrix, voxel
size = 0.98× 0.98× 1.2 mm3.

Analysis of Kinematic and
Electromyographic Data
For each participant, we estimated the velocities using the
integrals of left and right ankle total acceleration (Supplementary
Figure 3). Total ankle acceleration signal segments with stable
velocity were isolated and extracted to detect gait events and
gait cycles in line with previous kinematic studies (Jasiewicz
et al., 2006; Kotiadis et al., 2010). Accordingly, we detected the
following gait events: left heel strike (LHS), right heel strike
(RHS), left toe off (LTO), and right toe off (RTO) (Gwin et al.,
2011; Seeber et al., 2014; Wagner et al., 2016). A full gait cycle
was defined as the period between two adjacent left heel strikes
(Zhao et al., 2022).

We then extracted trial-averaged velocity envelopes and EMG
envelopes according to the acceleration signals and the EMG
signals from the sensors on the limbs. Specifically, for each

body sensor, the velocity was estimated from the integral of
the total acceleration signal; the EMG signals were digitally
filtered in the band [1–500] Hz and rectified (Türker, 1993;
Rainoldi et al., 2004; Halliday and Farmer, 2010). The velocity
envelopes and the EMG envelopes, as derived separately from
the Hilbert transformation of the velocity and processed EMG
signals, were resampled to 200 Hz, epoched based on the gait
cycles, standardized to gait cycle percentage according to the
corresponding RHS, LTO, and RTO events, and finally averaged
for each participant.

The two types of trial-averaged envelopes were plotted for
each body sensor as range curves (minimum to maximum
range, intra-quartile range, and median curve) to examine the
movements and the muscular activations of the limbs across the
gait cycle. The inter-dependence of the envelopes was quantified
using correlations across body sensors. The resulting correlation
values were transformed to z-values using the Fisher transform,
and then subject to one-sample t-tests to assess their statistical
significance. The z-values were also averaged across participants;
the resulting z-values were back-transformed to correlation
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FIGURE 2 | Detection and analysis of gait cycles. (A) Gait cycles were defined based on two adjacent left heel strike (LHS) events, detected from the acceleration of
the left and right ankles. The acceleration data were also used to define right toe off (RTO), right heel strike (RHS), and left toe off (LTO) events. The lines denote the
median across participants; the colored areas denote the intra-quartile range; the areas with semi-transparent color denote the full-range (from minimum to
maximum) across participants. (B) Duration and number of gait cycles across participants.

FIGURE 3 | Velocity and EMG envelopes for sensors placed over selected muscles of the lower limbs. The muscles are the vastus medialis, biceps femoris, tibialis
anterior, and gastrocnemius. (A) Velocity envelopes in the gait cycles across participants. (B) EMG envelopes in the gait cycles across participants. The lines denote
the median across participants; the colored areas denote the intra-quartile range; the areas with semi-transparent color denote the full range (from minimum to
maximum) across participants. Red and blue colors are used to indicate results for the muscles in the left and right sides of the body, respectively. LHS, left heel
strike; RHS, right heel strike; LTO, left toe off; RTO, right toe off.
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FIGURE 4 | Correlation analysis of velocity and EMG envelopes. (A)
Correlations of velocity envelopes across body sensors. (B) Correlations of
EMG envelopes across body sensors. The results presented refer to the
average across participants. *pFDR < 0.05; **pFDR < 0.01; ***pFDR < 0.001.

values using the inverse Fisher transformation. These group-
level correlation values were used for visualization purposes.
Furthermore, the mean z-value and the maximum absolute
z-value across body sensors were calculated for each subject, and
the resulting values were visualized using box plots, separately for
each signal type (velocity/EMG envelopes).

Analysis of Neural Data
The hdEEG data analysis involved three main steps: EEG data
preprocessing, head model creation, neural signal reconstruction.
These steps will be described in the following sections.

FIGURE 5 | Inter-dependence of velocity and EMG envelopes across body
sensors. Box plots indicating (A) the mean absolute z-value and (B) the
maximum absolute z-value, for velocity and EMG envelopes, respectively.

Electroencephalography Data Preprocessing
We first corrected the bad channels in the hdEEG data (Guarnieri
et al., 2018), digitally filtered them in the frequency band
between 1 and 80 Hz and downsampled them to 200 Hz. Then,
we applied a multi-step blind source separation approach to
minimize the impact of ocular, movement and myogenic artifacts
in the mobile hdEEG data (Zhao et al., 2021). Specifically, we
attenuated the ocular artifacts by decomposing the hdEEG data
with deflation-FastICA (Hyvarinen, 1999) and removing the
components with maximum kurtosis over 5-s windows above 12;
then, we attenuated the movement artifacts by decomposing the
data with symmetric-FastICA (Hyvarinen, 1999) and removing
the resulting components with mean sample entropy over 20-s
windows below 0.8; finally, we attenuated the myogenic artifacts
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by decomposing the data with independent vector analysis
(Anderson et al., 2011) and removing the components with power
in the [30–80 Hz] band larger than the power in the [1–30 Hz]
band. After artifact attenuation, we re-referenced the hdEEG
signals using the average reference approach (Liu et al., 2015).

Head Model Creation
For each participant, a 12-layer realistic head volume conduction
model was created for the neural activity reconstruction
step. Specifically, three steps were followed: electrodes position
detection and coregistration; head tissue segmentation; and lead-
field matrix calculation (Taberna et al., 2021). (1) Electrodes
position detection and coregistration. We detected the precise
locations of the EEG electrodes using the SPOT3D toolbox,
and coregistered them to the scalp of the individual MR image
(Taberna et al., 2019a,b). (2) Head tissue segmentation. Using
the MR-TIM software (Taberna et al., 2021), we segmented
the individual MR image to 12 tissue layers: skin, eyes,
muscle, fat, spongy bone, compact bone, cortical/subcortical gray
matter, cerebellar gray matter, cortical/subcortical white matter,
cerebellar white matter, cerebrospinal fluid, and brain stem. The
conductivity value of each tissue layer was defined according to
relevant studies (Haueisen et al., 1997; Holdefer et al., 2006).
(3) Lead-field matrix calculation. The individual lead-field matrix
projects the neural activity from the source space to scalp electric
potentials. The matrix was calculated using the Simbio finite
element method (Vorwerk et al., 2018), by meshing the tissue
layers to 6-mm hexahedrons and placing source dipoles in the
hexahedrons located inside the gray matter.

Neural Activity Reconstruction
We reconstructed the neural activity in the source space for each
participant using the exact low-resolution brain electromagnetic
tomography (eLORETA) algorithm (Pascual-Marqui et al., 2011),
as in our previous hdEEG studies (Liu et al., 2017; Samogin et al.,
2019; Zhao et al., 2019, 2021). This choice is corroborated by a
comparative analysis performed on different source localization
methods, which showed eLORETA to be particularly suitable
for neural source signal reconstruction from hdEEG data (Liu
et al., 2018). The preprocessed hdEEG data and the individual
head model were fed to the eLORETA algorithm, resulting in
an estimation of the oscillation strength and orientation of
the dipole in each voxel of the gray matter, at each temporal
moment. The estimated three-dimensional current density signal
of each voxel was projected to a representative signal by
taking the first principal components obtained from a principal
component analysis (PCA).

Brain-Body Connectivity Analyses
The reconstructed neural signals were analyzed in combination
with kinematic and EMG data to assess frequency-dependent
NKC and NMC, respectively. We initially assessed the NKC
and NMC in a region of interest (ROI) located in the right
primary motor cortex (M1) (Supplementary Table 1). For each
participant, we first transformed the MNI coordinates into
individual coordinates, and extracted the signals from the voxels
within a 6-mm sphere centered on the coordinates in individual
space. Then, a representative ROI signal was calculated as the
first principal component of the signals in the different ROI

FIGURE 6 | Gait-related time-frequency analysis for a representative region of interest. The plot shows the average frequency-dependent modulations of neural
signals in the gait cycle across participants, calculated from the neural signal of the right primary motor cortex (M1). The timing of gait events is indicated using
dashed vertical lines. LHS, left heel strike; RHS, right heel strike; LTO, left toe off; RTO, right toe off.
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voxels. We calculated a spectrogram in the frequency range [1–
50 Hz] by using a continuous wavelet transformation (number of
octaves = 6, voices per octave = 8). The frequency-specific power
modulations of the spectrogram were epoched, standardized
and averaged according to the same procedure used for the
velocity/EMG envelopes. This approach permitted the estimate
of frequency-dependent neural power dynamics during gait.
After, the correlation between neural power dynamics at each
frequency and velocity/EMG envelopes in the gait cycle was
calculated to quantify frequency-dependent NKC/NMC. Such
analysis was conducted for the M1 region in both hemispheres.
Specifically, brain-body connectivity was assessed for ROIs that
were either ipsilateral or contralateral to the body sensor, in
alpha (8–13 Hz), beta (13–30 Hz), and gamma (30–50 Hz)
bands, respectively. The connectivity values were also analyzed
statistically. Specifically, we tested for differences across body
sensors, ROIs, frequency bands and body signal types, using a

four-way analysis of variance (ANOVA). To test whether gait-
related brain-body connectivity was not only present in brain
regions associated in motor execution, but also motor planning
and coordination, we extended the ROI analysis to bilateral
regions in thalamus (THAL), premotor cortex (PMC), posterior
parietal cortex (PPC), and cerebellum (CER) (Supplementary
Table 1). For each ROI, we used a two-way ANOVA on the
connectivity values, with body sensor and frequency band as
factors; we also conducted additional statistical analyses using
one-sample t-tests. Probabilities were corrected for multiple
comparisons using the false discovery rate (FDR) method.

We finally conducted a brain-body connectivity analysis
across brain voxels, by creating volumetric images for each
participant. The individual connectivity images were warped to
MNI space by applying a non-rigid deformation calculated from
the head MR image of each participant (Zhao et al., 2019). The
group-level connectivity patterns were obtained by averaging

FIGURE 7 | Frequency-dependent brain-body connectivity for a representative region of interest. The plots show the brain-body connectivity calculated from the
neural signal of the right primary motor cortex (M1), using (A) velocity envelopes and (B) EMG envelopes, respectively. Colored lines denote the mean across
participants, and colored areas denote the standard error of the mean.
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the images across participants for each frequency band, body
sensor and signal type. To further examine the main effects and
interaction of frequency band and body sensor, we applied a
voxel-wise two-way ANOVA on the same connectivity images.
The resulting statistical parametric images were thresholded at
p < 0.001 with multiple comparison correction using FDR.

RESULTS

Gait-Related Kinematic and
Electromyographic Profiles
Our analysis started from the detection of the gait events
and gait cycles (Figure 2). Clear gait-related modulations of

left and right ankle acceleration signals were observed, with
a consistent pattern across participants (Figure 2A). Based
on the LHS events of the continuous steps, we detected
about 200 to more than 400 gait cycles for each participant,
with average cycle duration ranging from 1000 to 2000 ms
(Figure 2B). With these gait events, we examined myogenic
and kinematic signals of the body sensors across the gait cycle.
Clear and consistent modulations both in velocity envelopes
(Figure 3A) and EMG envelopes (Figure 3B) were observed
across participants. The analysis of EMG envelopes evidenced
contractions of ipsilateral leg muscles in different phases of
the gait cycle. The vastus medialis contracted during a short
period before and after the heel strike event. The biceps
femoris and tibialis anterior activated mainly during the swing

FIGURE 8 | Analysis of brain-body connectivity for ipsilateral and contralateral primary motor cortex (M1), in alpha, beta, and gamma frequency bands. (A)
Brain-body connectivity assessed using envelopes of reconstructed neural signals and velocity envelopes. (B) Brain-body connectivity assessed using envelopes of
reconstructed neural signals and EMG envelopes. *pFDR < 0.05; **pFDR < 0.01; ***pFDR < 0.001.
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phase and around the heel strike event. The gastrocnemius
contracted mainly in the stance phase. On the contrary, the
velocity envelopes did not show substantial differences across
ipsilateral sensors: the velocity fluctuated during swinging and
kept flat during stance.

To examine the cross-sensor inter-dependence of the
velocity and the EMG envelopes, we calculated correlations
across sensors, separately for the two signal types (Figure 4)
and between them (Supplementary Figure 4). The velocity
envelopes showed significant positive correlations in all the
ipsilateral sensors, and a significant negative correlation between
contralateral sensors for the thigh (i.e., vastus medialis and
biceps femoris) (Figure 4A). The EMG envelopes of vastus
medialis, biceps femoris, and tibialis anterior had significant
positive correlation for the ipsilateral lower limb, and significant
negative correlation for the contralateral lower limb (Figure 4B).
Conversely, a reversed correlation pattern was found in the
EMG envelopes of gastrocnemius (Figure 4B). We further
analyzed the average level of inter-dependence of each of the
two signal types (Figure 5A). This analysis revealed a higher
inter-dependence between velocity envelopes (r̄abs_mean = 0.35)
than EMG envelopes (r̄abs_mean = 0.31). The difference between
signal types was more prominent when the maximum level

of inter-dependence was considered (r̄abs_max = 0.89 and 0.68,
respectively) (Figure 5B).

Brain-Body Connectivity in Regions
Related to Motor Planning, Execution,
and Coordination
In order to examine NKC and NMC, we reconstructed band-
limited power envelopes of the neural signal for the right M1
region (Figure 6). The power in alpha and beta bands decreased
during leg swings and rebounded after the swings, whereas a
reverse modulation emerged for the gamma band. By calculating
the correlation of the power signals in each frequency with each
type of body signals, we generally revealed visible and stable
NKC and NMC in the alpha and beta bands for the right M1
(Figure 7). The NKC were negative for all the left limb sensors
(Figure 7A, left panel), and were positive for all the right limb
sensors (Figure 7A, right panel). The NMC was negative for the
vastus medialis, biceps femoris, and tibialis anterior located in
the left lower limb, whereas it was positive for the gastrocnemius
on the same limb (Figure 7B, left panel). A completely reversed
connectivity pattern was observed for the sensors of the right leg
(Figure 7B, right panel).

FIGURE 9 | Analysis of brain-body connectivity for ipsilateral and contralateral thalamus (THAL), premotor cortex (PMC), posterior parietal cortex (PPC), and
cerebellum (CER), in alpha, beta, and gamma frequency bands. The brain-body connectivity is assessed using envelopes of reconstructed neural signals and EMG
envelopes. *pFDR < 0.05; **pFDR < 0.01; ***pFDR < 0.001.
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FIGURE 10 | Brain-body connectivity maps for (A) alpha and (B) beta frequency bands, obtained using EMG envelopes. We considered the EMG envelopes for
each of the eight body sensors: left/right vastus medialis, biceps femoris, tibialis anterior, gastrocnemius. We used the threshold r > 0.2 for visualization purposes.

We then extended the NKC and NMC analysis also to
the left M1 ROIs, and examined the connectivity matrices in
alpha, beta, and gamma band for bilateral M1 ROIs (Figure 8).
In general, strong and significant brain-body connectivity was
present in the alpha and beta bands, whereas less reliable
connectivity was found in the gamma band. The NKC of all
the sensors was positive in the ipsilateral M1 and was negative
in the contralateral M1, with relatively fewer sensors showing
significant values as compared to the NMC (Figure 8A). For
the vastus medialis, biceps femoris, and tibialis anterior, the
NMC was positive in the ipsilateral M1 and was negative
in the contralateral M1 (Figure 8B). Conversely for the
gastrocnemius, the ipsilateral M1 showed negative connectivity
and the contralateral M1 showed positive connectivity. To test
the relative contribution of body sensor, ROI, frequency band,
and body signal type on the connectivity values, we run a four-
way ANOVA (Supplementary Table 2). The results revealed
significant differences in connectivity across body sensors, ROIs
and frequency bands (p < 0.001 for each of the three factors).
Conversely, we found no significant differences between body
signal types (p= 0.806).

Considering that the two NKC and NMC metrics were
dependent to each other, and the muscular signals showed
relatively lower inter-dependence, we focused on NMC only from

this point on. By extending the ROI analysis to THAL, PMC,
PPC, and CER, we specifically investigated whether brain-body
connectivity involves not only M1, a brain region supporting
motor execution, but also other regions typically associated with
motor planning and coordination (Figure 9). Overall, we found
robust NMC in M1, PMC, PPC, and CER regions, whereas much
weaker effects were observed in THAL. The ANOVA results
showed the NMC values were strongly modulated (pFDR < 0.001)
on the body sensor in bilateral M1, bilateral PMC, ipsilateral PPC,
and ipsilateral CER, and by the frequency band in the ipsilateral
M1 only (Supplementary Table 3).

Whole-Brain Analysis of Brain-Body
Connectivity
A whole-brain analysis was conducted to assess the spatial
specificity of the NMC patterns. In general, we observed
lateralized NMC patterns for each sensor both in the alpha and
beta bands over or close to the primary sensorimotor cortex
(Figure 10). For the vastus medialis, the biceps femoris and the
tibialis anterior, alpha-band and beta-band NMC had positive
values over the ipsilateral hemisphere, and peaked at different
locations of the primary sensorimotor cortex; furthermore, the
positive alpha-band NMC was more widespread, and therefore
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FIGURE 11 | Results of the ANOVA conducted on the source images of
brain-body connectivity. We specifically performed a two-way ANOVA, using
the frequency band and the body sensors as factors, respectively. The
resulting maps for the main effects of frequency band, body sensor, and their
interaction are thresholded at pFDR < 0.001.

less spatially specific, than the beta-band NMC, whereas beta-
band NMC was more focal over the ipsilateral sensorimotor
cortex. Negative alpha- and beta-band NMC values were
primarily found in the contralateral hemisphere, and had
less consistent spatial distribution across body sensors than
positive NMC values. The alpha- and beta-band NMC for the
gastrocnemius appeared to have reversed polarity with respect to
that of the other sensors. The NMC maps for the gamma band
had lower intensity than for the alpha and beta bands, and were
less reliable across body sensors (Supplementary Figure 5).

To further test the effect of frequency band, body sensor and
their interaction, we applied a voxel-wise full factorial ANOVA
on the connectivity images (Figure 11). The analysis revealed
significant differences (pFDR < 0.001) in NMC across the body
sensors mainly over the bilateral primary sensorimotor cortex,
but did not result in any regions with either significant differences
across frequency bands (pFDR > 0.99) or significant interaction
between body sensor and frequency band (pFDR > 0.98). Overall,

the ANOVA map obtained for the body sensor as factor spanned
not only M1 regions, but included also other regions in the
premotor and posterior parietal cortex. These results were largely
consistent with what already observed thorough the ROI analyses
(Figures 8B, 9 and Supplementary Table 3).

DISCUSSION

In this study, we investigated brain-body connectivity during
gait using a hdEEG-based mobile brain-body imaging platform.
Considering that brain-body connectivity can be quantified either
using muscular (NMC) or kinematic (NKC) signals, we also
evaluated which of the two measures may yield the largest
discriminative power. Next, we tested whether gait-related brain-
body connectivity is characterized by specific spatial patterns
depending on the specific body sensor and the neural oscillations
of interest, and we evaluated if the brain regions showing robust
gait-related brain-body connectivity are those typically related to
motor execution, or also to motor planning and coordination. To
the best of our knowledge, this was the first study that addressed
these specific questions by examining source-reconstructed
EEG signals, rather than EEG recordings. Our results showed
that myogenic body signals have more discriminative power
than kinematic signals in evaluating gait-related brain-body
connectivity, and that brain-body connectivity measures map
on brain regions related to motor execution, but also motor
planning and coordination. In addition, the gait-related brain-
body connectivity showed to be dependent on the body sensor
used to extract kinematic/EMG dynamics, and only to a much
lesser extent to the frequency of the neural oscillations measured
using EEG. We will more extensively discuss these findings in the
following sections.

Kinematic and Myogenic Signals for
Brain-Body Connectivity Analysis
We started our investigations by analyzing the kinematic and
myogenic signals, respectively. We generally observed significant
correlations across body sensors, not only within but also between
signal types. This was expected, as the contractions of skeletal
muscles are the main drivers of the lower limb velocities and
accelerations (van Leeuwen et al., 2003). Several EMG studies
provided a detailed characterization of lower-limb muscular
activity profiles during normal gait (Winter and Yack, 1987; Liu
et al., 2008; Allen et al., 2013; Bonnefoy-Mazure and Armand,
2015). Specifically, it was observed that the leg muscles are
activated in a coordinated sequential pattern across the gait cycle,
supporting balance and movement control (Bonnefoy-Mazure
and Armand, 2015). The EMG envelopes in our study were
largely in line with previous findings. For example, the vastus
medialis of a heel-striking lower limb was activated from the
initial double support phase to the beginning of the stance. The
biceps femoris activated from the terminal part of the swing phase
until the double support phase, which occurs just after the heel
strike. The activity of the tibialis anterior spanned the swing and
the subsequent double support phases. The gastrocnemius mainly
activated during stance, in opposition to the above-mentioned
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muscles. Overall, the leg movements can be modeled as two
double-pendulums, and accelerations/velocities of the same bone
should share a similar pattern (Kubo et al., 2004; Sartori et al.,
2014). It is therefore not surprising that we found relatively
higher inter-dependence in kinematic signals than in myogenic
signals. We therefore concluded that the myogenic signals had
more discriminative power, and were more suited to assess brain-
body connectivity.

Characterization of Brain-Body
Connectivity Images
We characterized gait-related brain-body connectivity in the
whole brain by generating source images of NMC for each
frequency band across body sensors. Reliable connectivity images
were generally obtained with neural oscillations in the alpha and
beta bands. This is consistent with several studies that reported
modulations of alpha and beta oscillations during movement
performance, both in seated conditions (Pfurtscheller et al.,
1996; Tan et al., 2016; Porcaro et al., 2018, 2021; Zhao et al.,
2019) and walking conditions (Wagner et al., 2016; Zhao et al.,
2022). Strongest brain-body connectivity values were located
over or close to the bilateral M1, the portion of cortex that is
primarily associated with movement execution (Todorov, 2000;
Lemon, 2008). Brain regions that are typically associated with
motor planning and coordination, as for instance PMC, PPC,
and CER (Battaglia-Mayer and Caminiti, 2019; Zhao et al.,
2022), showed less strong but still significant NMC values.
Furthermore, the voxel-wise ANOVA that we conducted in our
study revealed significant differences in brain-body connectivity
across body sensors over the bilateral primary sensorimotor
cortex. This indicates that the leg muscles connect with the
brain in a somatotopic manner (Artoni et al., 2017), and that
the activity of the brain regions involved may be temporally
modulated to support sophisticated muscular actions of gait
performance (Neptune et al., 2004; Liu et al., 2008; Bonnefoy-
Mazure and Armand, 2015). The ANOVA on NMC maps
revealed no significant difference across frequency bands, and no
interaction between frequency bands and sensors. Accordingly,
alpha and beta neural oscillations, and to some extent also gamma
neuronal oscillations, support the coordinated muscular actions
of gait performance (Zhao et al., 2022), but no clear functional
dissociation between them could be detected in terms of brain-
body connectivity at the whole-brain level.

Gait-Related Brain-Body Connectivity in
Motor-Related Regions
In this study, we also conducted analyses on frequency-
dependent brain-body connectivity for several motor-related
ROIs, among which M1, THAL, PMC, PPC, and CER. These
analyses provided largely coherent results as compared to the
whole-bran analyses, showing that myogenic activity is not only
related to neural activity in M1, but also PMC, PPC, and CER.
The results that we obtained for THAL were much less clear
than the other regions. For the bilateral M1, NMC, and NKC
values were rather weak for the gamma band, probably because
that gamma oscillations are more associated with motor planning

(Brovelli et al., 2005; Thürer et al., 2016) and coordination
(Santarnecchi et al., 2017; Li et al., 2020) than motor execution.
The vastus medialis, biceps femoris, and tibialis anterior showed
negative alpha- and beta-band NMC for the contralateral M1.
Notably, this finding is in line with one of our previous hdEEG
studies, in which the contraction of tibialis anterior yielded a
power decrease of alpha- and beta-band neural oscillations in
the contralateral hemisphere of the primary sensorimotor cortex
(Zhao et al., 2019), which is indicative of an increased excitability
of local neurons supporting motor performance (Pfurtscheller
and Lopes da Silva, 1999; Neuper et al., 2006). It should be
noted that, unlike the other muscles, the gastrocnemius activation
during gait correlated with alpha- and beta-band neural power
increases in the contralateral M1. Furthermore, leg velocity
correlated with decreases in alpha- and beta-band neural power
for the contralateral M1. Taking these observations together, we
can further infer that the gait-related desynchronization of alpha
and beta oscillations may primarily relate to the leg movements,
rather than the leg muscle contractions. This may be the case
that the fluctuations in the level of recruitment of local neurons
in contralateral M1 during walking mainly reflect the changes in
uncertainty estimations between sensory predictions and actual
sensory inputs of the lower limb movements, rather than being
exclusively related to muscle control (Tan et al., 2016).

Limitations
We should acknowledge that our study has a number of
limitations. First, we only included a treadmill walking task.
Future investigation of brain-body connectivity in overground
free walking conditions are warranted, as they may reveal further
information regarding the neural processes of gait control.
Second, our analysis of NKC only included velocity signals
acquired from the lower limbs. The use a three-dimensional
infrared camera system (Pfister et al., 2014) and force measuring
treadmill (De Witt and Ploutz-Snyder, 2014) may provide
additional data, for instance joint angles and ground reaction
forces, that would enable more extensive investigations on NKC;
likewise, collecting EMG signals from additional lower limb
muscles, as compared to those we included in this study, may be
beneficial for future investigations on NMC (Bonnefoy-Mazure
and Armand, 2015). Third, the synchronization between EMG
and EEG in the MoBI platform was performed offline. It should
be considered, however, that real-time synchronization may be
desirable for applications out of the research field (King and
Parada, 2021). Lastly, we evaluated the NMC and NKC using a
trial-averaged approach to increase the signal to noise ratio. The
use of trial-level modeling methods (Kamiński et al., 2001; Chen
et al., 2021) is warranted in future studies to examine temporal
delays between brain and body signals (Artoni et al., 2017; Xu
et al., 2017).

CONCLUSION

Overall, our study contributed to a finer characterization of brain-
body connectivity during gait in healthy individuals, revealing
robust relationships between muscular, kinematic, and neural
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signals. Notably, we performed a characterization of muscular
signals considering one EMG sensor at the time. An interesting
avenue for future research is extraction of gait-related muscle
synergies from multi-channel EMG data (Chia Bejarano et al.,
2017), and the analysis of their relationship with neural signals.
Future studies may also be directed toward the investigation
of different walking conditions, such as passive walking with
exoskeleton support (Alqahtani et al., 2021) or gravity-reduced
walking (Richter et al., 2021). Furthermore, we believe it would
be interesting to use the MoBI approach to simultaneously
collect kinematic, EMG and EEG data in individuals with
neuromotor disorders such as Parkinson’s disease, to identify
neural correlates of abnormal gait (Cao et al., 2021; Tosserams
et al., 2022).
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Kristo�er H. Madsen1,3 and Morten Mørup1*
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Metastable microstates in electro- and magnetoencephalographic (EEG

and MEG) measurements are usually determined using modified k-means

accounting for polarity invariant states. However, hard state assignment

approaches assume that the brain traverses microstates in a discrete rather

than continuous fashion. We present multimodal, multisubject directional

archetypal analysis as a scale and polarity invariant extension to archetypal

analysis using a loss function based on the Watson distribution. With this

method, EEG/MEG microstates are modeled using subject- and modality-

specific archetypes that are representative, distinct topographicmaps between

which the brain continuously traverses. Archetypes are specified as convex

combinations of unit norm input data based on a shared generator matrix,

thus assuming that the timing of neural responses to stimuli is consistent

across subjects and modalities. The input data is reconstructed as convex

combinations of archetypes using a subject- andmodality-specific continuous

archetypal mixing matrix. We showcase the model on synthetic data and

an openly available face perception event-related potential data set with

concurrently recorded EEG and MEG. In synthetic and unimodal experiments,

we compare our model to conventional Euclidean multisubject archetypal

analysis. We also contrast our model to a directional clustering model

with discrete state assignments to highlight the advantages of modeling

state trajectories rather than hard assignments. We find that our approach

successfully models scale and polarity invariant data, such as microstates,

accounting for intersubject and intermodal variability. The model is readily

extendable to other modalities ensuring component correspondence while

elucidating spatiotemporal signal variability.

KEYWORDS

archetypal analysis, microstates, electroencephalography,

magnetoencephalography, multimodal integration, spatiotemporal variability,

directional statistics, Watson distribution
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1. Introduction

Brain function may be understood in terms of metastable

states of activity involving anatomically distinct brain areas

working in synchrony. Metastability refers to the brain lingering

in a state before switching to another state. In functional

magnetic resonance imaging (fMRI) literature, dynamic

functional connectivity has revealed brain connectivity states

using unsupervised machine learning methods (Cabral et al.,

2017; Preti et al., 2017), and elucidated how the activity of these

states varies following perturbations to the resting state, e.g.,

sleep (Stevner et al., 2019) or the administration of psychedelic

drugs (Lord et al., 2019; Olsen et al., 2021). However, the

frequency content in blood-oxygen-level-dependent (BOLD)

fMRI is limited to very slow oscillations (<0.1 Hz) and thus

does not allow for investigation of “real-time” brain state

transitions and complicates, for instance, the analysis of

evoked responses.

In electro- and magnetoencephalography (EEG and

MEG), metastable states of sub-second activity span, denoted

microstates, have been a research topic for many years

(Lehmann, 1971; Lehmann et al., 1987)—see Khanna

et al. (2015) and Michel and Koenig (2018) for reviews.

Rather than involving specific brain regions, microstates

are defined by whole-brain dipolar topographic maps.

Microstates may be defined in a multitude of ways, including

characterizations by principal and independent component

analysis (Skrandies, 1989; Makeig et al., 1999), modified

k-means (Pascual-Marqui et al., 1995), hidden Markov

modeling of MEG power envelopes (Quinn et al., 2018;

Coquelet et al., 2022) or agglomerative hierarchical clustering

methods (Murray et al., 2008; Khanna et al., 2014). Of

particular interest is the polarity invariance of the topographic

maps; as M/EEG signals are naturally oscillating, the same

microstate may be active although the sign of the input

data changes (i.e., maxima become minima and vice versa)

(Poulsen et al., 2018). In addition, the global scaling of the

topographic maps is usually also irrelevant—it is, rather,

the electrode activity relative to other electrodes that is

important (Van De Ville et al., 2010). The current gold

standard microstate analysis involves modified k-means

clustering of instantaneous activity maps assessed using,

e.g., global field power (Skrandies, 1990). Prototypes are

constrained to unit norm, and the angle from data points to the

prototypes is squared to account for polarity invariance. Other

interesting models include Leading Eigenvector Dynamics

Analysis (Cabral et al., 2017), which, although previously

unused in EEG modeling, models interregional coherence

by assessing the eigenvector of instantaneous coherence

maps. Eigenvectors are axially symmetric unit vectors (scale-

free) and may be modeled using diametrical clustering

(Dhillon et al., 2003) to account for polarity invariance

(Olsen et al., 2021).

The notion of meta-stability of EEGmicrostates has recently

been challenged by Mishra et al. (2020) and Dekker et al. (2021)

arguing that the brain traverses microstates in a continuous

rather than discrete fashion. Thus, models that assign data to

prototypes in an all-or-nothing fashion, such as k-means, may be

too simple. As such, there is a need for methods that model data

as traversing through continuous trajectories between states. A

solution to this problem would be to define state topographies

by extreme data points and describe brain activity as continuous

navigation in the convex hull spanned by these states. Such a

model has yet to be established for EEG and MEG microstates.

Another topic of interest in the analysis of brain function is

multimodal integration.While EEG andMEGmeasure the same

sources in the brain, i.e., synchronized postsynaptic currents

in the dendrites of cortical pyramidal neurons, the electric

potential and the normal component of the magnetic field of

a tangential current source are rotated 90◦ relative to each

other (Lopes da Silva, 2013). Furthermore, EEG and MEG

complement each other regarding radially oriented sources,

sensitivity to source depth, and tissue-specific signal attenuation.

The combination of EEG and MEG is known to improve

source localization accuracy (Sharon et al., 2007). Several

approaches to M/EEG fusion have been suggested, including

the use of Kalman filtering (Hamid et al., 2013), modeling

modality dissimilarity correlations (Cichy et al., 2016), modality-

specific error weighting using Bayesian optimization (Henson

et al., 2009), and maximum entropy on the mean framework

(Chowdhury et al., 2015). Although M/EEG integration is well-

described in the literature, multimodal microstate analysis has

not previously been explored.

Here we introduce directional archetypal analysis (DAA)

and apply it for the joint integration of simultaneously

recorded event-related potential (ERP) EEG and MEG data.

Archetypal analysis (AA) is an unsupervised learning method

for finding interpretable patterns in high-dimensional data.

AA determines extreme points, denoted archetypes, that reside

on the convex hull of the data cloud and determines how to

express the data as convex combinations of such archetypes

optimally. The determined archetypes can be considered distinct

characteristics, forming prominent corners of the data (Cutler

and Breiman, 1994). Thus, AA deviates from k-means that

determine prototypical points or centers of the data cloud.

Similarly, Hidden Markov Models, which model continuous

transitions between states, also estimate prototypes rather

than archetypes (Vidaurre et al., 2017). AA has been applied

successfully in a variety of fields, including astronomy (Chan

et al., 2003), survey and performance data (Seth and Eugster,

2016), chemistry and collaborative filtering (Mørup andHansen,

2012), bio-informatics (Thøgersen et al., 2013; Hart et al., 2015),

and neuroimaging (Mørup and Hansen, 2012; Hinrich et al.,

2016; Cona et al., 2019; Krohne et al., 2019), including for

the analysis of single-trial electroencephalography (EEG) brain

response variability (Tsanousa et al., 2015).
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While conventional AA determines archetypes based on

a least-squares loss function of the reconstruction, we here

reformulate the method to account for axially symmetric

spherical data using a distance measure derived from the

Watson distribution (Watson, 1965; Sra and Karp, 2013).

By projecting every measured data point onto a (D − 1)-

dimensional sphere (D being the number of electrodes or

magnetometers), we ensure that the decomposition is not driven

by the scale of the input data. Similarly, by employing a

statistical distribution that models diametrically opposite points

as equal, we also directly model the polarity invariance of

the input data. We demonstrate the utility of the developed

method for the joint modeling of EEG and MEG ERPs,

ensuring component correspondence while accounting for the

shared modality-wide complementary information regarding

how the extracted sources are spatiotemporally elicited in the

two modalities. We use a similar approach to Hinrich et al.

(2016) for the modeling of multisubject data utilizing a shared

archetype-generating mechanism across subjects while allowing

for subject-specific archetypes and mixing matrices. Specifically,

we conduct multimodal integration by identifying shared

archetypal temporal profiles used to generate the archetypes

while determining the modality- and subject-specific expression

of these shared temporal profiles.

In summary, we propose the DAA model accounting for

scale- and sign-invariant modeling of EEG and MEG data as

well as their joint integration, assuming the timing of the neural

responses to stimuli are consistent across EEG and MEG. Based

on the developed DAA we demonstrate:

(i) Themerits of DAA as opposed to conventional AAwhen

data resides on the unit (hyper-)sphere.

(ii) The merits of DAA as opposed to a DAA-clustering

model with hard assignments.

(iii) How DAA can be used to model microstates in evoked

response EEG and MEG data.

(iv) How DAA can be used for the joint integration of EEG

and MEG data.

The novelty of this work lies both in the development of a

new AA framework for directional statistics (DAA) as well

as a novel approach for multimodal integration of EEG and

MEG accounting for spatiotemporal variability while ensuring

component correspondence across modalities as defined by an

assumed shared timing of the responses to stimuli.

2. Methods

2.1. Data

Analysis was carried out on the openly available multimodal

face perception data set introduced by Wakeman and Henson

(2015) with concurrent EEG and MEG recordings in 19 subjects

(8 females), whom all provided written informed consent. The

study was originally approved by the Cambridge University

Psychological Ethics Committee, and the data is openly

accessible through OpenNeuro (accession number: ds000117,

version 1.0.41). Each participant completed six sessions where

they were presented with approximately 150 images of famous,

unfamiliar, or scrambled (head shape preserved but face

unrecognizable) faces. Each functional trial started with the

appearance of a fixation cross for a random duration (400–

600 ms) and then a stimulus (face or scrambled face, 800–

1,000 ms). Between stimuli, a white circle was shown for 1,700

ms. Across the experiment, participants were told to focus

on a fixation cross at the center of the screen and refrain

from blinking during stimulus presentation. All faces were

shown twice, either immediately after or following 5–15 other

stimuli (50/50 of each).

MEG and EEG data were recorded simultaneously using an

Elekta Neuromag Vectorview 306 system (Helsinki, FI) with 102

magnetometers and a 70-channel Easycap EEG cap with the

reference electrode on the nose. The common ground electrode

was placed at the left collar bone. Electrooculograms, both

vertical and horizontal, were measured using two sets of bipolar

electrodes, and similarly for electrocardiogram with electrodes

at the left lower rib and right collarbone.

2.2. Preprocessing

Data from 16 subjects (the data set authors excluded

three subjects due to poor data quality) were provided in

a maxfiltered version and were subsequently preprocessed in

Fieldtrip (Oostenveld et al., 2011) using modified processing

scripts provided by Robert Oostenveld2. Our pipeline consisted

of (1) epoching the data according to trials and conditions,

(2) rejecting epochs with EEG, MEG, or electrooculography

artifacts, (3) bandpass filtering the data between 0.5 and 40 Hz,

(4) modality-wise principal component analysis retaining the

first 50 components and subsequently subtracting the channel-

wise mean, and (5) downsampling the data from 1, 100 Hz

to 200 Hz. Finally, trials were averaged within-subject over

multiple presentations of the three stimuli: familiar, unfamiliar,

and scrambled.

2.3. Archetypal analysis

In the classic archetypal analysis, we seek a decomposition

X ≈ AS of a data matrix X ∈ R
D×N , where N ∈ N corresponds

to the number of observations and D ∈ N corresponds to the

1 https://openneuro.org/datasets/ds000117/versions/1.0.4

2 https://github.com/robertoostenveld/Wakeman-and-Henson-2015
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dimensionality (e.g., number of channels) (Cutler and Breiman,

1994). The decomposition determines a set of archetypes A =

X̃C, which are weighted combinations of the matrix X̃ that,

as introduced in Hinrich et al. (2016), may differ from the

input matrixX, e.g., through some transformation, and a mixing

matrix S. The two matrices C ∈ R
N×K and S ∈ R

K×N (where

K ∈ N corresponds to the number of archetypes to be extracted)

are used to reconstruct the data matrix, and we denote the

reconstruction X̂ = X̃CS ∈ R
D×N . In this formulation, the

archetypes are found by convex combination (weights sum to

one) of the existing data points in X̃ by matrix multiplication

with C, such that the archetypes are defined by the columns of

the matrix X̃C. Each observation in the reconstruction X̂ is then

defined in terms of a convex combination of these archetypes

given by the columns of S.

For some measure of distance between the data and

reconstructions, D(◦|◦), the problem of identifying C and S can

be formulated as:

argmin
C,S

(

D(X|X̂)
)

s.t. |c·,k|1 = 1, |s·,n|1 = 1,

C ≥ 0, S ≥ 0, (1)

where c·,k corresponds to column k in C (the k’th archetype

generator), s·,n corresponds to column n in S (the n’th

observation), | · |1 is the ℓ1-norm which is constrained to one

(i.e., sum of absolute values constrained to 1), and C, S ≥ 0

enforces non-negativity in the elements of C and S. Together,

the constraints ensure the archetypes and reconstructions are

related through convex combinations (non-negative and sum to

one). The problem is solved by alternately updatingC and S (i.e.,

alternately finding optimal archetypes for a given expression S of

the archetypes, and finding optimal expression of the archetypes

given the definition of archetypes by C). The classic Euclidean

distance measure amounts to a least squares loss,Lls, and can be

expressed using the Frobenius norm as:D(X|X̂) = ||X−X̃CS||2F .

Whereas the Euclidean AA implicitly assumes normally

distributed noise, the AA has been advanced to other types of

data sets, including binary (Bernoulli likelihood) and integer

variables (Poisson likelihood) (Seth and Eugster, 2016) as well

as ordinal responses (Fernández et al., 2021). However, no

generalization of AA in the context of directional statistics

currently exists.

2.4. Directional archetypal analysis

In the current treatment of directional archetypal analysis

(DAA), we focus on axially symmetric data as characterized by

the Watson distribution with the probability density function:

W(x|µ, κ) = cD(κ) exp(κ
(

µ
Tx

)2
), (2)

where x ∈ S
D−1 (the (D − 1)-dimensional unit hypersphere),

µ defines a mean direction, κ defines a concentration around

that mean direction, and cD(κ) is a normalization constant (see

Watson, 1965). Specifically, we consider data where a direction,

x, and its negative are equivalent (invariance to sign flip), which

corresponds to x ∈ P
D−1, where PD−1 is the (D− 1)-projective

hyperplane (Sra and Karp, 2013).

Instead of a Euclidean distance (least squares) loss, the

Watson distribution measures the squared difference in the

angle between the reconstruction and the corresponding data

point. Contrary to classic archetypal analysis, we will investigate

angular properties between observations that lie on the surface

of the unit hypersphere, i.e., if the n’th observation in the

data matrix X is denoted xn, then we can reparameterize any

observation as xn =
√

κnx̃n such that x̃n ∈ S
D−1 with

precision κn = ||xn||
2
2. Notably, the precision κn can thereby

be absorbed in xn by scaling x̃n by
√

κn. Thereby κn can be

interpreted as the amount of precision assigned to the spherically

distributed observations according to the Watson distribution

given in (2). By optimizing with respect to the original data xn

(1), emphasis will be given to the reconstruction x̃n with high

precision κn while ensuring that the archetypes themselves are

not influenced by scale-difference in data. We further assume

that diametrically opposed x̃n are equivalent, and thus that x̃n ∈

P
D−1. For each observation, the angle (in D-dimensional space)

can be measured as the inner product of the reconstruction

(normalized to have unit l2-norm) and the data points. We

define the (unnormalized) reconstruction of xn according to the

AA model as x̂n = X̃Csn. The loss LW , over N points is then:

LW = −

N
∑

n=1

(

x⊤n x̂n/||x̂n||2

)2
(3)

Note that this loss function, while inspired by the Watson

distribution, is not a density, and we do not, e.g., determine

the normalization constant. To derive update rules for the DAA

algorithm, we seek the derivative of the loss with respect to

the model parameters S and C. We define two vectors of inner

products z and q with elements zn = x⊤n x̂n and qn = x̂⊤n x̂n and

denote thematrices with the elements of z and q in their diagonal

asDz = diag (z) andDq = diag
(

q
)

, respectively. Summing over

all the squared angles between data and reconstruction can be

written as the following loss (defining V = DzDq
−1/2):

LW = V :V, (4)

where the colon operator “◦ : ◦” designates the inner product

such that for matrices A and B we have that A :B = Tr(A⊤B).

We will approach determining the scalar by matrix derivatives
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by initially working in the (total) differential form and then

converting to canonical form3. Thus, to obtain the gradient of a

scalarF(A) w.r.t a matrixA, i.e.,∇AF(A), we need to determine

a matrix B such that δF(A) = Tr
(

B⊤δA
)

= B : δA, because

then ∇AF(A) = B. The differential of LW is then:

δLW = 2V : δV = 2V : δ

(

DzDq
−1/2

)

= 2V : δDzDq
−1/2 + 2V :DzδDq

−1/2 (5)

The gradients of LW w.r.t. S and C can then be found to be:

δLW (C) = 2TV : X̃CδS = 2C⊤X̃⊤TV : δS

⇒ ∇SLW = 2C⊤X̃⊤TV (6)

δLW (S) = 2TV : X̃δCS = 2X̃⊤TVS⊤ : δC

⇒ ∇CLW = 2X̃⊤TVS⊤, (7)

where we defined T = XDq
−1/2 − X̂Dq

−3/2Dz .

For this application, we constrain X̃ to the hypersphere,

i.e., we normalize every time-point for each modality, subject,

and condition across channels. We introduce an additional

constraint on X̃C to ensure that the archetypes lie on the

same hyper-hemisphere. We can ensure this by only allowing

the archetypes to be constructed using a flipped version, X̃f

of X̃ which is projected onto a chosen hyper-hemisphere. We

determine the dominant hyper-hemisphere in the data by the

first principal component. We then negate (“flip”) each data

point if its projection onto this dominant direction is negative

and obtain the archetypes as X̃fC. We also scale the data matrix

X by its Frobenius norm (across all data points) for each subject

and modality to ensure each subject and modality has a similar

influence on the loss when considering the multisubject and

multimodal modeling described next.

2.5. Multimodal multisubject directional
archetypal analysis

Similar to how Hinrich et al. (2016) extended archetypal

analysis to multisubject data, we extend DAA to parameterize

multisubject and multimodal data sets. For modalities m =

1, . . . ,M and subjects b = 1, . . . ,B, we approximate our

observed data matrices X(m,b) as X(m,b) ≈ X̃(m,b)CS(m,b). As

such, our model contains a global archetype generator matrix C

andmodality- and subject-specificmixingmatrices S(m,b) as well

as archetypes X̃(m,b)C, while the archetypes are generated from

the same convex combination of features. The loss function in

3 See e.g., https://tminka.github.io/papers/matrix/minka-matrix.pdf .

(3) is thereby extended to multiple subjects and modalities by:

LMW = −

M
∑

m=1

B
∑

b=1

N
∑

n=1

(

x
(m,b)⊤
n x̂

(m,b)
n /||x̂

(m,b)
n ||2

)2
, (8)

where x̂
(m,b)
n = X̃(m,b)Cs

(m,b)
n and Equations (6) and (7) revised

accordingly. We ensure the unit-norm of the columns of C

and S by recasting the problem in l1-normalization invariant

variables, as introduced in Mørup and Hansen (2012). For

instance, for an element in S(m,b), s
(m,b)
k,n

, the recast parameter is

s̃
(m,b)
k,n
= s

(m,b)
k,n

/
∑

k′ s
(m,b)
k′,n

. We will omit the tilde for simplicity.

We ensure non-negativity using a projected gradient method,

which simplified amounts to a parameter update based on

some step size µ and some gradient w.r.t. the distance defined

above, g
(m,b)
k,n

, as: s
(m,b)
k,n
← max

(

s
(m,b)
k,n
− µg

(m,b)
k,n

, 0
)

. For details

regarding the projected gradient procedure, we refer to Mørup

and Hansen (2012, Section 2.3).

In practice, we determine the gradient forC for every subject

and modality and subsequently sum the gradients across these.

We then update C and the step size µc. That is, we decrease

the step size with a factor 1
2 if the new summed loss is worse

than the previous one. If the new loss is improved, we slightly

increase the step size (by a factor 1.1) and end the update.

For S(m,b), the gradient is once again determined for every

subject and modality, though this time without summation

across these. The loss for every time point, modality, and subject

is computed, and corresponding elements of S(m,b) are only

updated if the new loss is lower than the previous one. Likewise,

step sizes, which are specific to sample, subject, and modality,

are increased/decreased (by the same factors as above) if the new

loss is improved/worsened compared to the previous one.

In our implementation, we compute, for every update of the

archetype generator matrix C, the matrices (X̃(m,b)C)⊤X̃(m,b)C

and X(m,b)⊤X̃(m,b)C for fast computation of D
(m,b)
z and

D
(m,b)
q . This reduces the overall time complexity updating

S(m,b) substantially to be O(MBNK), whereas the overall time-

complexity updating C isO(MBDNK).

2.6. Multimodal multisubject directional
clustering

In order to contrast the performance of the developed

DAA to conventional clustering based on directional statistics

as used in the modified k-means procedure of Pascual-Marqui

et al. (1995) we further develop a hard clustering multimodal,

multisubject clustering procedure inspired by the DAA. In

conventional clustering, either modalities and subjects need to

be modeled separately, or data merged, to ensure consistent

centroids across subjects. By defining the cluster centroids in

terms of a latent generator as in the DAA, it is possible to define

a multimodal, multisubject hard assigned clustering procedure
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by endowing the DAAmodel with hard assigned clusters, i.e., by

replacing the AA model formulation in (1) with ℓ0 constraints

on S as opposed to ℓ1 constraints. Thereby the optimization

of S changes to a k-means type assignment of observation to

centroids according to themaximally squared inner product, i.e.,

k∗ = argmin
k

[

−
(

x
(m,b)⊤
n X̂(m,b)ck/||X̂

(m,b)ck||2

)2
]

(9)

such that s
(m,b)
k,n
= 1 for k = k∗ and 0 otherwise.

2.7. Model comparison and consistency

We evaluated DAA and our clustering approach using the

Watson loss and conventional AA solutions across runs with

sum of squared errors (SSE). While the Watson loss is given

in (8), we assessed the least squares reconstruction error of the

Euclidean AA model as

SSE =
∑

m

∑

b

||X(m,b) − X̃(m,b)CS(m,b)||2F . (10)

To evaluate the consistency of the archetypal mixing, we

employed normalized mutual information (NMI) similarly to

Hinrich et al. (2016), since each column of S(m,b) may be

considered a probability distribution over components. For k =

1, . . . ,K archetypes and two runs r and r′, NMI is here given by:

NMI(Sr , Sr
′
) =

2MI(Sr , Sr
′
)

MI(Sr , Sr)+MI(Sr
′
, Sr
′
)

(11)

MI(Sr , Sr
′
) =

∑

k,k′

p(k, k′) log
p(k, k′)

p(k)p(k′)
(12)

p(k, k′) =
1

N

∑

k

srkns
r′

k′n. (13)

NMI gives a score between 0 and 1 and is invariant to

permutations of components. Here we compared losses and

NMI between 5 runs of each model, where each model

was compared to the preceding model. That is, comparisons

were made between models 1 − 2, 2 − 3, . . . , 5 − 1 to

avoid correcting for dependent comparisons if evaluating all

model combinations. Presented NMI values are averages across

subjects, modalities, and conditions. To minimize the effect of

local minima, each run is the best of 100 randomly initialized

models, where both C and S were initialized as rate 1

exponential random variables exp(1) normalized to the simplex.

3. Results

3.1. Three-dimensional illustration

To illustrate DAA, we applied it to four synthetic three-

dimensional data sets, two of which were defined on S
2, and

contrasted the results obtained to the classic Euclidean AA

approach and DAA modified to hard assignment, hereafter

denoted directional clustering (see Figure 1). All three models

were run in five sets of 100 random initializations of the matrices

C and S, where the best model, in terms of loss, for each of the

five runs was selected. In total, this leads to 500 model fits for

each model and each number of estimated archetypes K.

The first synthetic dataset occupies one octant of the unit

sphere with three natural corners constituting the archetypes.

While DAA determines archetypes very close to the true

archetypes and produces a convex hull on the surface of

the sphere octant, the Euclidean solution produces archetypes

further from the truth and a simplex-shaped principal convex

hull encompassing the interior of the sphere (see Figure 1A).

Directional clustering is even less flexible and locates centroids

further away from the true archetypes. Due to the binary

representation of the assignment matrix S, this solution

corresponds to clustering, i.e., defining prototypes as opposed

to archetypes. The loss curves indicate a deflection at K = 3

components (highlighted) for all three models. Whereas DAA

converges to the true solution at K = 3, Euclidean AA

and the directional clustering model show a less trivial loss

curve gradually improving by including more components (i.e.,

clusters). The same models also have very high consistency

for all component numbers. When K > 3, extra DAA

components become ambiguous and thus, model consistency

decreases for this model, indicating that high model consistency

is not necessarily equivalent to a well-performing model

reconstruction.

In the second example, data were generated occupying

two opposing octants of the unit sphere using the same true

archetypes and their diametrical opposites, reflecting polarity

invariant data (Figure 1B). The three models visualized using

three components show vastly different results—while DAA

remains able to produce a spherical principal convex hull

close to the original solution defining a polarity invariant

spherical convex hull, Euclidean AA is not able to produce a

principal convex hull that encapsulates the data, identifying two

archetypes along one direction and one archetype in the opposite

hemisphere. Upon inspecting the loss curves, the Euclidean AA

deflects at K = 6 components, i.e., double the number of

true archetypes, whereas DAA and directional clustering bend

at the expected K = 3 components. As such, Euclidean AA

requires more components to explain polarity-invariant data.

Similar to the former example, directional clustering with hard-

assignment of states provides polarity-invariant centroids rather

than data extremes defined by clusters at the interior of the
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FIGURE 1

Illustration of directional archetypal analysis (DAA) vs. its Euclidean counterpart and a directional clustering model in three dimensions, including

loss curves and normalized mutual information (NMI), which are evaluated on 5 models each being the best of 100 simulations. (A) Spherical

data simulated using three true archetypes situating on the axis corners. The solutions obtained using conventional Euclidean archetypal

analysis and directional archetypal analysis with K = 3 components and the convex hull spanned by the archetypes, as well as centroids

determined using directional clustering, are also shown. (B) Spherical data simulated with three true archetypes situating on the axis corners as

well as their diametrical opposite, i.e., polarity-invariant archetypes. (C) Non-spherical data simulated using the same three true archetypes as in

(A). (D) Data simulated with three true archetypes, of which one is the origin. Error bars represent standard error of the mean. Note that the loss

functions for the models (Watson loss and sum of squared errors, respectively) are not directly comparable but are shown on the same graph to

highlight corners in the loss indicating a potential optimal model.

spherical convex hull. Thus, for polarity invariant spherical

data, DAA successfully provides a solution that determines

archetypes defining a spherical convex hull that, through their

convex combinations defined by thematrix S, optimally span the

synthetic data points.

The third data set is simulated on the simplex spanned by the

same three archetypes as in the first example, although without

normalizing data to the sphere (Figure 1C). Both DAA, which

projects data to the sphere before modeling, and Euclidean AA

determine archetypes close to the true solution. Their loss curves

also show similar deflection at K = 3, showcasing that when

the data points are simulated on a non-spherical simplex, the

two solutions produce similar archetypes although the simplex

spanned by the DAA archetypes is spherical.

DAA and directional clustering project data points to the

sphere surface prior to modeling, which may be problematic if

the archetypes are far from the sphere surface. Especially if, in

the extreme case, one of the archetypes is the origin. This case

is exemplified in Figure 1D, where neither DAA nor directional

clustering is able to extract sensible archetypes. To summarize,

Frontiers inNeuroscience 07 frontiersin.org

117

https://doi.org/10.3389/fnins.2022.911034
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Olsen et al. 10.3389/fnins.2022.911034

FIGURE 2

Average mean-subtracted time-locked subject event related potentials (ERPs) after preprocessing but without normalization for the three face

perception conditions (familiar, unfamiliar, scrambled). (A) A selected electroencephalographic electrode (EEG003) located near the right

occipital lobe. (B) A selected magnetoencephalographic magnetometer (MEG2611) located near the right temporal lobe.

DAA and directional clustering may be used to model scale- and

polarity-invariant data but suffer if the underlying convex hull is

spanned by the origin.

3.2. Examination of event-related
potential subject variability

Neuroimaging data, including EEG and MEG recordings

of ERPs, carry large intra- and inter-subject variability. In

Figure 2, we examined the Wakeman and Henson (2015) data

set after pre-processing but before normalization; specifically, we

highlight the EEG electrode with the largest amplitude (EEG003,

located to the right of the occipital pole) and similarly for MEG

(MEG2611, located near the right temporal lobe). The ERPs,

which are averages of many time-locked trials within-subject,

deviate vastly between subjects. While a positive deflection

at approximately 100 ms and a stronger negative component

at approximately 170 ms are generally visible for all subjects

(as also reported in Wakeman and Henson, 2015), both scale

and morphology of the ERP tend to vary. High variability is

also visible in the post-170 ms positive deflections, and, for

example, subjects 3, 6, 9, and 16 show sufficiently high positive

deflections that they may even be considered a third ERP

component. We observe very little consistent deviation between

the three conditions (familiar, scrambled, unfamiliar). With

the added difficulty of combining two modalities that display

highly different topographies, a model that can account for

inter-subject and inter-modal variability in microstate analyses

is needed.

3.3. ERP data, unimodal

To illustrate the effects of multimodal fusion, we first

applied our algorithms to unimodal data (i.e., data coming

from a single modality) with a multisubject model. That is, we

produced separate models for only EEG data and only MEG

data. We compared our results to the multisubject AA model

by Hinrich et al. (2016) with a least-squares loss function.

To minimize the effect of local minima, we ran our models

100 times with randomly (exponentially) sampled C and S

and selected the model with the lowest loss. Figure 3 shows

average loss curves and NMI for five such runs, with error

bars representing standard error of the mean. The results show

that, for both EEG (Figure 3A) and MEG (Figure 3C), the loss

curves for all three models decrease steadily with an increasing

number of components. DAA consistently shows improved

loss compared to directional clustering with discrete state

assignment. Figures 3B,D highlights the topographical maps for

the determined archetypes for the models with the lowest loss

for K = 5 and K = 10 for the directional and Euclidean models,

respectively. The archetypes, which are averages across subjects

and conditions, are ordered according to their percentage total

occupation of the averaged archetypal mixing matrix S. Given

the shared use of sign- and scale-invariance, the archetypes
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FIGURE 3

Unimodal multisubject archetypal analysis fits using DAA, conventional Euclidean archetypal analysis, and a directional clustering model derived

from DAA using hard class assignment. (A,C) Loss curves and model consistency evaluated using NMI evaluated on 5 models, where each is the

best of 100 model fits. Error bars represent standard error of the mean. (B,D) Archetype topographical maps for the best model fits with K = 5

and K = 10 for the directional models and the Euclidean model for EEG and MEG data, respectively. Archetypes are averaged across subjects

and are ordered according to the total occupation of the archetypal mixing matrix S.
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FIGURE 4

Loss curves and NMI for multimodal, multisubject DAA and directional clustering models. (A) loss curves for the six models, including

multimodal, multisubject, multicondition DAA, a model where the three conditions are concatenated in time to enforce equal archetypes, and a

model modeling all subjects separately with no correspondence between subjects. Error bars represent standard error of the mean. (B) NMI to

inform on model consistency. Both loss curves and NMI are evaluated on 5 model fits for each model, each being the best of 100 fits.

for DAA and the clustering equivalent are similar, with only a

minor change in archetype proportion and ordering. The same

results for Euclidean AA show some archetype duplications (e.g.,

archetypes 6 and 8). The AA archetypes vary more in scale, since

this model explicitly models the scale of the data.

For both unimodal models, the NMI for the Euclidean

implementation is very high, which indicates that this model is

very stable upon selecting the best of 100 models to avoid local

minima. However, model consistency is generally high for all

three models.

3.4. ERP data, multimodal

We illustrate the multimodal, multisubject DAA results in

Figures 4–7. Once again, we performed runs with an inner loop

of 100 initializations to avoid local minima and an outer loop

of 5 to estimate run-to-run variability between best-performing

solutions. We do not include the Euclidean equivalent as the

existing code (Hinrich et al., 2016) does not support fusion of

multiple modalities.

Six models were evaluated: (1) a multimodal, multisubject,

multicondition DAA where the three conditions (familiar,

unfamiliar, scrambled) are modeled similarly to modalities and

subject, i.e., with a shared archetype-generating matrix C but

modality-, subject-, and conditions-specific archetypes X̃(m,b,c)C

and mixing matrices S(m,b,c), where c = {1, 2, 3} is conditions,

(2) a multimodal, multisubject DAA where the three conditions

were concatenated in time for each subject to enforce equal

archetypes
[

X̃(m,b,1), X̃(m,b,2), X̃(m,b,3)
]

C across conditions but

retain separate mixing matrices S(m,b,c), and (3) a model where

there is no correspondence, i.e., each subject, modality, and

condition is modeled separately with their own archetype-

generating matrix C(m,b,c). For all three mentioned models, the

corresponding model using directional clustering was evaluated.

On Figure 4, we once again observe a steadily decreasing loss

with an increasing number of components, and it is difficult

to identify a model that constitutes a sound balance between

low loss and few components. Generally, we observe lower loss

the more flexible the model is. As such, the models where all

subjects are modeled separately have a lower loss, while the

models where conditions are concatenated in time display the

highest loss. Model consistency is generally lower for the zero-

correspondence models, and as expected from our synthetic and

unimodal analysis, directional clustering consistently performs

worse in terms of loss thanDAA, withmodel consistency slightly

improved compared to DAA.

In Figure 5A, the archetype generator (C) is shown for the

best multimodal, multisubject, multicondition DAA model with

K = 5 archetypes. Since AA constrainsC to be non-negative, the

result is a sparse representation of the post-stimulus time points.

As expected, almost none of the archetypes are generated by

time points prior to the earliest ERP deflection at about 100 ms.

Subsequently, each archetype is generated by a closely located

selection of time points, each responsible for a section of the

ERP. Interestingly, the late reaction (> 600 ms) is covered by

a separate archetype, indicating that the late response contains

structure beyond the pre-100 ms time points.

Figure 5B shows the archetypal mixing matrix (S) averaged

across subjects, i.e., the soft assignments of each time-

point in the ERP to archetypes. The archetypes have been

ordered according to their activation pattern. Archetypal mixing

generally follows the pattern in the archetypal generator

with little deviation between conditions and modalities. As

expected, the prestimulus period until around 100 ms shows no
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FIGURE 5

Visualization of the best obtained fit for multimodal, multisubject, multicondition DAA with K = 5 components. (A) The subject-, modality-, and

condition-shared archetype generator matrix C with information on the specific samples from which archetypes are generated. (B) The

archetypal mixing matrix S averaged across subjects showing how samples are probabilistically allocated to archetypes. The mixing matrix has

been smoothed with a rectangular window of size 3 samples. (C) Archetype trajectory averaged across subjects based on the mixing matrix S

smoothed with a rectangular window of 10 samples as well as average archetype topographical maps.

discernible structure. To further investigate archetypal mixing,

we show the average ERP trajectory between archetypes in

Figure 5C. By arranging the K archetypes with equal angle

spacing on the unit circle in the plane, we can visualize the

trajectory using the mixing coefficients (S) for each archetype

as coordinates in this plane. Equal expression of all archetypes

will be in the middle of the plane, and if one archetype is

expressed more than others, the trajectory is dragged toward
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the corresponding archetype’s edge. The trajectory similarly

shows fast activation of archetypes 1, 2, and 3 and slower

recruitment of archetypes 4 and 5. The path from one archetype

to the next involves a general shift in the archetypal activation

probability of all other archetypes, i.e., the trajectory curves

toward the center of the trajectory space. Generally, we observe

indistinguishable trajectories between the two modalities. This

was expected since a deviation would indicate that EEG and

MEG observed different evoked responses to the same stimuli.

For themultimodal, multisubject, andmulticonditionmodel, we

observe almost no difference in archetypal trajectory between

conditions (famous, unfamiliar, scrambled).

Figure 5C also shows the archetype topographical maps

averaged across subjects. Upon visual activation, archetype

1 is activated around 100 ms post-stimulus. Archetype 1 is

represented by an expected occipital/central dipolarity for EEG

corresponding to V1 activation and a strong left/right MEG

component. The negative ERP deflection at 170 ms is seen

here as a shift from archetype 1 to 2 represented by lateral

occipital vs. frontal EEG topography. Wakeman and Henson

(2015) commented on a significantly larger ERP component

at 170 ms for familiar and unfamiliar faces vs. scrambled

faces. Spatially, the authors reported that this difference was

significant for frontal electrodes (more positive for familiar

and unfamiliar faces compared to scrambled) and lateral

occipital electrodes (more negative). Our results show that

this difference manifests itself in a stronger lateral occipital

vs. frontal activation in EEG topography for familiar and

unfamiliar conditions as opposed to scrambled, i.e., very similar

results to Wakeman and Henson (2015). This result also falls

in line with the general notion that the N170 component

corresponds to fusiform gyrus activation for face recognition

(Gao et al., 2019). While the corresponding topographic maps

for MEG show a larger frontal/occipital polarity, the distinction

between conditions is less clear. Archetype 3, which is active

at around 300 ms, is a less strong (polarity-wise) version

of archetype 2, which does not differ between conditions.

Archetype 4 is longer-lasting, dominated by parietal EEG

topography. Finally, archetype 5 once again displays strong

occipital vs. frontal activation in all three conditions. This

corresponds well with the late activation of frontal areas reported

in Wakeman and Henson (2015). Generally, we observe similar

archetype topographies as observed in the unimodal analysis

(Figure 3) with frontal/central/occipital variation in EEG maps

and left/right variation in MEG maps.

Figure 6 displays the same visualizations for the model

in which conditions have been concatenated in time to

enforce equal archetypes between conditions. The result is

a C-matrix three times the length, which in Figure 6A has

been split and stacked to compare condition effects on our

model. Interestingly, archetype 4 (red) is purely generated

by the scrambled condition (middle), and the late archetype

5 (green) is predominantly generated by the familiar and

unfamiliar condition. Archetypal mixing, visible in the mixing

matrix visualization on Figure 6B and trajectories on Figure 6C,

shows that while the initial part of the ERP displays similar

archetypal trajectory between conditions, archetype 4 is almost

exclusively visited by the scrambled condition, whereas the

familiar and unfamiliar condition visit archetypes 3 and 5.

Following fusiform face area activation (archetypes 2 and 3),

these results indicate that the familiar and unfamiliar conditions

are followed by a late, 400 ms frontal and parietal activation.

In contrast, the scrambled condition does not show the frontal

component. Smaller differences are present between the familiar

and unfamiliar condition seen late, at about 550–600ms, evident

by the unfamiliar condition being dominated by archetype 5

to a greater extent than the familiar condition, especially for

the EEG modality.

As previously mentioned, subject variability is high in

this data set (Figure 2). The present model accounts for both

intermodal and intersubject variability, and accordingly, we

can further explore subject variability in the trajectory plots

and archetypes of the multimodal, multisubject, multicondition

model (see Figure 7). Evidently, subject variability is higher in

archetypal mixing than in the archetypes. This makes sense since

the archetypes are directly computed from the same convex

combinations of the input data. As such, the variability in input

data is propagated to the archetypes.

Most of the subjects follow an archetypal trajectory pattern

that starts centrally and, approximately 100 ms after stimulus,

travels to archetype 1, and then quickly onto archetype 2-5 in a

circular pattern. However, some conditions for some subjects fall

outside this pattern (see, once again, subjects 3, 6, and 9). The

scrambled condition does not appear to be the cause of these

deviations. Likewise, there is little visible difference between

trajectories for EEG and MEG.

4. Discussion

Wehave presented the directional archetypal analysis (DAA)

for scale- and polarity-invariant modeling of brain microstates

and demonstrated its utility in modeling both unimodal and

multimodal M/EEG ERP data from a visual perception task.

We validated our models on synthetic data, compared results to

the conventional Euclidean AA model, and showed that DAA,

unlike Euclidean AA, can efficiently characterize antipodally

symmetric, spherical data. Our unimodal analyses showed that

DAA loss as a function of the number of components (K)

saturated earlier when compared to its Euclidean counterpart,

although loss functions are not directly comparable. Notably,

Euclidean AA potentially computes archetypes corresponding

to the dipole counterpart of other archetypes. We further

observed that the Euclidean AA was more affected by the

scale of the input data. The scale of the learned archetypes

were inherently equal for DAA but the Euclidean AA

produces archetypes with highly varying scales. However, if

the underlying convex hull generating the data are obscured
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FIGURE 6

Visualization of the best obtained fit for multimodal, multisubject DAA with K = 5 components, where the three conditions have been

concatenated in time for all subjects and modalities prior to modeling to enforce equal archetypes. (A) The subject- and modality-shared

archetype generator matrix C with information on the specific samples from which archetypes are generated. The matrix has been split into

three parts corresponding to the three conditions and subsequently stacked for visualization purposes. (B) The archetypal mixing matrix S

averaged across subjects showing how samples are probabilistically allocated to archetypes. The mixing matrix has been smoothed with a

rectangular window of size 3 samples. (C) Archetype trajectory averaged across subjects based on the mixing matrix S smoothed with a

rectangular window of 10 samples as well as average archetype topographical maps.

by the projection onto the sphere, i.e., by including the origin

as an archetype, the directional models cannot viably model

the data.

We contrasted DAA to a clustering model that constrain the

archetypal mixing matrix S to hard assignment, corresponding

to a multimodal and multisubject extension of the modified
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FIGURE 7

Subject, modality, and condition-specific archetypal trajectories and archetypes for the best multimodal, multisubject DAA model in terms of

loss with K = 5 components. The matrix S has been smoothed with a rectangular window of size 30 samples for visualization purposes. The

figures are ordered by subjects, arranged from left to right.
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k-means procedure (Pascual-Marqui et al., 1995). Our synthetic

example showed that a clustering model might be suitable for

polarity invariant data, although it determines prototypes, or

centroids, defining typical points. In contrast, DAA identifies

archetypes constituting representative, extremal points of the

data set. This clustering model is akin to conventional brain

microstate analyses, which employ a polarity-invariant k-

means approach allowing component correspondence while

accounting for spatiotemporal variability. While such a model

is useful, it also heavily simplifies the notion of brain

states to be a one-at-a-time phenomenon. This approach

has recently been challenged by Mishra et al. (2020) who

suggested that the brain traverses microstates in a continuous

rather than discrete pattern. Our proposed DAA approach

is a potential solution to this problem by determining

microstates based on archetypes rather than prototypes and

estimating a (continuous) mixing matrix based on the

archetypes. With the added flexibility, we also observed

that our model leads to improved loss compared to the

corresponding clustering formulation highlighting how the

model representation provides more detailed characterizations

of the data.

DAA is readily extended to both multisubject and

multimodal modeling. Here, we approached the problem

by estimating a shared archetype generator matrix C and

subject and modality-specific archetype mixing matrix S(m,b).

Importantly, the archetypes X̃(m,b)C themselves are subject and

modality-specific since they are constructed through convex

combinations of the input data. In our analyses of ERP data

from several conditions (familiar, scrambled, unfamiliar),

we extended this approach to also account for conditions.

As such, each condition was treated as a new subject to get

subject, modality, and condition-specific archetypes and mixing

matrices. Our model (Figure 5) showed some variation between

conditions observed in an archetype active at approximately

200 ms with stronger bilateral occipital vs. frontal polarity for

familiar and unfamiliar compared to scrambled faces. These

results were in line with a previous study on the same data set

(Wakeman and Henson, 2015) and are also consistent with the

general N170 ERP peak representing fusiform gyrus activation

specific for face recognition (Gao et al., 2019). Another solution

to having multiple conditions is to concatenate these over time

and thus allow the archetype generator (C) to be driven by

specific condition(s) and not necessarily the same time points

across conditions. This approach showed a clear distinction

between scrambled and the two face conditions. Specifically,

one of the five archetypes was purely generated and visited

by the scrambled condition, while two others were mostly

generated and visited by the familiar and unfamiliar conditions.

Larger frontal activation in face conditions has been observed

previously on the same data set (Wakeman and Henson, 2015;

Quinn et al., 2018).

By having a shared archetype-generator matrix C across

subjects, modalities, and conditions, we implicitly assume

that the timing of the neural response to stimuli is the

same. This assumption is valid across modalities since these

were acquired simultaneously and thus measured the same

underlying response. Similarly, it would be expected that the

timing is similar for multiple stimuli for the same subject;

however, the assumption of zero latency might not be valid

across subjects. One solution to this problem is to employ

an even more flexible model that does not assume any

correspondence between subjects, modalities, or conditions. As

highlighted in Figure 4, such a model would lead to improved

loss. However, it is much more difficult to establish component

correspondence and infer population-level archetypes and

archetypal trajectory behavior. We expect that future work may

look into developing latency-invariant models inspired by shift-

invariant decompositions (Mørup et al., 2008). The zero-latency

assumption currently limits the extension of our framework to

continuous data, such as resting-state. Similarly, multimodal

fusion with vastly different modalities, such as fMRI, which

usually measures slow blood-oxygen response to stimuli, and

EEG or MEG would violate the assumption of equal timing of

the neural response.

A multisubject AA framework, first presented in Hinrich

et al. (2016), allows us to account for subject variability,

which we know is present in the data set under consideration

(see Figure 2). Figure 7 displays the estimated subject-specific

archetypes and trajectories and shows that generally, the subject

variability manifests itself in archetypal trajectories. Archetype

topographies generally also vary across subjects, however, not to

the same degree. This highlights the importance of accounting

for spatiotemporal variability.

In our analyses on real data, we did not observe a corner

point, or clear bend, in the loss curves that would otherwise

indicate a potential optimal number of archetypes for any of the

evaluated models. Future work may consider cross-validation

for model selection. Specifically, we believe that a split-half

setup, in which trials are randomly split into two groups prior

to preprocessing, where one group is used for training the

model and the other for evaluating model loss, is favorable.

When the number of trials is high, split-half ensures all subjects

and conditions are represented in both groups and high SNR

in the corresponding averages while avoiding the excessive

computational demands of, e.g., K-fold cross-validation.

Archetypal analysis is generally prone to local minima, a

characteristic we also observed in our analyses. All presented

loss curves were averages of 5 runs, each the best of 100

different initializations. This higher number of initializations

also affected the presented Euclidean AA results (i.e., Figures 1,

3). Generally, we observed that model consistency for DAA

was slightly improved by increasing the number of models in

the inner loop from 20 to 100, while for conventional AA,
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model consistency was generally lower than DAA for 20 models

in the inner loop and very high for 100 models. While we

did not present these results, we argue that all AA models,

whether directional or not, benefit from evaluating multiple

initializations. For 100 runs in the inner loop, especially for the

synthetic data set, Euclidean AA showed higher NMI than DAA,

which shows that the robustness of DAA may be somewhat

challenged. While it has been shown that the optimization of

C and S individually is convex for a least-squares loss function,

this property breaks down for the proposed Watson equivalent

due to the normalization term projecting the reconstruction to

the sphere. As a result, we hypothesize that the reduced DAA

robustness compared to least-squares for 100 runs could be a

consequence of the optimization landscape being more prone to

local minima issues.

Here we initialized our models by random sampling

from an exponential distribution. Previous studies have shown

that initializing C as carefully selected samples through the

FurthestFirst (Cutler and Breiman, 1994) or the improved

FurthestSum (Mørup and Hansen, 2012), may lead to improved

convergence speed. However, over multiple initializations,

random initialization has been shown to lead to lower losses

(Krohne et al., 2019). Further studies could evaluate the effect

of initialization to potentially decrease the number of estimated

models needed to ensure robustness of the obtained results.

Directional archetypal analysis and clustering assume that

data resides on a (unit) hypersphere. In our case, the

dimensionality of the hypersphere corresponds to the number

of electrodes and magnetometers, respectively. AA, including

DAA, allows for the archetypes X̃C to be constructed from

a data matrix X̃ potentially different from the original

data matrix X. Here, we constrained each sample of the

input data X̃(m,b) to unit l2-norm, while X was normalized

by the Frobenius norm of all samples across all subjects,

conditions, and modalities, to ensure that these were given

similar influence on the model. Normalization of X̃ by the

l2-norm was our approach to scale and polarity invariant

modeling of microstates. Optimization of C and S occurred

with a loss function of the reconstruction (using x̃n) to the

original, unnormalized data xn. In this way, the squared

magnitude of the data, interpreted as the precision parameter

κ absorbed by xn, enabled DAA to emphasize regions with

high SNR when defining the archetypes. This is similar to how

conventional microstate analysis procedures typically restrict

the analysis to regions of high global field power (Poulsen et al.,

2018).

In conclusion, we have introduced directional archetypal

analysis for (1) modeling of scale and polarity invariant

data, (2) fusion of multiple modalities, and (3) incorporating

subject variability in archetypes and archetypal mixing.

Our model represents an approach to modeling brain

microstates without assuming hard assignment of states

to samples that accounts for spatiotemporal variability of

the brain’s response to stimuli while preserving component

correspondence.
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It is suggested that remote ischemic preconditioning (RIPC) may be a

promising treatment for improving healthy adults’ cognitive control. However,

direct empirical evidence was absent. Therefore, this study aims to provide

evidence for the impact of RIPC on cognitive control. Sixty healthy young male

volunteers were recruited, and 30 of them received 1-week RIPC treatment

(RIPC group), while the rest did not receive RIPC (control group). Their

cognitive control before and after RIPC treatment was evaluated using the

classic Stroop task, and the scalp electricity activity was recorded by event-

related potentials (ERPs). The behavioral results showed a conventional Stroop

interference effect of both reaction times (RTs) and the accuracy rate (ACC),

but the Stroop interference effect of RTs significantly decreased in the posttest

compared to the pretest. Furthermore, at the electrophysiological level, ERP

data showed that N450 and SP for incongruent trials were larger than that

for congruent trials. Importantly, the SP differential amplitude increased after

RIPC treatment, whereas there was no significant change in the control group.

These results implied that RIPC treatment could improve cognitive control,

especially conflict resolving in the Stroop task.

KEYWORDS

remote ischemic preconditioning, cognitive control, classic Stroop task, ERPs, N450,
SP
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Introduction

One prominent advantage humans have over animals is
that our action is intentional and not entirely driven by
the environmental stimulus. The process underlying such
adaptability was cognitive control (also called executive
function) (Botvinick et al., 2001), which was defined as the
ability to coordinate thought and behavior in accord with
internally represented intentions and plans (Miller and Cohen,
2001). Substantial studies suggested that the prefrontal cortex
(PFC) played a crucial role in this cognitive function (Miller and
Cohen, 2001; Koechlin et al., 2003). Many neuroimaging studies
confirmed that when participants accomplish tasks requiring
cognitive control, their PFC was significantly activated (Braver
et al., 2003; Koechlin et al., 2003; Braver, 2012). Meanwhile,
results from lesion studies showed that individuals with PFC
focal damage had a poor performance in tasks involving
cognitive control (Miller, 2000; Gläscher et al., 2012).

Cognitive control subserves higher cognition processes,
such as attention, thinking, planning, and reasoning in our
daily life (Koechlin et al., 2003). Indeed, individuals with mood
or behavior disorders have been proved to be deficient in
cognitive control. For example, individuals with anxiety and
depression disorders were more likely to be interfered with
by unrelated threatening stimuli compared to non-threatening
ones (Pishyar et al., 2004; Hofmann, 2007; Staugaard, 2010),
which was associated with impaired cognitive control (Hallion
et al., 2017). Additionally, Stewart et al. (2017) proposed that
the increase in suicide behaviors among adolescents might
also be related to general deficits in cognitive control, which
generally did not have enough time to get mature (Luna, 2009).
Therefore, a variety of psychology and clinical research was
pursued to improve individuals’ cognitive control. Currently,
there are a variety of effective methods. For example, well-
designed video game training could contribute to cognitive
control in older adults (Anguera et al., 2013), and non-invasive
current stimulation was also reported (Hsu et al., 2011; Jacobson
et al., 2012). Interestingly, the musical experience also could
enhance cognitive control (Slevc et al., 2016; Sharma et al., 2019),
probably because inhibitory control and attention shift play
crucial roles in playing music (Slevc et al., 2016). However, these
methods might also have some deficiencies. For example, video
game training might lead to addiction, especially for adolescents
with immature cognitive control, and the current stimulation
might not be accepted by some populations owing to its unsafety
(Antal et al., 2017). Musical training is demanding, and musical
instrument playing is highly professional, thus it might take a
long time for individuals to get benefit from this method.

Interestingly, Sugimoto et al. (2021) recently reported that
the blood flow restriction, similar to ischemic preconditioning
(IPC), could improve healthy adults’ cognitive control when
combined with a walking train, thus proposing that the clinical
IPC may be a potential treatment for improving cognitive

control of healthy adults without exercise. IPC is a systemic
strategy characterized by a brief episode of ischemia that renders
the target organs more resistant to subsequent longer ischemic
events (Murry et al., 1986). Its direct stress on target organs,
such as the brain itself, however, would be more challenging
and less practical than to other organs, and also lead to
mechanical trauma to major vascular structures, which has
limited its clinical application (Tapuria et al., 2008). As the
derivative of IPC, remote ischemic preconditioning (RIPC) did
not stress to target tissue directly but protected it through
several transient and non-lethal limb ischemia of distant organs
(Jensen et al., 2011; Moskowitz and Waeber, 2011; Zhao et al.,
2017). In comparison to IPC, RIPC is inexpensive, safe, and
non-invasive (Moskowitz and Waeber, 2011), which has been
widely used in clinical brain injury treatment and cognitive
function improvement. RIPC could protect the brain against
injury caused by various diseases (Jensen et al., 2011; Zhao
et al., 2018), for instance, Zhao et al. (2018) reported that RIPC
could improve cerebral circulation in patients with symptomatic
intracranial arterial stenosis. Additionally, RIPC also plays a
critical role in protecting cognitive function after brain injury
(Hudetz et al., 2015; He et al., 2017; Wang et al., 2017),
for example, Wang et al. (2017) showed that RIPC alleviated
cognitive function impairment in patients with the cerebral
small-vessel disease.

However, to data, there is no direct evidence of the
improvement of healthy adults’ cognitive control through RIPC
treatment, because in these existing studies, RIPC was applied
to improve the cognitive control of these individuals who
undergoing surgery or in special circumstances. Furthermore,
these studies are very scant and their results are inconsistent
(Meybohm et al., 2013, 2018; Hudetz et al., 2015; Li et al., 2020;
Sugimoto et al., 2021). For instance, in the investigations by
Meybohm et al. (2013, 2018), the patients who underwent a
wide range of cardiac surgery accomplished a Stroop test (a
test demanding cognitive control) before and after receiving
the RIPC intervention (induced by four cycles of upper-limb
ischemia, 5 min), aim to examine the effect of RIPC on reducing
postoperative neurocognitive dysfunction, as a result, they failed
to demonstrate the efficacy of a RIPC protocol on cognitive
control. Hudetz et al. (2015) reported that the cognitive control
tested by the Stroop task before and after surgery were not
changed in individuals who both accepted and rejected the RIPC
treatment (four cycles of brief upper extremity ischemia, 5 min)
but found that the RIPC treatment can prevent deterioration
of other short-term cognitive abilities, such as non-verbal and
verbal memory. Li et al. (2020) found that the alertness but not
the executive function of attention in the attentional network
test (ANT) was changed by RIPC (5 min bilateral upper limbs
ischemia and 5 min reperfusion for five cycles, twice a day, for
7 days) in adults unacclimatized to high altitude. In summary,
except for the study by Sugimoto et al. (2021), the above
four research did not observe the protective effect of RIPC on
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cognitive control. One of the most possible reasons was that any
slight effect of RIPC was masked by the negative impact of the
surgery or hypoxia itself in these studies (Meybohm et al., 2018).

The present study aimed to demonstrate the possible impact
of RIPC on cognitive control, if any, which may provide
an alternative treatment for improving cognitive control. To
prevent the effect of RIPC that was canceled out by surgery or
other factors, healthy adults were recruited and their cognitive
control was measured in a normal environment. Furthermore,
previous research did not find a positive effect of RIPC on
cognitive control at the behavioral level (e.g., Meybohm et al.,
2013, 2018; Li et al., 2020). One possible reason was that
behavioral indicator, such as reaction times (RTs) and the
accuracy rate (ACC) only a gross reflection of the cognitive
process, which is insensitive to minor distinctions. Hence, in our
study, besides behavioral data, the participants’ scalps’ electrical
activity was also recorded via event-related potentials (ERPs).
ERP reflected electrical activity locked to a specific task event or
response and offered a real-time temporal resolution of neural
processes for the task performance, which could be used to
investigate the time course of cognitive processing (Hillyard and
Anllo-Vento, 1998). Undoubtedly, ERP was a more sensitive
indicator for the subtle distinction in the cognitive process
than RTs and ACC.

The RIPC treatment scheme was based on previous schemes
and combined with the reality of this study: four cycles of RIPC
therapy were performed daily for 7 days with 5 min of bilateral
upper limb ischemia (180 mm Hg) and 5 min of reperfusion
(Li et al., 2020). This study adopted the classic Stroop task
(Stroop, 1935) to assess participants’ cognitive control before
and after receiving RIPC. In the Stroop task, participants were
required to name the color of the word and ignore its meaning.
Under the congruent condition, words have the same color and
meanings (e.g., the “red” word printed with red ink). Under
the incongruent condition, the word color and meanings were
different (e.g., the “red” word printed with green ink), compared
with the congruent conditions, the participant’s RTs would take
longer and ACC would decrease to name the ink color under the
incongruent conditions, known as the Stroop interference effect
(MacLeod, 1991). The mechanism of the Stroop interference
effect was proposed to reflect the competition between the
control brain system and the automatic processing brain system
(Cohen et al., 1990). Accessing the meaning of words was
automatic while naming the color was controlled. Therefore, the
meaning of the word was acquired preferentially than its color,
leading to the conflict between the stimulus and response under
the incongruent condition, so the conflict must be resolved at
the cost of slowing their response (Cohen et al., 1990).

Two ERP components, N450 and sustained potential (SP)
were reported in the Stroop task, which are the two markers
of conflict processing (Liotti et al., 2000; West et al., 2005;
Larson et al., 2009, 2014). N450 was a negative wave peaking
at about 450 ms after the stimuli presentation over fronto-
central electrodes (West et al., 2005). A wealth of studies

showed that N450 elicited by incongruent trials was greater
than that of congruent trials, reflecting the process of conflict
detection (Szûcs and Soltész, 2010; Tillman and Wiens, 2011;
Larson et al., 2014). ERPs source localization analysis implied
that the N450 was mainly derived from the anterior cingulate
cortex (ACC) (Van Veen and Carter, 2002; Hanslmayr et al.,
2008). The SP was identified in the incongruent vs. congruent
difference wave succeeding the N450 (Liotti et al., 2000; West
and Alain, 2000; West, 2003; Lansbergen et al., 2007). SP is more
positive for incongruent trials than for congruent trials or errors
counterparts in the Stroop task, leading to the suggestion that
the conflict SP reflects the process of conflict resolution (Liotti
et al., 2000; West and Alain, 2000; West et al., 2005; Larson
et al., 2009). SP was presumably generated from the dorsal
lateral prefrontal cortex (dlPFC) (Lansbergen et al., 2007). In
summary, these ERP findings indicated that conflict processing
in the Stroop task includes conflict monitoring and resolution,
represented by N450 and SP, respectively.

We hypothesize that participants’ cognitive control will be
enhanced after 1 week of RIPC treatment (performed once
a day for 7 consecutive days, 5 min ischemia with 180 mm
Hg cuff pressure, followed by 5 min reperfusion). The greater
the difference between incongruent and congruent conditions
of N450 and SP, the better would be conflict monitoring and
resolution ability (Badzakova-Trajkov et al., 2009; Larson et al.,
2014). Therefore, we predict that the enhanced cognitive control
would be reflected by a larger N450 or SP differential amplitude.

Materials and methods

Participants

We used the G∗power software to calculate the number
of subjects needed in this study before the sample size was
determined. The calculated parameters are as follows: effect
size f : 0.25, α err prob: 0.05, power (1-β err prob): 0.8,
number of groups: 2, and number of measurements: 4. The
total sample size was calculated to be 24. Thus, a total of
60 healthy Chinese male participants were enrolled in this
study. All participants were right-handed, as well as had normal
or corrected vision. Additional inclusion criteria included
no history of neurological or psychiatric disorders, no color
weakness or color blindness, and could well tolerate RIPC.
The participants were randomly divided into two groups: the
RIPC group (n = 30) receiving RIPC and the control group
(n = 30) without RIPC treatment. The schematic diagram of the
whole procedure is shown in Figure 1A. Twelve participants
were excluded due to excessive Electroencephalogram (EEG)
artifacts or technical problems during EEG data preprocessing,
leading to more than half of the ERP epochs being discarded.
Finally, 20 (control group) and 28 (RIPC group) participants’
behavioral and electrophysiological data were further analyzed.
There was no significant difference in the age (p = 0.41),
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FIGURE 1

The schematic diagram of the whole procedure, RIPC device, and the usage diagram. (A) The Stroop task and event-related potentials (ERPs)
were adopted to evaluate cognitive control ability before and after RIPC treatment. The RIPC group (n = 30) was assigned to accept 40 min per
day for a total of 7 days of RIPC treatment, four cycles of 5 min ischemia (180 mmHg) and 5 min reperfusion were performed on the bilateral
upper limb, and the control group (n = 30) were not accepted RIPC. (B) The RIPC device (left image) and how it is used (right image), the
consent statement about the human image has been approved.

weight (p = 0.13), height (p = 0.24), and Body Mass Index
(BMI) between the RIPC [mean age = 20.50 years, standard
deviation (SD) = 1.35; mean weight = 65.48 kg, SD = 9.33;
mean height = 171.35 cm, SD = 6.49; mean BMI = 22.27 kg/m2,
SD = 2.66] and control group (mean age = 20.85 years, SD = 1.53;
mean weight = 62.35 kg, SD = 4.61; mean height = 169.55 cm,
SD = 3.97; mean BMI = 21.71 kg/m2, SD = 1.75). The study was
approved by the Medical Ethics Committee of Army Medical
University. All ethical principles were stringently followed
during the entire course of the study. Moreover, all participants
signed a consent form before starting the experiment.

Intervention

The RIPC treatment consisted of four cycles of bilateral
upper limb ischemia for 5 min followed by reperfusion for
5 min, performed once a day for 1 week. The treatment was
carried out using an automatic electric control device; the
device and its usage are shown in Figure 1B. Limb ischemia
was induced by inflating blood pressure cuffs to 180 mmHg.

The Stroop task was performed before and after the RIPC
treatment. In the event of discomfort or lack of tolerance, the
participants could abort the RIPC process at any time. The
control group underwent the same process, except without
the RIPC treatment.

Stimulus and procedure

The experiment was conducted with the software
E-Prime3.0. Participants were presented with the Chinese
color words “ ” (red), “ ” (green), and “ ” (yellow) printed
in different colors on the center of the computer screen. The
stimulus under the congruent condition was color words
printed in the congruent ink color [e.g., “ ” (red) printed in
red color], and the stimulus under the incongruent condition is
the same Chinese character but printed with incongruent colors
[i.e., “ ” (red) printed in yellow or green color], two examples
of the Stroop task as shown in Figure 2A. The three colors
(red, yellow, and green) were randomly mapped to three keys
on the computer keyboard (j, k, and l). The participants were
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FIGURE 2

Experimental design. (A) Two examples of the Stroop task (Chinese character “ ” means red). (B) Single-trial settings. During each trial, a white
cross was first shown on the center of the black background for 500 ms, followed by a blank screen (500 ms), and then the color words
appeared on the center of the black background, which was remained on the screen until participants pressed the specific key.

instructed to respond to the ink colors of the word and ignore
its meaning by pressing one of three keys, and the responding
keys were balanced between the participants.

In a dimly lit and sound-attenuated room with only the
participant seated in, stimuli were presented on a 14-inch
Lenovo laptop at a resolution of 1,920 × 1,080 pixels, with a
refresh rate of 60 Hz. The distance between the participants
and the computer monitor was 70 cm approximately. Before
the formal experiment, the experimenter explained the overall
process and details to the participants and required them to
practice 20 trials to ensure they had fully understood the
operation of the Stroop task. There are 180 trials in total in
the formal Stroop task, 90 trials for the congruent condition
(three kinds of stimulus, each was repeated 30 times) and 90
trials for the incongruent condition (six kinds of stimulus,
each was repeated 15 times). The 180 trails were divided into
three blocks and each contained 60 trials. Half of the trials
were congruent and the other half were incongruent. The
trials were mixed and presented in random order. During each
trial, a white cross was first shown on the center of the black
background for 500 ms, followed by a blank screen (500 ms),
and then the color words appeared on the center of the black
background, which remained on the screen until participants
pressed the specific key. After accomplishing one block, each

subject would have a short rest. The experiment procedure is
shown in Figure 2B.

EEG acquisition and preprocessing

The data were recorded using a BioSemi ActiveTwo system
with a 64 Ag-AgCl Active-electrode array (BioSemi B.V.,
Amsterdam, Netherlands; for exact position coordinates).1

These coordinates were converted into the extended
international 10–20 system, and electrode offsets were
kept below 50 mV during recording, with a sampling
frequency of 1,024 Hz.

EEG data analyses were performed in MATLAB (R2019b,
The MathWorks, Inc., Natick, United States) with custom-
made scripts supported by EEGLAB (Delorme and Makeig,
2004). Continuous EEG data were down-sampled to 500 Hz, re-
referenced offline to the average of the activity recorded at the
whole brain, and were then digitally band-pass filtered at 0.1–
40 Hz, then the data were segmented to epochs from –1,000
to 2,000 ms around the target onset. The average value in the
200-ms time window preceding stimulus onset was used for

1 http://www.biosemi.com/headcap.htm
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baseline correction. First, all errors and extreme epochs (RTs
exceeding ± 3 SD of mean) were excluded. Next, independent
component analysis (ICA) was computed to isolate artifacts
in the EEG signal using the logistic infomax ICA algorithm
in the runica function of EEGLAB. Independent components
representing eye blinks and movements, muscle artifacts, or
other types of noise automatically identified by IClabel plugins
in EEGLAB were removed from the data (Pion-Tonachini et al.,
2019). Finally, the preprocessed EEG data were re-examined
visually to ensure that significant artifacts were removed and at
least 60 trials were available for each subject. The mean number
of trials in each condition after excluding all artifacts as follows:
congruent condition in pretest (Control vs. RIPC = 68 vs. 77),
incongruent condition in pretest (Control vs. RIPC = 69 vs.
79), congruent condition in posttest (Control vs. RIPC = 69
vs. 80), and incongruent condition in posttest (Control vs.
RIPC = 71 vs. 78).

Data analysis

For the behavioral data, these trials of errors and
RTs exceeding ± 3 SD of mean were first excluded.
Next, a three-way repeated measure ANOVA was done
for ACC and RTs, using the group (Control/RIPC) as a
between-subject variable, time (Pretest/Posttest), and condition
(Congruent/Incongruent) as the within-subjects variable. Then,
we calculated the Stroop interference effect of ACC and RTs for
each participant, which was defined as the difference between
congruent and incongruent conditions separately (MacLeod,
1991). Subsequently, a 2 (group: Control/RIPC) × 2 (time:
Pretest/Posttest) repeated measures ANOVA was done for the
Stroop interference effect of ACC and RTs, using the group as a
between-subject variable and time as a within-subjects variable.

For the ERP data, we combined our grand average ERP
waveforms and topographical map with previous studies to
select the measure time window and region of interest (ROI)
for calculating the amplitude of each component. The ROI of
the N450 component was selected as fronto-central including
FCz, FC1, FC2, and Cz electrodes (Tillman and Wiens,
2011), and the mean amplitude of N450 between 400 and
600 ms was calculated by averaging these electrodes. For
the SP component, the ROI was selected as the parietal
region, where was reported record the maximal conflict SP
amplitudes (Larson et al., 2009), including Pz, P1, P2, P3, and
P4 electrodes, and SP were computed as mean amplitude in
the time window of 600–1,000 ms after these electrodes were
averaged. We performed a 2 (group: Control/RIPC) × 2 (time:
Pretest/Posttest) × 2 (condition: Congruent/Incongruent)
repeated measures ANOVA for each component, using the
group as a between-subject variable and time and condition as
the within-subjects variable.

All statistical analyses were performed using the SPSS,
28.0 version. A two-tailed significance level of 0.05 was

used for all statistical tests and p-values were corrected for
sphericity assumption violations using the Greenhouse-Geisser
correction, and partial eta-squared (ηp

2) was calculated to
describe effect sizes.

Results

Behavioral results

The raw data of ACC and RTs in each condition/group are
presented in Table 1.

For a three-way repeated measure ANOVA of ACC, only the
main effect of congruency reached significance, F(1,46) = 13.96,
p < 0.001, ηp

2 = 0.23, showing that participants’ ACC was
higher for congruent trials than for incongruent trials. The main
effect of time, F(1,46) = 0.38, p = 0.54, ηp

2 < 0.01, the two-
way interactions of time by group [F(1,46) = 0.11, p = 0.74,
ηp

2 < 0.01], condition by group [F(1,46) = 1.51, p = 0.23,
ηp

2 = 0.03] and time by condition [F(1,46) = 0.02, p = 0.90,
ηp

2 < 0.001], and the three-way interaction of group by time
by condition [F(1,46) < 0.01, p = 0.96, ηp

2 < 0.001] were not
significant. For the Stroop interference effect of ACC, the main
effects of time [F(1,46) = 0.02, p = 0.90, ηp

2 < 0.001] and group
[F(1,46) = 1.51, p = 0.23, ηp

2 = 0.03], the two-way interaction of
time by group [F(1,46) < 0.01, p = 0.95, ηp

2 < 0.001] was not
significant, as shown in Figure 3A.

For a three-way repeated measures ANOVA of RTs, main
effects of both time [F(1,46) = 19.60, p < 0.001, ηp

2 = 0.30]
and condition [F(1,46) = 102.59, p < 0.001, ηp

2 = 0.69] were
discovered. For the time effect, participants responded faster
to the ink color of words in the posttest (710.36 ms) than to
the pretest (789.77 ms). Furthermore, for the condition effect,
participants’ RTs for incongruent trials (813.91 ms) were longer
than that for congruent trials (686.22 ms). There was also a
two-way interaction of time and condition, F(1,46) = 15.11,
p < 0.001, ηp

2 = 0.25, and further simple effects analysis
showed participants responded more slowly to incongruent
trials (pretest: 715.73 ms, posttest: 656.71 ms) than to congruent
trials (pretest: 863.81 ms, posttest: 764.01 ms), but this difference
was smaller in the posttest (107.30 ms) than that in the
pretest (148.08 ms). The two-way interactions of time by group
[F(1,46) = 0.79, p = 0.38, ηp

2 = 0.02], condition by group
[F(1,46) = 2.07, p = 0.16, ηp

2 = 0.04], and the three-way
interaction of group by time by condition [F(1,46) = 1.41,
p = 0.24, ηp

2 = 0.03] were not significant.
For the Stroop interference effect of RTs, the main effect of

time was significant, F(1,46) = 19.60, p < 0.001, ηp
2 = 0.30,

indicating that the interference effect of RTs decreased in the
posttest (107.30 ms) compared to the pretest (148.08 ms). The
main effect of the group [F(1,46) = 2.07, p = 0.16, ηp

2 = 0.04] and
interaction of time by group [F(1,46) = 1.41, p = 0.24, ηp

2 = 0.03]
were not significant (Figure 3B).
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TABLE 1 The raw behavioral data in pretest and posttest of control and RIPC group.

Behavioral data Group Pretest (M ± SD) Posttest (M ± SD)

Congruent Incongruent Congruent Incongruent

ACC (%) Control (n = 20) 97.17 ± 2.92 96.11 ± 3.41 97.61 ± 2.82 96.67 ± 3.28

RIPC (n = 28) 97.90 ± 2.04 95.48 ± 4.18 98.02 ± 1.82 95.56 ± 4.11

RTs (ms) Control (n = 20) 714.05 ± 154.05 839.11 ± 169.41 629.98 ± 97.97 727.22 ± 102.32

RIPC (n = 28) 717.41 ± 164.12 888.51 ± 268.26 683.44 ± 142.93 800.80 ± 207.71

Values are presented as mean ± SD; n, number of participants; ACC, the accuracy rate; RTs, reaction times; Pretest, before treatment; Posttest, immediately after treatment.

FIGURE 3

Behavioral results of two groups. (A) Stroop interference effect of ACC. (B) Stroop interference effect of RTs. Error bar represents the stand
error; ACC, the accuracy rate; RTs, reaction times; Pretest, before treatment; Posttest, immediately after treatment. ∗Significant difference
(P < 0.001) between time points.

Event-related potential results

N450
For the N450, there was only a main effect of condition,

F(1,46) = 4.17, p < 0.05, ηp
2 = 0.08, indicating that N450

induced by incongruent trials (–0.68 µV) was greater than
that by congruent trials (−0.44 µV), as shown in Figure 4A.
Figure 4B shows other main effects and interactions were
not significant, demonstrating that the N450 difference wave
(incongruent minus congruent) was comparable between
pretest and posttest in the control (–0.29 vs. –0.15 µV) and
the RIPC (–0.17 vs. –0.34 µV) group. The main effect of time,
F(1,46) = 0.64, p = 0.43, ηp

2 = 0.01; the two-way interactions of
time by group [F(1,46) = 0.03, p = 0.86, ηp

2 = 0.001], condition
by group [F(1,46) = 0.04, p = 0.85, ηp

2 = 0.001] and time by
condition [F(1,46) = 0.02, p = 0.90, ηp

2 < 0.001], and the two-
way interaction of group by time by condition [F(1,46) = 1.08,
p = 0.30, ηp

2 = 0.02] were not significant.

Sustained potential
For the SP, the main effect of the condition was found,

F(1,46) = 52.18, p < 0.001, ηp
2 = 0.53, SP produced by

incongruent trials (1.49 µV) was larger than congruent trials
(0.67 µV), as shown in Figure 5A. Importantly, the three-way

interaction of the group, time and the condition was significant,
F(1,46) = 4.86, p = 0.03, ηp

2 = 0.10. Further simple effects
analysis showed that, for the control group, the SP amplitude
was larger for incongruent trials than for congruent trials in
both pretest (1.93 vs. 0.97 µV, p < 0.001) and posttest (1.66
vs. 0.98 µV, p < 0.01). The amplitude of SP differential wave
(incongruent minus congruent) was comparable between the
pretest (0.96 µV) and posttest (0.68 µV). The RIPC group was
the same as the control group, and the SP for incongruent trials
was larger than that for congruent trials at both pretest (1.32 vs.
0.76 µV, p = 0.001) and posttest (1.03 vs. −0.04 µV, p < 0.001).
However, the amplitude of the SP differential wave was enlarged
at the posttest (1.06 µV) compared to the pretest (0.57 µV,
p = 0.03), as shown in Figure 5B. The main effect of time,
F(1,46) = 1.69, p = 0.20, ηp

2 = 0.04; the two-way interactions
of time by group [F(1,46) = 0.66, p = 0.42, ηp

2 = 0.01], condition
by group [F(1,46) = 0.001, p = 0.98, ηp

2 < 0.001] and time
by condition [F(1,46) = 0.40, p = 0.53, ηp

2 < 0.01] were
not significant.

Correlation analysis

We further compute the Pearson relation between the
interference effects of RTs and ACC and SP differential
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FIGURE 4

(A) The N450 grand average waveform (FCz) and topographical map of two groups. (B) The averaged difference wave and topographical map
of N450 in two groups. The dark gray rectangles represent the measure time window of N450. Error bar represents the stand error; Pretest:
before treatment, Posttest: immediately after treatment. C: Congruent, IC: Incongruent, IC-C: Incongruent minus Congruent. ns, no
significance between the average difference wave of pretest and posttest.

amplitude (incongruent minus congruent), respectively, for
the RIPC group. The results showed that in the pretest, the
interference effects of ACC were negatively related to SP
differential amplitude, r (28) = –0.46, p = 0.01, that is, the larger

the differential SP amplitude, the smaller the interference effects
of ACC (see Figure 6). Other relationships were not significant.
In the pretest, RTs: r (28) = 0.19, p = 0.33; in the posttest, RTs: r
(28) = –0.34, p = 0.08, ACC: r (28) = –0.27, p = 0.17.
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FIGURE 5

(A) The SP grand average waveform (Pz) and topographical map of two groups. (B) The averaged difference wave and topographical map of SP
in two groups. The dark gray rectangles represent the measure time window of SP. Error bar represents the stand error; Pretest: before
treatment, Posttest: immediately after treatment. C: Congruent, IC: Incongruent, IC-C: Incongruent minus Congruent. ns, no significance
between the average difference wave of pretest and posttest. ∗Significant difference (P < 0.05) between the average difference wave of pretest
and posttest.
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FIGURE 6

The scatter plot of the relationship between the interference
effect of ACC and SP differential amplitude in the pretest for the
RIPC group. The larger the differential SP amplitude, the smaller
the interference effects of ACC.

Discussion

Few studies suggested nearly no effect of RIPC on
cognitive control of clinical patients or individuals in a
special environment (e.g., Meybohm et al., 2013, 2018; Li
et al., 2020). However, it remains uncertain whether healthy
adults’ cognitive control could benefit from this treatment,
although Sugimoto et al. (2021) proposed that the RIPC may
be a potential treatment for improvement of this cognitive
ability. Therefore, in the research, we seek empirical evidence
of RIPC improving the cognitive control of healthy adults
through the classic Stroop task and the ERP technique.
To the best of our knowledge, this is the first research
to evaluate the effect of the RIPC treatment on healthy
individuals’ cognitive control using the ERP marker (perform
40 min per day for 7 days, 5 min 180 mm Hg ischemia,
and 5 min reperfusion on a bilateral upper limb for four
cycles). Behaviorally, participants’ RTs were longer and ACC
was lower under the incongruent condition than under the
congruent condition, indicating the phenomenon of the Stroop
interference effect. In addition, compared with the pretest, the
Stroop interference effect of RTs was reduced in the posttest.
At the electrophysiological level, we mainly focused on the
N450 and SP components, which indexed the conflict detection
and resolution in the Stroop task respectively. Our ERP data
showed that both N450 and SP elicited by incongruent trials
were larger than those by congruent trials. Importantly, the
SP differential amplitude between incongruent and congruent
trials increased after participants received RIPC treatment
compared with before RIPC, but this effect was not found in
the control group.

The current behavioral data were consistent with
previous studies of the Stroop effect (MacLeod, 1991;

Hershman and Henik, 2019). When the ink color and meanings
of words were incongruent, participants had to withhold
accessing the meaning of words to overcome the conflict
at the cost of slower response and reduced accuracy if they
failed. Additionally, the response time was shortened and the
interference effect from incongruent trials was reduced in the
posttest compared with the pretest, which might be related to
the extensive practice. Indeed, many previous Stroop studies
also showed a reduction in the Stroop interference effect after
participants extensively practice (MacLeod, 1991; Dulaney
and Rogers, 1994; Davidson et al., 2003). However, we also
should consider the effect of RIPC treatment on the interference
effect reduction in the RIPC group. In this study, we included
a control group that kept the same as the RIPC group in all
aspects possible except for not receiving RIPC treatment. Thus,
although it was difficult to solely distinguish the effect of practice
and RIPC treatment on the Stroop interference reduction for
the RIPC group. The difference in reduced interference effects
between the two groups should be accounted for by the RIPC
treatment because the practice effect actually would exist in
the two groups in the meanwhile. This inference was indirectly
supported by the results that, the magnitude of the reduced
interference effect of RTs in the RIPC group (53.74 ms) was
larger than that in the control group (27.81 ms), though this
difference was not statistically significant.

Event-related potential data provide a window to observe
the time course of the conflict processing in the Stroop task.
Our electrophysiological data showed that the N450 amplitude
of incongruent trials was larger than that of congruent trials,
consistent with the previous work (West, 2003, 2004; Tillman
and Wiens, 2011; Szûcs and Soltész, 2012). N450 was thought
to be involved in the stimulus or response conflict monitoring
processes (Lansbergen et al., 2007), so our N450 results
suggested that participants perceived the conflict between the
color and the meaning in incongruent trials. For the SP
component, in line with the previous study (Liotti et al., 2000;
Lansbergen et al., 2007), incongruent trials produced larger
SP than congruent trials in the present study, representing
the subsequent conflict solution stage or attentional control
after conflict detection (West et al., 2005; Larson et al., 2009,
2014). More importantly, RIPC modulated the SP difference
between congruent and incongruent trials, that is, the SP
differential amplitude increased after RIPC treatment. But it
is important to note that this result could not be interpreted
by practice effects, as the same change did not occur in the
control group. The enhanced SP difference has been associated
with stronger conflict-resolving ability. For instance, individuals
with schizophrenia had weaker cognitive control compared
with healthy participants, which resulted in a smaller SP
difference wave (McNeely et al., 2003). This viewpoint was
also supported by the present study showing that increased
SP differential amplitude between incongruent and congruent
trials was associated with decreased interference effect of ACC
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in the pretest, indicating that the better conflict resolution,
the less probability of responsive incorrect. In the posttest,
although there was also a tendency for the interference effect
of RTs and ACC to be negatively related to SP differential
amplitude, but did not reach a significant level. This could be
due to several factors, including the possibility that behavioral
data reflect intermediate processes not necessarily reflected in
the short-latency ERP component (Cacioppo and Tassinary,
1990). Taken together, combining the SP with the N450 results,
we concluded that RIPC treatment might improve healthy
adults’ ability to resolve but not monitor the conflict in
the Stroop task.

Our data were also compatible with previous studies
showing that RIPC treatment did not improve cognitive
control at the behavioral level (Meybohm et al., 2013,
2018; Hudetz et al., 2015; Li et al., 2020; Sugimoto et al.,
2021). For example, the executive function of attention in
unacclimatized healthy adults both exposed to high altitudes
and in the plain was not improved after accepted RIPC
(Li et al., 2020). The behavioral performance of surgical
patients treated with and without RIPC was comparable in
the Stroop task (e.g., Hudetz et al., 2015; Meybohm et al.,
2018). However, in our study, the positive effect of RIPC on
cognitive control was confirmed by the electrophysiological
marker (SP), suggesting that RIPC improved individuals’
conflict resolution ability. Therefore, the zero effect of RIPC
on cognitive control in the present and previous studies might
be due to behavioral indicators could not effectively capture
the time course of conflict processing. The findings indicated
that electrophysiological recordings were more sensitive to
probing the subtle difference in the cognitive process than
behavioral indicators.

Remote ischemic preconditioning is an inexpensive and
non-invasive technique to alleviate brain and cognitive function
impairment, operation of which is safe and simple, thus
having good clinical application prospects (Moskowitz and
Waeber, 2011). In addition to cognitive training methods
such as game interventions, current stimulation, and music
training, we offered PIRC as a potentially more promising
option for individuals who required strong cognitive control
or needed cognitive protection. Especially, some populations
with emotional or behavioral disorders, such as cohorts
with depression tendency and adolescents or elderly people
who possess low cognitive control could use RIPC to
improve cognitive control. Nonetheless, the physiological
mechanism by which RIPC protects cognitive function had
not been extensively recognized. For example, some authors
hypothesized that biological factors such as bradykinin,
adenosine, nitric oxide/calcitonin gene-related peptide, opioids,
or endocannabinoids released by remote tissues can be carried
via circulation to the target organ (Moskowitz and Waeber,
2011). Some authors also proposed that suppression of
proinflammatory genes might be a candidate mechanism for

the protective effect of RIPC on brain function (Konstantinov
et al., 2004; He et al., 2017). Li et al. (2020) interpreted the
effect of RIPC on alerting function of attention as improved
brain microcirculation. The neural generator of SP was located
in the frontal cortex (West, 2003; Lansbergen et al., 2007);
thus, we speculated that the mechanism of facilitating the
conflict resolution in the Stroop task may be the improved
frontal microcirculation by RIPC treatment. Actually, this
inference got supported to some extent by previous findings,
for example, Ma et al. (2016) reported that RIPC treatment
could protect ketamine-induced neuroapoptosis in the frontal
cerebral cortex. A recent study by Oh et al. (2017) revealed
that RIPC could increase cerebral oxygenation of the frontal
lobe. However, the mechanism of this cognitive promotion
should be further defined accurately in the future, by collecting
and analyzing more physiological indicators such as blood and
neurotransmitter before and after RIPC treatment.

Other limitations of this study should also be addressed.
First, at the behavioral level, the effects of practice and RIPC
treatment on the Stroop interference effect of RTs were mixed,
which made it difficult to quantify the real effect of RIPC
treatment on cognitive control. In the future, this problem can
be avoided to some extent by using different tasks but involving
in the same cognitive process of conflict processing, such as
the Stroop and flanker task in pretest and posttest respectively
(Eriksen and Eriksen, 1974; Tillman and Wiens, 2011), or
decrease the presentation probability of incongruent trials to
weak the practice effects. Second, the sample size was small,
and all participants were non-clinical individuals. It remained
unclear whether the results could be used to guide the clinic
therapy. Thus, it was necessary to recruit clinical populations
with impaired cognitive control such as individuals with
attention deficit hyperactivity disorder (ADHD) and autism to
extend our conclusion. Third, the participants were all young
men, so the effects of gender and age should be considered.
Finally, further study was necessary to explore a possibly better
RIPC treatment program to protect cognitive control, given the
effect of RIPC was not reflected in behavioral performance.

Conclusion

To sum up, in this study, we examined the effect of
RIPC treatment on healthy adults’ cognitive control. We
conclude that healthy adults’ cognitive control especially the
conflict resolving in the Stroop task could be improved by
RIPC treatment, which is reflected in the increase of SP
component at the electrophysiological level. In the future, the
RIPC could be an alternative treatment for improving healthy
adults’ cognitive control, meanwhile, the researcher also should
further investigate the exact physiological mechanism of RIPC’s
protective effect on cognitive control, and other populations,
such as individuals with ADHD and autism, should be included.
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Functional near-infrared spectroscopy (fNIRS) is a safe and non-invasive

optical imaging technique that is being increasingly used in brain-computer

interfaces (BCIs) to recognize mental tasks. Unlike electroencephalography

(EEG) which directly measures neural activation, fNIRS signals reflect

neurovascular-coupling inducing hemodynamic response that can be slow in

time and varying in the pattern. The established classifiers extend the EEG-ones

by mostly employing the feature based supervised models such as the support

vector machine (SVM) and linear discriminant analysis (LDA), and fail to timely

characterize the level-sensitive hemodynamic pattern. A dedicated classifier

is desired for intentional activity recognition of fNIRS-BCI, including the

adaptive acquisition of response relevant features and accurate discrimination

of implied ideas. To this end, we herein propose a specifically-designed

joint adaptive classification method that combines a Kalman filtering (KF) for

robust level extraction and an adaptive Gaussian mixture model (a-GMM) for

enhanced pattern recognition. The simulative investigations and paradigm

experiments have shown that the proposed KF/a-GMM classification method

can e�ectively track the random variations of task-evoked brain activation

patterns, and improve the accuracy of single-trial classification task of mental

arithmetic vs. mental singing, as compared to the conventional methods, e.g.,

those that employ combinations of the band-pass filtering (BPF) based feature

extractors (mean, slope, and variance, etc.) and the classical recognizers (GMM,

SVM, and LDA). The proposed approach paves a promising way for developing

the real-time fNIRS-BCI technique.

KEYWORDS

activation level, adaptive Gaussian mixture model, brain-computer interface,

classification accuracy, fNIRS, feature extraction, general linear model,

Kalman filtering
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Introduction

Functional near-infrared spectroscopy (fNIRS) is a non-

invasive, safe, more portable, low-motion artifact, and low-cost

optical neural imaging technique that measures the cerebral

hemodynamic changes associated with functional brain activity

in multiple channels while people performing a wide range

of mental tasks (Ferrari and Quaresima, 2012; Alzahab et al.,

2021). The regional cerebral blood flow variation is caused

by the concentration variation of oxygenated hemoglobin

(HbO) and deoxygenated hemoglobin (HbR), which are primary

absorbing chromophores in the capillaries of the brain (Boas

et al., 2004). These days, many brain imaging modalities have

been investigated for use in brain-computer interface (BCI).

Nevertheless, fNIRS has received an enormous amount of

attention due to its superior environmental robustness to EEG

(Hong et al., 2020), and is silent and more tolerant to subtle

movement artifacts than functional magnetic resonance imaging

(fMRI) (Glover, 1999). Another notable advantage of fNIRS-BCI

is its suitability for repeatedmeasurements within short intervals

and long-term continuous measurements for future clinical use

(Li et al., 2017).

To measure the fNIRS signal, the optodes require direct

contact with the scalp, as hair (especially dark hair) leads to

attenuation of the fNIRS signal (Herff et al., 2013). However,

hair-covered regions of interest (ROI) such as the motor and

visual cortex regions have difficulty meeting this condition, as

a long preparation time may be required to remove the hair

from under the optodes before the experiment to ensure that

there is the minimum amount of hair is under the optode.

Nevertheless, the hair-free prefrontal cortex (PFC) region is an

ideal ROI for fNIRS measurements because it does not cause

attenuation of light intensity and allows for a fast set-up of

optode layout. In studies where the ROI is the PFC region, fNIRS

signal classification is essential to the development of the fNIRS-

BCI system. The classification of fNIRS signals acquired in the

PFC has applications in many fields, including volitional control

such as motor imagery (MI) (Ma et al., 2021), the identification

of different emotions (Nguyen et al., 2021), the classification of

mental workload levels (Lim et al., 2020), and the discrimination

of intentional activity of the brain such as different mental

tasks (Power et al., 2012; Chen et al., 2020). Most studies

of fNIRS-BCI have focused on MI, affective responses, and

mental workload, and less on mental task recognition. In this

paper, to investigate the suitability of different mental tasks for

BCI control and to improve their discrimination accuracy, we

conducted experiments on two mental tasks, namely mental

arithmetic (MA) and mental singing (MS). This is because MA

and MS are common and robust mental tasks in fNIRS-BCI

(Power et al., 2010). Among the studies on the classification of

mental tasks, Power et al. (2010) investigated a Hidden Markov

Model (HMM) classifier based on light intensity data to classify

MA and MS mental tasks. The results of the study showed an

average accuracy of 77.2% in 10 able-bodied participants. The

results suggest the potential of a two-choice fNIRS-BCI based on

mental tasks. In another study, Power et al. (2012) investigated

LDA classifiers constructed from feature sets of slope and

amplitude to classify the MA vs. MS vs. no-control state of seven

able-bodied adults, and the results indicated an overall accuracy

of 56.2%. Excluding the ineffective MS task, the accuracy of

the three untrained subjects was approaching 70%, which is

generally considered effective for binary BCI communication.

When users use and practice the fNIRS-BCI system to operate

external devices through mental tasks for prolonged periods of

time, factors such as learning effects and cognitive fatigue across

BCI trials may lead to slow variations in activation patterns

over time, which is leading to a reduction in accuracy. The

goal of the currently study was to overcome these dilemmas

and achieve accurately capturing changes in activation patterns

and improving the accuracy of mental tasks. Feature extraction

techniques and classification models are essential for improving

accuracy. For fNIRS signals, immediate characterization of

level-sensitive hemodynamic patterns is critical to improve

identification accuracy. Currently, fNIRS-BCI researchers have

mostly used various classification models based on statistical

features to enhance the classification accuracy of fNIRS signal

from ROI.

For using different feature extraction methods to improve

accuracy, the most used feature extraction techniques rely on

the use of BPF reconstructed hemodynamic response function

(HRF) to extract the statistical characteristics of the task-related

time-domain fNIRS signals, such as mean, slope, variance,

skewness, and kurtosis, and so on (Hwang et al., 2016; Noori

et al., 2017; Aydin, 2020). Hwang et al. used the Fisher score

method to select the best individual statistical feature for

each participant to construct the LDA classifier. The results

showed that the average accuracy of “yes” and “no” intentions

for the eight healthy participants was ∼75% when using the

best individual features (Hwang et al., 2016). However, these

statistical features cannot well characterize the hemodynamic

response in fNIRS-BCI that is fully depicted by the time-varying

activation levels. However, the highest accuracy may depend

on the participant-specific BPF-statistical features set and the

size of the selected time window. One limitation of fNIRS-

BCI is that it is time-consuming to process the fNIRS signal

to determine the optimal subset of features. Therefore, more

suitable adaptive feature extraction techniques are required

to overcome the limitations of BPF-statistical features that

cannot well characterize the HRF and the time-consuming

optimization of a subset of BPF-statistical features. For using

different classifiers to improve accuracy, many researchers have

tried to apply many machine learning-based classifiers in fNIRS-

BCI, such as LDA, SVM, HMM, k-nearest neighbor, Gaussian

mixture model (GMM), and artificial neural networks (Power

et al., 2010; Li et al., 2017; Zhang et al., 2018; Aydin, 2020;

Hong et al., 2020), and also tried to apply convolutional neural
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networks, recurrent neural networks, and other deep learning

(DL) algorithms (Trakoolwilaiwan et al., 2018; Asgher et al.,

2020; Wickramaratne and Mahmud, 2021), but limited studies

are available so far. Yoo et al. developed a long short-term

memory network (LSTM) classifier to classify three categories

of mental tasks (MA, mental counting, and puzzle solving) (Yoo

et al., 2018). The results indicated that the maximum accuracy

of the LSTMwas 83.30%, which was higher than that of the LDA

(37.50%) and SVM (37.96%) classifiers. Although DL methods

can automatically extract features and provide improvements

in classification performance, a non-negligible problem is that

DL usually requires a large amount of data to allow the model

to be adequately trained to prevent overfitting. However, it

is unrealistic, or even impossible, to obtain substantial-scale

labeled fNIRS signals. Therefore, the classifiers currently used

in fNIRS-BCI mostly employ the BPF-statistical features based

supervised classical models such as SVM and LDA. These

EEG-extending methods fail to characterize the HRF and trace

changes in activation patterns. For long-term measurements of

fNIRS signals, the fNIRS-BCI desires the design of a dedicated

adaptive classification method that includes adaptive extraction

of the activation level feature and accurate discrimination of

the intentional activities, which can capture the changes in the

neural activation pattern of users when they use and practice a

BCI system.

To this end, we herein propose a novel joint adaptive

classification approach called KF/a-GMM that combines the

KF method for robust level extraction and the unsupervised

a-GMM classification method for accuracy-enhanced pattern

recognition. The KF robustly extracts the activation level

based on the general linear observational model and the

Gaussian-Markov dynamic model, while the a-GMM adaptively

classifies the mental tasks through pattern changes-based

parameter adjustment. The general linear model (GLM) has

been established as a standard method for fMRI data analysis

and has also been applied to fNIRS studies using task-based

and event-related experimental designs (Schroeter et al., 2004;

Abdelnour andHuppert, 2009; Hu et al., 2010). In ourmodel, the

KF is used to adaptively estimate the weight coefficients in GLM

from all channels of fNIRS data in parallel (Welch and Bishop,

1995; Hu et al., 2010). The HRF-related coefficient estimated at

the last time step of a given channel is the extracted activation

level feature. The a-GMM has been successfully applied to

signal processing in neuroscience and has achieved excellent

classification results (Li et al., 2017; Cao et al., 2021). A recent

study made by Li et al. showed that an a-GMM classifier could

track activation pattern changes without requiring the true labels

of the input data (Li et al., 2017). In this paper, we utilize an

unsupervised adaptive GMM method, abbreviated as a-GMM,

with a transition model that has managed hyper-parameters

to adaptively classify different mental tasks. However, the

study by Li et al. may be inadequate in simulations, as

they only performed single-pattern variation studies and only

extracted mean features for pattern recognition (Li et al., 2017).

Glover et al. investigated the temporal characteristics of BOLD

responses in the sensorimotor and auditory cortex during finger

tapping while subjects performed listening to the metronome

pacing tones (Glover, 1999). Slow changes and shifts in the size

and center of activation regions over time were observed in the

dynamic brain activation map of motor and auditory cortical

regions, respectively. A similar phenomenon was observed in

the dynamic brain activation maps of pairing and transphrasing

stimuli in Lin et al.’s study of fNIRS-based Chinese-English

simultaneous interpretation (Lin et al., 2018). These changes

in neural activation patterns were also studied in simulations

by Li et al. (2017). Furthermore, considering that learning

effects and cross-trial cognitive fatigue may lead to changes

in hemodynamic patterns, it is reasonable to generalize to a

possible stochastic form of real-world changes in hemodynamic

patterns induced by prolonged mental task stimuli. Therefore,

in the present study, more complex randomly varying activation

patterns were simulated rather than single-pattern changes. In

addition, related in-vivo paradigm experiments were performed

to validate the classification performance of the proposed

method in recognizing different mental tasks.

To demonstrate the efficiency and superiority of the

proposed KF/a-GMM approach for high-accuracy classification

in mental tasks for fNIRS-BCI, simulation experiments and

paradigm experiments are performed to comparemostly employ

the BPF-statistical features based classical methods such as

GMM, SVM, and LDA. A total of six simulations with randomly

varying activation patterns over time are simulated to mimic

the possible random variations more realistically in the spatial

patterns of neural activation evoked by the two different tasks

(i.e., MA vs. MS). These simulations incorporate random walks

in the center of the activation region, random variations in

the size of the activation region, and random variations in the

amplitude of the hemodynamic response. The in-vivo paradigm

experiments are performed in single-trial classification between

the MA vs. MS mental tasks from the prefrontal activity in eight

healthy participants.

Methods

General linear model

In fNIRS-based studies, changes in the concentrations

of HbO and HbR (i.e., 1[HbO] and 1[HbR]) can reflect

changes in regional cerebral blood flow (rCBF). Since more

pronounced amplitude changes of1[HbO] can more sensitively

reflect the changes of rCBF. Therefore, only 1[HbO] was

considered in subsequent studies. For a given measurement

channel, using GLM to analyze the time series of 1[HbO] signal

(Abdelnour and Huppert, 2009). The least-squares method

(LSM) is generally used to solve the coefficient β in the
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GLM. The β constructed by the LSM method is shown below

(Hu et al., 2010):

βLSM = (XTX)−1XT1c (1)

where 1c ∈ R
T×1 is the T-point time series of observed raw

1[HbO] signal (i.e., unfiltered 1[HbO] signal), X ∈ R
T×L

is the design matrix in GLM with five explanatory variables,

including HRF, heartbeat signal, Mayer wave signal, respiration

signal, and constant (baseline drift). The frequencies of the

heartbeat, respiration, and Mayer wave are selected based on

the spectral analysis of the raw light intensity, as described in

Section Feature extraction. L is the total number of explanatory

variables (L = 5). βLSM ∈ R
L×1 is an unbiased estimate

of β with the minimum variance according to the Gaussian-

Markov theorem (Abdelnour and Huppert, 2009). However, this

method requires complete measurement data to calculate β but

fails the real-time estimation (Wang et al., 2018). In this study,

we use KF to recursively estimate the state value β at each

time step.

Kalman filtering

The KF method is an adaptive tracking scheme that

performs an optimal estimation of the state of a process using a

recursively regularized linear inversion routine (Kalman, 1960).

In the present study, the KF is used to robustly and parallelly

estimate activation level features from all channels of unfiltered

single-trial fNIRS data (Abdelnour and Huppert, 2009). For

a given measurement channel, the transition equation and

observation equation can be described as:

{

βk = Aβk−1 + wk

1ck = Xkβk + vk
(2)

where β = [β1
k
,β2

k
, . . . ,βL

k
]T(k = 1, 2, . . . ,T) is the state vector

representing the magnitude of each explanatory variable in the

GLM estimated at time step k,1ck is the measured raw1[HbO]

signal at time step k. Since the magnitude of each explanatory

variable is slowly varying with time, it can be assumed that

the state βk is a random walk with zero drift in the transition

equation over time. Therefore, the state transition matrix A

equals the identity matrix (Hu et al., 2010). As the random

walk process is a non-stationary process, the state vector can be

updated iteratively using KF. The distribution of process noise

and observation noise are wk ∼ N(0,Q) and vk ∼ N(0,R),

respectively. The priori estimates of the process noise covariance

Q and the observation noise covariance R are set toQ = (1%)2I

and R = (1.5)2I (Abdelnour and Huppert, 2009), where I is the

identity matrix. The iterative process for updating the estimate

of state βk can be found in Hu et al. (2010). The state vector βk

is initialized to zero.

After processing the observed single-trial 1[HbO] data

through the iterative process, the βT estimated at the last

time step T is the final reconstructed β. The first element β1
T

in the final estimated vector βT is the estimated activation

level, which represents the amplitude of the HRF. The

β=[(β1
T)

1, (β1
T)

2
, · · · , (β1

T)
D
] is a feature sample of the observed

single-trial data, which consists of the estimated level features

for all channels. (β1
T)

d
(d = 1, 2, · · · ,D) denotes the level feature

extracted from the d-th channel, and D is the total number of

measurement channels.

Adaptive Gaussian mixture model

The a-GMM is a well-known model for data clustering and

classification. The uncertainty of the a-GMM parameters can be

described by a probability distribution to form a hierarchical

probability model. When a new sample arrives, variational

Bayesian inference is used to update a-GMM parameters, using

the previous parameter distributions as priors. Then, the a-

GMM gives clustering labels to the new sample data points,

and the clustering parameters are updated by a small amount

of data because the priors are strong. The detailed derivation

process of the unsupervised a-GMM approach can be found

in the literature (Li et al., 2017), and here, we only give a

brief description.

Probability model

For robustly extract level features by KF, the level feature

sample β̂ ∈ R
1×D extracted from single-trial fNIRS data for

all channels from class k are modeled as having a multivariate

normal distribution:

β̂ ∼ πkN(µk,3
−1
k

) (3)

where πk(k = 1, 2, · · · ,K) is the probability of the k-th category

of fNIRS data in the a-GMM, k indicates the category of

fNIRS data, and K is the total number of categories of fNIRS

data. K is set to 2 in this study, but it has no limitations in

a-GMM. µk is the d-dimensional mean vector, 3−1
k

is the

d × d covariance matrix, and 3k is the precision matrix. To

solve the parameters πk, µk, and 3k in the Gaussian mixture

distribution, first, the non-informative prior distribution needs

to be selected. These prior distributions are generally determined

by the conjugate distribution method, Jeffery principle, and

principle of maximum entropy (Li et al., 2017). The non-

informative priors are shown as follows:



















πk=1,...,K ∼ SymDir(j,α0)

3k=1,...,K ∼ W(W0, v0)

µk=1,...,K ∼ N[m0, (β03k)
−1]

zn=1,..,N ∼ Mult(1,π)

(4)
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where N is the total number of trials SymDir(·), is the

j-dimensional symmetrical Dirichlet distribution, W(·) is

the normal-Wishart distribution, Mult(·) is the multinomial

distribution, and the zn is the latent variable. For each observed

feature sample β̂n, we have a corresponding latent variable zn =

{zn1, · · · , znK} comprising a 1-of-K binary vector with elements

znk for k = 1, . . . ,K. The zn is used to indicate the category

to which the corresponding observed feature sample belongs

to the fNIRS data. In order to distinguish the parameters of

the joint probability distribution, the above-mentioned prior

distribution parameters such as K, α0, β0, W0, v0, and m0 are

known as hyper-parameters. During the parameter fitting, these

hyper-parameters are fitted to the training data. An independent

Gaussian-Wishart prior defined using known hyper-parameters

can govern the random variable of µk and 3k of each Gaussian

component, given by:

p(µk,3k) =
∏k

k=1
N[µk|m0, (β03k)

−1]W(3k|W0, v0), (5)

where m0, β0, W0, and v0 are hyper-parameters in the

prior distribution.

Variational Bayesian inference

The variational Bayesian method is used to classify new

sample data and to update the hyper-parameters of the a-GMM

approximately. Then, the Bayesian posterior of the parameters is

calculated using the previous parameter distributions regarding

priors. However, the form of the posterior probability is usually

extremely complicated, and then we use the mean-field theory

to find another simple model (inferred posterior distribution) to

approximate instead of the true posterior distribution (Bishop,

2006). The difference between the posterior distribution and

inferred posterior distribution is measured using the Kullback-

Leibler (KL) divergence (Li et al., 2017).

The variational inference is to find the settings of the

hyper-parameters which minimizes the KL divergence. This

is equivalent to maximizing the variational lower bound.

The process is performed in an iterative manner, assigning

probabilistic labels to new sample data, and sequentially

updating a-GMM hyper-parameters until the lower bound

converges. The detailed iteration formula derivation can be

found in (Bishop, 2006) and (Li et al., 2017). For the class

labels, we define responsibility rnk as the probability that

the observed sample data β̂n belongs to class k. We set rnk
as follows:

rnk ∝ πk|3k|
1/2 exp[−0.5(β̂n − µk)

T
3k(β̂n − µk)] (6)

The normalized rnk satisfies the condition
∑K

k=1 rnk = 1. In the

present study, convergence in the iterative algorithm is regarded

as the change of the lower bound of <0.1%. Besides, we also set

a hard limit of 200 iterations. After the iterative algorithm ends,

the class label for each new sample data n belongs to class k with

the highest responsibility rnk. This is the maximum a posteriori

estimation. After that, whenmore sample data are reached, these

updated hyper-parameter values are used for the next run of

the algorithm.

Transition model

The difference between the a-GMM approach and the

GMM approach is the addition of a transition model, which

is used to manage the hyper-parameters and, thus, change the

parameters of the a-GMM (Li et al., 2017). Since we hope that

the a-GMM classifier can adaptively track the changes of task-

evoked brain activation patterns over time. This requires that

the parameters of the a-GMM are updated with newly arrived

sample data rather than becoming increasingly deterministic

based on the cumulative statistics of the previous sample data

(i.e., the parameter updates from newly arrived data will be

smaller and smaller). To this end, we need to model the change

in the parameters of the a-GMM classifier over time in order to

handle the change process of the activation pattern adaptively.

The transition model governing the hyper-parameters of the

prior distribution is presented in Equation (7). The transition

model can effectively force a certain degree of forgetting of

the old information so that the newly arrived data can still

update the a-GMM parameters. It makes the center of the

distribution of the a-GMM classifier parameters constant while

the distribution becomes wider, i.e., reduces the certainty of the

parameters. The parameters of the transition model are used

to directly reflect the rate of change of the hyper-parameters,

instead of simply using statistical variables to update. This allows

the classifier can classify tasks adaptively over time. The hyper-

parameters for the k-th category of fNIRS data are directly

updated as follows:











β̃k
0 = βk

0/(1+ c1β
k
0 )

ṽk0 = vk0c2

W̃k
0 = Wk

0/c2

(7)

where 0 ≤ c1 and 0 < c1 ≤ 1 are constants indicating the rate

of change of parameters. The right side of the equation is the

posterior hyper-parameter value from the previous algorithm

run, while the left side with the tilde sign is a prior hyper-

parameter value for the next run. Variational inference is

performed on one or a batch of new sample data by running the

algorithm to converge.

Experiments

Simulation experiments

Simulation of fNIRS signal

A series of simulation experiments of random variations in

the spatial patterns of brain activation over time is performed.
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TABLE 1 Detailed settings for generating simulated fNIRS signal.

hrf bp br bl rn

Generation/parameters cHRF*boxcar Heartbeat (1.0Hz) Respiration bl= 10 SNR= 10 dB

Mayer wave (0.1Hz) (0.2Hz)

Initial amplitude= 10 Initial amplitude= 10

Spatial filter Dynamic variation Randomly generated and static Randomly generated and static - -

*Denotes the convolution operator.

First, we simulated task-related brain fNIRS signals (i.e.,

1[HbO]), then simulated task-evoked random variations in

activation patterns of the prefrontal region over time, and finally

performed adaptive decoding for two different tasks (i.e., MA vs.

MS). The simulated fNIRS signal of one channel is modeled as a

linear combination of five components (Duan et al., 2018):

sfNIRS = hrf+ bp+ br+ bl+ rn (8)

where hrf is the hemodynamic response of the task-evoked

prefrontal regions, bp and br are changes in fNIRS signal

induced by blood pressure and respiration, respectively, bl is

the baseline drift, and rn is the random noise (systemic noise),

i.e., additional background white noise during the measurement

period of the instrument, and sfNIRS is the final simulated

fNIRS signal.

The detailed settings for generating the simulated fNIRS

signal are shown in Table 1. An example of the simulated hrf,

rn, and the final combined fNIRS signal is illustrated in Figure 1.

The time series of the hrf component is generated by convolving

the canonical HRF (cHRF) evoked by a single stimulus with a

boxcar function for task activation time series, representing the

task and rest states alternation. The cHRF is modeled as a linear

combination of two different gamma-variant time-dependent

functions (Glover, 1999). The simulated hrfs evoked by the two

different tasks (i.e., MA vs. MS) are normalized to ensure equal

levels of activation. The time series of hrf components of all

channels are then multiplied by a spatial filter that varies with

time and obeys a two-dimensional (2D) Gaussian distribution

to simulate dynamic changes in brain activation patterns. The

time series of the physiological interference components are

generated based on realistic a priori physiological parameters,

and then multiplied by a spatial filter whose values for each

channel are randomly generated from the standard normal

distribution and are statically invariant, i.e., do not change over

time (Li et al., 2017). The bp signal is composed of two sinusoids

representing heartbeat (1.0Hz) andMayer wave (0.1Hz). The br

signal is a 0.2Hz respiration signal (Scarpa et al., 2013; Hoang-

Dung et al., 2018). The initial amplitudes of bp and br are set

to 10, at which point the average SNR (hrf for signal and all

noise components for noise) across all channels is −31.35 dB,

i.e., the noise level is 35. This higher noise level is a more realistic

simulation of the realistic measurement scenario. Each sinusoid

has a random phase and amplitude distortions. The baseline

amplitude is set to bl = 10.

To more realistically mimic the measurement process, we

also add Gaussian white noise (i.e., rn) with a signal-to-noise

ratio (SNR) of 10 dB to the baseline for each channel. The

difference in SNR between the hrf (hrf = hrf + bl) and

the baseline (bl) at time step k is proportional to the square

root of the absolute values of the difference between the

amplitude of the hemodynamic response hrf and the baseline

(i.e., 1SNRk ∞

√

∣

∣

∣
hrfk − bl

∣

∣

∣
; Wang et al., 2020). hrf signal

indicates hrf signal with baseline drift.

Simulation of randomly varying activation
patterns

We simulated an 18-channel montage (3×6) of fNIRS

measurements in the PFC region with a sampling rate of 10Hz,

as shown in Figure 2A, where the black numbers indicate the

position of the channels. One trial of the simulated fNIRS data

lasts 40 s, in which the first 20 s are the rest periods and the last

20 s contain the task-related activation. A total of 500 trials were

simulated in one simulation, with alternating trials for task 1

and task 2. The simulated activation pattern varies randomly

once every 50 trials and in total it varies randomly 10 times in

one simulation. To the best of our knowledge, the randomly

varying activation pattern has not been previously simulated

in any fNIRS-BCI study. To mimic the possible changes more

realistically in the spatial pattern of brain activation, a total of six

simulations are implemented for randomly varying activation

patterns as shown in Figure 2, which illustrates the optical

topographies (OT) of random variations in activation patterns

over the first 100 trials. Figures 2A–F correspond to simulation

experiments 1–6, respectively.

For a random walk in the center of the activation region

(Figure 2A), the center of the activation region moves linearly

during the two different activation pattern changes as shown

by the white arrow in Figure 2, but the change of the center

of the activation region from the initial point to the end point

is a random walking process. In simulation 1, the HRF spatial

filter obeys a 2D Gaussian distribution with a covariance matrix

of 0.2I (I denote the identity matrix) and remains constant,
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FIGURE 1

Example of simulated fNIRS signal with the amplitude of the baseline set to 2, the initial amplitude of the physiological interference set to 2, and a

Gaussian white noise with SNR = 10 dB. The gray and pink highlighted rectangles indicate stimulation periods for task 1 and task 2, respectively.

changing only its center. Two spatial filters are randomly

generated from 2D Gaussian distributions with three different

covariance matrixes (0.2I, 1.0I, and 5.0I, respectively) as the

initial and final patterns of random variation and multiplied

with the HRF of all channels to achieve random variation in

the size of the activation region (Figure 2B). The change in the

HRF spatial filter from the initial pattern to the final pattern is

a linear and slow morphing in time, whose specific setup can

be found in the literature (Li et al., 2017). The pattern variation

in Figure 2C is a superimposed hybrid pattern of Figures 2A,B,

i.e., both the center and the size of the activation region

change randomly with time. When the size of the activation

region evoked by task 2 in the simulations of Figures 2A,C no

longer remains stationary also varies randomly, corresponding

to the simulations of Figures 2D,E. The amplitude and waveform

of the HRF are the same for all channels between the two

tasks in simulations 1–5, and the amplitudes are normalized

to 1 indicating the same level of activation for both tasks.

Additionally, we also simulated differences in the amplitude of

the hemodynamic responses evoked by two tasks, as shown in

Figure 2F. The difference in the HRF amplitude for the two

tasks was set to be small in the stochastic dynamic variation

of the activation pattern. The HRF magnitude for task 2 is

normalized to 1, whereas that for task 1 is randomly generated

from a uniform distribution of 1.1–1.2 at each pattern change.

The centers of the activation regions for both tasks are randomly

walking rather than stationary, and the size of the activation

regions remains constant during the random variation.

Since the feature extraction and classification methods for

simulated experimental data and paradigm experimental data

are the same, a detailed description of the feature extraction,

feature data normalization and data classification for simulated

experimental data can be found in Subsections Feature

extraction and Classification of the “Paradigm experiments”

section. To better evaluate the classification accuracy of the

classifier for all simulated experiments, 10 runs of 10-fold cross-

validation were performed.

Paradigm experiments

Participants

Eight healthy right-handed participants (mean age: 23.5 ±

2.1 years, three men and five women) were recruited from

the students at Tianjin University to conduct the experiments.

None of the participants had reported a previous history of

any psychiatric, neurological, or brain disorder. The study was

conducted with informed consent and received ethical approval

from Tianjin University.

Data acquisition

We have implemented a continuous wave fNIRS diffuse

optical tomography (DOT) system that adopts a lock-in

photon-counting technology to enable multi-channel parallel

measurements, as exhibited in Figure 3A (Liu et al., 2019).
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FIGURE 2

Six simulations with random varying spatial patterns of brain activation in prefrontal regions: (A) The center of the activation region is the

random walk but its size remains constant. (B) The size of the activation region varies randomly but its center remains the same. (C) Both the

center and the size of the activation region change randomly with time. (D) The center of the task 1 evoked activation region randomly walks

while the size of task 2 evoked activation region varies randomly. (E) Both the center and the size of the task 1 evoked activation region change

randomly with time while the size of task 2 evoked activation region varies randomly. (F) The center of the activation region is random walk for

both tasks, but the amplitude of the HRF for task 1 is randomly varying, while that of task 2 remains constant. The white arrows indicate the

direction of linear movement of the center of the activation region. The black numbers indicate the location of the sampling channels.

We use a total of four source-pairs, each containing both

785 nm and 830 nm laser diode sources and four photomultiplier

(PMT) detectors form a single-lattice arrangement scheme

(Figure 3B), resulting in 20 measurement channels for collecting

fNIRS signals, are secured against the PFC region of the

participant. The system sampling rate for data acquisition

is 4Hz, which is lower than the setting of the simulation

experiment. However, it is a moderate temporal resolution

for our measurement system, which can improve the SNR of

the measured data and meet the requirements of real-time

data processing.

According to the international 10–20 system, the source-pair

and detector are arranged to cover the optode positioning points

FP1 and FP2 of the PFC region, as shown in Figure 3B. In the

given configuration, we only considered signals arising from the

source-detector distance of 30mm (Power et al., 2010).
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FIGURE 3

Hardware instruments and experimental paradigms for in-vivo experimental data acquisition. (A) The schematic diagram of the fNIRS-DOT

instrument. (B) Experimental source and detector configuration. (C) Experimental paradigm of MA and MS.

Experimental protocol

In the paradigm experiment, all participants performed

the MA and MS mental tasks. The MA is one of the most

widely used and robust mental tasks in fNIRS-BCI research

(Power et al., 2012). The mental workload level of the MA

task was the same because participants were asked to repeatedly

subtract a small number (between 9 and 15) from a randomly

generated three-digit number. For the MS mental task (Hwang

et al., 2016), participants silently rehearsed self-selected Chinese

song fragments that they felt would provoke a strong and

positive emotional response within them. This means that the

MS task utilizes the emotional component of the music. The

self-selected Chinese songs were different in each trial for

each participant. The self-selected song presented in each trial

was randomly generated from the participant’s self-constructed

song library.

The schematic diagram of the in-vivo experimental

paradigm is shown in Figure 3C. Each participant was required

to perform 20 data collection sessions on the same day.

Figure 3C illustrates a data collection session consisting of a

30 s pre-rest period (i.e., baseline period), 6 trials, where each

trial consisted of a 20 s of MA or MS mental task followed by

20 s of rest, and a 30 s post-rest period in the end. During each

data collection session, each participant performed 6 trials in

which MA trials and MS trials were alternated. The fNIRS

optodes were not removed from the participants during all

data collection sessions. Data collection for all participants

was completed over a period of 5 days. The total number of

trials collected for each category of the mental task for each

participant is 60. Therefore, the total number of trials collected

for each participant is 120.

Signal pre-processing

The 5th order zero-phase Butterworth digital low-pass filter

with a cut-off frequency of 0.5Hz is used to eliminate the

heartbeat noise and high-frequency instrument noise for the raw

light intensity data. Then, the coefficient of variation (CV) of

the low-pass filtered raw light intensity signal is calculated to

evaluate the quality of data (i.e., the effect of motion artifacts on

the measured data) for each measurement channel. The CV can

be defined as:

CV = (σ [I]/E[I])× 100 (9)

where I denote the raw light intensity for a data collection

session. E[·] and σ [·] denote the mean and standard deviation,

respectively. When the measured raw light intensity data meets

the condition of CV > 10 (Piper et al., 2014), the channels are

rejected and not used in the subsequent further data analysis.

Furthermore, we used the modified Beer-Lambert law (MBLL)

to convert the raw light intensity signal into 1[HbO] and

1[HbR] (Weyand et al., 2015). The unfiltered 1[HbO] signal,

which has not been subjected to BPF or other filtering methods

to remove baseline drift and global physiological interferences,

was used in the GLM-KF for adaptive extraction of level

features. The GLM considers baseline drift and physiological
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interferences when modeling the fNIRS signal. However, when

applying the GLM-KF method to real fNIRS data, it is required

to consider pre-task calibration. In long-term measurements

of real fNIRS data, excessive cognitive load can cause rapid

fatigue of the subject, causing changes in baseline across data

collection sessions for the same subject. In addition, due to

individual differences, the baselines between subjects were also

different. Therefore, the pre-task calibration for each session

of each subject used the fNIRS data for the baseline period

under that session. The parameter settings of the BPF for the

extraction of statistical-features are described in detail in Section

Hemodynamic changes. A zero-phase digital high-pass filter

(0.018Hz cutoff) in the BPF effectively removes the baseline drift

when extracting statistical-features (Bejm et al., 2019).

Feature extraction

In the previous fNIRS-BCI study, the most widely used

features including mean, variance, slope, skewness, and kurtosis,

which these BPF-statistical features are not designed to better

characterize hemodynamic responses (Weyand et al., 2015;

Hong et al., 2020). The fNIRS-BCI desires adaptive extraction of

dedicated level features of single-trial fNIRS data. In this study,

KF was used to extract the activation level recursively by solving

the GLM.

The frequency selection for each physiological interference

of the design matrix in GLM is based on the fast Fourier

transform of the raw light intensitymeasured by each participant

for spectrum analysis. Figure 4A shows the frequency spectra

for participant 1, where the normalized power amplitude of the

stimulation frequency (0.0233Hz) is relatively higher, and it is

slightly less than the theoretical value (1/40 = 0.0250Hz) of the

frequency of neural activation. This is due to the hemodynamic

response being delayed by 2–3 s after the neural activity

(Tomita et al., 2014).

Classification

The assessment metric used to quantitatively assess the

classifier’s ability to accurately discriminate the task is accuracy,

defined as shown below (Wickramaratne and Mahmud, 2021).

Accuracy =
TP + TN

TP + FP + TN + FN
(10)

where TP is the number of true positives, FP is the number of

false positives, TN is the number of true negatives, and FN is the

number of false negatives. The accuracy results, in this paper, are

all obtained from the test set data. The classification process is

performed in an offline mode. To better assess the classification

performance of the classifier for the MA and MS mental tasks,

10 runs of 10-fold cross-validation were also performed as in

the simulations.

We compared the classification performance of the proposed

KF/a-GMM approach with the BPF-statistical features based

classical methods such as the GMM classifier, which uses GMM

to fit parameters on the same training data in the same way,

but does not update the parameters when it classifies the

testing data, SVM classifier with radial basis kernel function

and regularization parameter of 20, and LDA classifier. The flow

chart of activation level-based fNIRS signals decoding is shown

in Figure 4B. Feature samples are normalized by calculating

z-scores. For these normalized values, we use the principal

component analysis (PCA) method with the smallest principal

component number whose cumulative contribution rate exceeds

95% to reduce the dimensionality of feature sample data (Li

et al., 2020). The final dimensionality reduction data is used to

construct a classifier.

Statistical analysis

In the real-time classification of mental tasks, we are also

more interested in whether the channel is significantly activated

at each time step k. First, we proposed the null hypothesis

(H0 : c
Tβk = 0) that the channel is not activated at time

step k, where c is a vector of contrast used to select the

coefficients of interest. This hypothesis is tested by calculating

the relevant t-values from the estimated GLM coefficient vectors

at all time steps and then performing a t-test with significance

criteria of 0.05 (Hu et al., 2010). Finally, we used paired-samples

t-tests of SPSS 22.0 software (IBM SPSS Inc., Chicago, IL,

USA) with significance criteria of 0.05 for statistical analysis of

classification accuracy.

Results

Simulative investigations

Extraction of activation level feature

Both the KF and LSM can extract the activation level features

for each channel of the measurement data. We construct the

same a-GMM classifier based on these two methods to extract

activation level features, respectively. Then, the effect of both

level extraction methods on accuracy in all simulations is shown

in Figure 5. Figure 5A shows the average accuracy of 10 runs

of the 10-fold cross-validation for each simulation experiment.

The average accuracy based on the two different level extraction

methods across all simulations is illustrated in Figure 5B.

As observed from the results that the accuracy of the KF-

based levels was higher than that of the LSM-based levels

in each of the simulations (Figure 5A). The average accuracy

obtained based on KF-level was 97.89% higher than that based

on LSM-level at 91.31% across all simulations (Figure 5B). The

paired samples t-test yielded statistically significant differences

in the two methods of level extraction. Since both KF and LSM

invisibly encompass the filtering process when solving the GLM,
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FIGURE 4

Activation level feature extraction and classification strategy for fNIRS signals: (A) Example of a spectrogram of participant 1 for frequency

selection of physiological interferences in the design matrix. (B) Flow chart of fNIRS signal classification based on level features.

FIGURE 5

Classification accuracy of the a-GMM classifier in all simulations was based on the level feature extracted by KF and LSM methods. (A) Average

accuracy of each simulated experiment, (B) average accuracy across all simulated experiments. The black dashed line indicates 70% accuracy of

e�ective binary BCI communication. Error bars indicate the standard deviations, *Represents the significant di�erence, *p < 0.01 and **p <

0.001.
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FIGURE 6

The single-trial average accuracy of six simulations with randomly varying activation patterns of the brain under Gaussian white noise with SNR

= 10 dB added at the baseline: (A–F) Are the accuracy results of simulations 1–6, respectively. AL is an abbreviated form of activation level. The

red bars indicate accuracy based on the activation level features, while the gray bars with di�erent saturation levels indicate the accuracy based

on five BPF-statistical features, namely mean, slope, variance, skewness, and kurtosis. Error bars indicate the standard deviations, *Represents

the significant di�erence, empty: p > 0.05, *p < 0.01, and **p < 0.001.

the filtering effect of KF is better than that of LSM, resulting

in a more accurate estimation of activation levels. Therefore,

KF was used for the level feature extraction method in the

subsequent sections.

Recognition of randomly varying activation
patterns

The single-trial average accuracy of six simulations with

randomly varying activation patterns under Gaussian white

noise with SNR = 10 dB added at the baseline is illustrated

in Figure 6. Figures 6A–F shows the results of the average

accuracy of simulations 1–6, respectively. The results exhibit the

accuracies obtained by the four classifiers based on activation

level features and BPF-statistical features. For the same classifier,

we only compared the accuracy based on the proposed level

features with that based on the individual BPF-statistical

features. This is because it would be fairer to compare the

proposed level features with individual BPF-statistical features

(for a one-to-one comparison) than with a set of BPF-statistical

features (for a one-to-many comparison).

As observed from the accuracy results, the decoding

accuracy based on level features was mostly higher than that

based on BPF-statistical features in each classifier for each

simulation. The accuracy of the level-based SVM classifier for

simulation 4 was slightly lower than that of the mean-based

one, and the accuracy of the LDA classifier for simulation

5 and simulation 6 performs in the same way. In addition,
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the paired-samples t-tests yielded significant differences in

the level features and each BPF-statistical feature of each

classifier in each simulation, except for the level feature vs.

the mean feature for the a-GMM classifier in simulation 4.

Moreover, the classification performance based on the mean

feature was the best among the five BPF-statistical features.

Moreover, the accuracy of a-GMM was mostly higher than that

of GMM, SVM, and LDA in six simulations, whether based on

BPF-statistical features or level features. Paired-samples t-tests

yielded significant differences between a-GMM classifiers based

on level features and other classifiers based on level features in

all simulations.

As observed from the results, the KF/a-GMM approach can

indeed accurately capture the random walk of the center of the

activation region (Figure 6A), the random variation in the size of

the activation region (Figure 6B), and their superimposed hybrid

pattern (Figure 6C), with corresponding accuracies of 94.25,

99.81, and 98.25%, respectively. When the activation pattern

evoked by task 2 changes from a stationary invariant state to a

random variation as well, the accuracies of the control methods

(relative to the KF/a-GMM) mostly decrease as illustrated in

Figures 6D,E. It is also observed from the classification results

that the accuracies of the control methods in simulation 5

were lower than that in simulation 4. However, the KF/a-GMM

approach in simulations 4 and 5 still maintains a significantly

higher accuracy of 99.98 and 99.85%, respectively. The accuracy

of random varies magnitude of the HRF under a random

walk in the center of the activation region was presented in

Figure 6F. The accuracies of GMM, SVM, and LDA classifiers

were all below 70%, while accuracies of a-GMM were all above

70%, whereas those based on BPF-statistical features are slightly

above 70% and those based on level features have a significant

advantage of up to 95.18%.

Noise sensitivity

To investigate the sensitivity of the KF/a-GMM method to

noise, we added different levels of Gaussian white noise with

SNRs of 1, 5, 10, 15, 20, 30, and 40 dB to the baseline for

all channels of the simulated data. In the pre-processing of

the fNIRS data, since the classical BPF method can effectively

suppress most of the physiological interferences, the white noise

in the passband of the filter cannot be eliminated. Therefore,

the effect of different levels of Gaussian white noise on the

classification results is investigated in all simulations with a fixed

level of physiological interference.

First, the effect of different levels of Gaussian white noise

on the accuracies of the four classifiers based on the same

level features was analyzed. As expected, the accuracy of all

classifiers increases with SNR in the six simulations, as illustrated

in Figure 7. However, the accuracy of a-GMM at each SNR

was higher than the other three classifiers. Moreover, at lower

SNR (SNR ≤ 10 dB), the a-GMM has a prominent decoding

advantage in simulations 4–6. Even at the lowest SNR = 1 dB,

the accuracy of a-GMM for all simulations was higher than 70%,

which demonstrates superior noise robustness. In simulation 6

with random variation in magnitude of the HRF, the accuracy

obtained by a-GMM demonstrated an overwhelming advantage

compared to control classifiers.

In addition, we also analyze the effect of different levels

of Gaussian white noise on the accuracy of the same a-GMM

classifier based on level feature and BPF-statistical features as

shown in Figure 8. As observed from the results, the accuracy

of a-GMM based on activation level, mean, and slope features

increases with SNR in all simulations, but the variance, skewness,

and kurtosis features do not reveal any regularity. The accuracy

of the skewness and kurtosis features fluctuated irregularly with

the SNR, but both have lower accuracy at each SNR compared

to the level feature. Also, an attractive phenomenon found in

the accuracy results is that there is an abnormal fluctuation in

the accuracy based on the variance feature in the lower SNR

region, especially in simulation 2 where the fluctuation of SNR

= 5 dB reaches a maximum peak of 96.25%. A reasonable

reason for this occurrence may be that the white noise in the

passband of the Butterworth BPF is not entirely suppressed,

and the spurious activation caused by the white noise at this

level has the strongest effect on the statistical characteristic-

based variance feature, which happens to magnify the difference

between the activation patterns of the two-class tasks and finally

leads to abnormally high accuracy. However, the accuracy of the

a-GMM based on the level feature was the highest among all

simulations, except for the variance-based feature of simulation

2. In addition, the classification performance of the mean-based

feature was the best among all BPF-statistical features when the

SNR was >10 dB.

In-vivo paradigm experiments

Hemodynamic changes

The primitive 1[HbO] and 1[HbR] data are band-pass

filtered with the 5th order zero-phase Butterworth filter with

cutoffs of 0.018 and 0.3Hz to eliminate global physiological

interference. The hemodynamic signals obtained across the

six repeated trials of the MA and MS mental tasks during

the two data collection sessions were averaged, respectively.

To evaluate whether the channels are activated at each time

step, the estimated GLM coefficients are converted into the

corresponding t-statistics value. At time step k, a larger t-value

for a channel indicates a more significant activation of that

channel. The t-values for all channels of participant 1 after 15 s

from the onset of theMA andMS tasks stimulation are presented

in Table 2. As observed from the results in Table 2, the most

significantly activated channels were channel #5 of the MA and

channel #6 of theMS. The corresponding hemodynamic changes

of the two channels were shown in Figure 9. As expected, an
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FIGURE 7

The e�ect of di�erent levels of Gaussian white noise on the classification accuracies of the four classifiers based on the level feature. (A–F)

Correspond to the accuracy results of simulations 1–6.

FIGURE 8

The e�ect of di�erent levels of Gaussian white noise on the classification accuracy of the same a-GMM classifier based on level feature and

BPF-statistical features. (A–F) Correspond to the accuracy results of simulations 1–6. AL is an abbreviated form of activation level.

TABLE 2 The t-values for all channels of participant 1 after 15 s from the onset of the MA and MS tasks stimulation.

t-values

Mental task CH #1 CH #2 CH #3 CH #4 CH #5 CH #6 CH #7 CH #8 CH #9 CH #10

MA 2.63 −8.05 −4.15 1.95 10.16 2.59 4.72 3.53 −14.15 −15.54

MS −0.18 −1.27 −1.74 −1.00 −0.31 1.44 0.70 −0.07 −1.33 1.38

CH, channel.
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A B

FIGURE 9

Trial-averaged hemoglobin concentration changes for participant 1 in the most significantly activated channels: (A) Channel #5 in the MA and

(B) channel #6 in the MS were significantly activated. The gray highlighted rectangles indicate the stimulation periods. 1[HbT] indicates the

change in total hemoglobin concentration. The shades of the same color around the curves represent the standard deviation.

increase in 1[HbO] and a decrease in 1[HbR] were observed

during the MA and the MS stimulation period as shown in the

gray shaded area in Figures 9A,B.

The OT of trial-averaged1[HbO] signal across 6 repetitions

of MA and MS tasks during two data collection sessions

for participant 1, after 15 s from the task onset, are shown

in Figures 10A,B, respectively. The magnitude of the MA-

evoked 1[HbO] is significantly higher than that of the MS

for participant 1. Furthermore, channels #5 and #6 were

significantly activated under the MA and MS stimulation

task, respectively.

Classification accuracy

Primarily, we used the same a-GMM classifier to classify MA

and MS tasks, comparing the single-trial accuracy between the

level feature and the BPF-statistical features. The individual and

average accuracy of MA vs. MS is illustrated in Figure 11. The

red dashed line indicates 70% accuracy of effective binary BCI

communication (Vidaurre and Blankertz, 2010). The paired-

sample t-test yielded significant differences between activation

level features and BPF-statistical features at average accuracy

for all participants. As observed from the results, the individual

and average accuracy obtained by the KF/a-GMM method

are significantly higher than those BPF-statistical features. In

addition, the average accuracy of only the activation level and

mean feature reached above 70%, which has been regarded as a

threshold for practical binary communication.

Then, different classifiers are performed to classify MA

vs. MS based on the same level features. The individual and

average accuracy of MA vs. MS is illustrated in Figure 12.

The paired-samples t-test yielded significant differences between

the a-GMM classifier and other classifiers in accuracy for all

participants. As observed from the results, the average accuracy

obtained by the a-GMM classifier was the highest among all

classifiers, with an average accuracy of 87.01± 4.11%. However,

only the LDA classifier obtained an average accuracy below 70%

among all classifiers. For the a-GMM classifier, participant 1 and

participant 2 achieved excellent classification accuracies of 91.50

and 93.09%, while participant 3 and participant 6 are also very

close to 90%.

Discussions

For in-vivo paradigm experiments, we initially compared

the accuracy of the same a-GMM classifier based on different

features, and the average accuracy of the KF/a-GMM approach

reached 87.01 ± 4.11% for all participants, as shown in

Figure 11. Compared with the skewness feature (61.50± 3.41%,

p= 8.8975× 10−7), the classification performance based on the

level feature has a maximum improvement of up to 41.48%, and

the minimum improvement is 11.31% compared with the mean

feature (78.17 ± 5.22%, p = 0.0051). Then the classification

performance of different classifiers based on the same level

feature is compared. As observed in the results of Figure 12,

up to 6.20, 15.72, and 26.50% improvement in average accuracy

was achieved by a-GMM compared with GMM (81.93± 5.54%,

p = 0.0012), SVM (75.19 ± 4.69%, p = 3.9656×10−5), and

LDA (68.78 ± 7.26%, p = 0.0020) classifier for all participants,

respectively. In classifyingMA vs. MS, the classification accuracy

of our proposed KF/a-GMMmethod was 12.71% improved over

that of the light intensity based HMM classifier used by Power

et al. (2010). Therefore, the KF/a-GMM approach can indeed

enhance the accuracy of binary classification for MA and MS

mental tasks.

The effect of the c1 and c2 parameters of the transitionmodel

in the a-GMM classifier on the 10-fold cross-validated accuracy

of MA and MS for all participants is shown in Figure 13. The
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A B

FIGURE 10

The OT of averaged 1[HbO] across the six repeated trials for participant 1 evoked by (A) MA and (B) MS after 15 s from the onset of the task. The

black numbers denote the position of the sampling channels. The vertical color bar indicates the range in µmol/L.

A B

FIGURE 11

Classification accuracy of MA vs. MS obtained using the same a-GMM classifier based on di�erent features extracted from single-trial data of all

participants: (A) Individual accuracy and (B) average accuracy. Error bars indicate the standard deviations, *Represents the significant di�erence,

*p < 0.01 and **p < 0.001. The red dashed line indicates 70% classification accuracy of e�ective binary BCI communication.

 

A B

FIGURE 12

Classification accuracy of MA vs. MS for di�erent classifiers constructed by extracting the same level features: (A) Individual accuracy and (B)

average accuracy. Error bars indicate the standard deviations, *Represents the significant di�erence, *p < 0.01 and **p < 0.001. The red dashed

line indicates 70% classification accuracy of e�ective binary BCI communication.

accuracy of a-GMM was the highest at c1 = 0.01 and c2 = 1.

The c1 parameter adjusts the rate of change of the activation

mean, slightly>0 will achieve higher accuracy. The c2 parameter

is related to the rate of change of the activations covariance, and

accuracy is probably better when it is close to 1. Further study on

parameter selection can be adaptively iterated over a range of a

priori parameters to obtain the optimal combination rather than

relying on empirical selections.
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FIGURE 13

E�ect of c1 and c2 parameters of the transition model on the 10-fold cross-validated accuracy of MA vs. MS for all participants.

Our proposed KF/a-GMM classification method has

achieved considerable success in subject-level decoding.

However, achieving the goal of across-subject fNIRS decoding is

still quite challenging as the large individual differences make

it more difficult to find population-level regularities that hold

between individuals. Across-subject decoding in fNIRS-BCI

classification is an important future direction (Raizada and

Connolly, 2012; Jin and Kim, 2020). The drawback of k-fold

cross-validation used to evaluate the classification model is

that fNIRS data from the same subject are present in both

the training and test datasets. Hence, classification models

with parameters and hyper-parameters learned from the same

subject’s data may struggle to generalize to new subjects. Thus,

the leave-one-subject-out cross-validation was used to evaluate

and compare the performance of the classification model

(Gholamiangonabadi et al., 2020). In each cross-validation

iteration, one subject’s data is used for testing and the remaining

subjects’ data for training to conduct the subject-independent

evaluation. In the across-subject fNIRS decoding MA vs. MS,

the decoding accuracy of the a-GMM classifier based on the

same level features was 78.44%, higher than that of the GMM

(52.81%), SVM (49.69%), and LDA (51.46%) classifiers. The

preliminary research results showed that our proposed KF/a-

GMM method can learn population-level regularities under the

same mental task and has potential advantages in across-subject

decoding. The across-subject fNIRS decoding mental task is

more complex and needs further study in the future.

The levels estimated by the KF algorithm at each time point k

can also be used as real-time features, which can subsequently be

used for the real-time classification of the classifier. The potential

advantage of KF lies in the real-time and parallel estimation

of level features for all channels. The KF algorithm takes an

average time of 0.0040 ± 0.0017 s (about 250Hz) to estimate

the simulated fNIRS signal with 18-channel at each time step

in parallel on a computer configured with an Intel(R) Core

(TM) i7-4790 CPU @ 3.60 GHz and 16.0G RAM. In addition,

the average time required by the a-GMM algorithm to decode

each test data is 0.0035 ± 0.0023 s (about 286Hz). Hence, both

the KF and a-GMM have low computational costs when they

deal with fNIRS data acquired at sampling rates of a few Hz to

tens of Hz, and their fast computational speed greatly meets the

requirements for real-time classification. It also incorporates the

fact that a-GMM can be used for multi-class task classification

(without the need to convert a multi-class classification problem

into multiple binary classification problems), so that the KF/a-

GMM approach can handle the real-time classification of multi-

class tasks and be applied to long-term neurofeedback training

(NFT) (Luhrs and Goebel, 2017) and rehabilitation training

(Matarasso et al., 2021). The threshold for the a-GMM in

the practical real-time BCI decoding is typically set to 50%

(Abdelnour and Huppert, 2009). The KF/a-GMM method is

used to calculate the estimation of the mental task at each

time point after stimulus onset. If more than half of the

time points within the stimulus period during a single-trial

epoch are correctly classified, we obtain an overall correct

classification label.

This study has some limitations that will be addressed in

the future study. First, the baseline component added to the

simulated fNIRS signal is a constant. It might be more realistic

to give the baseline a Gaussian pattern. Second, since we use the

HRF with fixed parameters in the design matrix, but the HRF of

each participant is different, we should accurately estimate the
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HRF for each participant. Third, the physiological interference

components of the design matrix can be acquired in real-

time by auxiliary measurements, replacing manual selection

based on spectral analysis. Fourth, as motion artifacts and

probe registration have a large impact on single-trial level

analysis, it is also worthwhile to investigate how to ensure

the robustness of the single-trial GLM model. Measurement

equipment for more accurate and rapid positioning of optodes

and advanced algorithms for removing motion artifacts are

also important directions for future study. Fifth, the initial

values of the Q and R in the KF have a significant influence

on the estimated results (Hu et al., 2010). However, the

selection of Q and R based on prior knowledge at the

beginning of the experiment also depends on the rich user

experience to give an appropriate tracking of the evoked signals.

Sixth, the combination of the proposed level features and

BPF-statistical features to form a feature set is interesting

and valuable and may be helpful in further improving the

recognition accuracy of our proposed approach for single-trial

mental tasks. Seventh, the comparison of classification methods

in this paper is incomplete, comparing only the commonly

used LDA classifiers and not the regularized LDA classifier

(Bauernfeind et al., 2014) and the adaptive LDA classifier

(Li et al., 2017). Eighth, considering the low sample size,

preliminary conclusions have been drawn for now. Future

studies will increase the sample size to corroborate again.

Ninth, channel selection plays a critical role in classifying

mental tasks for fNIRS-BCI by reducing data dimensionality,

saving model training time, and improving model classification

performance (Gulraiz et al., 2022). Besides the commonly used

Fisher score method for channel selection (Hwang et al., 2016),

the least absolute shrinkage and selection operator homotopy-

based sparse representation method proposed by Gulraiz et al.

for channel selection can improve the accuracy of walking

and resting states (Gulraiz et al., 2022). This method has

aroused our great interest and may improve the accuracy

of our proposed KF/a-GMM. Tenth, the ongoing activation

patterns may vary during the NFT session due to learning

effects, and this process may affect the performance of brain

state classifiers trained using data obtained before the session

(Bagarinao et al., 2020). However, the biggest advantage of our

proposed KF/a-GMM is that it is good at tracking changes in

activation patterns, which can improve the accuracy of real-

time brain states in NFT. On the other hand, the findings of

Wang et al. demonstrated that visual-haptic NFT based on EEG-

BCI improved cortical activation and the accuracy of MI (Wang

et al., 2019). Thus, both our proposed KF/a-GMM and NFT

can improve the classification performance of the BCI system,

and jointly they can be used to improve cognitive function

and enhance the quality of life of patients suffering from brain

cognitive disorders. Finally, this approach currently only uses

offline mode for data processing and analysis, and we will

develop an online version.

Conclusion

A joint adaptive classification approach KF/a-GMM that

combines the KF and the unsupervised a-GMM classifier

is proposed for accuracy-enhanced pattern recognition for

mental tasks. Its effectiveness and advantages are validated by

performing both simulation experiments and in-vivo paradigm

experiments. The results show that this approach is an effective

strategy for tracking random variations in brain activation

patterns with time evoked by two-class mental tasks and

considerably ameliorates the single-trial accuracy of unfiltered

and unlabeled fNIRS data from MA and MS mental tasks. The

average accuracy of the KF/a-GMM method for all participants

in the MA and MS mental tasks was 87.01%, higher than the

BPF-statistical features based GMM, SVM, and LDA classifiers.

Overall, these results are encouraging and demonstrate the

potential of the KF/a-GMM method to improve classification

accuracy on mental tasks and provide a new perspective for

real-time multi-class mental task classification.
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Quantitative electroencephalography (QEEG) analysis is commonly

adopted for the investigation of various neurological disorders, revealing

electroencephalogram (EEG) features associated with specific dysfunctions.

Conventionally, topographies are widely utilized for spatial representation

of EEG characteristics at specific frequencies or frequency bands. However,

multiple topographies at various frequency bands are required for a complete

description of brain activity. In consequence, use of topographies for the

training of deep learning algorithms is often challenging. The present study

describes the development and application of a novel QEEG feature image

that integrates all required spatial and spectral information within a single

image, overcoming conventional obstacles. EEG powers recorded at 19

channels defined by the international 10–20 system were pre-processed

using the EEG auto-analysis system iSyncBrain
R©

, removing the artifact

components selected through independent component analysis (ICA) and

rejecting bad epochs. Hereafter, spectral powers computed through fast

Fourier transform (FFT) were standardized into Z-scores through iMediSync,

Inc.’s age- and sex-specific normative database. The standardized spectral

powers for each channel were subsequently rearranged and concatenated

into a rectangular feature matrix, in accordance with their spatial location on

the scalp surface. Application of various feature engineering techniques on

the established feature matrix yielded multiple types of feature images. Such

feature images were utilized in the deep learning classification of Alzheimer’s

disease dementia (ADD) and non-Alzheimer’s disease dementia (NADD)

data, in order to validate the use of our novel feature images. The resulting

classification accuracy was 97.4%. The Classification criteria were further

inferred through an explainable artificial intelligence (XAI) algorithm, which
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complied with the conventionally known EEG characteristics of AD. Such

outstanding classification performance bolsters the potential of our novel

QEEG feature images in broadening QEEG utility.

KEYWORDS

electroencephalogram, EEG, QEEG, deep learning, Alzheimer’s disease, XAI

Introduction

Electroencephalogram (EEG) is an electrical pattern
measured at multiple channel locations on the scalp, reflecting
cortical activities of the underlying brain regions. Quantitative
electroencephalography (QEEG) enables mapping of specific
brain functions with the features extracted from digitized EEG
through various techniques, such as spectral analysis (Nuwer,
1988).

Raw EEG signals can be decomposed into various
waveforms defined by oscillation frequencies through Fourier
transform, typically consisting of five frequency bands,
designated delta, theta, alpha, beta, and gamma. Delta and theta
waves are dominant during the sleeping state, whereas alpha
waves (resting state rhythm) are dominant in eyes-closed resting
state. Beta waves become dominant when put under stress or
during concentration and gamma waves are found when highly
alert. However, gamma waves are easily contaminated with a
signal artifact that arise from muscle movements (Malik and
Amin, 2017; Moini and Piran, 2020).

Quantitative electroencephalography has been employed in
the diagnosis of several neurological disorders (Livint Popa et al.,
2020), in view of the fact that atypical spectral properties during
a certain state correspond to clinically relevant abnormalities.
Furthermore, employment of a age- and sex-differentiated
normative database can aid in the standardization of the spectral
powers, which eliminates variations that arise due to differences
in age and sex.

Visualization of EEG spectral powers is crucial for the
inspection and diagnosis of abnormalities. Several studies
adopt topographic representation, which maps the EEG powers
measured at pre-defined channels onto their respective locations
over the surface of the scalp. The process can be performed
at various frequencies or bands of frequencies, and at different
power scales (Yuvaraj et al., 2014).

Although spectral topographies are useful for the
visualization of brain activity, it is often difficult to
interpret brain functionality as a whole from a single
topography which represents spectral power distribution
at a specific frequency band. Thus, several topographies
at various ranges of frequencies are required to provide
a more complete description of brain functionality. Due
to this, the use of topographies as feature images for the

training of deep learning algorithms becomes problematic
seeing as how multiple topographies are required to fully
describe a single class label. Therefore, the present study
developed a novel QEEG-derived feature image which is
capable of overcoming the disadvantages of prior QEEG-
based feature sets. The novel feature image sufficiently
holds both spatial and temporal information with high
resolution and is fully adapted for the training of deep
learning algorithms.

Alzheimer’s disease (AD), which the present study focuses
on for the verification of the novel feature image, is an
irreversible neurodegenerative disorder which is associated with
the formation of beta amyloid plaques or neurofibrillary tangles
resulting from the dysfunction of microtubule-associated
protein tau. The plaques form inside or outside of neurons
in the brain, progressively destroying neurons and shrinking
the brain, resulting in a gradual decline in cognitive function
(Iqbal et al., 2005; Murphy and LeVine, 2010). Patients are
usually diagnosed as having AD dementia (ADD) if they are
incapable of independent daily living and exhibit imaging β-
amyloid plaques and/or tauopathy above a certain threshold,
which is most evident in positron emission tomography
(PET) scans (Haller et al., 2020). However, PET scans are
highly costly, and many nations lack sufficient access to
PET scanners. Hence, there have been previous attempts
to screen for ADD through QEEG-based features, which
are easier to access. For example, Meghdadi et al. (2021)
claims that there are resting state EEG biomarkers that can
sufficiently indicate characteristics of ADD and mild cognitive
impairment (MCI), with strong emphasis on the spectral
band theta and alpha. Porcaro et al. (2022) also attempted
discrimination of ADD from MCI and an elderly control
group using P300 response which is an event-related potential
(ERP) component. However, their studies did not employ deep
learning algorithms.

Instead, we performed deep learning classification of
clinically labeled ADD and non-ADD (NADD) data in the
present study, using the novel feature image dataset. Provided
that the deep learning model developed in the present study
yields a promising classification performance, our novel feature
images bear great potential for application in deep learning
classification of several other neurological diseases, ultimately
resulting in the expansion of QEEG utility.
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Materials and methods

Electroencephalogram recording and
processing

All EEG data employed in the present study were recorded
using wet sensor-based Mitsar-EEG systems (Mitsar Co. Ltd.,
St. Petersburg, Russia) in the eyes-closed resting state, at
the 19 channel locations defined by the international 10–20
system (Fp1, Fp2, F7, F8, F3, F4, Fz, T3, T4, C3, C4, Cz, T5,
T6, P3, P4, Pz, O1, O2) with linked-ear reference. Electrical
impedance was kept at 10 k� or below for all channel electrodes.
All data were digitized in continuous recording mode for
approximately 2–3 min, with sampling rate of 250 Hz which
prevents aliasing effects. The ground electrode was located
between the AFz and Fz electrodes. All recorded data were re-
referenced to a common average reference post-data collection
for standardization of the data.

The re-referenced data were further processed using an AI-
driven auto-analysis system iSyncBrain R© (Ver. 3.0, iMediSync,
Inc., Seoul, South Korea) which performs bandpass filtering of
signals outside the frequency band of interest (1–45.5 Hz), bad
epoch rejection, and independent component analysis (ICA).
Electrical patterns detected at multiple channels on the scalp
represent a complex weighted sum of several electrical signals,
comprised of components originating from electrical sources
in the brain, non-stationary noises such as drowsiness or poor
contact between electrodes and the scalp, and stationary noises
such as eye movement (electrooculography), muscle movement
(electromyography), and heartbeats (electrocardiography). Bad
epoch rejection aids in elimination of non-stationary noises,
while ICA can separate stationary noises as well as help identify
their origins (Jutten and Herault, 1991). The ICA components
for all data were carefully inspected to assure robust data quality
through the removal of artifact components.

Feature engineering

Standardization of the electroencephalogram
data

Brain functionalities are known to vary with gender and
clearly degenerate with age. To account for this, our study
utilized iMediSync, Inc’s normative database ISB-NormDB
which holds EEG data of 1,289 healthy control subjects (553
males, 736 females) aged 4.5–81 years old (Ko et al., 2021). The
database provides standardized age- and sex-specific features
referred to as Z-scores, which are common and statistically
robust measures of variation from norms and capture standard
deviation. Use of such features can also help reduce a strong
dominance of alpha waves, commonly observed in the resting
state EEGs of healthy adults measured in the eyes closed
condition (Halgren et al., 2019).

The present study utilized sensor level relative power values
ranging from 1 to 45 Hz, with a resolution of 0.25 Hz. Z-scores
were then calculated via reference to ISB-NormDB, which
returned 176 Z-score values at 19 electrode locations. We also
grouped the spectral powers into eight different frequency
bands, namely, delta (1–4 Hz), theta (4–8 Hz), alpha1 (8–10 Hz),
alpha2 (10–12 Hz), beta1 (12–15 Hz), beta2 (15–20 Hz), beta3
(20–30 Hz), and gamma (30–45 Hz). Alpha band was subdivided
into slower and faster alpha bands (alpha1 and alpha2) since
resting state alpha waves are highly related to the cognition
status (Ramsay et al., 2021). Beta bands were also subdivided
into low, mid, and high beta bands (beta1, beta2, and beta3)
in order to dissociate the characteristics of the sensorimotor
rhythm (Arroyo et al., 1993).

Feature matrix
Channel locations specified by the international 10–20

system were split into left and right regions, where the central
electrodes were taken to belong in both regions. Through
rearrangement of the locations into a rectangular format
(Figure 1), a single feature matrix was created with the x-axis
representing the frequency, and the y-axis representing the
channels. Each side of the rearranged matrix consists of 176
frequency bins with a 0.25 Hz resolution, hence the x-axis holds
352 bins in total when both sides are summed. The 19 channels
were also rearranged with foremost channels at the top of the
matrix and central channels included in both sides. As a result,
we acquired a matrix with a shape of 352 by 11.

Feature image
Topographies visualize spatial representation of EEG data,

at a given frequency band (Arab et al., 2010) while power
spectral density presents the amplitude of EEG power per
frequency bins describing frequency characteristics (Shim and
Shin, 2020). Rearrangement of channels and spectral powers
into the above rectangular orientation adopts both the spatial
and spectral benefits of topographies and power spectral density.
Figure 2 represents the feature matrix visualized as an image
with the range of color scale set as -1.96 to 1.96 Z-score,
and topographies, yielded from the same EEG data using
iSyncBrain R©.

Multiple feature engineering approaches were applied to the
matrix, yielding four types of feature images. The established
datasets were used to train and test neural network models.
Thereafter, the effects of varying feature images on the
classification performance were analyzed.

The first method applied nearest interpolation to the feature
matrix, which simply stretches the matrix in the y-direction to
match the sizes of the x-axis and y-axis. This yields a square
image with a shape of 352 by 352 pixels, with clear edges between
consecutive rows and columns (Figures 2, 3A).

In order to smoothen out the edges, bicubic interpolation
was applied instead to the feature matrix as the second method.
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FIGURE 1

Feature matrix which redistributes the channels into a rectangular arrangement.

FIGURE 2

Comparison between the novel feature image and traditional topographies showing clear spatiotemporal resemblance.

Bicubic interpolation adopts a third degree polynomial to
resample data points in both the x- and y- directions, resulting
in smoother color transitions (Figure 3B). Equation 1 represents
the third degree polynomial used to compute data points
through bicubic interpolation. Given that we want to estimate
the value of the interpolation surface within the four points
(x, x), (x, y), (y, x), and (y, y), spatial derivatives from the 16
neighboring points to the point (x, x) are expressed in terms of
16 coefficients a (a00–a33) using Eq. 1. The interpolation surface

p (x, y) can be calculated through the determined values of a
(Gao and Gruev, 2011).

p
(
x, y

)
=

3∑
i=0

3∑
j=0

aijxiyj (1)

All EEG data were measured in a calm resting state with the
subjects’ eyes closed. It is commonly accepted that alpha waves
are dominant in such a state, whereas very high frequency waves
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FIGURE 3

(A) Feature image created using nearest interpolation. (B) Feature image created using bicubic interpolation from the same
electroencephalography (EEG) data.

are easily contaminated by electromyography or external noise.
Hence, we created a weight map which zero pads the image
regions representing beta3 and gamma frequency bands. In
doing so, zero padded pixels appear black when mapped into
RGB values (Figure 4), losing their significance as distinguishing
features.

Lastly, we rescaled the proportions of frequency bands
within the feature image. High frequency regions (beta3–
gamma) were first deleted from the feature matrix. A rectangular
image with size of 152 by 152 pixels was created by adopting
bicubic interpolation, which includes six frequency bands
ranging from 1 to 20 Hz (delta–beta2). Each frequency band
has a resolution of 0.25 Hz, resulting in a different number of
bins. Hence, their proportions are different when visualized as
an image, which could influence the effect of a specific frequency
band on classification. In order to avoid this, we rescaled each
region into matching widths and recreated the feature image
(Figure 5 and Table 1).

Four different image datasets were created using the
feature engineering techniques described above and were
subsequently used in the deep learning-based classification of
ADD and NADD data.

Classification data

Diagnostic criteria
The present study utilized community-based subjective

cognitive decline (SCD), MCI, and ADD data received

FIGURE 4

Weight map image where frequencies over 20 Hz are zero
padded.

from multiple clinical institutions in South Korea: Chung-
Ang University (CAU) hospital; Hanyang university hospital;
Inha university hospital; Seoul National University Boramae
Medical Center (SNUBMC); Yonsei Severance hospital. Clinical
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FIGURE 5

Rescaling the proportions of frequency bands composing the feature image.

TABLE 1 Size of each frequency band region before and after the
rescaling process.

Region Frequency
band

Initial size
(x by y)

Rescaled
size (x by y)

1 Delta (1–4 Hz) 12 by 152 20 by 240

2 Theta (4–8 Hz) 16 by 152 20 by 240

3 Alpha1 (8–10 Hz) 8 by 152 20 by 240

4 Alpha2 (10–12 Hz) 8 by 152 20 by 240

5 Beta1 (12–15 Hz) 12 by 152 20 by 240

6 Beta2 (15–20 Hz) 20 by 152 20 by 240

Dementia Rating (CDR) was the main diagnostic criterion along
with several other factors, including the clinicians’ independent
judgements based on their experiences. CDR is a globally
employed method for clinical judgment of the individual’s
cognition status through the assessment of six cognitive and
behavioral categories (Kim et al., 2017). SCD data is comprised
of individuals that met the following criteria commonly used by
the Korean AD society (Ho and Yang, 2020): CDR = 0; 60 years
old or older; persistent subjective complaints of cognitive
decline; completed 6 years of primary school or more; memory
test and cognitive test scores below the normative mean within
0–1.5 standard deviations.

Mild cognitive impairment data is comprised of individuals
that met the following criteria: CDR = 0 or 0.5; 60 years old
or older; persistent subjective complaints of cognitive decline;
completed 6 years of primary school or more; memory test
and cognitive test scores below the normative mean by more
than 1.5 standard deviations; normal performance in activities

of daily living (ADL). In addition, clinicians further examined
and diagnosed the patients through more comprehensive tests.

Alzheimer’s disease dementia data is comprised of
individuals that met the following criteria: CDR ≥ 1; 60 years
or older; completed 6 years of primary school or more; memory
test and cognitive test scores severely below the normative
mean; poor performance in ADL.

Quantitative electroencephalography-based comparisons
between the ADD group and NADD group can help identify
distinguishing characteristics of ADD and begin to reveal
the nature of progression from MCI to ADD. One obvious
application for such research includes improving early detection
by extending diagnostic signs beyond the current imprecise
measure of ADL (Mlinac and Feng, 2016).

Dataset establishment
The dataset was segregated into two groups, ADD and

NADD. The NADD group consisted of subjective cognitive
decline (SCD) and mild cognitive impairment (MCI) data, along

TABLE 2 Table describing the dataset used in classification.

NADD

ADD Normal MCI Total

NormDB SCD

Clinical institutions 137 0 262 142 541

iMediSync, Inc. 0 224 0 0 224

Total 137 224 262 142 765
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with iMediSync, Inc.’s EEG data of healthy individuals from ISB-
NormDB (Ko et al., 2021). The inclusion of MCI data in the
NADD group was crucial for the identification of significant
ADD-specific characteristics that are not observed in the pre-
clinical stage of ADD. The final dataset (N = 765; 137 ADD, 628
NADD) was established, in which 10% of the data (N = 77; 14
ADD, 63 NADD) were randomly selected and excluded as test
data for later verification of the developed classification model.

Data imbalance is often inevitable when the classification
task involves community-based clinical data collected from
clinical institutions. The dataset provided for the present study
consisted of significantly less ADD data. Hence, a 9 to 1 train
to test ratio was selected, since deep neural networks often
require significantly more information for a sufficient training
of the network due to its more complex structure in comparison
to machine learning algorithms. Although this may raise
concerns in chances of overfitting, the significant differences
in ADD and NADD QEEG characteristics aid in prevention of
overfitting. Thorough verification has also been carried out via

an explainable artificial intelligence (XAI) algorithm to make
certain that the models are not overfitted.

Table 2 describes the established dataset. Age and sex
information were not included since age-and sex-standardized
Z-scores were employed in the study.

Classification model

Transfer learning is a commonly employed method in
computer vision research. Building a neural network structure
from scratch is time consuming, since various structures must
be trained and tested in order to find a structure that outputs
a sufficient classification performance. Hence, structures of
various pre-established image networks that are known to result
in an outstanding image classification performance can be
imported and used to train custom datasets (Best et al., 2020).
Various image classification tasks, namely, in the detection
of objects within images, adopt convolutional neural network
(CNN) based image network structures that have already been

FIGURE 6

Typical feature images representing the classes Alzheimer’s disease dementia (ADD) and non-Alzheimer’s disease dementia (NADD).

FIGURE 7

Modeling pipeline which summarizes model yielding and verification processes.
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pre-trained with large-scale data, due to difficulties in the
collection of sufficient data needed to train the network from
scratch. However, the use of such pre-trained networks is only
applicable when classifying similar types of images, in which
the network has been pre-trained with. The image datasets
established in the present study significantly differ from the
dataset that were employed in the pre-training of such image

networks. Hence, we adopted only the network structures,
training them from scratch.

The objective of the present study is the verification of
novel feature images as features for deep learning training, not
the development of a state-of-the-art classifier. Hence, complex
fine tuning of the image networks had not been performed.
Instead, various user-provided sets of hyperparameters were

TABLE 3 Confusion matrices for selected best models trained with different types of image networks and images constructed through varying
feature engineering techniques.

18-layer ResNet

1. Nearest 2. Bicubic

True ADD True NADD True ADD True NADD

Pred ADD 12 5 Pred ADD 13 4

Pred NADD 2 58 Pred NADD 1 59

3. Weight map 4. Rescaled

True ADD True NADD True ADD True NADD

Pred ADD 14 2 Pred ADD 13 5

Pred NADD 0 61 Pred NADD 1 58

16-layer VGGNet

1. Nearest 2. Bicubic

True ADD True NADD True ADD True NADD

Pred ADD 12 5 Pred ADD 13 5

Pred NADD 2 58 Pred NADD 1 58

3. Weight map 4. Rescaled

True ADD True NADD True ADD True NADD

Pred ADD 13 2 Pred ADD 13 5

Pred NADD 1 61 Pred NADD 1 58

AlexNet

1. Nearest 2. Bicubic

True ADD True NADD True ADD True NADD

Pred ADD 12 5 Pred ADD 13 4

Pred NADD 2 58 Pred NADD 1 59

3. Weight map 4. Rescaled

True ADD True NADD True ADD True NADD

Pred ADD 13 3 Pred ADD 12 5

Pred NADD 1 60 Pred NADD 2 58

Frontiers in Neuroscience 08 frontiersin.org

169

https://doi.org/10.3389/fnins.2022.1033379
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1033379 November 2, 2022 Time: 7:38 # 9

Jeong et al. 10.3389/fnins.2022.1033379

used to train the following pre-established image networks: Alex
Network (AlexNet); 16-layer visual geometry group network
(VGGNet); 18-layer ResNet. High-performance models that
met the set threshold of classification accuracy for each type of
image networks were selected and saved. They were then further
compared and verified using XAI techniques.

Image network structures

Alex network
AlexNet structure consists of five convolutional layers with

selective max pooling layers, and three fully connected layers
with 1,000-way softmax at the end. AlexNet employs rectified
linear unit (ReLU) activation function instead of the tanh
function, which was the standard before the introduction of
AlexNet. Dropout regularization method was also applied for
the prevention of overfitting (Krizhevsky et al., 2017). Although
it showed outstanding classification performance at the time,
the network employs large convolution kernels, which results in
rapid decline of the feature map size and resolution. Hence, the
structure is prone to loss of local features (Xiao et al., 2017; Li
et al., 2021).

TABLE 4 Accuracy, sensitivity, and specificity of the established best
models trained with different types of image networks and images
constructed through varying feature engineering techniques.

18-layer ResNet

Models Accuracy Sensitivity Specificity

1. Nearest 90.9% 85.7% 92.1%

2. Bicubic 93.5% 92.9% 93.7%

3. Weight map 97.4% 100.0% 96.8%

4. Rescaled 92.2% 92.9% 92.1%

16-layer VGGNet

Models Accuracy Sensitivity Specificity

1. Nearest 90.9% 85.7% 92.1%

2. Bicubic 92.2% 92.9% 92.1%

3. Weight map 96.1% 92.9% 96.8%

4. Rescaled 92.2% 92.9% 92.1%

AlexNet

Models Accuracy Sensitivity Specificity

1. Nearest 90.9% 85.7% 92.1%

2. Bicubic 93.5% 92.9% 93.7%

3. Weight map 94.8% 92.9% 95.2%

4. Rescaled 90.9% 85.7% 92.1%

Visual geometry group network
The structure VGGNet was established through the

investigation of the effect of network depth on the classification
performance. As opposed to large convolutional filters adopted
by the AlexNet, VGGNet adopts 3 × 3 convolutional kernels,
which enables building of deeper network structure, since there
is a slower decline of feature map size and resolution (Simonyan
and Zisserman, 2015).

Residual network
Residual network (ResNet) structure resolved vanishing

gradient problem and overfitting, which are downsides of
conventional neural network structures, through the use of
residual blocks. A residual block passes the input x through
the first convolutional layer, followed by ReLU activation
and second convolutional layer. The output of the second
convolution which is referred to as f(x) is added to the original
input x. The added value f(x) + x is then passed onto ReLU
activation function (He et al., 2016). Although a deeper network
with more residual blocks may result in improved classification
performance, it is computationally expensive due to the large
number of parameters (Okinda et al., 2020).

Inference of classification criteria:
Explainable artificial intelligence

Neural networks are commonly referred to as “black boxes,”
since we cannot directly observe or determine the means
by which the model classifies unseen data. However, the
use of algorithms such as Local Interpretable Model-Agnostic
Explanations (LIME) allows us to infer which features the
model used for classification. The LIME algorithm creates
locally perturbed samples at the borders of a model’s decision
function. Each sample carries weights in accordance with the
distance between the sample and the initial instance. LIME then
learns a local linear predictive model, which is repeated for
the multiple borders that exist, but which we cannot discern.
Equation 2 represents how the explanations about classification
are produced by LIME. L represents local fidelity functions,
which is a measure of how unfaithful the prediction model g is
in approximation of the classification probability f in the locally
defined space πx. � represents the complexity measures of the
prediction model (Ribeiro et al., 2016; Gramegna and Giudici,
2021).

ξ (x) = argmin
g∈G

L
(
f , g,πx

)
+�(g) (2)

In short, LIME explanations are computed through the
minimization of L while keeping � low enough for sufficient
interpretability of the prediction model. Hereafter, regions that
affect the local predictive function are highlighted in order to aid
in the understanding of the model’s prediction.
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FIGURE 8

Local Interpretable Model-Agnostic Explanations (LIME) algorithm highlighting summed area of top N regions of importance in classification for
a randomly selected Alzheimer’s disease dementia (ADD) and non-Alzheimer’s disease dementia (NADD) test data.

Figure 6 presents typical feature images representing
the classes ADD and NADD. The images clearly represent
differences in QEEG characteristics between the groups, but we
would not be able to identify what exactly the model interprets.
In the present study, LIME was employed for clarification of
the distinguishable characteristics between groups. The regions
which LIME interpreted as top distinguishing features for
classification were then used to verify the model’s credibility,
in which we take account of clinically known facts in relation
to ADD. We further examine the consistency of the selected
regions.

Final model selection

Due to limited computation power, relatively shallower
16-layer VGGNet and 18-layer ResNet were employed in the
present study along with the AlexNet. Classification models
that showed sufficient accuracy were selected for all types
of networks, and images constructed through varying feature
engineering methodologies. Each model was inspected through
LIME in order to select the best models for each type of image.
We then selected the final model which showcased the best
classification accuracy. Figure 7 summarizes model yielding and
verification processes.

Results

The same training and test datasets were applied to assess
and compare the results of the best classification models,
trained using varying types feature images drawn from the

aforementioned feature engineering techniques. The 18-layer
ResNet image network structure yielded the best classification
performance for all four types of images in comparison with
other image networks. Table 3 presents the achieved confusion
matrices of the best models selected for each network and
technique, and Table 4 lists each network’s accuracy, sensitivity,
and specificity.

All classification models showed adequate performance,
which suggests that the difference in QEEG characteristics
between the ADD and NADD groups was significant, and that
it was well-represented in our novel feature image. However,
the performance of the bicubic model was superior to that
of the nearest model, indicating that the block edges among
image pixels may negatively affect the classification performance
of image networks. The best performance was achieved from

TABLE 5 Final model (18-layer ResNet)’s presumed classification
criteria from the regions of importance selected by Local
Interpretable Model-Agnostic Explanations (LIME).

Models ADD classification
criteria

Non-ADD
classification criteria

1. Nearest High power of slower waves
(delta-theta).

High power of alpha waves
and low power of slower
waves (delta-theta).

2. Bicubic High power of slower waves
(delta-theta).

High power of alpha waves.

3. Weight map High power of slower waves
(delta-theta).

High power of alpha waves
and low power of slower
waves (delta-theta).

4. Rescaled Low power of faster waves
(beta 2) and high power of
slower waves (delta-theta).

Low power of slower waves
(delta-theta).
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the weight map model. This may be because waveforms at
faster frequencies are comparatively less important features for
classification of ADD. The present assumptions were further
verified using LIME, which allowed for comparison among the
extracted regions of high importance in classification. A random
data index from each group was drawn for comparison among
the models (Figure 8). N represents the number of regions that
has been added (i.e.,N = 1 image represents the region of highest
importance, and N = 3 image represents the sum of the top 3
regions of importance that affected the classification result).

From the regions of importance selected by LIME
represented in Figure 8, the classification criteria of the 18-layer
ResNet model have been presumed as shown in Table 5.

Discussion

Through the analysis of 18-layer ResNet classification
models via LIME, we can infer that the first three models’
classification criteria for ADD involve high power of slower
waves, while the rescaled model’s classification criteria involve
low power of faster waves. In addition, the rescaled model’s
classification criteria for NADD only involved low power
of slower waves. Moreover, the bicubic model’s classification
criteria for NADD were highly specific to the power of alpha
waves. After careful verification with the full test dataset, we
deduced that the weight map model yields the best classification
performance with foremost robustness.

The objective of the present study was in the establishment
and verification of our novel feature image’s capability to contain
all useful spatiotemporal information from the EEG data. Since
conventional features used for visualization of EEG, namely,
topographies are difficult to employ for the training of deep
learning models (neural networks), we developed novel feature
images from EEG data acquired in a clinical environment and

FIGURE 9

Alzheimer’s disease dementia (ADD) and non-Alzheimer’s
disease dementia (NADD) train dataset mini-mental state
examination (MMSE) density plot.

yielded an outstanding deep learning based ADD classification
model. The main advantage in use of our feature image is in the
visualization of classification criteria through XAI algorithms,
which enables more comprehensible analysis on the established
classification models.

For further validation, several trials were made to extract
regions of importance from test images through LIME. Slight
differences were observed for each trial due to the random
image sampling algorithm used by LIME. However, each trial
showed adequate consistency, hence the classification criteria
did not vary. Our findings verified that the power of the
slow waves (delta and theta) and that of alpha waves (resting
state waves) were crucial factors in differentiating the groups,
based on the classification criteria inferred through LIME.
The result corresponds to the conventionally known EEG
characteristics of ADD, an increment in delta and theta power
and a parallel decrement in alpha and beta power in comparison
with normal subjects (Jeong, 2004). Moreover, the classification
results indicate no signs of overfitting. If the model is overfitted
due to an imbalance in the dataset, the model tends to classify
data toward the class with larger amount of data. However, the
classification model established in the present study resulted in
balanced sensitivity and specificity.

In addition, we have made a further comparison between
the novel feature image-based classification model established
in the present study, with a mini-mental state examination
(MMSE) score based method. MMSE is a cognitive mental status
examination which are widely in use to aid the diagnosis of
several neurological disorders. It consists of short and practical
cognitive-specific tests which requires approximately 10 min
to complete. The result is scored within the range of 0 which
suggests critical deterioration of cognitive functions, to 30 which
reflects healthy cognition (Folstein et al., 1975; Perneczky et al.,
2006).

The distribution of MMSE scores of the ADD and NADD
classes in the train dataset were visualized as a density plot
(Figure 9), smoothed off by kernel density estimation.

The classification standard was determined as a cutoff value
in accordance with the intersection point of the two density
plots: ADD (MMSE ≤ 22); NADD (MMSE > 22). As a result,
1 ADD data and 5 NADD data were misclassified, which is
inferior to the classification result of the final model established
in the present study.

In addition, we can observe a significant overlap of ADD
and NADD MMSE scores, in which signifying that MMSE based
classification is less robust. Chapman et al. (2016) also claim that
the use of MMSE score cutoffs for the diagnosis of ADD resulted
in limited accuracy and were insufficient in the discrimination of
MCI from ADD. As opposed to this, the inferred classification
criteria for our classification model via LIME is based on clear
QEEG characteristics that are visually distinguishable.

The novel feature images used here only utilized z-scores of
relative powers, which conveniently describe the ratio among
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FIGURE 10

Example outlier images that represent absolute Z-scores of electroencephalography (EEG) power magnitude.

the powers of waveforms at different frequencies, but not the
absolute powers in comparison to the age- and sex- specific
normative database. This was due to the fact that individuals
have various overall magnitudes of EEG power, which is
dependent on thickness of the skull (Hagemann et al., 2008).
Therefore, the outliers with excessively strong or weak EEG
magnitudes result in almost completely red or blue images when
mapped to a -1.96 to 1.96 Z-score color scale (Figure 10).

The downside of the feature matrix extraction method
proposed in this study is in the averaging of the time dynamics.
In order to account for this, multiple feature matrices can be
extracted using a time epoch window that slides over the data
and can be concatenated into a 3 dimensional feature matrix.
Epoch length used to create each image frame and overlap
between consecutive time windows can be altered to yield
various resolutions of the time dynamics.

Moreover, the presented feature matrix extraction method
is adapted for the spatial representation of 19-channel EEG
data since the y-axis of the matrix is essentially a stack of
the channels from frontal to rear side regions. Therefore, the
presented method might insufficiently represent the spatial
information for other commonly used 34- or 64-channel
EEG data with several lateral channels. For such cases, the
electrodes may be grouped into appropriate regions instead and
rearranged accordingly.

The classification model’s outstanding performance and
coherence with clinical facts suggest a high potential of the
usage of novel feature image as a clinical tool for the diagnosis
of several other neurological diseases. Not only limited to
this, it can also be utilized for brain-computer interface (BCI)
applications, provided that the third of the investigated cases
of BCI studies utilized spatiotemporal features (Alzahab et al.,
2021). The continual refinement in usage of novel feature

images will enhance the ensemble of tools available to more
comprehensively leverage the power of QEEG.

Data availability statement

Inquiries regarding the data used in this present study can
be directed to the corresponding author.

Ethics statement

Ethical review and approval was not required for
the study on human participants in accordance with
the local legislation and institutional requirements. The
patients/participants provided their written informed consent
to participate in this study.

Author contributions

TJ conducted the research and wrote the manuscript. UP
supervised the research. SK provided guidance throughout the
course of research. All authors approved the submitted version
of the manuscript.

Funding

This research was supported by the Korea
Health Technology R&D Project through the Korea
Health Industry Development Institute (KHIDI) and

Frontiers in Neuroscience 12 frontiersin.org

173

https://doi.org/10.3389/fnins.2022.1033379
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1033379 November 2, 2022 Time: 7:38 # 13

Jeong et al. 10.3389/fnins.2022.1033379

Korea Dementia Research Center (KDRC), funded by the
Ministry of Health and Welfare and Ministry of Science and ICT,
Republic of Korea (grant number: HU20C0511000020).

Conflict of interest

The authors were employed by the company iMediSync, Inc.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed
or endorsed by the publisher.

References

Alzahab, N. A., Apollonio, L., Di Iorio, A., Alshalak, M., Iarlori, S., Ferracuti, F.,
et al. (2021). Hybrid deep learning (hDL)-based brain-computer interface (BCI)
systems: A systematic review. Brain Sci. 11:75. doi: 10.3390/brainsci11010075 ?

Arab, M. R., Suratgar, A. A., and Ashtiani, A. R. (2010). Electroencephalogram
signals processing for topographic brain mapping and epilepsies classification.
Comput. Biol. Med. 40, 733–739. doi: 10.1016/j.compbiomed.2010.06.001

Arroyo, S., Lesser, R. P., Gordon, B., Uematsu, S., Jackson, D., and Webber,
R. (1993). Functional significance of the mu rhythm of human cortex: An
electrophysiologic study with subdural electrodes. Electroencephalogr. Clin.
Neurophysiol. 87, 76–87. doi: 10.1016/0013-4694(93)90114-B

Best, N., Ott, J., and Linstead, E. J. (2020). Exploring the efficacy of transfer
learning in mining image-based software artifacts. J. Big Data 7:59. doi: 10.1186/
s40537-020-00335-4

Chapman, K. R., Bing-Canar, H., Alosco, M. L., Steinberg, E. G., Martin, B.,
Chaisson, C., et al. (2016). Mini mental state examination and logical memory
scores for entry into Alzheimer’s disease trials. Alzheimers Res. Ther. 8:9. doi:
10.1186/s13195-016-0176-z

Folstein, M. F., Folstein, S. E., and McHugh, P. R. (1975). “Mini-mental state”.
A practical method for grading the cognitive state of patients for the clinician.
J. Psychiatr. Res. 12, 189–198. doi: 10.1016/0022-3956(75)90026-6

Gao, S., and Gruev, V. (2011). Bilinear and bicubic interpolation methods for
division of focal plane polarimeters. Opt. Express 19, 26161–26173. doi: 10.1364/
OE.19.026161

Gramegna, A., and Giudici, P. (2021). SHAP and LIME: An evaluation of
discriminative power in credit risk. Front. Artif. Intell. 4:752558. doi: 10.3389/frai.
2021.752558

Hagemann, D., Hewig, J., Walter, C., and Naumann, E. (2008). Skull thickness
and magnitude of EEG alpha activity. Clin. Neurophysiol. 119, 1271–1280. doi:
10.1016/j.clinph.2008.02.010

Halgren, M., Ulbert, I., Bastuji, H., Fabó, D., Erõss, L., Rey, M., et al. (2019).
The generation and propagation of the human alpha rhythm. Proc. Natl. Acad. Sci.
U.S.A. 116, 23772–23782. doi: 10.1073/pnas.1913092116

Haller, S., Montandon, M. L., Lilja, J., Rodriguez, C., Garibotto, V., Herrmann,
F. R., et al. (2020). PET amyloid in normal aging: Direct comparison of visual
and automatic processing methods. Sci. Rep. 10:16665. doi: 10.1038/s41598-020-
73673-1

He, K., Zhang, X., Ren, S., and Sun, J. (2016). “Deep residual learning for image
recognition,” in Proceedings of the IEEE conference on computer vision and pattern
recognition (Las Vegas, NV: IEEE), 770–778.

Ho, S. H., and Yang, D.-W. (2020). Risk factors predicting amyloid PET
positivity in patients with mild cognitive impairment and apolipoprotein
E 3∈/3∈ genotypes. J. Alzheimers Dis. 77, 1017–1024. doi: 10.3233/JAD-20
0439

Iqbal, K., Alonso Adel, C., Chen, S., Chohan, M. O., El-Akkad, E.,
Gong, C. X., et al. (2005). Tau pathology in Alzheimer disease and other
tauopathies. Biochim. Biophys. Acta 1739, 198–210. doi: 10.1016/j.bbadis.2004.0
9.008

Jeong, J. (2004). EEG dynamics in patients with Alzheimer’s disease. Clin.
Neurophysiol. 115, 1490–1505. doi: 10.1016/j.clinph.2004.01.001

Jutten, C., and Herault, J. (1991). Blind separation of sources, part I: An adaptive
algorithm based on neuromimetic architecture. Signal Process. 24, 1–10. doi: 10.
1016/0165-1684(91)90079-X

Kim, J. W., Byun, M. S., Sohn, B. K., Yi, D., Seo, E. H., Choe, Y. M., et al.
(2017). Clinical dementia rating orientation score as an excellent predictor of
the progression to Alzheimer’s disease in mild cognitive impairment. Psychiatry
Investig. 14, 420–426. doi: 10.4306/pi.2017.14.4.420

Ko, J., Park, U., Kim, D., and Kang, S. W. (2021). Quantitative
electroencephalogram standardization: A sex- and age-differentiated
normative database. Front. Neurosci. 15:766781. doi: 10.3389/fnins.2021.76
6781

Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2017). ImageNet classification
with deep convolutional neural networks. Commun. ACM 60, 84–90. doi: 10.1145/
3065386

Li, S., Wang, L., Li, J., and Yao, Y. (2021). Image classification algorithm based
on improved AlexNet. J. Phys. Conf. Ser. 1813:012051. doi: 10.1088/1742-6596/
1813/1/012051

Livint Popa, L., Dragos, H., Pantelemon, C., Verisezan, Rosu O, and Strilciuc,
S. (2020). The role of quantitative EEG in the diagnosis of neuropsychiatric
disorders. J. Med. Life 13, 8–15. doi: 10.25122/jml-2019-0085

Malik, A. S., and Amin, H. U. (2017). “Chapter 1 – designing an EEG
experiment,” in Designing EEG experiments for studying the brain, eds A. S. Malik
and H. U. Amin (Cambridge, MA: Academic Press), 1–30. doi: 10.1016/B978-0-
12-811140-6.00001-1

Meghdadi, A. H., Stevanoviæ Kariæ, M., McConnell, M., Rupp, G., Richard,
C., Hamilton, J., et al. (2021). Resting state EEG biomarkers of cognitive decline
associated with Alzheimer’s disease and mild cognitive impairment. PLoS One
16:e0244180. doi: 10.1371/journal.pone.0244180

Mlinac, M. E., and Feng, M. C. (2016). Assessment of activities of daily living,
self-care, and independence. Arch. Clin. Neuropsychol. 31, 506–516. doi: 10.1093/
arclin/acw049

Moini, J., and Piran, P. (2020). “Chapter 6 – cerebral cortex,” in Functional
and clinical neuroanatomy, eds J. Moini and P. Piran (Cambridge, MA: Academic
Press), 177–240. doi: 10.1016/B978-0-12-817424-1.00006-9

Murphy, M. P., and LeVine, H. (2010). Alzheimer’s disease and the β-amyloid
peptide. J. Alzheimers Dis. 19, 311–323. doi: 10.3233/JAD-2010-1221

Nuwer, M. R. (1988). Quantitative EEG: I. Techniques and problems of
frequency analysis and topographic mapping. J. Clin. Neurophysiol. 5, 1–44.

Okinda, C., Nyalala, I., Korohou, T., Okinda, C., Wang, J., Achieng, T., et al.
(2020). A review on computer vision systems in monitoring of poultry: A welfare
perspective. Artif. Intell. Agric. 4, 184–208. doi: 10.1016/j.aiia.2020.09.002

Perneczky, R., Wagenpfeil, S., Komossa, K., Grimmer, T., Diehl, J., and Kurz, A.
(2006). Mapping scores onto stages: Mini-mental state examination and clinical
dementia rating. Am. J. Geriatr. Psychiatry 14, 139–144. doi: 10.1097/01.JGP.
0000192478.82189.a8

Porcaro, C., Vecchio, F., Miraglia, F., Zito, G., and Rossini, P. M. (2022).
Dynamics of the “cognitive” brain wave P3b at rest for Alzheimer dementia
prediction in mild cognitive impairment. Int. J. Neural Syst. 32:2250022. doi:
10.1142/S0129065722500228

Ramsay, I. S., Lynn, P., Schermitzler, B., and Sponheim, S. (2021). Individual
alpha peak frequency is slower in schizophrenia and related to deficits in visual
perception and cognition. Sci. Rep. 11:17852. doi: 10.1038/s41598-021-97303-6

Ribeiro, M. T., Singh, S., and Guestrin, C. (2016). “Why should I trust
you?”: Explaining the predictions of any classifier,” in Proceedings of the 22nd
ACM SIGKDD international conference on knowledge discovery and data mining

Frontiers in Neuroscience 13 frontiersin.org

174

https://doi.org/10.3389/fnins.2022.1033379
https://doi.org/10.3390/brainsci11010075
https://doi.org/10.1016/j.compbiomed.2010.06.001
https://doi.org/10.1016/0013-4694(93)90114-B
https://doi.org/10.1186/s40537-020-00335-4
https://doi.org/10.1186/s40537-020-00335-4
https://doi.org/10.1186/s13195-016-0176-z
https://doi.org/10.1186/s13195-016-0176-z
https://doi.org/10.1016/0022-3956(75)90026-6
https://doi.org/10.1364/OE.19.026161
https://doi.org/10.1364/OE.19.026161
https://doi.org/10.3389/frai.2021.752558
https://doi.org/10.3389/frai.2021.752558
https://doi.org/10.1016/j.clinph.2008.02.010
https://doi.org/10.1016/j.clinph.2008.02.010
https://doi.org/10.1073/pnas.1913092116
https://doi.org/10.1038/s41598-020-73673-1
https://doi.org/10.1038/s41598-020-73673-1
https://doi.org/10.3233/JAD-200439
https://doi.org/10.3233/JAD-200439
https://doi.org/10.1016/j.bbadis.2004.09.008
https://doi.org/10.1016/j.bbadis.2004.09.008
https://doi.org/10.1016/j.clinph.2004.01.001
https://doi.org/10.1016/0165-1684(91)90079-X
https://doi.org/10.1016/0165-1684(91)90079-X
https://doi.org/10.4306/pi.2017.14.4.420
https://doi.org/10.3389/fnins.2021.766781
https://doi.org/10.3389/fnins.2021.766781
https://doi.org/10.1145/3065386
https://doi.org/10.1145/3065386
https://doi.org/10.1088/1742-6596/1813/1/012051
https://doi.org/10.1088/1742-6596/1813/1/012051
https://doi.org/10.25122/jml-2019-0085
https://doi.org/10.1016/B978-0-12-811140-6.00001-1
https://doi.org/10.1016/B978-0-12-811140-6.00001-1
https://doi.org/10.1371/journal.pone.0244180
https://doi.org/10.1093/arclin/acw049
https://doi.org/10.1093/arclin/acw049
https://doi.org/10.1016/B978-0-12-817424-1.00006-9
https://doi.org/10.3233/JAD-2010-1221
https://doi.org/10.1016/j.aiia.2020.09.002
https://doi.org/10.1097/01.JGP.0000192478.82189.a8
https://doi.org/10.1097/01.JGP.0000192478.82189.a8
https://doi.org/10.1142/S0129065722500228
https://doi.org/10.1142/S0129065722500228
https://doi.org/10.1038/s41598-021-97303-6
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-1033379 November 2, 2022 Time: 7:38 # 14

Jeong et al. 10.3389/fnins.2022.1033379

(New York, NY: Association for Computing Machinery), 1135–1144. doi: 10.1145/
2939672.2939778

Shim, Y. S., and Shin, H.-E. (2020). Analysis of neuropsychiatric symptoms
in patients with Alzheimer’s disease using quantitative EEG and sLORETA.
Neurodegener. Dis. 20, 12–19. doi: 10.1159/000508130

Simonyan, K., and Zisserman, A. (2015). Very deep convolutional networks for
large-scale image recognition. arXiv [Priprint]. arxiv 1409.1556

Xiao, L., Yan, Q., and Deng, S. (2017). “Scene classification with improved
AlexNet model,” in Proceedings of the 2017 12th international conference on
intelligent systems and knowledge engineering (ISKE) (Nanjing: IEEE), 1–6. doi:
10.1109/ISKE.2017.8258820

Yuvaraj, R., Murugappan, M., Omar, M. I., Ibrahim, N. M., Sundaraj, K.,
Mohamad, K., et al. (2014). Emotion processing in Parkinson’s disease: An EEG
spectral power study. Int. J. Neurosci. 124, 491–502. doi: 10.3109/00207454.2013.
860527

Frontiers in Neuroscience 14 frontiersin.org

175

https://doi.org/10.3389/fnins.2022.1033379
https://doi.org/10.1145/2939672.2939778
https://doi.org/10.1145/2939672.2939778
https://doi.org/10.1159/000508130
https://doi.org/10.1109/ISKE.2017.8258820
https://doi.org/10.1109/ISKE.2017.8258820
https://doi.org/10.3109/00207454.2013.860527
https://doi.org/10.3109/00207454.2013.860527
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-933391 November 10, 2022 Time: 6:16 # 1

TYPE Original Research
PUBLISHED 10 November 2022
DOI 10.3389/fnins.2022.933391

OPEN ACCESS

EDITED BY

Morten Mørup,
Technical University of Denmark,
Denmark

REVIEWED BY

Lior Shamir,
Kansas State University, United States
Marco Marino,
KU Leuven, Belgium

*CORRESPONDENCE

Franca Tecchio
franca.tecchio@cnr.it

†These authors have contributed
equally to this work

SPECIALTY SECTION

This article was submitted to
Brain Imaging Methods,
a section of the journal
Frontiers in Neuroscience

RECEIVED 30 April 2022
ACCEPTED 19 October 2022
PUBLISHED 10 November 2022

CITATION

Pascarella A, Gianni E, Abbondanza M,
Armonaite K, Pitolli F, Bertoli M,
L’Abbate T, Grifoni J, Vitulano D,
Bruni V, Conti L, Paulon L and
Tecchio F (2022) Normalized
compression distance to measure
cortico-muscular synchronization.
Front. Neurosci. 16:933391.
doi: 10.3389/fnins.2022.933391

COPYRIGHT

© 2022 Pascarella, Gianni,
Abbondanza, Armonaite, Pitolli, Bertoli,
L’Abbate, Grifoni, Vitulano, Bruni,
Conti, Paulon and Tecchio. This is an
open-access article distributed under
the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the
original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution
or reproduction is permitted which
does not comply with these terms.

Normalized compression
distance to measure
cortico-muscular
synchronization
Annalisa Pascarella1†, Eugenia Gianni2,3†,
Matteo Abbondanza4†, Karolina Armonaite2,5,
Francesca Pitolli4, Massimo Bertoli2,6, Teresa L’Abbate2,5,6,
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The neuronal functional connectivity is a complex and non-stationary

phenomenon creating dynamic networks synchronization determining the

brain states and needed to produce tasks. Here, as a measure that quantifies

the synchronization between the neuronal electrical activity of two brain

regions, we used the normalized compression distance (NCD), which is the

length of the compressed file constituted by the concatenated two signals,

normalized by the length of the two compressed files including each single

signal. To test the NCD sensitivity to physiological properties, we used NCD

to measure the cortico-muscular synchronization, a well-known mechanism

to control movements, in 15 healthy volunteers during a weak handgrip.

Independently of NCD compressor (Huffman or Lempel Ziv), we found

out that the resulting measure is sensitive to the dominant-non dominant

asymmetry when novelty management is required (p = 0.011; p = 0.007,

respectively) and depends on the level of novelty when moving the non-

dominant hand (p = 0.012; p = 0.024). Showing lower synchronization levels

for less dexterous networks, NCD seems to be a measure able to enrich the

estimate of functional two-node connectivity within the neuronal networks

that control the body.

KEYWORDS

normalized compression distance (NCD), electrophysiology, handedness, neuronal
synchronization, feedback
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Introduction

The neurons of the various brain areas communicate with
each other through fluctuating signals in dynamic synchrony
(Varela et al., 2001) both during rest and while performing
tasks (Deco et al., 2011). By sustaining communication among
networks (Fries, 2005), synchronization of neural activity
mediates information processing in the brain (Singer, 1993;
Borisyuk et al., 1998; Fries, 2009). In other words, the
correlated neurons’ behaviors, even though they are generated
by spatially discrete and/or distant areas (Gray et al., 1989),
emerge from the integration of their signals that allow for
sensory (Gray, 1994), attentional (Womelsdorf and Fries,
2007), or motor processing as well as for memory (Axmacher
et al., 2006), and for other fundamental cognitive processes
(Daffertshofer and Pietras, 2020). As a classical example, in
visual areas, phase-locked oscillations of spatially segregated
neuronal pools mediate binding of diverse visual features like
motion, shape, and color into a coherent perception (Singer
and Gray, 1995). Consistently, the multimodal neuroscience
community converges in viewing the brain as a neuronal
network where the nodes of the network represent either
distinct cortical/subcortical areas, neuronal pools, or even
single neurons and the edges represent their connections, that
is their functional connectivity (FC) (Bullmore and Sporns,
2012; Wang et al., 2014). FC across distinct nodes is assessed
as a statistical dependence among their signal times series
measured through one of multiple methodologies from electro-
encephalography (EEG) to magneto-encephalography (MEG)
to functional-magnetic resonance imagining (fMRI) (Hutchison
et al., 2013; Wang et al., 2014).

Functional connectivity among and within brain networks
even in resting state clearly emerging by diverse technologies
like fMRI (Damoiseaux et al., 2006) and EEG (Samogin
et al., 2020) are characterized by specific frequency and spatial
domains. In the case of motor behavior, FC emerges within
and among several areas of the central nervous system—such as
the motor, frontal, parietal, premotor cortices, subcortical, and
cerebellar areas, as well as the spinal cord—finally expressing in
the muscles’ contractions (van Wijk et al., 2012). Fine motor
commands resulting from central processing (Lemon, 2008;
Moreno-López et al., 2016) parallel the synchronization features
of the electrical activity recorded on the surface of the muscles
with those of primary sensorimotor cortex (Wolpert et al., 2011).

Linear measures (coherence and correlation) have been
traditionally used to assess the degree of functional connectivity
among different nodes (Gross et al., 2001; Broyd et al., 2009;
Jensen and Mazaheri, 2010). Notably, some authors noticed that
the absence of a linear statistical link between two nodes does
not mean absence of FC (Fingelkurts et al., 2005). This is one
of the reasons why non-linear measures of FC, such as mutual
information, are attracting more and more attention (Hlinka
et al., 2011; Wang et al., 2016).

In the case of cortico-muscular synchronization, a classically
used electrophysiological measure is the cortico-muscular
coherence (CMC) (Mima and Hallett, 1999; Liu et al., 2019).
This is the spectral coherence between the EEG or MEG
signal from the contralateral cortex and electro-myographic
(EMG) signal recorded by involved muscles while executing a
motor task. CMC showed how neurons synchronize their firing
patterns at different frequencies according to diverse behavioral
states (Mima and Hallett, 1999) as for example as a function of
different force levels of contraction (Brown et al., 1998; Mima
et al., 1999; Brown, 2000), initiating movement (Ramayya et al.,
2021), exerting either a static force (Kristeva et al., 2007) or
dynamic ones (Omlor et al., 2007).

Though CMC is considered a well-established index
of cortex-muscle information flow both in healthy and
pathological conditions (Mima and Hallett, 1999; Liu et al.,
2019), clear limitations emerged (Yang et al., 2018). Recently,
we measured CMC sensitivity to visual feedback information
and handedness, while participants were performing a weak
handgrip task with the right or the left hand with or without
undirect visual feedback (L’Abbate et al., 2022). Tough we
observed sensitivity of CMC to visual feedback, no significant
variation of CMC related to handedness emerged, nor was it
present in previous literature (Tecchio et al., 2006). Therefore,
given the central role of asymmetries in the functioning of our
body-brain system and the importance of handedness in our
everyday lives, we hypothesized that limit in assessing such
crucial feature originates from the CMC measure itself.

We propose here that measures sensitive to the complex
nature of the exchanged signals can be sensitive to the
differences in the organization of cortical areas controlling
the two hands. Accordingly, other authors pointed out the
limitations of linear electrophysiological measurements in view
of the known features of the sensorimotor system (Yang et al.,
2016, 2018; Tan et al., 2022). For example they observed that,
while the synchronization in the sensorimotor system originates
from ascending somatosensory feedback and descending motor
commands (Kilner et al., 2004; Witham et al., 2011), CMC
cannot separate this bidirectional contribution in cortico-
muscular interaction. Moreover, they observed that, from the
last studies the sensorimotor system appears to be non-linear,
showing cross-frequency coupling (Chen et al., 2010; Yang
et al., 2018), paving the way to non-linear measures able to
complement linear ones (Palva et al., 2005; Yang et al., 2016;
Siebenhühner et al., 2020).

Here we propose to study FC using a novel non-linear
measure, the normalized compression distance (NCD). It is a
parameter-free measure that estimates the information shared
by two signals by comparing the compression length of a
file obtained concatenating one signal with the other. NCD
seems suitable for biological systems, as it yields excellent
results in comparing genomes, clustering languages or music
(Li and Vitányi, 1990). Notably, NCD is robust in the sense
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that its performance appears somewhat independent of the
type of compressor used for coding the data. NCD does not
require any features or background knowledge about the data.
We selected this synchronization measure because it estimates
the information shared by the two signals without requiring
any representation of the individual signal in harmonics and
does not require the signal to be stationary. In fact, the
hypotheses of stationary signal and the representation with
sinusoid functions condemn the estimates to be insensitive to
relevant parts of the interior dynamics of the neuronal pool
activity (Buzsáki, 2009; Buzsáki et al., 2013; Cottone et al., 2017;
Armonaite et al., 2021).

Study aim

The design of our study is to test the NCD sensitivity to
fundamental physiological features.

Aware of the lack of a gold standard for the FC
quantification we propose here a heuristic approach to find
a solution that better reflects the state of the art of the
interrelation among networks. In other words, we search for
a FC measure sensitive to the networks’ ability, which is well
known to depend on its FC levels. In fact, it is an established
notion that neural networks in their resting state express
characteristics relating to their ability to perform the functions
in which they are involved (Deco and Corbetta, 2011; Kim
and Kang, 2018; Bansal et al., 2021; Doucet et al., 2022). On
this basis, we expect that there will be functional measures
that differ between cortical representation of the dominant
and non-dominant hand even when tested via a simple task.
Accordingly, in our experience with the primary somatosensory
area, the activation properties of networks with different levels
of ability, particularly the thumb and little finger representation
networks, differed when tested while responding to elemental
galvanic stimulation (Tecchio et al., 2007). Based on this
reasoning, we expect that even tested by a simple handgrip—
performed with the same quality by the left hand and the right
hand (L’Abbate et al., 2022)—we can perceive the differential
organization of the representation networks of the two hands
by NCD.

As paradigmatic example we studied with the NCD
the synchronization between cortex and muscle (CMncd)
while executing a simple movement typical of everyday
activity. Higher CMncd corresponds to lower synchronization.
Especially we pose the working hypothesis that CMncd will
show dependence on hand executing the task and the level
of visual feedback. That is, we expect that: (i) left non-
dominant hand control will express higher CMncd than
right dominant hand control and (ii) providing undirect
visual feedback CMncd will increase, as suggested by the
behavior of cortico-muscular coherence (L’Abbate et al., 2022).
To test the two working hypotheses, we collected EEG

and EMG simultaneously when subjects were performing
a weak isometric handgrip task, with either the right or
left hand, with or without undirect visual feedback of their
exerted pressure.

Materials and methods

Study design

The study was approved by the Ethical Committee of S.
Giovanni Calibita Hospital, Rome, Italy (Figure 3C). It was a
cross-over investigation study with two interacting conditions
(moved hand and visual feedback). Since our goal was to test
CMncd sensitivity to diverse levels of network ability, in the
present work we considered the representations of the dominant
and non-dominant hand while executing a mono-lateral weak
handgrip in presence or absence of undirect visual feedback.

Participants

Fifteen healthy volunteers (10 females and 5 males, age range
from 22 to 48 years with mean 29 ± 6 years) participated
in the study after signing a written informed consent. All
subjects were right-handed (as tested by Edinburgh Handedness
Questionnaire Oldfield, 1971), and had normal or corrected-
to normal vision.

Experimental procedure

Behavioral scoring
The fine hand-motor control was evaluated with the 9-hole

peg test (Wang et al., 2015) executed by the right and left hands.

Electro-encephalography,
electro-myographic, electrooculography, and
electrocardiogram data recordings

The individual EEG (Brain Products GmbH, Munich,
Germany) was recorded using a 64-channel acti-CHamp System
with montage according to the 10-10 EEG International System
and referenced to the Fz electrode. Electrode impedances were
maintained below 5 k�. Surface EMG—recorded by using Ag–
AgCl cup electrodes—of the right and left opponents pollicis
muscle (EMGOPr and EMGOPl) were recorded with a belly
tendon montage. EEG and EMG were sampled at 5 kHz (pre-
sampling analogical band pass filtering 0.1–2,000 Hz) and stored
for off-line processing.

Visuo-motor task
Each subject sat on a chair in front of a monitor at

about 1 m (Figure 1A). As detailed in Figure 1 legend, the

Frontiers in Neuroscience 03 frontiersin.org

178

https://doi.org/10.3389/fnins.2022.933391
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-933391 November 10, 2022 Time: 6:16 # 4

Pascarella et al. 10.3389/fnins.2022.933391

FIGURE 1

Experimental setting. (A) Electro-encephalography (EEG) recordings and task. The general set-up to record the EEG during the weak handgrip
executed in sequences of 20 s starting with a go signal (green rectangle) and ending with a stop signal (red rectangle) intermingled by 10 s at
rest. In the visual feedback “yes” (“no”) condition, a horizontal segment indicates the level of exerted pressure on the bulb by vertical oscillations
(blocked). After determining handgrip maximum voluntary contraction (MVC), a rest period of at least 2 min was provided. Then, the weak
isometric handgrip and rest sequences lasted about 5 min. The target level was set to 5% MVC, to minimize weariness related to the task.
(B) Example of electro-myographic (EMG) acquisition during isometric contraction execution. In gray the EMG trace of opponents pollicis (OP)
muscle in one representative subject, for the whole task duration, with 20 s contraction sequences intermingled by 10 s at rest. Light blue line
indicates the temporal portions selected for analysis.

subject performed a handgrip, either with left or the right
hand separately, against the resistance of a semi-compliant air-
bulb, connected to a digital board that recorded the exerted
pressure (Interactive Pressure Sensor, InPresS; Tomasevic et al.,
2013). Notably, the visual information about the exerted
pressure provided as a horizontal segment vertically oscillating
on the monitor implies translated feedback, different from
the physiological information that we usually have from
our visual system while executing a movement, including a
weak handgrip.

The four handgrips (about 5 min each) were executed in
the same order in all subjects: first with the dominant hand
with visual feedback (DxYes), then without (DxNo), thereafter
with the non-dominant hand with (SnYes) and without visual
feedback (SnNo).

Data analysis

Electro-encephalography data pre-processing
Electro-encephalography data were filtered (1–250 Hz)

before the analysis. A semi-automatic fast independent
component analysis (fastICA)-based procedure (Barbati et al.,
2004) was applied to the whole recordings to identify and
remove biological (cardiac, ocular, and muscular) and non-
biological (power line, instrumental, and environmental noise)
artifacts. For each subject we selected about 180 s of artifact
free signal for carrying the analysis. As preliminary step, we
selected the bipolar derivations with maximal peak amplitude

of cortico-muscular coherence in beta band in each condition
(L’Abbate et al., 2022).

Normalized compression distance
The NCD is a quasi-universal metric, in the sense that

it has been defined to simultaneously detect all similarities
between signals that other effective distances detect separately
(Cilibrasi and Vitányi, 2005). In other terms, NCD is based
on the concept that two signals are similar if we can
significantly “compress” one using the information of the
other. NCD captures the dominant similarity over all possible
features for every pair of signals compared, up to the
stated precision.

We must remember that a lossless compressor acts as an
invertible mapping function of a signal into a binary sequence.
The length of this binary sequence reveals the amount of
compression. Hence, the NCD computed between two signals
x and y, i.e., NCD (x,y) is defined as

NCD(x, y) =
C(xy)−min(C(x), C(y))

max(C(x), C(y))
, (1)

where C(xy) denotes the compressed size (length of the binary
sequence that has been obtained by applying the compressor
C) of the concatenation of x and y, wherein C(x) denotes the
compressed size of x, and C(y) denotes the compressed size
of y. NCD assumes values between 0 and 1, where 0 indicates
maximum similarity and 1 the opposite.

In this work, the compressed size has been measured in
terms of number of bits per sample, which is the average
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number of bits used for coding each sample of the considered
signal. We used as compressor C the Huffman coding
implemented in Matlab environment (CMncdH). To test the
robustness of the proposed measure against the compressor,
we computed the CMncd by using the Lempel–Ziv scheme
(Lempel and Ziv, 1976) as compressor C. We used the
normalized LZ proposed by Zhang et al. (2009) that takes into
account the length of the sequence (CMncdLZ) (Zhang et al.,
2009).

For each subject and condition (Figure 2), we computed
the CMncd between the cleaned EEG and EMG signals, with
EEG being the selected bipolar channel, for epochs of 180 s
length, windowed in segments of 18 s, obtaining 10 estimates
for each subject and condition. In some subject we lacked the
entire length and a minimum of 6–10 s intervals were included
in all subjects.

Statistical analysis

Preliminarily, we tested the stability of the CMncdH
estimate by evaluating the variation coefficient of the about ten
quantifications in successive 18 s epochs in the same condition,
in all subjects and conditions.

The distribution of each variable was checked for normality
by Shapiro–Wilk test and homogeneity of variance by Levene
test. According to the variable distributions we applied the
proper statistical analysis to identify CMncdH/CMncdLZ
differences between dominant and non-dominant hand
representations and presence and absence of undirect
visual feedback. In other terms, once identified whether
to apply parametric or non-parametric tests, we analyzed
the comparisons across four conditions: Hemi-Body (left
hemisphere-right hand, right hemisphere-left hand) and Visual
feedback (Yes, No). We set the significance threshold at 0.05.

Results

CMncdH behavior across conditions

Shapiro–Wilk statistics indicated that the distribution
of CMncdH and CMncdLZ measurements across subjects
in the four conditions (DxNo, DxYes, SnNo, and SnYes)
was not fitting a Gaussian. Furthermore, the Levene tests
indicated that CMncdH and CMncdLZ displayed variances
not homogeneous across the four conditions. On these
bases, we applied non parametric statistical test searching
for differences both between absence and presence of visual
feedback (within the hemibody; e.g., when using the same
hand) and between hemibody, e.g., between dominant and
non-dominant hemibody within the same feedback condition
(absence or presence).

Huffman compressor

No significant difference was found by comparing the
two conditions DxNo and DxYes across subjects (W = 1653;
p = 0.112, Figure 3A). A significant difference was found by
comparing the two conditions SnNo and SnYes across subjects
(W = 1421; p = 0.012). Significant difference was found between
the two conditions DxNo and SnNo across subjects (W = 1452;
p = 0.016). A significant difference was found between the two
conditions DxYes and SnYes (W = 1419; p = 0.011).

Lempel–Ziv compressor

Significant difference was found by comparing the two
conditions DxNo and DxYes across subjects (W = 1262;
p = 0.0016, Figure 3B). A significant difference was found by
comparing the two conditions SnNo and SnYes across subjects
(W = 1488; p = 0.024). No significant difference was found
between the two conditions DxNo and SnNo across subjects
(W = 1883; p = 0.51). A significant difference was found
between the two conditions DxYes and SnYes (W = 1378;
p = 0.007).

Behavioral quality of fine motor hand
control

Execution times of the 9 Hole Peg Test displayed a
distribution not differing from a Gaussian, and the ANOVA with
Hand (right and left) and Repetition (1st and 2nd) as within-
subject factors indicated a clear Hand effect [F(1,15) = 8.42,
p = 0.011] corresponding to quicker execution with the right
(16.1± 0.4 s) than with the left hand (17.5± 0.3 s).

Discussion

Our results show that both CMncdH and CMncdLZ
(CMncd considering both) display higher values in absence
with respect to presence of visual feedback when executing
the left handgrip, reflecting minor synchronization between
cortex and muscles when the task requires the integration
of transposed visual feedback about the exerted pressure as
per the working hypothesis. Moreover, in presence of visual
feedback, CMncdH appears sensitive to laterality of movement:
it displays higher values for the left than for the right
handgrip. As expected, hand control of the non-dominant
side expresses minor cortico-muscular synchronization than
the dominant one.

Overall, the results tell us that CMncd is sensitive to
motor control dexterity, differentiating the dominant
vs. non-dominant sides for everyday movements,
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FIGURE 2

Variables of interest. In the four conditions of interest, representation of the functional connectivity measure obtained by normalized
compression distance (NCD) from the electro-encephalography (EEG) and electro-myographic (EMG) ongoing signals. In red (left movement)
and blue (right movement) the conditions with visual feedback (Yes), and in light red and light blue the conditions without (No). In the
topographical representation of the 64-EEG recording channels, we highlighted those considered to estimate the bipolar derivation displaying
highest cortico-muscular coherence (CMC) during the task with the contralateral hand, used as criterion to select the EEG representative.

and revealing the difficulty of the non-dominant
side to integrate unusual information during an
unfamiliar task.

Similarly to CMncd, CMC (L’Abbate et al., 2022)
showed sensitivity to visual feedback (Figure 3C). Indeed,
we observed that the CMC peak in beta band appeared
higher in amplitude in the everyday movement in absence
of indirect visual feedback. The two measures CMncd
and CMC consistently evidence that the unfamiliar task
requiring integrating unusual information and focusing
attention implies learning mechanisms reflected in a minor
cortico-muscular synchronization, that is in a less tuned
cortico-muscular communication.

On the other hand, CMncd during everyday movements
revealed better synchronizations for the dominant than the non-
dominant hand, not emerging in CMC. A possible explanation
of higher sensitivity of CMncd is that synchronizations observed
frequency by frequency miss synchronizations occurring
through different signal patterns.

In planning and implementing motor actions, the gaze
plays a crucial role: it both precedes and guides our
everyday actions (Jovancevic-Misic and Hayhoe, 2009). When
we perform an everyday action we implement eye-motor
programmes in parallel with the execution of the spatial
shifts of the body segments we are moving (Flanagan and
Johansson, 2003). Definitely, it is acknowledged that visual
feedback has an essential role for the motor control of
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FIGURE 3

CMncdH and CMncdLZ dependence on behavioral condition. Boxplot of CMncdH (A) and CMncdLZ (B) reporting for each subject the value in 6
estimate intervals in the four conditions. Black lines with asterisks: conditions differing for p < 0.05 (1 asterisk) and p < 0.01 (2 asterisks). In panel
(C) we show for comparison single subject data of the study L’Abbate et al. (2022), where we observed a that in absence of visual feedback
cortico-muscular coherence (CMC) had higher amplitudes than in presence. Note that higher CMC corresponds to lower CMncd.
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hand movements (Saunders and Knill, 2004). The evidence
shows that visual feedback is relevant for the on-line
control of reaching movements (Saunders and Knill, 2003),
grasping movements (Connolly and Goodale, 1999) and
object manipulation (Johansson et al., 2001). In the simple
handgrip movement exploited in our experiment, the typical
physiological condition of everyday life is implemented in
the “No” condition. In fact, although people did not look at
their hand, the handgrip task looking at the fixed monitor
reflects the typical condition in which at the table we
eat by looking at each other and without continuously
looking at our cutlery. In this situation, the cortico-muscular
synchronizations did not differ when moving the dominant or
the non-dominant hand.

The task where we provided via the position of the
vertically fluctuating horizontal segment information about
the executed pressure, is a motor execution quite different
from our use of a whatever light tool, for which we
calibrate the strength depending on visual and proprioceptive
information (Sober and Sabes, 2005). In other terms, our
“Yes” condition requires rapid adaptability involving learning
mechanisms. In our findings, while the dominant side
expressed similar features while executing the everyday
movement or the unusual one, the non-dominant hemi-
body expressed less cortico-muscular synchronization in
approaching the management of novelty. Possibly, CMncd
senses the difficulty that less dexterous system encounters to
exploit the indirect transposed information with respect the
manipulated object.

In our working hypothesis, derived from resting state
knowledge, effects of handedness was expected to appear
independently of the behavioral test. On the contrary,
the effect emerged for movements not belonging to the
everyday repertoire, when the two dominant and non-
dominant controlling networks were involved in a task
with unfamiliar processing requirements. This result
leads to reason that while in central networks the resting
state emerges with a continuous ongoing neuronal pools
activity, the muscles are electrically silent at rest, so that
the cortico-muscular synchronization is to be expected
much more behaviorally dependent than the intra-cerebral
networks’ activities.

The human brain, as well as other biological systems,
presents asymmetries in structure and function (Toga
and Thompson, 2003). It is suggested that lateralization
emerged as a function of evolutionary, developmental,
hereditary, and experiential factors (Corballis, 2003). Cerebral
counterpart of lateralization of motor control was found
in relation to skilled actions by EEG (Serrien et al., 2012;
Serrien and Sovijärvi-Spapé, 2016) and brain imaging
studies (Schluter et al., 2001). Our data strengthen the
notion of diverse functional organizations of hemi-body
homologue networks devoted to hand control. Indeed,

when the subject is due to do a task with a relevant
novelty processing component–as it can be adjusting
the handgrip pressure according to a visual information
distant and independent of the manipulated object–the
network controlling the non-dominant left hand shows
signs of less tuned coordination with respect to the
dominant homolog.

Notably, CMncdH evidenced the dependence on hemi-
body dominance also in everyday activities (DxNo vs. SnNo)
and CMncdLZ evidenced the dependence on visual feedback
also when moving the dominant hand. Further investigations
are required to deep understanding of diverse compressors in
sensing the physiological properties via NCD.

Tested on the motor-associated synchronization between
cortical neuronal activity with that of muscular-sensed
spinal moto-neurons, we introduce here the NCD as
a measure of synchronization to consider the complex
nature of the ongoing neuronal electrical activity, the
neurodynamics. In the tested conditions, NCD sensitivity
suggests that it can enrich the assessment of communication
phenomena inside the nervous system, providing a
new window to assess network functional connectivity
properties. Because of its definition, NCD can be calculated
between activities of different areas, even if collected at
different times (Sarasa et al., 2019). This could be very
useful when comparing the activities of a specific area
at successive times along the lifespan or as an effect of
a disease in longitudinal studies. NCD is also suitable
for the comparison of signals with different lengths, for
example, in the case of activities where artifacts occur in
different periods and lead to incongruent epoch rejections
(Li and Vitányi, 2008).

In conclusion, we believe that NCD can represent a relevant
enrichment tool to assess synchronization phenomena
between two nodes, thus enhancing the estimation of
functional connectivity within the brain networks that support
brain processing.
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