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Editorial on the Research Topic 


Innovative theranostic approaches towards neuro-immunology in gliomas


Since its announcement in 2013 in the journal Science as the breakthrough of the year (1), immunotherapy has essentially become the fourth pillar, in addition to surgery, radiation therapy and chemotherapy, in the current standard of care (SOC) treatment of many previously incurable cancers. Unfortunately, central nervous system (CNS)-derived malignant tumors have not fallen into this ever-growing list (2). The disappointing outcome of immunotherapy in CNS cancers, especially in gliomas, the most common CNS malignancy with a dismal prognosis, highlights the unique challenges in CNS tumor immunity in contrast to the immune regulation involved in peripheral tumors (3). This Research Topic was written with the aims of 1) introducing novel molecular targets, therapeutic approaches, diagnostic tools and techniques that have great potential in improving current glioma immunotherapy with regard to diagnosis/prognosis, treatment efficacy, response assessment, and immune correlative marker identification and 2) reviewing accumulating knowledge and the latest advancements in CNS tumor immunopathology to gain creative insight for the design of next-generation glioma immunotherapies.

Although multiple mechanisms contribute to the failure of current immunotherapy in the treatment of gliomas, the most prominent and notorious element is the strongly immunosuppressive tumor microenvironment (TME) associated with glioma tumorigenesis (4). A plethora of cellular and molecular components have been found to play important roles in glioma TME immunosuppression (5). Adding more to this list, several research studies in this collection investigated the correlations among newly identified molecules with the glioma TME and tumor infiltrating immune cells as well as immunotherapy responses. CD101, a transmembrane glycoprotein mainly expressed on dendritic cells, monocytes, and T cells, has been identified as a T-cell activation dampening molecule that is critical for T-cell immune tolerance. By analysis of the TCGA and GTE databases, Liu et al. demonstrated that intratumoral CD101 is an independent prognostic marker in glioma patients. High expression of CD101 is correlated with not only poor overall survival (OS) but also multiple immune regulatory signaling pathways. Interestingly, both bioinformatic and experimental data confirmed that immunosuppressive M2-like tumor-associated macrophages (TAMs) express high levels of CD101 in glioma patients. Lin et al. conducted a very similar study with a focus on mannosidase alpha class 2B member 1 (MAN2B1), a lysosomal alpha-d-mannosidase catalyzing the hydrolysis of mannoside linkages of N-linked glycoproteins. The same investigational approaches were utilized in several other studies that focused on various molecular markers, including the small nucleolar RNA host genes (SNHGs) by Fan et al., ubiquitin-specific protease 4 (USP4) by Tang et al., g-aminobutyric acidergic synapse-related genes (CSRGs) by Jiang et al., cyclin-dependent kinase regulatory subunit 2 (CKS2) by Yu et al., phosphatidylinositol binding clathrin assembly protein interacting mitotic regulator (PIMREG) by Zhu et al., and DNA damage response (DDR) by Chen et al. The identification of such a broad range of biomarkers as glioma prognosis predictors and their correlations with TME immune status as well as patients’ immunotherapy responses reiterate the extremely complex immune regulatory network involved in the glioma TME. It is of note that findings from these correlation studies, especially conclusions from bioinformatics analyses, still need further experimental validation. More importantly, the roles of these novel biomarkers in glioma tumorigenesis and immunopathology need to be confirmed functionally, and the underlying molecular and biochemical mechanisms remain largely unexplored.

Given that antiangiogenic therapy (bevacizumab) remains the top therapeutic option in the SOC treatment for the grimmest type of glioma, recurrent glioblastoma (6), it is timely and important that Lamplugh and Fan presented an elegant review on the impact of the vascular microenvironment on glioma immunity and immunotherapy. The corresponding molecular underpinnings and potentially contributing cellular components were thoroughly discussed with regard to vessel abnormality, microenvironment stress, immunosuppressive niche and adhesion dysfunction. Moreover, perspectives on reprogramming the vascular microenvironment by targeting vessel normalization and endothelial cell genetic engineering provide novel insights into future combination therapies to further improve glioma immunotherapy efficacy. In another closely related topic, Smith et al. provided a systemic review on the vascular endothelial growth factor (VEGF) coreceptor neuropilin-1 (NRP1) in high-grade gliomas. Their review article summarized the fundamental and diverse functionalities of NRP1 in endothelial cell biology, neuronal physiology and T lymphocytes, revealing a potential molecular target for future immune checkpoint blockade therapy in high-grade gliomas. Over the past decades, epigenetic modifications have been revealed to play vital roles in cancer immune modulation (7). A review article from Chen et al. introduced the basic concepts of N6-methyladenosine (m6A) RNA methylation and outlined the involvement of m6A methylation and the corresponding RNA methyltransferases in various cancer types. The immunomodulatory potential of m6A RNA methylation in gliomas was also discussed in a review of a series of correlational studies.

As cell-based therapies are a major part of current glioma immunotherapy, we are glad to include a comprehensive review article from Wang and Wang on the topic of advanced cell therapies for gliomas, which provided a well-organized overview of the latest advancements in chimeric antigen receptor T cells (CAT-T), natural killer (NK) cells and CAR-NK cells, gamma delta T cells, natural killer T (NKT) cells, and monocytes/dendritic/macrophages, as well as stem cell-based therapies. Adding more to this Research Topic, Tang et al. provided an overview of the advances in nanotechnology-based immunotherapy for glioblastoma (GBM), with an emphasis on the application of novel nanoparticle techniques to enhance a variety of glioma immunotherapeutic approaches.

Finally, two review articles focused on noninvasive diagnostic technologies for gliomas. Wadden et al. reviewed the latest advances in cell-free tumor DNA (cf-tDNA) liquid biopsy in gliomas. They summarized the current and future trends of various approaches for cf-tDNA detection and analysis with an emphasis on how to overcome the challenges of low sensitivity encountered in current cf-tDNA detection. Insights were also provided on the applications of cf-tDNA in different aspects of glioma immunotherapy. As the stellar technology for glioma noninvasive diagnosis, radiological imaging is essential for every aspect related to glioma patient care. In this article collection, Zhu et al. presented a comprehensive review on artificial intelligence (machine learning) technology in radiological imaging-based radiomic analysis in GBM. Written in a manner that is very friendly to noncomputer science background readers, this article introduced basic concepts and procedures of AI-assisted radiomic analysis and the associated problems and challenges. It also highlighted current applications of AI technology in various GBM clinical management needs, including differential diagnosis of GBM and classification, OS prediction, biomarker identification, and tumor immune response assessment.

This Research Topic is well balanced with manuscripts featuring a broad range of research interests that converge on the topic of neuro-immunology of gliomas. There are still many critical aspects that have not been covered in this collection and are worth further pursuing in the future, such as pediatric brain tumors, which possess significantly different immune landscapes in comparison to adult gliomas, aging-related immunosenescence, and key differences between CNS immune systems versus peripheral immune systems with regard to brain tumor immunity.
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Immunotherapy holds great promise for treating cancer. Nonetheless, T cell-based immunotherapy of solid tumors has remained challenging, largely due to the lack of universal tumor-specific antigens and an immunosuppressive tumor microenvironment (TME) that inhibits lymphocyte infiltration and activation. Aberrant vascularity characterizes malignant solid tumors, which fuels the formation of an immune-hostile microenvironment and induces tumor resistance to immunotherapy, emerging as a crucial target for adjuvant treatment in cancer immunotherapy. In this review, we discuss the molecular and cellular basis of vascular microenvironment-mediated tumor evasion of immune responses and resistance to immunotherapy, with a focus on vessel abnormality, dysfunctional adhesion, immunosuppressive niche, and microenvironmental stress in tumor vasculature. We provide an overview of opportunities and challenges related to these mechanisms. We also propose genetic programming of tumor endothelial cells as an alternative approach to recondition the vascular microenvironment and to overcome tumor resistance to immunotherapy.
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Introduction

Tumor vasculature has presented a complex problem to achieving therapeutic success across all cancer treatment modalities. Solid tumors exhibit aberrant vasculature composed of tumor endothelial cells (ECs) that present a physical barrier to treatment as well as promote aggressive tumor phenotypes that are prone to become aggressive and metastatic. The abnormal blood circulation leads to insufficient perfusion and drug delivery and creates pockets of hypoxia, which enhances tumor heterogeneity and promotes resistance to cancer therapies such as chemotherapy, radiation, and immunotherapy. Growing evidence shows that tumor ECs drive immunosuppression through selective immune cell recruitment, metabolic competition and epigenetic remodeling, suggesting the vascular microenvironment as an emerging target for solid tumor immunotherapy. Of various blood vessel-targeting treatments, anti-angiogenic therapy that primarily blocks vascular endothelial growth factor (VEGF) pathway has been widely pursued to inhibit tumor vascularization to starve cancer of oxygen and nutrients or to normalize tumor vasculature to overcome hypoxia-mediated treatment resistance. Combination of anti-angiogenic or other next-generation vasculature-targeting therapies with immunotherapy may, therefore, offer exciting opportunities for treating solid tumors. In this review we look to highlight the challenges implicated in immunotherapy for solid tumors, the landscape of the vascular microenvironment, and examine how these unique obstacles presented by tumor ECs impact current treatment options.



T Cell-Based Immunotherapy of Solid Tumors


Current Approaches

The promise of immunotherapy as an approach to solid tumors offers a potentially significant upgrade over traditional treatments such as chemotherapy, radiation, and molecular targeted therapy. While the therapeutic windows of chemotherapy and radiation are limited to when the drug is being applied or is present inside the body, immunotherapy has the capacity to remain active for an extended period once the immune system has been modified to target cancer cells. Immune checkpoint blockade and chimeric antigen receptor T cell (CAR-T) therapy remain the two dominant approaches for current T cell-based immunotherapy. Immune checkpoint blockade sought to remove the “brakes” or inhibitory checkpoints that prevented our immune systems from reaching their full potential as a natural defense against cancer. Monoclonal antibodies targeting immune cell expressed cytotoxic T lymphocyte-associated protein 4 (CTLA-4) and programmed-death 1 (PD-1) along with TME expressed programmed death-ligand 1 (PD-L1) have led to approved treatment options for solid tumors such as melanoma, non-small cell lung cancer (NSCLC), and urothelial carcinoma (1). Although approved treatments exist, many factors play a role in whether immune checkpoint blockade will be successful such as age, sex, gene expression, mutation burden, epigenetic and metabolic alternation in tumor cells, and stage of disease leaving a lot to be desired in effectiveness of the treatment (2). The notion of exploiting antigen fragment recognition of T cells by introducing genetic material that encodes for antibody recognition was first proposed by Gross et al. in 1989 (3). After development of several generations of CAR constructs, the US Food and Drug Administration (FDA) has recently approved drugs developed using this method such as Novartis’s Kymriah and Kite Pharma’s Yescarta that target tumor-associated antigens (TAAs) in hematopoietic malignancies (4–6). As of now there are no FDA approved CAR-T cell treatments available for solid tumors as there are many challenges unique to solid tumors that make CAR-T cells challenging to implement.



Therapeutic Challenges

The first major challenge that exist for implementing CAR-T cell therapy for solid tumors is the absence of universal tumor-specific antigens (TSAs) or TAAs in the cancer of interest. Ideally the antigen should be expressed selectively on tumor cells or at least highly expressed on tumor cells while being minimally expressed on healthy tissues. The majority of current CAR-T cell target antigens exist on healthy tissues leading to “on-target/off-tumor” toxicity (7, 8). A second important characteristic of the antigen is that it should be expressed on all cancerous cells. If any cells within the tumor do not express the target antigen, then the chances of a treatment having a meaningful impact decrease significantly. Even if the target antigen is present on all of the tumor cells, loss of antigenicity can still occur through immune escape mechanisms such as loss of antigen presentation or mutational gains within the antigen itself (9). In addition to antigen presentation, T-cell infiltration is vital for therapeutic success. It is known that solid tumors have the capacity to limit T-cell infiltration through secretion of immunosuppressive cytokines, disruption of T-cell homing, and promoting abnormal vasculature (10). T-cells must also combat with the progressive loss of T cell effector functions known as T cell exhaustion. This is due primarily to the constant presence of antigen and inflammation, which leads to an upregulation of immunosuppressive receptors such as CTLA-4 and PD-1 (11). Immune checkpoint blockade can help alleviate immunosuppression that occurs during exhaustion, but the underlying mechanisms for exhaustion are still not fully understood making it a challenge to reinvigorate T-cells from this state.



Tumor Microenvironment and Immunotherapy

Reprogramming the TME is seen as a viable option to overcome the challenges that exist for immunotherapy in solid tumors. Normalizing tumor vasculature has the potential to reverse immune evasion and increase the infiltration of immune cells. Normalizing vasculature can be done using antiangiogenic agents (12–14). It has also been hypothesized that this could be achieved through the alternative approach of vascular detransformation, a method that would look to reverse endothelial-mesenchymal transition (Endo-MT) that occurs within the TME (15). These transformed endothelial cells have been shown in glioma to acquire a mesenchymal phenotype that leads to vessel sprouting and outgrowth making them a novel target (16, 17). Additionally, myeloid cells, specifically tumor-associated macrophages (TAMs), are also a prime target to reprogram the TME due to their ability promote angiogenesis, metastasis, and immunosuppression across various cancer types (12, 18). TAMs can be targeted using selective inhibitors of colony-stimulating factor 1 receptor (CSF1R) and PI3K kinase, neutralizing antibodies of CSF-1, Toll-like receptor (TLR) agonists, and DNA binding agents that selectively induce cell cycle arrest in monocytes and macrophages (18–21). Another group of immunosuppressive cells within the TME, known as regulatory T-cells (Treg), have been shown to be recruited by chemokines produced by tumor cells, cancer-associated fibroblasts, and an immunosuppressive subset of TAMs (22, 23). Tregs are normally required to balance T-cell effector function, however they are recruited to suppress the antitumor immune response and promote tumor progression within the TME (12, 24). Outright Treg ablation is not seen as a viable option to improve immunotherapy as the absence of Tregs would increase the occurrence of adverse events due to overactive T cell effector function (25). The reprograming of Tregs could be achieved through metabolic manipulation via protein kinase B (AKT) and through downregulation of transcription factors such as Helios, NF-kB, Eos, Bach2, and Nr4a (26). It has been found that once Tregs have been reprogrammed they will begin to exhibit a decrease in Foxp3 expression, gain immune-stimulating function, and develop a T helper cell phenotype (26).




Vascular Microenvironment and Tumor Immunity


Mechanisms Underlying Vascular Regulation of Tumor Immunity

Aberrant vascularity characterizes malignant solid tumors, fueling the formation of an immune-hostile TME and inducing tumor resistance to immunotherapy, which involves multifactorial mechanisms: tumor vasculature becomes structurally and topologically abnormal, hampering the infiltration and therapeutic delivery of T cells into the tumors; expression of adhesion proteins including ICAM-1 and VCAM-1 are down-regulated in tumor-associated ECs, impeding T cell adhesion to and diapedesis through the tumor vessel wall; tumor ECs form a vascular niche and produce multiple growth factors and cytokines that induce immunosuppressive phenotypes in TAMs and inhibit survival and activation in T cells; tumor capillaries with functional abnormalities generate a vascular microenvironment with locoregional stresses including heterogeneous hypoxia and nutrient deprivation, reducing T cell activity and inducing T cell exhaustion. All of these mechanisms facilitate pro-tumor immunity and collectively lead to tumor evasion of immune responses and resistance to immunotherapies (Figure 1).




Figure 1 | Role of vascular microenvironment in regulation of tumor immunity – Vascular microenvironment regulates T cell-based tumor immunity via multifactorial mechanisms: structurally and topologically abnormal vasculature hampers T cell infiltration; downregulated expression of adhesion molecules, such as ICAM-1 and VCAM-1 in tumor-associated endothelial cells (ECs), impedes T cell adhesion to and diapedesis through the tumor vessel wall; tumor ECs produce multiple cytokines that induce immunosuppressive phenotypes in macrophages and inhibit T cell survival and activation; the vascular microenvironment generates locoregional stresses including hypoxia, nutrient deprivation, and excessive immunosuppressive metabolites and enzyme, reducing T cell activity and inducing T cell exhaustion.




Vessel Abnormality

ECs have specialized roles in regulating many essential functions in the body that differs from tissue to tissue (27). However, a constant remains where endothelial cells throughout the body mediate the flow of blood, regulate the supply of nutrients, oxygen, and other solutes, and manage the migration of immune cells into and out of tissues. Vasculature begins to change when in the presence of a tumor, where these tumor ECs exhibit a defective endothelial monolayer, large intracellular openings and holes and abnormal sprouts (28, 29). The changes that occur within the vasculature could be initially driven by chronic tumor-expressed vascular endothelial growth factor (VEGF) stimulation (30), followed by EC plasticity-mediated permanent phenotypic changes (15). In addition, pericytes are vital cells that play an important role in vessel maintenance and remodeling; however, in tumor vasculature they are either absent or exhibit abnormal function leaving vessels to become leaky. The leakiness of the tumor vasculature results in irregular blood flow and ultimately dysfunctional trafficking of lymphocytes (31). These structural changes lead to vessel abnormalities and inadequate perfusion resulting in insufficient delivery of therapeutic agents and lymphocytes.



Microenvironmental Stress

Structural and topological vessel aberrancy causes regions of hypoxia and nutrient depletion within the tumors (29). Due to cancer’s intensification of metabolic demands, there is less blood oxygenation which means the vascular density does not need to be lower than normal tissue for hypoxia to occur (32). Hypoxia inducible factor 1-alpha (HIF1α), the master regulator of hypoxia, further drives upregulation of VEGF which has been shown to enhance tumor survivability through activation of the MAPK/ERK pathway (33). Additionally, as cancer consumes glucose within the TME, it secretes lactate creating an acidic environment that aids in the stabilization of HIF-1α mRNA (34). The lactate produced by the cancer cells further drives angiogenesis in tumor ECs via the lactate importer monocarboxylate transporter 1 (MCT1) which activates NF-κB and HIF-1α (34). Further crosstalk between tumor cells and ECs can influence the ECs to adopt a prothrombotic, proinflammatory, and cell-adhesive state known as EC dysfunctional activation (35). These “activated” ECs can promote aggressive tumor cell phenotypes that are drug resistant and have an increased risk of metastasizing increasing the difficulty of implementing a wide range of treatments (36, 37), and also facilitate pro-tumor immunity.



Immunosuppressive Niche

Tumor ECs produce a wide range of angiocrine factors that can promote angiogenesis, tumorigenesis, chemoresistance, and immune suppression (38–45). One such angiocrine, interleukin-6 (IL-6), has been shown to promote alternative TAM polarization via induction of HIF-2α in glioblastoma (45), leading to TAM secretion of immunosuppressive molecules, such as TGF-β, IL-10, and Argainse-1, that inhibit T cell activation. Tumor ECs also recruit TAMs through the production of CCL2, M-CSF, and VEGF which upon entry into the TME promote angiogenesis, immune suppression, and metastasis (28, 46–48). This mechanism demonstrates how tumor ECs can promote tumor progression through immunosuppression, thus further highlighting the importance of cross talk between different cells within the TME.



Adhesion Dysfunction

Adding on to the difficulties of treating solid tumors is the interaction or lack thereof, that takes place between tumor ECs and lymphocytes. Not only can tumor ECs activate or inactivate the immune cells within the TME, but they may selectively recruit immune cells to promote tumorigenesis and immune evasion. Interactions between leukocytes and ECs are mediated by expression of adhesion molecules on the cell surface of ECs, which mainly include intercellular adhesion molecule-1 (ICAM-1), vascular cell adhesion molecule-1 (VCAM-1), E-selectin, P-selectin, platelet–endothelial-cell adhesion molecule-1 (PECAM-1, CD31), and CD99 (49, 50). Infiltration of immune cells into the tumor is a multistep event subjected to temporospatial regulation of lymphocyte adhesion to, rolling at, and transmigration across the tumor ECs. Exposure of ECs to proinflammatory stimulus with LPS, TNF-α, or IL-1β upregulates ICAM-1 and VCAM-1 expression, as a natural process for lymphocyte recruitment and infiltration (50, 51); however, dysfunctional expression of adhesion molecules, such as ICAM-1, reduces T cell adhesion to tumor endothelium, likely due to microenvironmental cues that reprogrammed ECs, making it harder to mount an anti-tumor immune response (47, 52, 53). Adhesion molecules linked to leukocyte binding are suppressed by angiogenic factors leading tumor ECs to adopt a state known as endothelial anergy where there is a lack of an immune response to the presence of proinflammatory stimuli such as IL-1, TNF-α, and IFNγ (47, 53–55). Additionally, tumor cells upregulate the ligand enothelin-1 in ovarian cancer, which in turn binds to endothelin B receptor on tumor ECs, resulting in the inhibition of ICAM1 expression thus preventing lymphocyte infiltration (56). Alongside this unresponsive state, tumor ECs themselves have shown to downregulate adhesion molecules and chemokines. The tumor vascular microenvironment creates problems for all solid tumor treatment options, and it’s important to understand the underlying mechanisms in order to remodel the TME to increase the efficacy of therapeutics.




Immune Cell Infiltration

It is well documented that the presence of preexisting tumor-infiltrating lymphocytes (TILs), which include T cells, B cells, and natural killer (NK) cells, usually indicates a positive response to treatment (57, 58). Tumors can combat TILs by disrupting lymphocyte homing and infiltration. Trafficking of lymphocytes is regulated through chemokines and adhesion molecules. Chemokines mediate chemotaxis through gradients and initiate the active form of ligands expressed on the surface of lymphocytes allowing them to transmigrate into the tissue. Tumors have been shown to hinder lymphocyte chemotaxis by suppressing expression of chemokines that promote T-cell infiltration such as CCL4 and CCL27 in melanoma (10, 59). Lymphocyte homing and infiltration can also be altered by posttranslational nitrosylation of CCL2 to nullify its ability to recruit tumor specific cytotoxic T lymphocytes (CTLs) making it hard to implement immunotherapy using antigen specific T cells (60). Aberrant vascularization presents a significant hindrance to lymphocyte infiltration, which inhibits T cell adhesion to tumor vasculature and hampers T cell delivery into the tumor. VEGF, a pro-angiogenic factor driving tumor angiogenesis and aberrant vascularity, likewise has also been shown to downregulate the expression of ligands required for T cell extravasation (10, 31).



Immune Cell Function

The success of immunotherapies is not only dependent on the trafficking of lymphocytes, but also their function. T cells and NK cells require activation in order to produce their cytotoxic proteins, which tumors can evade through gene regulation and immune checkpoints. T cells require activation via their T cell receptor (TCR) that recognizes MHC class I molecules, conversely NK cells are inhibited by the presence of MHC class 1 molecules. MHC class I presentation is not enough to fully activate T cells; they must also receive signaling from adhesion and costimulatory molecules. It is common for tumor cells to lack these necessary components and instead express inhibitory ligands such as PD-L1 that will shut down T cell effector function (61, 62). Additionally, NK cells can be influenced within the TME to adopt a pro-angiogenic phenotype to promote tumor progression in non-small cell lung carcinomas (NSCLC) patients (63). Tumors also have the capability to downregulate MHC class I presentation, however, if the tumor cell is completely negative for MHC class I molecules then it will become susceptible to NK cells (64). In order to evade NK cells, cancer will maintain low expression of MHC class I molecules to prevent NK cells from initiating cell death, while simultaneously reducing the activation of T cells (65). In order for T cell and NK cell persistence to occur they must continually be exposed to stimulating cytokines such as IL-2 (62, 66). IL-2 has been used in clinical trials to help stimulate the anti-tumor response, but it is associated with dangerous toxicities and expansion of Treg cells (62).

The components of the TME, including hypoxia, immunosuppressive cytokines and matrix, stroma cells, and anti-inflammatory leukocytes, propel T cells to adopt a less effective state known as exhaustion. Exhausted T cells exhibit a decrease in effector function and an increase in expression of inhibitory receptors such as PD-1 and CTLA-4 (67). Chronic exposure to tumor antigen combined with the presence of inhibitory ligands is thought to be the driving forces behind T cell exhaustion (68). Additionally, expression of TGF-β by tumor cells, fibroblasts, immune cells and tumor ECs quells the expression of cytotoxic T cell genes including perforin, granzymes and cytotoxins (69). The presence of other immune cells within the TME such as TAMs and myeloid-derived suppressor cells (MDSCs) negatively impact anti-tumor immune response. Macrophages play an important role in regulating immune response by adopting two different phenotypes: the pro-inflammatory M1 phenotype and the anti-inflammatory and immunosuppressive M2 phenotype. Upon entering the TME, most TAMs are polarized towards the M2 phenotype through signaling from tumor cells, T helper 2 (TH2) cells, Treg cells, and other cells or molecules in the TME (70). These M2 TAMs promote immunosuppression through expression of TGF-β and IL-10 thus being negatively correlated with therapeutic response (71, 72). Even though TAMs primarily adopt the M2 phenotype, polarization of macrophages is all about a balance of signals with their phenotype easily being swayed by changes in signaling opening the potential for macrophage reeducation. Immunosuppressive TAMs express PD-L1, the negative regulator of T and NK cells, where blocking of PD-L1 unlocks TAMs’ potential for anti-tumor activity, suggesting that immune checkpoint blockade could be a possible avenue for macrophage reeducation (70). Not only are TAMs immunosuppressive but they also stimulate angiogenesis through the production of pro-angiogenic factors such as VEGF, epidermal growth factor (EGF), basic fibroblast growth factor 2 (FGF2), IL-8, CXCL12, and TNFα further echoing the need for anti-TAM therapies (62). Similarly, MDSCs induce tumor immunosuppression with several additional mechanisms, such as the expression of PD-L1 and CD-80 to abrogate antigen-specific immune responses, and production of reactive oxygen species (ROS) which induces posttranslational modification of TCRs rendering them unresponsive to antigen presentation (73). MDSCs have also been implicated in promoting angiogenesis through increased production of fatty acid synthase which in turn activates PPARβ/δ-dependent expression of genes including VEGF (63). Pro-inflammatory neutrophils within the TME, whose primary role is to be the first line of defense against infection, have been negatively correlated with clinical outcome (63). These cells hold significant influence over tumor ECs through the wide range of secretory factors including IL-1β, VEGF, FGF2, TGFα, hepatocyte growth factor (HGF), and angiopoietin 1 (ANG1) (63).

ECs play a significant role in immune regulation. Tumor ECs may modify the expression of adhesion molecules to recruit specific types of immune cells, leading to favored recruitment of macrophages, Treg cells, and MDSCs while inhibiting CD4+ and CD8+ T cells, NK cells, dendritic cells (DCs), and neutrophils (74). Tumor ECs lack the necessary stimulatory components needed to fully activate naïve T cells, and downregulate MHC associated genes to aid in immune evasion, as well as express inhibitory ligands such as PD-1 to further suppress T cell effector function (75). Additionally, tumor ECs can selectively induce T cell apoptosis through expression of FasL allowing them to eliminate CD8+ T cells while sparing Treg cells (76). Crosstalk between tumor ECs and MDSCs creates a positive feedback loop involving VEGF: VEGF stimulates MDSC recruitment, while recruited MDSCs promote angiogenesis and immune suppression (77). Similarly, a feedback loop exists between TAMs and ECs within the hypoxic TME where tumor ECs express common lymphatic endothelial and vascular endothelial receptor (CLEVER1), which is an adhesion molecule that selectively recruits immunosuppressive cells (78).



Immune Cell Metabolism

The TME is a battleground for metabolic resources with tumor cells, effector immune cells and immunosuppressive cells vying for limited nutrients essential for survival. Cancer cells increased metabolic demands combined with aberrant vasculature create an environment that is deficient of nutrients and hypoxic, greatly influencing what metabolic pathways cells within the TME can utilize (79). T cells switch from the mainly oxidative and fatty acid metabolism of naive and resting T cells to increased glucose uptake and glycolysis during activation. Metabolism of glucose is essential for CD4+ and CD8+ effector T cells; having received costimulatory signals these cells immediately begin to upregulate genes associated with glycolysis and the tricarboxylic acid cycle (TCA) to meet increased metabolic demands for proliferation (80). Additionally, the pentose phosphate pathway (PPP) is upregulated and provides the necessary NADPH required for fatty acid and plasma membrane synthesis (81). Nuclear factor of activated T cells (NFAT), which induces the vital stimulatory cytokine IL-2, requires ROS to be present in order for expression to occur making it strongly dependent upon the type of metabolism pathway utilized (79). Glucose deficiency in the TME causes the vital intermediate phosphoenolpyruvate, involved in NFAT expression, to become expressed thus losing IL-2 stimulation and T cell persistence (82). Mitochondrial respiration is essential for T cell effector function and consequently mitochondrial dysfunction has been identified as negatively correlated to treatment response when using CAR-T cells (83). It’s thought that a buildup of mitochondrial ROS levels causes mitochondrial dysfunction and has strongly been associated with the T cell exhaustion phenotype (79). Competition within the TME for crucial amino acids impacts the quality of the anti-tumor T cell response. Tumor cells, MDSCs, TAMs, and cancer associated fibroblasts (CAFs) actively deplete tryptophan through upregulation of indoleamine 2,3-dioxygenase (IDO), which its metabolite kynurenine has been shown to upregulate PD1 expression on CD8+ T cells (84, 85). Depletion of tryptophan is negatively correlated with patient outcome and further demonstrates the importance of metabolism to obtain a therapeutic immune response (86).

The suppressed blood circulation that exists in the vascular TME leads to locoregional accumulation of immune-hostile metabolites and enzymes including lactate, 2-hydroxyglutarate (2-HG), arginase-1, indoleamine 2,3-dioxygenase (IDO), and tryptophan 2,3-dioxygenase (TDO). For example, lactate can reach immunosuppressive concentrations of 20–30 mM in the vascular TME, as opposed to around 3 mM in normal tissues (87). Excess lactate and H+ suppress cell proliferation, survival, cytokine production and cytotoxicity in T and NK cells (88, 89). Oncometabolite 2-HG inhibits demethylases to increase histone methylation, and these epigenetic changes lead to suppressed T cell proliferation, TCR signaling, and NFAT activity (90). Arginase-1, derived from TAMs and MDSCs, depletes arginine, a critical amino acid for T cell activation (91). IDO and TDO, primarily produced by TAMs and CAFs, respectively, break down tryptophan and yield kynurenine, a suppressive metabolite that inhibits T cell functions (91–93). In addition, the aberrant vasculature of the TME contributes to promoting a hypoxic environment that inhibits effector T cell function, enhances Treg activity, and reduce NK cell cytotoxicity (94, 95). Hypoxia rewires T cell metabolism mainly via HIF-1α (96), but the precise in vivo role of HIF-1α in regulation of T cell function remains obscure (97): HIF-1α deficiency in CD8+ T cells enhances fatty acid catabolism and their anti-tumor functions (98), while HIF-1α promotes infiltration of CD8+ T cells into the tumors and enhances their effector responses to persistent antigen and promote tumor clearance (99, 100).



Epigenetic Regulation of Immune Cells

Epigenetic regulation of immune cells, i.e., DNA methylation and histone modifications, determines their fate and activation. Understanding how these epigenetic changes impact immune cells within the TME is vital to reversal of tumor immunosuppression. As already noted, T cell exhaustion is a major problem for long term efficacy of immunotherapy. Exhausted T cells have been identified to have a unique chromatic architecture induced through epigenetic modifications (70, 101–103), implicating that epigenetic therapeutic agents could serve in adjuvant treatment for cancer immunotherapy. Likewise, PD1 blockade is a treatment option used to combat T cell exhaustion, however, this treatment does not fully restore effector T cell function suggesting the importance of the impact that epigenetic modifications have on T cell function (104). Recent studies identify HMG-box transcription factor TOX as a major regulator of genetic and epigenetic remodeling that occurs during T cell exhaustion (104–106). TOX is largely dispensable for the formation of Teffector and Tmemory cells, but it is required for the development for Texhaustion cells in chronic infection (105).

The epigenetic landscape in TAMs can be remodeled in response to acute stimulation and polarizing stimuli, which helps integrate signaling, such as NF-κB and STATs, over time and underlies reprogramming of TAMs to alter their gene expression (107). Most of the epigenetic research work has been focused on the macrophages with M1 phenotype, and the epigenetic modifiers involved in TAMs with M2 polarization remains largely unknown. Previous work shows that the histone demethylase JMJD3, induced by IL-4, promotes expression of M2-promoting transcription factor IRF4 by removing negative H3K27me3 marks at the Irf4 locus (70, 108, 109). Recent studies identify epigenetic enzymes, including DNMT1, PRMT6, and KDM6B, which regulate M2 polarization and tumor-promoting functions in TAMs (110, 111), serving as targets for disrupting TAM immunosuppressive phonotypes.



Therapeutic Effects of Radiochemotherapy on Immune Cells

Chemotherapy and radiation have been two standard treatments against solid tumors; understanding how these cytotoxic therapies impact immune cells will better strategies of using synergistic therapies. It should be noted that not all cytotoxic strategies have a positive impact on immune cells. However, cytotoxic radiochemotherapies have emerged as a potential immune stimulant due to their involvement with immunogenic cell death (ICD) (112, 113). ICD is defined by a type of cancer cell death triggered by cytotoxic therapeutics, which activates long-lasting antitumor immunity; ICD proceeds by the release of damage-associated molecular patterns (DAMPs) that allow for the processing and presentation of tumor-associated antigens, in which priming T cells can turn the immune response from a tolerogenic one to an anti-tumor immunogenic response. In addition, ICD stimulates lymphocyte trafficking and infiltration, showing promise in improving TIL numbers in breast cancer, ovarian cancer and melanoma (114–116). Interestingly, there’s been evidence that certain cytotoxic chemotherapuetics can selectively target immune suppressive cells including Treg, MDSCs and TAMs (117–119). Dosage is crucial in eliciting these selective effects, maximum tolerated dose regimens have been shown to deplete CD8+ T cells and NK cells while low dose regimens have been shown to preferentially target MDSCs and Treg cells (120–122). Better understanding of their therapeutic effects on immune cells will help design more effective immunotherapy. Similar to chemotherapy, radiation also elicits an immunogenic response via DAMPs (123). In addition, radiation can affect the tumor vasculature resulting in an upregulation of adhesion molecules, further stimulating the recruitment of T effector cells (124). Radiotherapy is one of the most widely used treatment options for solid tumors (113, 125). Recent studies show that radiation used in combination with immunotherapy, such as checkpoint blockade, elicit significant immune responses (126–128).




Reprogram Vascular Microenvironment for Immunotherapy


Anti-Angiogenic Therapy

Anti-vascular therapy was initially thought to be groundbreaking in cancer treatment (129). The concept of conventional anti-angiogenic therapy was to starve the tumor of oxygen and nutrients through eradication of its vasculature, primarily by inhibiting pro-angiogenesis factors and their downstream pathways such as VEGF (130, 131) (Figure 2). Ultimately, anti-angiogenic therapy exhibits small and transient benefits in most malignant cancers. These therapeutic difficulties and failures are due to multiple mechanisms that contributes to the tumor resistance to anti-VEGF treatment, including angiogenic pathway redundancy, compensatory activation of survival signals, and pericyte and macrophage-mediated protection (132). Furthermore, anti-angiogenic therapy-induced vascular shutdown can deteriorate tumor hypoxia, leading to more aggressive tumor phenotypes in tumor growth, invasion, and metastasis via HIF-1α; this also generates a hostile barrier for delivery of therapeutic agents and anti-tumor lymphocytes into the tumors. In addition, anti-angiogenesis has shown negative side effects including cardiac toxicity, hemorrhage, thrombosis and gastrointestinal perforation further making it hard to justify its use as a therapeutic (133–135).




Figure 2 | Strategies for anti-vascular therapy – Three therapeutic strategies have been developed for vasculature-targeting anti-cancer treatments, including anti-angiogenesis, vessel normalization, and endothelial programming.





Vessel Normalization

Vessel normalization has emerged as a novel approach to combat aberrant tumor vasculature through restoration of vessel perfusion and oxygenation (136). The goal of this therapy is to structurally normalize tumor vasculature, leading to a decrease in intratumor hypoxia and an increase in the delivery of therapeutic drugs and the efficacy of radiotherapy (Figure 2). Based on the central hypothesis that vascular abnormalities are driven by imbalance of pro- and anti-angiogenic factors (29, 137), current vessel normalization therapies have focused on targeting excessive pro-angiogenic factors, such as VEGF and PlGF, using neutralizing antibodies and pharmacological inhibitors of their downstream tyrosine kinases. However, these therapies have shown transient effects on tumor oxygenation and small benefits (138–146). Ideally, these vessel-normalizing treatment can reduce intratumoral hypoxia and enhance delivery of immunotherapeutic agents or cells into the TME, providing certain opportunities for improving immunotherapy, which needs further optimization of the therapeutic dose and duration to reach maximal and persistent effects on vessel normalization.

Another therapeutic field of vessel normalization is vascular maturation, as the tumor vasculature is characterized by disrupted coverage of pericytes that stabilize vascular structure and maintain its functional integrity (137). VEGF2 blockade can recruit pericytes through activation of Ang1 and Tie2 signaling (138). The risk of hemorrhage or venous thromboembolism exists whenever targeting VEGF, which has led to research into other targets to normalize vasculature. Targeting the upregulation of PDGF-β is seen as another option as it has been reported in mouse models to increase pericyte recruitment while decreasing EC proliferation (147, 148). However, there has been instances reported where upregulation of PDGF-β led to tumor growth (17).



Endothelial Reprogramming

As an alternative process to the vascular abnormality mechanism driven by angiogenic factor-mediated vessel sprouting and outgrowth, tumor ECs undergo genetic programming to induce aberrant vascularity. Robust cell plasticity in ECs has been well characterized in embryonic development (149–153). ECs undergo endothelial mesenchymal transition (Endo-MT) to de novo generate fibroblasts, stem-like cells, and smooth muscle cells in pathological settings including cardiac, renal and liver fibrosis, ossifying myositis, vascular inflammation, and cerebral cavernous malformation (154–160). Our recent work reveals that tumor ECs retain key endothelial functions but acquire mesenchymal phenotypes including enhanced proliferative and migratory capacities via cell transformation, i.e., partial Endo-MT, therefore driving aberrant vasculature in TME (16, 161, 162); this cell plasticity-mediated mechanism provides a new insight into vascular abnormality in TME, suggesting vascular de-transformation as a new strategy for cancer therapy (15) (Figure 2). Theoretically, tumor ECs are driven by plasticity-mediated genetic reprogramming where the hope of reversing this would offer a non-transient effect on reforming vessel morphology in the TME. The strategy for EC reprogramming focuses on the key regulatory node that drives the abnormal structure features. Our recent kinome-wide genetic screening of mesenchymal-like transcriptional activation in tumor ECs identifies PAK4 as an innovative target to reprogram ECs in glioblastoma (163). Genetic ablation or pharmacological inhibition of PAK4 showed an increase in expression of adhesion molecules in tumor ECs, a decrease in vessel abnormalities with improved T-cell infiltration, rendering tumors more sensitive to CAR T immunotherapy (163).

Additional benefits for endothelial reprogramming include the potential effects on anti-tumor immunity via improving vessel perfusion to remove immunosuppressive metabolites and enzymes in the TME as well as via directly reconditioning immunosuppressive vascular niche. Our recent work reveals that transformed ECs in TMEs form an immunosuppressive vascular niche via producing IL-6 that induces M2 phenotypes in TAMs, which inhibits T cell infiltration into and activation at the TME (45, 164); endothelial reprogramming may, therefore, generate a locoregional host-friendly TME with anti-tumor immunity that allows a successful immunotherapy. These findings offer proof of concept that reprograming tumor ECs is a viable option to reverse immune suppression within the TME and improve the efficacy of T cell-based immunotherapy.

In summary, we overview the role of the vascular TME in tumor evasion of immune responses and resistance to immunotherapy, with a focus on vessel abnormality, dysfunctional adhesion, immunosuppressive niche, and microenvironmental stress (Figure 1). We propose that development of new therapeutic approaches in order to reprogram tumor ECs may offer exciting opportunities to recondition the TME and to overcome tumor resistance to T cell-based immunotherapy (Figure 2).
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Mannosidase Alpha Class 2B Member 1 (MAN2B1) gene encodes lysosomal alpha-d-mannosidase involved in the ordered degradation of N-linked glycoproteins. Alteration in MAN2B1 has been proved to be accountable for several diseases. However, the relationship between MAN2B1 and glioma malignancy remains unclear. In this study, RNA-seq data from The Cancer Genome Atlas and the Chinese Glioma Genome Atlas datasets were analyzed to explore the correlation between MAN2B1 and clinicopathological features, prognosis, and somatic mutations in gliomas. We found that MAN2B1 was elevated in glioma and was correlated with malignant clinical and molecular features. Upregulated expression of MAN2B1 is prognostic for poor outcomes in glioma patients. Different frequencies of somatic mutations were found in gliomas between high and low MAN2B1 expression. Real-time quantitative polymerase chain reaction, western blot, and immunohistochemistry staining from glioma patient samples and cell lines were used to validate bioinformatic findings. Functional enrichment analysis showed that MAN2B1 was involved in immune and inflammation processes. Moreover, MAN2B1 expression was strongly correlated with M2 macrophages and weakly correlated with M1 macrophages. Further analysis confirmed that MAN2B1 was closely associated with the markers of M2 macrophages and tumor-associated macrophages. Taken together, MAN2B1 is a potential prognostic biomarker in glioma and associates with immune infiltration.
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Introduction

Glioma is the most common primary malignant tumor of the central nervous system (CNS) in adults (1). Chemotherapy, radiation therapy, and neurosurgical resection are the most common standard treatments for glioma, while immunotherapy (e.g., PD-1, PD-L1, and CTLA4) and targeted treatment have been increasingly used over the last decade. Glioblastoma multiforme (GBM) is an aggressive type of glioma associated with resistance to treatments and recurrence; patients with GBM usually have a short survival rate. For example, immunotherapies, including anti-PD-1, PD-L1, and CTLA4, have shown poor therapeutic effect in GBM patients (2). Previous studies revealed that tumor-infiltrating immune cells (TIICs), such as tumor-associated macrophages (TAMs), influenced the efficacy of chemotherapy and immunotherapy (3). Macrophage cells can be classified into two M1 and M2 macrophages. The M1 macrophage promotes inflammatory response, while the M2 macrophage shows anti-inflammatory functions (4–6). M2 phenotypic macrophages, predominant TAMs in malignant tumors, promote tumor progress by secreting pro-angiogenic factors and immunosuppressive cytokines (7), while an increased proportion of M2 phenotypic macrophage in TAMs has been associated with poor prognostic factors in glioma (8).

Glycoconjugates (glycoproteins, proteoglycans, and glycolipids), which are an essential part of the extracellular matrix (ECM) and basement membranes (BM), have a crucial role in the prevention of cancers (9). For example, glycolipids and proteoglycans participate in the constructions and physiological functions of neurons and glial cells in brain tissue. In addition, glycoconjugates are involved in cell proliferation, differentiation, cell-cell interaction, and signal transmission (10, 11). Thus, many glycoconjugates have been recommended and approved by FDA as biomarkers to identify a given disease condition and monitor patients undergoing therapy clinically (12). For example, CA 125 antigen is a well-known glycoprotein standard marker for ovarian cancer (13). CA 19-9 is a useful pancreatic cancer biomarker (14), while CA 15-3 is breast cancer, especially for evaluating the recurrence of the disease (15). Moreover, a prostate-specific antigen is used as a marker for screening for prostate cancer patients (16). The degradation of glycoconjugates is associated with essential biological functions. The degradation of the ECM and BM elements by tumor-associated enzymes is an essential step that regulates tumor cells’ biological behavior (invasion, growth, and metastasis). Post-translational modification of glycoprotein sugar chains takes place in the endoplasmic reticulum and Golgi apparatus, while the degradation of the oligosaccharide chains of glycoconjugate mainly occurs in the lysosomes (17). Lysosomal acid hydrolases, such as exoglycosidases, can release monosaccharides moiety from sugar chains during the degradation of glycoconjugates (18).

Mannosidase Alpha Class 2B Member 1(MAN2B1) gene encodes lysosomal enzyme alpha-d-mannosidase (EC 3.2.1.24), a kind of acid exoglycosidase, which can catalyze the hydrolysis of α1,2-, α1,3- and α1,6-mannoside linkages during the ordered degradation of N-linked glycoproteins (18). The lack of lysosomal α-D-mannosidase activity leads to the α-mannosidosis [MIM: 248500], a lysosomal storage disorder found in humans, cattle, and cats, characterized by accumulation of partially degraded oligosaccharides in the lysosomes (19, 20). The different α-D-mannosidase activity levels have been found in different phenotypic leukemic lymphocytes (21). Upregulated levels of α-D-mannosidase were found in peripheral cells from patients with Alzheimer’s disease and have been correlated with Ras oncogene activation (22). Also, a recent study found that the high α-D-mannosidase enzyme activity was associated with the MAN2B1 transcriptional upregulation in the promyelocytic leukemia cell lines (23). However, the relationship between MAN2B1 and glioma malignancy needs to be further understood.

In this study, RNA-seq data from The Cancer Genome Atlas (TCGA) and the Chinese Glioma Genome Atlas (CGGA) datasets were analyzed to explore the correlation between MAN2B1 expression and clinicopathological features, prognosis, and somatic mutations in gliomas. We also investigated the association between MAN2B1 and TIICs.



Materials and Methods


Bioinformatic Analysis

The workflow of our study is shown in Figure 1. The TCGA pan-cancer, GTEx RNA-seq, and their clinical data were downloaded from the UCSC Xena data portal (https://xenabrowser.net/transcripts/). The CGGA RNA-seq and their clinical data were downloaded from http://www.cgga.org.cn. All the RNA-seq expression data were log2 TPM transformed. The ggplot package was applied to visualize data and draw a plot (24). Meanwhile, the limma package identified the differentially expressed genes (DEGs) between the high- and the low-MAN2B1 expressed group. According to the median cutoff, the survival and survminer packages were applied for Kaplan–Meier survival curve. ClusterProfile package was used for conducting Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Ontology (GO) enrichment analysis. All the GO terms, including cellular component (CC), biological process (BP) and molecular function (MF) categories were analyzed. A total of 50 hallmark gene sets were obtained from the molecular signature database (MSigDB, http://software.broadinstitute.org/gsea/msigdb). The gene set variation analysis (GSVA) package and its single-sample of Gene Set Enrichment Analysis (ssGSEA) method were used to analyze the GSVA scores of each hallmark gene set for each sample in TCGA (https://portal.gdc.cancer.gov/) and CGGA datasets (25). The GSVA score contributes to the relative enrichment degree of each gene set in each sample. To further evaluate the immune cell proportion in bulk tissues, the CIBERSORT deconvolution algorithm was adopted to estimate the abundances of immune cell in mixed cells. TIMER2.0 (http://timer.cistrome.org) was used to identified the correlation between MAN2B1 and immune cell infiltration in GBM and LGG by the partial Spearman’s correlation (26).




Figure 1 | Workflow to show our data collecting and analysis processing.





Data Collection

Human glioma cells U251, U87, A172, T98G, LN229 and HEB (ATCC0459; Shanghai Beinuo Biotechnology Co., Ltd., Shanghai, China) were purchased from Shanghai Cell bank. Cells were cultured in Dulbecco’s Modified Eagle’s Medium (high glucose) supplemented with 10% fetal bovine serum (Bovogen) and 1%penicillin/streptomycin in a humidified atmosphere containing 5%CO2/95% air at 37°C. Thirty-six glioma tissue samples were obtained from patients admitted to the Xiangya Hospital of Central South University between January 2008 and November 2020. There were 21 males and 15 female patients aged 15 - 71 years old (median 47.1 years). Tumors were classified according to 2016 WHO classification: 10 WHO II cases, 12 WHO III cases, and 14 WHO IV tumor cases. The patients had no history of radiotherapy or chemotherapy before surgery. All samples were analyzed by immunohistochemistry staining (IHC). Moreover, 8 pairs of glioma sample and normal brain samples were obtained and stored at −80°C for real-time quantitative polymerase chain reaction (RT-qPCR). The Ethics Committee of Xiangya Hospital of Center South University approved this study.



Real-Time Quantitative Polymerase Chain Reaction

The TotalRNAExtractor (Sangon Biotech, China) was used to extract RNA from glioma cell lines and clinical glioma samples. Then, the RNA was synthesized into cDNAs by the PrimeScript® RT reagent Kit (Takara). RT-qPCR was carried out in a 7500 RealTime PCR System (Applied Biosystems) with SYBR Premix Ex Taq (Takara, Japan). The MAN2B1’s primers were: 5′-GCTTCGAGGGTGAGGACTTC-3′ (forward) and 5′-TCAAGTGGGGAGAGAGGAGG-3′ (reverse). Lyceraldehyde 3-phosphate dehydrogenase (GAPDH) was used as an endogenous control gene (5′-CTCCTGCACCACCAACTGCT-3′ (forward) and 5′-GGGCCATCCACAGTCTTCTG -3′ (reverse)). Finally, Ct values obtained from RT-qPCR were used to calculate the relative levels of MAN2B1 mRNA expression by the 2−ΔΔCt method (27).



Western Blot

The RIPA lysis solution was added to glioma samples and glioma cell lines for 30 min on ice. After centrifuging the mixture, the protein was collected and then measured using a bicinchoninic acid Protein Assay Kit (Thermo Scientific). The proteins were first separated on a 6% SDS-PAGE and then were transduced to PVDF membranes. Samples were then blocked with 5% BSA in TBST for 1 h at room temperature and then incubated with MAN2B1 antibodies (1:500, abcam, Cambridge, UK) or GAPDH antibodies (1:50000AC033, ABclonal, Wuhan, CHINA) at 37°C overnight. After being washed with TBST three times, PVDF membranes were incubated with peroxidase-conjugated secondary antibodies (1:5000) for 1 h at room temperature. Finally, the results were observed by applying the chemiluminescence detection kit (Sangon, Shanghai, CHINA).



Immunohistochemistry Staining

Clinical glioma samples were analyzed by IHC with MAN2B1 antibodies (1:50, Thermo Fisher). The staining results were magnified 40 times to observe the IHC staining performance of glioma tissue slides for MAN2B1 by two independent pathologists with the software ImageJ2x. The positive integrated optical density (IOD) and pixel areas of the MAN2B1 positive cells in each slide were observed. The average optical density (AOD) is the value of IOD/AREA, and the higher AOD value indicates a higher level of positive MAN2B1 expression.



Statistical Analysis

Data analysis and graph generations were completed in R (v4.1.0) and Adobe Illustrator software. Pearson or Spearman correlations were performed for variables. Continuous variables between two groups were evaluated by t-test, otherwise Wilcoxon-test. P <0.05 was considered statistically significant, and all statistical tests were two-sided.




Results


MAN2B1 Is Comprehensively Elevated in Human Cancers

To elucidate the MAN2B1 expression pattern in human cancers, we firstly evaluated MAN2B1 expression by analyzing TCGA pan-cancer RNA-seq data (Figure 2A). Elevated MAN2B1 was found in the majority of human cancers, such as bladder urothelial carcinoma (BLCA), breast invasive carcinoma (BRCA), colon adenocarcinoma (COAD). Moreover, MAN2B1 has shown to be over-expressed in both GBM and low-grade gliomas (LGGs) compared with normal brain tissue. These data suggested the role of MAN2B1 in some common pathways in human tumorigenesis.




Figure 2 | The correlation between MAN2B1 and clinicopathological characteristics in glioma. (A) The MAN2B1 mRNA expression in 31 TCGA cancers. (B, F) Distinct MAN2B1 expression between different WHO grades in TCGA and CGGA. (C, G) Different MAN2B1 expression levels between GBM and astrocytoma, oligoastrocytoma, oligodendroglioma, respectively. (D, H) Higher MAN2B1 expression in the IDH wild type compared with IDH mutant gliomas. (E, I) The mRNA level of MAN2B1 was higher in IDH wild type gliomas compared with IDH mutant gliomas in each grade. *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001. Ns, not statistically significant.





MAN2B1 Is Associated With Histopathological and Molecular Features of Glioma

To investigate MAN2B1 expression in glioma, we analyzed the RNA-seq data in TCGA and CCGA databases. The results showed that MAN2B1 was positively correlated with the level of the WHO grade (Figures 2B, F). Moreover, according to histopathological classification, higher expression of MAN2B1 was found in GBM than in astrocytoma, oligodendroglioma, oligoastrocytoma, and anaplastic astrocytoma (P<0.05, Figures 2C, G). As IDH mutation status is the dominant molecular marker for glioma patients, we analyzed MAN2B1 expression level against IDH mutation status in both pooled and separated WHO grades. We found that MAN2B1 was over-expressed in wild-type IDH gliomas (Figures 2D, E, H, I). These results indicated that MAN2B1 might contribute to the malignancy of glioma.



Verification of MAN2B1 Expression in Glioma

To further validate the elevated expression of MAN2B1 in glioma, we tested a series of glioma patient samples from Xiangya Hospital. First of all, we evaluated the mRNA expression of MAN2B1 in 8 pairs of glioma tissue samples (4 GBM and 4 LGG) and adjacent normal brain tissues by RT-qPCR. As shown in Figure 3A, higher MAN2B1 mRNA expression was found in glioma tissue than in adjacent normal brain tissues. Then, we tested MAN2B1 expression in GBM and LGG tissues by RT-qPCR. We found that MAN2B1 was upregulated in GBM tissues compared with LGG tissues (Figure 3D).




Figure 3 | The expression of MAN2B1 was obviously upregulated in glioma tissue. (A) RT-qPCR analysis of the different MAN2B1 expression in gliomas and adjacent normal tissues. (B) RT-qPCR analysis of the different MAN2B1 expression in glioma cell lines and normal cell lines. (C) The expression of MAN2B1 protein in glioma cell lines and normal astrocyte HEB cell line by WB. (D) RT-qPCR analysis of the different MAN2B1 protein in GBM and LGG tissues. (E) IHC staining of MAN2B1 protein expression in GBM and LGG. (F) The average optical density of the positive cells in GBM and LGG tissues. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. Scale bar, 20µm.



Next, we tested MAN2B1 expression in glioma and normal astrocyte cell lines. Compared with normal astrocyte HEB cell lines, overexpression of MAN2B1 was found in T98G, U251, LN229, U87, and A172 glioma cells (Figures 3B, C). To further examine the MAN2B expression in glioma, IHC staining was performed on both GBM and LGG tissues. Compared with LGG tissues, protein expression of MAN2B1 was higher in GBM tissues (Figures 3E, F).

Overall, these results confirmed that MAN2B1 expression was upregulated in glioma tissues, and its expression was correlated with glioma WHO grade.



MAN2B1 Is an Independent Adverse Prognostic Factor in Glioma

Since the MAN2B1 expression was positively correlated with the WHO grade, we tested whether MAN2B1 is a prognostic marker for glioma patients. We first performed a pan-cancer survival analysis of MAN2B1 in the TCGA database. In the TCGA pan-cancer cohort, MAN2B1 resulted as a prognostic factor for progression-free survival (PFS), overall survival (OS), disease-specific survival (DSS), and disease-free survival (DFS) in LGG, GBM, cervical squamous carcinoma (CESC), and kidney renal clear cell carcinoma (KIRC) (Figure 4A). Next, we investigated the prognostic value of MAN2B1 in both TCGA and CGGA databases by Kaplan–Meier analysis. The Kaplan-Meier analysis showed that patients with higher MAN2B1 expression had a significantly shorter OS than those with lower MAN2B1 expression (Figures 4B, F). Furthermore, following strata analysis, we found that the adverse prognostic value of MAN2B1 was independent to WHO glioma grades (Figures 4C–E, G–I).




Figure 4 | The correlation between clinical outcome and MAN2B1 expression. (A) The high mRNA expression of MAN2B1 is associated with poor outcomes in GBM, LGG, CESC, and KIRC. (B, F) Poor survival in gliomas with high MAN2B1 expression in both TCGA and CGGA databases. (C–I) The prognostic value of MAN2B1 expression in each WHO grade. (J) Forest plot shows that upregulated MAN2B1 expression is independent hazard factor for glioma. OS, overall survival; DFS, disease-free survival; HR, hazard ratio; CI, confidence interval. *p < 0.05, **p < 0.01, ***p < 0.001.



Next, we performed a multivariate COX regression analysis on MAN2B1 and clinicopathological factors, such as gender, age, WHO grade IDH, and MGMT mutation status. We found that the MAN2B1 expression was an independent prognostic factor for OS and PFS in patients with glioma (high vs. low, HR= 1.33, 95%CI= 1.03-1.70, p =0.028, Figure 4J). The COX regression analysis on the CGGA database also showed a similar result (HR= 1.48, 95%CI=1.18-1.86, P<0.05, Supplementary Figure 1). Overall, our findings indicated that MAN2B1 was an adverse and independent prognostic factor in patients with glioma.



MAN2B1 Expression Is Associated With Different Patterns of Genomic Alterations

The somatic mutation data of the patients with glioma obtained from the TCGA were used to analyze the potential molecular mechanisms. The mutation data were divided into the high and low MAN2B1 expression groups, and the mutation frequencies between the two groups were calculated and visualized. As shown in Figure 5A, a higher IDH1 mutation frequency was observed in the low MAN2B1 expression group, while the higher TP53, TTN, EGFR, PTEN and NF1 mutation frequencies were enriched in the high MAN2B1 expression group (Figure 5B). The results of IDH1 mutation were consistent with our findings on RNA sequences. Additionally, the CIC, FUBP1, and NOTCH1 mutation frequencies also remarkably distinct between the high and low MAN2B1 expression groups (P<0.05).




Figure 5 | Different genomic profiles associated with MAN2B1 expression. (A, B) Distinct somatic mutations were found in gliomas with low MAN2B1 expression (A) and in gliomas with high MAN2B1 expression (B).





MAN2B1 Is Associated With Tumor-Infiltrating Immune Cells in Glioma

Given that MAN2B1 is considered as an independent prognostic factor for glioma patients, we conducted GO and KEGG enrichment analysis on TCGA and CGGA database to explore the molecular function of MAN2B1 in gliomas. The DEGs between the low and high MAN2B1 expression from TCGA and CGGA database were used to predict MAN2B1-related signaling pathways (Figure 6A); most enrichened GO terms and KEGG pathways are shown in Figures 6B–E. The upregulated genes in the MAN2B1 high group are enriched in immune and inflammation processes, such as humoral immune response, B cell-mediated immunity, immunoglobulin mediated immune response, lymphocyte-mediated immunity, immune response-activating cell surface receptor signaling pathway, and complement activation (Figures 6B, C). Besides, these genes are also associated with immune response and ECM, such as positive regulation of cell−cell adhesion, T cell activation, lymphocyte-mediated immunity extracellular matrix organization, extracellular structure organization, and positive regulation of cell adhesion (Figures 6B, C). GO terms within the CC and MF categories are shown in Supplementary Figure 2. KEGG enrichment analysis suggested that MAN2B1 expression was positively related to cytokine−cytokine receptor interaction, viral protein interaction with cytokine and cytokine receptor, the intestinal immune network for IgA production, and allograft rejection (Figures 6D, E).




Figure 6 | Functional enrichment analysis. (A) The DEGs between the high and low MAN2B1 expression groups in the volcano plot. (B, C) Enriched GO terms in the BP category showing that the MAN2B1 gene was mostly enriched in the inflammatory response and immune response in TCGA and CGGA datasets. (D, E) Enriched KEGG terms showing that the MAN2B1 gene was associated with inflammatory response and immune response in TCGA and CGGA datasets.



Based on GO and KEGG enrichment analysis findings, the abnormal expression of MAN2B1 is associated with immune system alterations in glioma. To verify these findings, we performed ssGSEA on hallmark gene sets from MSigDB. Then, Pearson’s correlation analysis was conducted to analyze whether the GSVA score was correlated with the MAN2B1 expression. As shown in Supplementary Figure 3, a total of 10 hallmark gene sets, including inflammatory response, interferon-alpha response, interferon-gamma response, complement, IL6_JAK-STAT3 signaling, IL2-STAT5 signaling, P53 pathway, apoptosis, coagulation, and allograft rejection, were obviously correlated with MAN2B1 expression. The heatmap showed that enriched pathways and MAN2B1 expression shared the same trend, thus suggesting that immune-related activation is involved in the glioma progression and influenced the prognosis of glioma patients (Figures 7A, B). We further employed the CIBERSORT algorithm to identify the correlations between the total of 22 TIICs with MAN2B1 expression in gliomas. Memory B cells, resting mast cells, activated mast cells, monocytes, activated NK cells, and naive CD4+ T cells were negatively correlated with MAN2B1 expression. On the contrary, M1 and M2 macrophages were positively related to the MAN2B1 expression (Figure 7C).




Figure 7 | MAN2B1 related immune response and inflammatory activities in gliomas. (A, B) Heatmaps showed that the 10 hallmark gene sets were positively correlated with MAN2B1 expression in TCGA and CGGA datasets. (C) Correlation between 21 kinds of immune infiltrating cells and MAN2B1 expression.





MAN2B1 Is Correlated With M2 Macrophage Polarization

As macrophage polarization contributes to glioma tumorigenesis and MAN2B1 is positively correlated with immune response pathways and immune cells infiltration, we examined whether MAN2B1 is associated with the macrophage polarization. Interestingly, there was a remarkably strong positive correlation between MAN2B1 and M2 macrophages, whereas M1 macrophages showed a moderate positive correlation with MAN2B1 in both TCGA and CGGA database (Figure 7C), suggesting that MAN2B1 may affect the polarization of M2 macrophages. The analysis of the correlation between MAN2B1 and the proportion of M1 and M2 macrophages in TIICs from TIMER2 database showed a similar result (Supplementary Figures 4A, B). Then the correlation between MAN2B1 and immune checkpoint (PD1 and PD-L1) was analyzed, and we found that there is positive correlation between them (Supplementary Figures 4C, D). To further validate the relationship between MAN2B1 and distinct macrophage subtypes, we analyzed the correlation between MAN2B1 and macrophage markers for M1, M2, and TAMs. Interestingly, MAN2B1 showed a significantly strong and positive correlation with M2 macrophage markers, including TGFBI and CD163 (Figure 8B). For M1 macrophage markers (NOS2 and TNF), MAN2B1 showed a weak correlation (Figure 8A). For TAM markers such as CCL2 and IL10, MAN2B1 showed a moderate correlation (Figure 8C). Altogether, these results indicated that high MAN2B1 may promote macrophage polarization, thus contributing to glioma tumorigenesis.




Figure 8 | Correlation of MAN2B1 expression with macrophage polarization in glioma. Scatterplots of the correlations between MAN2B1 expression and gene markers of M1 macrophages (NOS2 and TNF) (A), M2 macrophages (CD163 and TGFBI) (B), and TAMs (CCL2, and IL10) (C).






Discussion

Glioma is the most common and malignant tumor in CNS for adults. Despite the application of T cell immunotherapies and a combination of conventional treatments in the treatment of glioma, patient outcomes are still poor (28). Further understanding of glioma’s tumorigenesis mechanism may improve the clinical outcomes. Mannosidases participate in the biosynthesis and catabolism of N-linked glycoproteins. Lysosomal α-D-mannosidase, one kind of mannosidases, is encoded by the MAN2B1 gene and catalyzes the hydrolysis of α1,2-, α1,3- and α1,6-mannoside linkages during the ordered degradation of N-linked glycoproteins (18). However, so far, the relationship between MAN2B1 protein and glioma remains poorly understood.

In this study, RNA-seq data from TCGA and CGGA datasets were analyzed to explore the correlation of the expression of MAN2B1 and clinicopathological features, prognosis, and somatic mutations in gliomas. The TCGA and CGGA data showed that MAN2B1 expression was significantly upregulated in glioma tissues and was associated with WHO grade, IDH1 mutation status, and histological subgroups of glioma patients. Meanwhile, upregulated expression of MAN2B1 in glioma was validated by RT-qPCR, WB, and IHC staining using clinical glioma samples and glioma cell lines (SHG44, T98G, U251, LN229, U87, and A172). In addition, Kaplan–Meier survival analysis and multivariate COX regression analysis demonstrated that MAN2B1 was an independent prognostic marker for GBM and LGG patients. Similarly, elevated expression of MAN2B1 was also reported in promyelocytic leukemia cell (23). Hence, our results suggest that MAN2B1 is a prognostic factor closely correlated with glioma patients’ outcomes.

The GO terms and KEGG enrichment analysis based on TCGA and CGGA RNA-seq data revealed that upregulated MAN2B1 expression was closely correlated with immune response, such as humoral immune response and complement activation (Figures 6B, C). As a result, we believe that MAN2B1 participates in immune response activation of glioma. The GSEA analysis indicated that MAN2B1 was enriched in the inflammatory response, interferon-alpha response, interferon-gamma response, complement, IL6_JAK-STAT3 signaling, IL2-STAT5 signaling, P53 pathway, apoptosis, coagulation, and allograft rejection, which have been all involved in glioma tumorigenesis and malignant development (29, 30). For instance, the abnormal activation of the JAK-STAT signaling pathway leads to carcinogenesis promotion (29). The P53 pathway is considered as a glioma core signaling pathway (30). Collectively, we believe that MAN2B1 influences the prognosis of glioma through immune response and cancer-related hallmark signaling pathways.

GBM displays a high degree of intratumor heterogeneity (31, 32). The tumor microenvironment (TME), including stromal cells and recruited immune cells, is a complex molecular and cellular network that regulates tumor growth (33, 34). Immune infiltrating cells, an important component of the TME, have an important role in cancer malignant progression and immunotherapy response (35). However, there is a lack of evidence on the relationship between MAN2B1 and immune infiltration in gliomas. Our CIBERSORT analysis revealed that MAN2B1 expression was negatively related to memory B cells, monocytes, resting mast cells, activated mast cells, activated NK cells, and naive CD4 T cells, while positively correlated with M1 and M2 macrophages. The dysfunction of NK cells can promote tumor cells proliferation and invasion and, in turn, metastasis (36, 37). It has also been reported that TAMs can express M1 or M2 markers for murine and human cancers, such as glioblastomas (38–40). In breast cancer, head and neck tumors, and pediatric tumors, higher numbers of M2 macrophages have been associated with relatively lower inflammation (41–44). In this study, we found that MAN2B1 expression was positively correlated with the proportion of M2 macrophages, whereas M1 macrophages showed a weaker correlation, suggesting that MAN2B1 was involved in regulating the proportion of TIICs in glioma.

In order to validate whether MAN2B1 expression may influence the macrophage subtypes in glioma, we analyzed the correlation between MAN2B1 and TAMs biomarker genes. As expected, we found that M1 macrophage marker genes, such as NOS2 and TNF, were weakly correlated with MAN2B1 expression (45, 46), whereas M2 macrophage marker genes CD163 and TGFBI were strongly correlated (47, 48). Moreover, TAMs marker genes, including CCL2 and IL10, had moderate correlations with MAN2B1 (49, 50). Our findings suggested that upregulated MAN2B1 expression may promote the polarization from M1 into M2 macrophages and finally into TAMs. These processes are involved in tumor cell angiogenesis, invasion, and metastasis and work as a poor predictive factor for glioma patients (51).



Conclusion

Our data suggested that elevated expression of MAN2B1 was correlated with clinicopathological features and can be used as a poor predictive factor in glioma patients. Upregulated MAN2B1 expression was associated with TIICs and could promote the polarization of macrophages. Our study revealed that MAN2B1 is a potential prognostic biomarker in glioma and associates with immune infiltrates.
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Glioma represents the most common primary intracranial malignancy worldwide, with low overall survival rates and limited therapeutic options. The protein CD101, mainly expressed on several immune cells, has been demonstrated to exert potent effects on blunting T cell immune responses across infectious and autoimmunity diseases. Nevertheless, the prognostic value of CD101 expression and its role in the immune microenvironment of various malignancies currently remains elusive. Herein, by adopting bioinformatics methodology, we comprehensively illustrated the potential function and predictive value of CD101 in stratifying clinical prognosis among patients with glioma, for which a high CD101 level predicted an unfavorable clinical outcome in glioma patients. Results from enrichment analyses manifested that CD101 predominantly expressed on the tumor-associated macrophages and was significantly associated with the immune regulatory processes, as evidenced by its positive correlation with immune-related genes and the putative infiltration of immune cells. Evidence provided by in-situ multicolor immunofluorescence staining further validated our findings at the protein level. Taken together, CD101 may serve as a novel biomarker in predicting clinical prognosis and immune status for glioma patients.
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Introduction

Glioma represents the common type of primary intracranial malignancy yet accounts for the leading cause of brain cancer-related deaths. Among adult individuals, glioma can be further categorized into II to IV grades based on WHO recommendation (1). Although multimodal regimens have been introduced so far, including surgical resection, chemotherapy, radiotherapy, and immune-adjuvant therapy, the prognosis of patients with glioma remained unsatisfactory (2). Glioblastoma, a grade 4 glioma, is deemed as the most fatal form associated with blunted treatment efficacy, for which the 2-year survival rate is merely 26.5%, with a median survival duration of 15 months (3). Meanwhile, there still exist several low-grade gliomas (LGG) that maintain a low response rate to routine treatment (4). Recent studies have revealed that the tumor microenvironment (TME) is the key player in facilitating malignant growth and immune evasion (5). To be specific, the extracellular matrix (ECM), parenchyma cells, soluble factors, and infiltrating immune cells are essential components in constituting the TME of glioma (6), in which various subsets of tumor-infiltered myeloid cells played an indispensable role in responses to immunotherapies, cancer-induced immunosuppression, and tumor recurrence, especially for the presence of tumor-associated macrophages (TAMs) (7). Therefore, the identification of specific yet robust immune-relevant biomarkers reflecting the functional status of TAMs in glioma is of prominent significance.

Previous studies have demonstrated that the CD101 gene encodes a transmembrane glycoprotein predominantly expressed on dendritic cells, monocytes, and T cells (8). Of note, recent work of CD101 mainly focused on its role in restraining T cells in inflammatory processes including infectious (9, 10) and autoimmunity diseases (11, 12). CD101 was demonstrated to exert a potent effect on dampening T cell proliferation and activation in a TCR/CD3-dependent manner, as supported by the suppressed expression of IL-2RA and diminished secretion of IL-2 (8, 13, 14). The immunoregulatory potential of CD101 was further strengthened by a subsequent study involving graft versus host disease, in which they manifested that an elevated expression level of CD101 on Tregs was associated with an increased capacity in restraining effector T cells. Recently, CD101 was characterized as one of the hallmarks of T cell anergy (15). Likewise, CD101 variants can also alter the function of T cells by mediating Treg cell dysfunction and increasing T cell activation, thereby contributing to the homeostatic regulation of inflammation (10). Nevertheless, as a molecule expressed on diverse immune cell populations, the role of CD101 in many other cell types and human diseases remains largely unknown.

To the best of our knowledge, the current study is the very first report investigating the predictive value of CD101 in glioma patients. Our work revealed that CD101 could serve as an independent prognostic indicator, the upregulation of which is positively correlated with unfavorable overall survival (OS) among glioma patients. Enrichment analysis implicated that ECM, immune effector process, immune receptor activity, and humoral immune response were associated with upregulated CD101 expression. Moreover, analysis of CD101-interacting molecules reflected that CD101 might have an intimate relationship with the isogenic ligand expressed on the T cells. Additionally, immune infiltration analysis uncovered the association of CD101 with immunosuppressive status in TME. Finally, based on the bioinformatics analysis on cell type-specific expression and experimental validations using clinical specimens, M2-like TAMs were found to uniquely express a high level of CD101. These data shed light on the cellular and molecular basis of the glioma immune microenvironment, thereby guiding the development of immunomodulatory strategies in glioma.



Materials and Methods


Dataset Collection and Normalization

The RNA-seq data for normal brain tissues were downloaded from the GTEx database (16). Clinical information and corresponding gene expression data of 695 samples (TCGA) were obtained from the UCSC Xena database (https://xena.ucsc.edu/). The raw data were normalized with the transcripts per million (TPM) method, and log2 (TPM+1) transformation was applied for the subsequent analyses.



CD101 Expression Analysis

R software (Version 3.6.3) was used for statistical analysis. The “ggplot2” package was adopted for visualization. The GEPIA2021 database (17) (http://gepia2021.cancer-pku.cn/) was implemented to analyze the immune cell type-specific expression of CD101 and to infer the immune cell composition in glioma. Moreover, the representative immunohistochemistry (IHC) staining and single-cell expression level of CD101 were retrieved from the Human Protein Atlas (HPA) online database (http://www.proteinatlas.org). The table box plots were used to present the CD101 expression level of patients stratifying by different characteristics including WHO grade, integrated diagnosis, age, isocitrate dehydrogenase (IDH) status, 1p/19q codeletion, and primary therapy outcomes.



Differentially Expressed Gene Analysis

Differentially expressed genes (DEGs) were identified between differently expressed CD101 groups (high-expression group: 50%–100%; low-expression group: 0%–50%). The “DEseq2” package was applied to perform statistical analysis. Upregulated and downregulated DEGs with an adjusted p value < 0.05 and absolute log2 fold change (FC) > 1 were processed into subsequent analysis, for which the volcano plot was used for visualization. Thereafter, the heat map was used to depict the top 10 upregulated and downregulated DEGs. Additionally, enrichment analysis was adopted using the Metascape (https://metascape.org/) online database (18). Correspondingly, the top 20 enriched terms of the Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) were presented.



Gene Set Enrichment Analysis

Gene set enrichment analysis (GSEA) was performed using the “clusterProfiler” package with 1,000 permutations and weighted enrichment statistics. Genes with false discovery rate (FDR) < 0.25 and p. adjust < 0.05 were of statistical significance, and the “ggplot2” package was used for visualization.



Identification of CD101-Interacting Molecules and Functional Enrichment

A CD101-related gene–gene interaction network was constructed using the GeneMANIA database (19) (http://www.genemania.org). The CD101-associated protein–protein interaction (PPI) network was constructed using the STRING online database (20) (https://string-db.org/) and the Cytoscape software (21) was utilized for visualization. The KEGG and GO enrichment analyses were applied for analyzing CD101-binding proteins. The “clusterProfiler” package was applied for statistical analysis, and the “ggplot2” package was used for visualization.



Glioma Immune Microenvironment Analysis

The immune score, stromal score, and estimate score were quantified by applying the “Estimate” R package. CIBERSORT (22) (https://cibersort.stanford.edu/) was utilized to measure the relative proportion of 22 human immune cell types. The correlation between the CIBERSORT score and CD101 expression was used to detect immune cell types that were possibly altered by CD101 expression. Additionally, a correlation analysis between CD101 and immune-relevant genes was implemented to further map the landscape of the CD101-related immune microenvironment. Immune-related genes were collected from Thorsson et al. (23). Moreover, the correlation between immune cell infiltration and overall survival was analyzed by the GEPIA2021 database (17).



Survival Analysis

Kaplan–Meier survival analysis was used to determine the association of the CD101 expression level with OS in glioma patients. The glioma cohort was categorized into two groups by median CD101 mRNA expression (high-expression group: 50%–100%; low-expression group: 0%–50%). Additionally, we further performed subgroup and sensitivity analyses on OS, stratifying glioma patients by disparate clinical features. The log-rank test was applied to verify the statistical differences between the two groups. The “survival” package was applied for statistical analysis, and the “survminer” package was used for visualization.



Predictive Efficacy of CD101

The “timeROC” package was used to perform the time-dependent receiver operating characteristic curve (ROC) analysis to illustrate the efficacy of CD101 expression in predicting 1-, 2-, and 3-year OS. The “ggplot2” package was applied for visualization.



Univariate and Multivariate Cox Regression Analyses

To determine whether the high CD101 expression was independently associated with increased risk of mortality among glioma patients, Cox proportional hazard regression analyses were performed on TCGA database. Univariate Cox regression analyses were conducted initially, in which potentially confounding features were chosen with p < 0.1. Multivariable Cox regression analysis was subsequently carried out to confirm the independent association of CD101 expression with OS confounding for other variables. A two-sided p value of less than 0.05 was regarded as statistical significance.



Glioma Sample Collection

This research was approved by the Institutional Research Ethics Committee of the PLA General Hospital (batch number: S2018-089-01). A signed informed consent was obtained for all participants. Fourteen paraffin-embedded glioma tissues (2 cases were grade 2, 4 cases were grade 3, and 8 cases were grade 4) were used for immunofluorescence staining. Clinical information of glioma samples are found in Supplementary Table 1.



Immunofluorescence Staining

To estimate the density of the expression level of CD101 on M2-type tumor-associated macrophages, immunofluorescence assay was exploited in our research. Formalin-fixed tissues were paraffin embedded and sliced into 4-μm sections. These sections were installed on slides and managed as previously described (24). Subsequently, the goat serum containing 0.3% Triton were used for blocking brain slices at room temperature (RT). The primary antibodies, including anti-human CD101 (1:200, 26047-1-AP, Proteintech, Wuhan, China) and anti-human CD163 (1:200, CL594-16646, Proteintech) were used to incubate with slices overnight at 4°C. After being laved in PBS for three times, the slices were incubated with the secondary antibody (1:200, SA00003-2, Proteintech) for 1 h at RT, followed by staining with DAPI (MBD0015, Sigma-Aldrich). Colocation analysis and double-stained cell counts were performed by ImageJ software.



Statistical Analysis

For bioinformatics analysis, the Wilcoxon rank-sum test was utilized to detect the statistical significance between two groups, and the comparison of multigroups was analyzed using the Kruskal–Wallis test and Dunn’s tests. The correlation between CD101 expression and other immune-relevant genes was calculated and evaluated by Spearman’s correlation coefficient. The Student t test was used to detect the difference in double-strained cell counts between disparate grades of gliomas. All statistical analysis was performed using R software (version 3.6.3), and two-tailed p < 0.05 was considered as of statistical significance.




Results


Elevated CD101 Expression in Glioma

Results of the TCGA pan-cancer analysis revealed that a different expression level of CD101 could be observed in neoplastic sites compared to that of the normal tissues across majority of cancer types, with the exception of bladder urothelial carcinoma (BLCA), lymphoid neoplasm diffuse large B-cell lymphoma (DLBC), and kidney chromophobe (KICH) (Figure 1A). Specifically, we identified a significantly elevated transcript level of CD101 in low-grade glioma (LGG), glioblastoma (GBM), and all gliomas in comparison with that of the normal brain tissues (Figure 1B). Moreover, the in-situ expression of CD101 was further analyzed using HPA databases based on IHC staining, in which CD101 expression remained the highest in high-grade glioma, followed by low-grade glioma and normal brain tissue, consistent with the results from transcriptional analyses (Figure 1C).




Figure 1 | Expression level of gene CD101 in tumors and normal tissues. (A) CD101 expression in TCGA tumors and normal tissues with the GTEx database as controls. (B) CD101 expression in TCGA gliomas and normal tissues with the GTEx database as controls. (C) Expression of the CD101 protein was visualized by immunohistochemistry via the HPA database (ns, p ≥ 0.05, *p < 0.05, **p < 0.01, ***p < 0.001).





CD101 Upregulation Is Associated With Malignant Phenotypes of Glioma

To further probe the expression pattern of CD101 in glioma, we performed subgroup analyses by stratifying patients with disparate clinical characteristics, including WHO grade, histological type, age, IDH status, 1p/19q codeletion, and primary therapy outcome. Regarding WHO grade, CD101 expression was highest in grade 4 glioma, followed by grade 3 and grade 2 gliomas (Figure 2A). Our data revealed a substantial increase in the CD101 level in patients older than 60 years (Figure 2B). In terms of IDH status, the CD101 level remained markedly enhanced in glioma tissues subjected to the IDH-wild type (Figure 2C). Additionally, the upregulation of CD101 was also noted in glioma tissues with 1p/19q non-codeletion (Figure 2D). As for integrated diagnosis, the CD101 level was significantly the highest in glioblastoma with the IDH-wild type, followed by astrocytoma with the IDH mutant and oligodendroglioma with the IDH mutant and 1p/19q-codeleted (Figure 2E). Stratifying by primary therapy outcome, the CD101 expression was dampened in patients with complete response to routine therapy (Figure 2F). These results suggested that a high CD101 expression might positively correlate with the malignant phenotypes of glioma, in association with marginal therapeutic efficacy and deteriorative clinical outcomes.




Figure 2 | Associations between CD101 expression and different clinical characteristics in glioma. (A) Histological grade. (B) Age. (C) IDH mutation status, Mut: IDH-mutant; WT: IDH-wild type. (D) 1p/19q codeletion status. (E) Integrated diagnosis, O: oligodendroglioma, IDH-mutant, and 1p/19q-codeleted; A: astrocytoma, IDH-mutant; GBM: glioblastoma, IDH-wild type. (F) Primary therapy outcome (*p < 0.05, ***p < 0.001).





Increased CD101 Expression Is Correlated With Unfavorable Prognosis

Since a high CD101 expression could potentially predict a malignant phenotype of glioma, we therefore examined the predictive value of CD101 in determining clinical prognosis for glioma patients derived from TCGA database (Figure 3A). It revealed that glioma patients with an elevated CD101 level were presented with unfavorable OS based on Kaplan–Meier survival analyses (p < 0.001). According to time-dependent ROC, the CD101 expression level had a relatively good performance in predicting 1-year (C statistics, 0.805), 2-year (C statistics, 0.830), and 3-year OS (C statistics, 0.850) in glioma patients (Figure 3B). Furthermore, univariate Cox regression analysis indicated that a high CD101 expression could potentially predict unfavorable OS (hazard ratio [HR], 5.297; 95% confidence interval [CI], 3.963–7.080; p < 0.001) (Figure 3C). After confounding for other variables, multivariate Cox regression analysis demonstrated that a high CD101 level was independently associated with increased risk of death among glioma patients (HR, 1.913; 95% CI, 1.287–2.843; p < 0.001) (Figure 3C). Taken together, a high CD101 expression level was correlated with worsening prognosis in glioma patients.




Figure 3 | Prognostic value of the CD101 expression level in TCGA database. (A) Survival curves using the TCGA database are shown for OS. (B) Time-dependent curves for CD101 expression in glioma using TCGA database. (C) Forest plot of univariate and multivariate Cox regression analysis in glioma.





Predictive Value of the CD101 Level Based on Clinical Subgroups

To validate the robustness of our findings, we subsequently investigated the correlations between CD101 expression and OS across different subgroups stratifying patients by various clinical features. The results consistently showed that glioma patients with a higher CD101 expression had a significantly deteriorative OS compared to those with a low CD101 level, including the subgroup of age >60 (Figure 4A), subgroup of age ≤60 (Figure 4B), subgroup of IDH mutation (Figure 4C), subgroup of 1p/19q non-codeletion (Figure 4D), subgroup of WHO grade 2 (Figure 4E), subgroup of WHO grade 3 (Figure 4F), subgroup of astrocytoma (Figure 4G), subgroup of CR (Figure 4H), and subgroup of PD&SD&PR (Figure 4I).




Figure 4 | Associations between CD101 expression level and the OS in different clinical subgroups of glioma in TCGA database. (A) Age > 60. (B) Age ≤ 60. (C) IDH status: Mut. (D) 1p/19q codeletion: non-codeletion. (E) WHO grade: G2. (F) WHO grade: G3. (G) Integrated diagnosis: astrocytoma. (H) Primary therapy outcome: CR. (I) Primary therapy outcome: PD&SD&PR.





Functional Enrichment Analysis of DEGs

To interrogate the underlying effect of CD101 in glioma, we carried out functional enrichment analyses based on DEGs between patients with a high or low expression level of CD101, in which a total of 2,469 DEGs were identified accordingly, with 2,052 upregulated and 417 downregulated genes (Figures 5A, B). In GO enrichment analysis, the DEGs were enriched in items such as ECM, leukocyte migration, immune effector process, regulation of cytokine production, immune receptor activity, and regulation of immune effector process (Figure 5C). Moreover, KEGG analysis suggested that cytokine–cytokine receptor interaction, ECM–receptor interaction, transcriptional misregulation in cancer, pathways in cancer, chemokine signaling pathway, and primary immunodeficiency were potential pathways in regulating CD101 expression (Figure 5D). Besides, GSEA was also implemented to identify possible biological functions manipulating CD101 upregulation. Correspondingly, enrichment analysis manifested that upregulated CD101 expression was associated with extracellular matrix organization, immuno-regulatory interactions between a lymphoid and a non-lymphoid cell, and interactions between immune cells and microRNAs in the tumor microenvironment, in parallel with the results of GO and KEGG analyses (Figures 6A–F). These data highlighted the latent functions of CD101 in tumor immunity and ECM remodeling, rendering us to revisit its biological role in the subsequent analyses.




Figure 5 | Functional enrichment analysis of 2,469 DEGs. (A) The volcano plot of 2,469 DEGs. (B) Heat maps showing the top 10 upregulated and downregulated DEGs. (C) Top 20 terms of GO enrichment analysis. (D) Top 20 terms of KEGG enrichment analysis.






Figure 6 | GSEA regarding the CD101 expression level. (A) REACTOME extracellular matrix organization. (B) NABA ECM regulators. (C) REACTOME immunoregulatory interactions between a lymphoid and a non-lymphoid cell. (D) WP interactions between immune cells and microRNAs in the tumor microenvironment. (E) KEGG leukocyte transendothelial migration. (F) WP inflammatory response pathway.





Analysis of CD101-Interacting Genes and Proteins

The gene–gene interaction network analysis was performed to identify genes that interacted with CD101 with the highest frequency. The top 20 genes among the list, including KCNH5, KRTAP9-8, AKAP5, and CDH20, were processed to the subsequent enrichment analysis, in which we demonstrated an association of these genes with cell recognition and phosphorylation of STAT protein (Figure 7A). Thereafter, the binding proteins of CD101 were also screened using the STRING database and Cytoscape. Correspondingly, additional enrichment analyses with respect to CD101-binding partners were carried out to further explore its biological functions (Figure 7B). Consequently, the results indicated that the biological process (BP) included T cell activation, T cell receptor signaling pathway, and T cell differentiation (Figure 7C). The cellular component (CC) involved the external side of the plasma membrane, membrane region, and immunological synapse (Figure 7D). The molecular function (MF) was mainly enriched in receptor tyrosine kinase binding, MHC protein binding, and MHC protein complex binding (Figure 7E). The KEGG pathway analysis revealed pathways in relation to Th1 and Th2 cell differentiation, T cell receptor signaling pathway, and Th17 cell differentiation (Figure 7F). Analyses of binding partners of CD101 further strengthen the potential of CD101 in modulating immune responses and ECM formation.




Figure 7 | Gene–gene interaction network, PPI network, and enrichment analysis related to binding proteins of CD101. (A) CD101 related gene–gene interaction network. (B) CD101-associated PPI network. (C–E) GO analysis. (F) KEGG analysis.





CD101-Related Immune Cell Infiltration Analysis

Since the elevated CD101 expression was demonstrated to correlate with immune alterations and worsening prognosis in glioma patients, we then probed the role of CD101 in remodeling the tumor immune microenvironment. The results revealed that an increased expression of CD101 was associated with significantly higher immune scores (Figure 8A), stromal scores (Figure 8B), and estimate scores among patients with glioma (Figure 8C). To be specific, analysis of putative immune cell infiltration indicated that memory B cells, CD8+ T cells, resting memory CD4+ T cells, regulatory T cells (Treg), resting (NK) cells, M0 macrophages, M1 macrophages, M2 macrophages, activated myeloid dendritic cells (mDCs), activated mast cells, and neutrophils remained markedly enriched in the high CD101 group (Figure 8D). Furthermore, correlation analysis inferring the relationship between CD101 and immune cell infiltration level further validated this point, as evidenced by the potent correlation of CD101 expression with resting memory CD4+ T cell, M2 macrophage, Treg, M1 macrophage, resting NK cell, M0 macrophage, memory B cell, neutrophil, CD8+ T cell, activated mast cell, activated mDCs, and activated CD4+ memory T cell enrichment. Nevertheless, the CD101 expression level was related to the marked decline in activated NK cells, resting mast cells, naïve B cells, monocytes, naïve CD4+ T cells, and plasma cells (Figure 8E). Taken together, these results implicated that CD101 expression might predict a unique immunosuppressive status of glioma immune infiltration, especially for T cell immune responses.




Figure 8 | CD101 expression level was associated with unique immune microenvironment in the glioma. (A–C) Comparison of ImmuneScore, StromalScore, and EstimateScore between different CD101 expression groups. (D) Box plots depicting the CIBERSORT score of 22 immune cells of the high expression group compared to low expression group. (E) Correlation analysis between CD101 expression level and CIBERSORT score of 22 immune cells. (ns, p ≥ 0.05, *p < 0.05, **p < 0.01, ***p < 0.001).





Correlation Between CD101 and Immunoregulatory Genes

To better understand the immune modulating functions of CD101, we further estimated the correlations between CD101 expression and diverse immunoregulatory molecules in glioma. In line with the study conducted by Thorsson et al. (23), these genes could be categorized into subclasses, including antigen presentation, cell adhesion, co-inhibitory, co-stimulatory, ligand, and receptor. Correspondingly, it showed that CD101 expression could potentially interact with numerous immune-relevant genes, including CD276, CD274, CD80, CTLA4, and PDCD1, implying an immunoregulatory role of CD101 in the glioma immune microenvironment (Figure 9).




Figure 9 | Analysis of correlation between CD101 and immune-related gene in glioma based on the TCGA database. (ns, p ≥ 0.05, *p < 0.05, **p < 0.01, ***p < 0.001).





Increased CD101 Expression on M2-Like TAMs

CD101 expression was manifested to substantially alter immune cell infiltration in glioma TME, prompting us to gain insight into the cellular basis and distribution of CD101. Consequently, single-cell transcriptome-based analysis using the HPA database revealed that macrophages, Kupffer cells, Sertoli cells, monocytes, T cells, skeletal myocytes, and oligodendrocyte precursor cells had a relatively higher expression of CD101 (Figure 10A). Based on the results of the correlation analysis inferring immune cell infiltration, the top two cell types, resting memory CD4+ T cells and M2 macrophages, were selected for subsequent analysis using the GEPIA2021 database, in which cell type-specific survival analysis confirmed an association of these two types of cells with an unfavorable clinical prognosis (Supplementary Figures 1A, B). Meanwhile, analysis of the cellular composition showed that enrichment of M2 macrophages in glioma TME were much more evident than that of the resting memory CD4+ T cells, as supported by the result of cell type-specific expression analysis (Figures 10B, C). Additionally, we also investigated the difference between Tregs and M2 macrophages, which showed identical results (Supplementary Figures 2A, B). Given that, our data strongly implicated that M2-like macrophages in glioma TME were characterized by a high expression of CD101. Correspondingly, in-situ immunofluorescence staining was adopted to verify the expression pattern and localization of CD101 in clinical glioma specimens at disparate grades. Immunofluorescence staining of CD163, a well-established marker of M2 macrophage, combined with CD101 demonstrated that CD101 substantially co-localized with CD163, with a Rcoloc of 0.95. More importantly, we further manifested that the number of CD163+ CD101+ cells was significantly abundant in the grade 4 glioma compared to that in grade 2 and grade 3 gliomas (Figure 11).




Figure 10 | Analysis of CD101 expression based on cell type-level analysis. (A) A summary of single-cell RNA normalized expression from all single-cell types in the HPA. (B) Cell proportion analysis between M2 and T cell CD4+ memory resting in glioma based on the GEPIA2021 database. (C) CD101 expression level analysis between M2 and T cell CD4+ memory resting in glioma based on the GEPIA2021 database (***p < 0.001).






Figure 11 | CD101 is a new biomarker on TAMs. (A–H) Representative confocal fluorescence microscopy image of CD101 (A, D) CD163 (B, E), and merge (C, F) in GBM tissue from patients. DAPI (blue) was used for nuclear staining. Scale bar 10 μm. (G) Colocalization analysis between CD101 and CD163. (H) Double-stained cell counts in glioma with different grades. Statistical significance was determined using the T test. (***p < 0.001).






Discussion

Glioma was well accepted as the most common type of primary central nervous system (CNS) tumors among adult individuals, accounting for approximately 80% of all malignant CNS tumors (25). Unfortunately, despite tremendous progress made in the diagnosis and managements of glioma, these malignancies typically resulted in a poor quality of life with a dismal clinical prognosis (26). Therefore, it is crucial to decipher the underlying mechanisms that contributed to the malignant phenotype of glioma and to identify robust yet feasible cell-type-specific signatures. In the current study, we confirmed that the CD101 expression was significantly higher in the glioma than that of the normal tissue at both transcriptional and protein levels. Meanwhile, by using Cox regression analysis combined with KM survival analysis, we demonstrated that a high CD101 level served as an independent risk factor in predicting deteriorative OS for glioma patients, as also strengthened by multiple subgroup analyses stratifying patients by WHO grade, integrated diagnosis, age, IDH status, 1p/19q codeletion status, and primary therapy outcome.

To further clarify the functional role of CD101 in glioma, we did an enrichment analysis between high- and low-expression groups in accordance with CD101 mRNA expression. Correspondingly, we identified many terms associated with immune response, including immune effector process, immune receptor activity, regulation of immune effector process, humoral immune response, and primary immunodeficiency. Likewise, results of the GSEA analysis revealed that upregulated CD101 expression was associated with immunoregulatory interactions between a lymphoid and a non-lymphoid cell and interactions between immune cells and microRNAs in the tumor microenvironment. Meanwhile, we manifested that DEGs were also enriched in ECM, regulation of cell adhesion, and ECM–receptor interaction, suggesting that the difference in ECM formations might be observed between two groups. Furthermore, the enrichment analysis implicated that the CD101 level could alter leukocyte migration and chemokine signaling pathway in glioma patients. It has been well-established that the tumor microenvironment in glioma consisted of multiple compartments, including blood vessels, soluble factors, parenchyma cells, infiltrated immune cell populations, and ECM (6, 27). Since the above analysis implied that CD101 expression was associated with immune response and ECM in glioma, it inferred that CD101 is involved in mediating ECM formation and lymphoid-tumor-infiltered myeloid cell interactions, thereby playing a key role in the regulation of immune cell infiltration as well as remodeling of the tumor immune microenvironment of glioma.

In the glioma TME, immune cells are recruited to the neoplastic site and undergo a profound phenotypical shift from an antitumor to pro-tumor state. These pro-tumor immune cells remain abundant in the glioma microenvironment, which are of prominent significance in facilitating malignant growth and therapeutic resistance (28, 29). Herein, we initially reported that a high CD101 expression in glioma is correlated with an increased infiltration of various immune cell types associated with immunosuppression, among which M2 macrophages have attracted our attention. TAMs reportedly played a pivotal role in glioma progression and are identified in high proportions in the landscape of the glioma immune microenvironment. Of note, TAMs were characterized by two major functional subtypes, pro-tumor M2 macrophages and antitumor M1 macrophages, whereas majority of TME-resident TAMs in glioma exhibited M2-like functions (6, 27, 30). Our findings revealed that M2-like TAMs uniquely expressed a high level of CD101, solidifying the relationship between CD101 and immunosuppressive TME in glioma. This point was further strengthened by the bioinformatics analysis using single-cell transcriptome-based data. Moreover, results of immunofluorescence staining showed that CD101 substantially co-localized with CD163. These results implicated that TAMs might manipulate immunosuppressive TME in glioma through upregulating CD101 expression.

Reactivation of the antitumor potential of T lymphocytes represents a well-established therapeutic strategy in treating diverse malignancies (31). In recent years, multiple inhibitors targeting immune checkpoint molecules have achieved remarkable progresses in several cancer types, including PD-1 and CTLA-4 (32). Nevertheless, in a latest phase 3 clinical trial of recurrent GBM, anti-PD-1 therapy failed to exhibit a beneficial effect in comparison with the standard therapy (33). Several factors might contribute to the blunted efficacy of the anti-PD-1 regimen directly or indirectly, including infiltration of immunosuppressive myeloid cells, sequestration of T cells, release of inhibitory metabolites, and glucocorticoid-induced lymphopenia (34–37). These factors reduced T cell effector function commonly referred to as T cell dysfunction or exhaustion (38). Of note, the inhibitory effect of TAMs on T cells has been extensively studied. To be specific, TAMs can express various co-inhibitory molecules that interact with isogenic receptors expressed on T cells, thereby attenuating T cell activation and proliferative capacity. Moreover, TAMs were capable of releasing various inhibitory cytokines that further impaired antitumor functions of T cells (6, 39, 40). Based on a functional network and literature related to CD101 (10, 13, 41), we found that CD101 might have a close relationship with multiple functional markers of T cells, including CD8A, CD4, CD3G, IL2, and FOXP3. Furthermore, enrichment analysis based on CD101 proteins revealed that CD101 is potentially involved in the biological processes related to T cell immune response and antigen presentation. Likewise, gene–gene network analysis implied that CD101 might regulate the functional status of T cells via the cell recognition process. This point was further supported by the putative association of CD101 expression with phosphorylation of STAT family proteins, which were deemed as critical transcriptional factors determining the activations of many immune cells (39, 42). Based on the above analyses, it demonstrated that TAMs with a high expression level of CD101 might play a pivotal role in inhibiting the antitumor functions of T cells in glioma TME, leading to sustainable immunosuppression.

There are several limitations when we interpreted our findings. Firstly, majority of the analyses were carried out solely using transcriptome-based data. To further clarify the biological role of CD101 in the glioma TME, evidence provided by in-vitro functional assays is needed in future studies. Secondly, although we performed a correlation analysis between CD101 expression and immune cell infiltration, there is lack of explanation for the immune infiltration analysis based on different clinical subgroups. Thirdly, we mainly focused on CD101 on TAMs, whereas its expression pattern and functions in other immune cell subsets also deserved in-depth exploration.

Taken together, our results revealed that CD101 could serve as a novel indicator in predicting malignant phenotypes and clinical prognosis for glioma patients. Furthermore, multidimensional bioinformatics analyses and in-situ immunofluorescence staining indicated that CD101 was predominantly expressed on M2-like TAMs, in association with remodeling of the glioma immune microenvironment. These results provide insight into the cellular and molecular basis of the glioma immune microenvironment and identify novel therapeutic targets for immune-adjuvant therapies.
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Gliomas are tumors derived from mutations in glial brain cells. Gliomas cause significant morbidity and mortality and development of precision diagnostics and novel targeted immunotherapies are critically important. Radiographic imaging is the most common technique to diagnose and track response to treatment, but is an imperfect tool. Imaging does not provide molecular information, which is becoming critically important for identifying targeted immunotherapies and monitoring tumor evolution. Furthermore, immunotherapy induced inflammation can masquerade as tumor progression in images (pseudoprogression) and confound clinical decision making. More recently, circulating cell free tumor DNA (cf-tDNA) has been investigated as a promising biomarker for minimally invasive glioma diagnosis and disease monitoring. cf-tDNA is shed by gliomas into surrounding biofluids (e.g. cerebrospinal fluid and plasma) and, if precisely quantified, might provide a quantitative measure of tumor burden to help resolve pseudoprogression. cf-tDNA can also identify tumor genetic mutations to help guide targeted therapies. However, due to low concentrations of cf-tDNA, recovery and analysis remains challenging. Plasma cf-tDNA typically represents <1% of total cf-DNA due to the blood-brain barrier, limiting their usefulness in practice and motivating the development and use of highly sensitive and specific detection methods. This mini review summarizes the current and future trends of various approaches for cf-tDNA detection and analysis, including new methods that promise more rapid, lower-cost, and accessible diagnostics. We also review the most recent clinical case studies for longitudinal disease monitoring and highlight focus areas, such as novel accurate detection methodologies, as critical research priorities to enable translation to clinic.
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Introduction

Gliomas are a diverse set of brain tumors derived from glial brain cells. While a relatively small fraction of total cancer deaths per year, Gliomas cause significant morbidity and mortality with a five year survival rate as low as 7.2% depending on the tumor subtype (1). Current treatment options are mostly limited to surgical resection and chemoradiation, however, immunotherapy has recently been evaluated as an exciting new therapy to combat this disease (2–6).

Effective immunotherapy relies on an accurate diagnosis to guide treatment selection, and disease monitoring to identify if the glioma is responding to treatment or progressing. Because of their sensitive location in the brain, repeat biopsies are not feasible (7). Thus, radiographic imaging is commonly used for both initial diagnosis and disease monitoring. However, these images can be difficult to interpret due to various factors such as immunotherapy-induced swelling, leading to incorrect assumptions about a tumor’s response to treatment (8–12); a classic example is “pseudoprogression”, where immunotherapy-induced swelling is misinterpreted as tumor progression. Especially for immunotherapy response monitoring, which has a minimum four week iRECIST monitoring interval (13), misinterpretation can lead to unnecessarily long treatment and improper or delayed course correction (10). Additionally, imaging does not capture molecular information, which is becoming increasingly important for proper diagnosis (14, 15), identification of personalized targeted immunotherapies (16), and monitoring of tumor evolution to detect resistance mutations (17, 18).

To address these issues, liquid biopsies have emerged as a promising new diagnostic and disease monitoring approach for gliomas. Liquid biopsies work by recovering and quantifying tumor-related biomarkers shed by dying tumor cells into surrounding biofluids. Various studies have shown that biomarker levels correlate with tumor burden, and/or disease state, and may even be able to detect disease progression before it is evident in imaging (19, 20). Thus, liquid biopsies promise a minimally invasive and accurate alternative diagnostic to tissue biopsy, and a less error prone approach to quantify tumor response than radiographic imaging (13).

Circulating tumor cells from primary brain tumors have been identified in blood (21, 22), however since primary brain tumors rarely metastasize, these cells are exceptionally rare (23). In this mini-review, we focus on the use of cell-free tumor DNA (cf-tDNA) as a biomarker for gliomas and its potential to aid in development and clinical use of immunotherapies targeting gliomas. We first summarize the mechanism of glioma cf-tDNA release. We then discuss both established and novel cf-tDNA detection methods used in the literature and their strengths and weaknesses. We then discuss translational uses of cf-tDNA liquid biopsies in clinic focusing on efforts to improve immunotherapy-based treatment. Finally, we discuss current difficulties and open questions about the practical use of liquid-biopsy and new approaches to cf-tDNA detection that attempt to improve accuracy, accessibility, and cost.



cf-tDNA Liquid Biopsy in Gliomas: an Overview and Key Principles

As glioma cells proliferate and die via apoptosis, necrosis, or immune response, tumor DNA is immediately shed into the surrounding interstitial fluid and CSF. During apoptosis, tumor chromosomal DNA is fragmented via endonucleases around nucleosome boundaries (~140bp-180bp) resulting in a characteristic pattern of fragmentation (24). cf-tDNA fragments spread throughout the central nervous system before eventually permeating the blood-brain barrier (25). Due to the low molecular weight of post-apoptotic cf-tDNA, the molecules are more able to permeate selective filters in the body such as the blood-brain barrier and glomerulus structures in the kidneys. To date, glioma cf-tDNA has been successfully identified in CSF, plasma, and even urine (24). Figure 1 shows an overview of cf-tDNA release, recovery, current detection methods, and clinical applications.




Figure 1 | An overview of cf-tDNA release into biofluids, recovery, detection methods, and current clinical applications benefiting immunotherapies for glioma.



cf-tDNA signals can be distinguished from background cfDNA (from non-tumor tissue) by using either aggregate or specific detection techniques. Aggregate detection relies on biomarkers that are shared by both healthy and tumor-derived DNA but are up- or down-regulated in tumors. Prior work has detected glioma via structural variation, copy number alterations (26), methylation status of certain genomic regions (25, 27), and even cfDNA fragmentation patterns (24). However, these aggregate signals cannot uniquely discriminate tumor- vs. normal-derived cfDNA and are thus less likely to be useful when the relative amount of cf-tDNA is low (e.g., <1%). A more precise approach is to directly identify cf-tDNA by detection of genetic tumor driver mutations via probe-based quantitative PCR or cfDNA sequencing. These assays report the ratio of mutated to total cfDNA reads – i.e., the mutant or variant allele fraction (MAF/VAF) –identified in the sample.

Recovered cf-tDNA concentrations can vary widely and have been found to correlate with variables such as disease grade (28), tumor burden, tumor location relative to CSF reservoirs (29) and biofluid proximity to the tumor (30). Due to the highly-selective nature of the blood brain barrier, glioma cf-tDNA concentrations are generally several orders of magnitude higher in CSF than plasma (31) or urine (24), where typical plasma VAFs are <1% (17, 32) with suspected positives detected as low as 0.02% (32). Thus, CSF is considered the gold standard biofluid for liquid biopsy of gliomas. However, lumbar punctures to obtain CSF are significantly more invasive than blood draws and urine collection, making plasma and urine-based liquid biopsies much more desirable. This motivates ultra-sensitive detection techniques to enable accurate monitoring of both CSF-derived cf-tDNA and allow for practical use of plasma and urine-based biopsies.



Cf-tDNA Detection Methods

Multiple cf-tDNA detection methods have been used to successfully quantify cf-tDNA related biomarkers and uncover diagnostically relevant information that might guide personalized treatment. In this section we review popular cf-tDNA detection methods and their benefits and weaknesses.


Cell-Free DNA Concentration and Other Methods

Total cfDNA concentration is the level/amount of DNA per volume of biofluid (blood, CSF, or urine). Because tumor cell turnover is higher than that of normal tissue, research has found that glioma patients tend to have higher absolute amounts of cfDNA in glioma than healthy patients (24, 33–35). However, total cfDNA can be impacted by many other factors unrelated to tumor burden (e.g. inflammation) reducing its sensitivity to detect disease without supplementary analysis (36, 37). Furthermore, concentration as a biomarker lacks molecular information that might inform targeted treatments and clinical management. Methylation of cf-DNA and recovery via methylation-specific PCR (27) or sequencing (38) has also been proposed as method of detecting disease via measurement of hypo/hyper-methylation at various genomic loci but is not discussed in this review.



Droplet Digital PCR (ddPCR)

qPCR (quantitative polymerase chain reaction) is a quantification method that uses sequence specific primers or fluorescent probes to detect and quantify tumor-specific somatic mutations (39). However, qPCR suffers from a variety of shortcomings that limit its sensitivity and specificity (40–42). Droplet digital PCR (ddPCR) is a modification of qPCR that improves precision and limit-of-detection (42). By dividing a typical qPCR reaction into many isolated droplets with ~1 template copy, a precise VAF can be computed from the ratio of mutant positive to wildtype droplets, with a VAF limit of detection around 0.001% (43). ddPCR has supplanted itself as a highly-accurate technique, and is considered a gold standard approach to quantify VAFs from liquid samples (36, 44). However, accurate and reproducible ddPCR assays require careful development and optimization of input template concentration, target-specific primers, and fluorescent probes and are restricted for use on a limited set of known hotspot mutations (44).



Next-Generation Sequencing

Next-generation sequencing (NGS) refers to a group of massively parallel sequencing technologies including Ion Torrent (45, 46), PacBio (47), and Illumina (48, 49), with the latter used most often for liquid biopsy due to its accuracy (50). Illumina sequencing uses synthesis of fluorescent dNTPs to clusters of template strands to recover the original template sequence (45). Unlike ddPCR, sequencing of cf-tDNA does not rely on sequence specific probes or any prior knowledge of mutations. Various library preparations enable sequencing of the whole genome (WGS), whole exome (WES), targeted hybridization capture, or amplicons from targeted panels with each technique trading genome coverage for read depth. For example, WGS can provide 20x-50x coverage over the entire genome, which enables detection of high-frequency somatic mutations and copy number variation but is too shallow to precisely measure cf-tDNA allele fractions below ~2-5%. Targeted amplicon sequencing can generate >10,000x coverage of specific genomic loci, improving VAF limit of detection but reducing the number of analyzed loci. Illumina sequencing has proven highly-accurate, with an error rate ranging between 0.5%-1% (50–52). However, this approach is relatively expensive, slow, and due to its error rate, cannot reliably detect allele fractions below the sequencer error rate without further assay modifications (53–56).



Nanopore Sequencing

Nanopore sequencing is a relatively new technology (57) that has been used for liquid biopsies (58, 59). Nanopore sequencers work by feeding DNA strands through small pores embedded in a membrane. As they flow through the pore, each DNA base-pair creates a unique electrical disturbance that can be measured and used to call each base. Nanopore devices are low-cost, can sequence any length DNA strand, have a small form factor, and offer a rapid time to result making them ideal devices for liquid biopsy. However, the device’s error rate has traditionally prevented it from being applied to liquid samples where allele frequencies are less than ~2% (58). Our group previously analyzed CSF samples from 12 pediatric high grade glioma patients and found that nanopore had a 85% sensitivity and 100% specificity in CSF samples (58), which compared favorably to Illumina-based targeted sequencing. More recent improvements to basecaller accuracy, and also the use of circular consensus sequencing (59–61) have improved accuracy to <0.05%, comparable with ddPCR-based approaches (59).

While not perfect, these cf-tDNA detection methods have been used to demonstrate a variety of potential uses for glioma diagnosis and monitoring. In the next section, we highlight translational research that attempts to utilize these instruments to improve disease management.




Clinical Applications of Liquid Biopsy for Immunotherapy

Accurate cf-tDNA-based liquid biopsies have several promising clinical applications for immunotherapy. Here, we highlight recent translational research (also summarized in Table 1) attempting to use liquid biopsy diagnostics that could help guide the use of personalized immunotherapy and monitor disease response in gliomas.


Table 1 | A summary of cf-tDNA-based liquid biopsy detection methods as applied to gliomas and associated limit of detection, typical time-to-result, and cost.




Personalized Diagnostics and Treatment Selection

Identifying tumor-specific molecular information in cf-tDNA that provides an accurate diagnosis, prognosis, and predicts response of a particular treatment is a “holy grail” clinical application for liquid biopsies. There is some work linking molecular markers (e.g. SNVs or CNVs) to the predicted response to radiation or chemotherapy in gliomas [reviewed in Birko et al. (75)]. However, minimal work has explored cf-tDNA diagnostics to personalize immunotherapy treatment. Studies looking at other solid tumors have identified several cell free DNA biomarkers as predictors of immunotherapy response (76), most notably increased tumor mutational burden (TMB) (77–79) and reduced copy number variations (80, 81). Pepe et al. showed feasibility for assessment of TMB in cytological samples from patients with NSCLC using a NGS platform (82). Studies have aimed to identify specific hotspot mutations that predict response to immune checkpoint inhibition or other immunotherapies. Guibert et al. identified that mutations in KRAS or TP53 without PTEN loss lead to increased PD-L1 expression and increased tumor mutational burden, increasing response to PD-1 immune checkpoint inhibition (77). This work was done in lung cancer, but the aforementioned mutations are also commonly present in gliomas, raising a potential opportunity to use glioma cf-tDNA to predict immunotherapy efficacy.



Tumor Evolution Monitoring

Another important clinical application of liquid biopsy for gliomas is the monitoring of tumor evolution. It has been shown that tumors undergo considerable evolution over the course of treatment, resulting in genetic changes that might suggest a new diagnosis and an adjustment to disease management (69). Several studies have investigated tumor evolution in glioma, with estimates ranging from 33-73% of genetic mutations at recurrence matching with alterations at biopsy (83, 84). However, as previously discussed, serial biopsies are discouraged due to the increased chance of morbidity. Miller et al. used CSF-derived cf-tDNA to monitor tumor evolution in adult gliomas (17) and was able to identify cf-tDNA in 42 of 85 patients who underwent CSF collection and NGS sequencing. In patients with hypermutated tumors, the median percentage match between the CSF derived cf-tDNA mutations and the initial tissue alterations was only 19.6%, while non-hypermutated tumors had an 81.7% match. These results indicate that CSF-based liquid biopsies can capture tumor heterogeneity and used to monitor tumor evolution over time. While this work was not applied to immunotherapy-based treatment, tumor evolution monitoring could be used to identify increased TMB and PD-1 sensitivity (77), or acquired resistance markers (85).



Treatment Response Monitoring and Resolution of Pseudoprogression

In addition to tumor evolution, several studies have shown the utility of serial cf-tDNA sampling for treatment response monitoring and resolution of pseudoprogression in gliomas (19, 37, 58, 62, 68, 69, 74, 86). One of the largest studies thus far from Panditharatna et al. collected serial CSF samples and concordant MRI from 22 patients (74). They found that cf-tDNA decreased in response to radiotherapy in 83% of patients, which was corroborated by a decrease in tumor size on MRI. The first prospective high grade glioma clinical trial with serial liquid biopsy was recently published by our group (19). We collected serial CSF and plasma samples from 24 patients and found that patients with decreased H3K27M CSF and plasma cf-tDNA VAF had prolonged progression free survival (19). A similar trend was identified by Jensen et al. while tracking response to immunotherapy over a variety of cancers (20).

We also compared serial ct-DNA levels with corresponding radiographic imaging. In individual cases, they were able to identify instances of suspected pseudoprogression, where radiographic progression was accompanied by a decrease in cf-DNA VAF. In another patient, a large increase in cf-tDNA VAF (>25%) preceded radiographic progression in many patients, suggesting that cf-tDNA VAF changes may act as an earlier warning sign of tumor progression versus radiographic imaging. For immunotherapy-based response, Jensen et al. used shallow WGS (0.3x) of cf-DNA to identify copy number alterations (CNAs) and report a metric of “genome instability” over a variety of cancers (20). This study demonstrated that dynamic changes in CNAs could track immunotherapy response and were able to resolve pseudoprogression, but specific use in gliomas has yet to be demonstrated. A common theme among these studies is relative changes in cf-tDNA signals—rather than absolute values—are better indicators of tumor response. Taken together, these results reaffirm the potential clinical utility of serial liquid biopsies for improved molecular profiling and effective therapeutic monitoring for gliomas.




Discussion

While exciting progress is being made developing liquid biopsies that can support immunotherapy-based treatment of gliomas, further work is required to improve understanding tumor-specific biomarker release and how it corresponds to tumor burden, improve detection accuracy of various assays, and investigate novel liquid biopsy approaches that offer improved sensitivity and specificity.


Current Issues in Understanding cf-tDNA Release and Dissemination

Our current understanding of glioma cf-tDNA release and dissemination to various biofluids is still limited. Research has highlighted variability depending on a tumor’s proximity to CSF reservoirs in the brain (17, 69). This raises concerns about the ability of liquid biopsies to accurately track tumor burden if disease spreads. Blood-brain barrier permeability can also vary highly case-to-case, further complicating efforts to correlate tumor burden with cf-tDNA levels in blood. It is also unclear how various treatments (e.g. radiation, chemotherapy, and immunotherapy) impact both normal cfDNA and cf-tDNA release over time, which could bias cf-tDNA levels and VAF if not properly accounted for (10, 12). Future work might incorporate variables such as tumor ventricle proximity, tumor biology, and treatment type to better understand these patterns.



Are Detection Method Precision and Accuracy Holding Back Plasma-Based Approaches?

Even though there is a general consensus that the sensitivity and specificity of CSF-based assays are superior to plasma (18, 28, 70, 87, 88), plasma- and urine-based liquid biopsies are still highly desirable due to the ease of sample collection. It is likely that the large disparity between CSF- and plasma-derived results are partly due to limitations of current gold standard detection methods. As an example of the difficulty of implementing precise detection methods, Li et al. measured the performance of multiple ddPCR-based assays for the detection of H3.3K27M mutations in matched tissue, CSF, and plasma samples across three independent labs using two commercially available ddPCR machines (44). Results indicated that ddPCR was capable of precisely measuring small VAFs from plasma-derived cfDNA, but discovered high-variation among replicates, and statistically significant differences across assays and ddPCR instrument vendors. Significant protocol optimizations were required to improve the sensitivity, repeatability, and reliability of the assay (44). When considering NGS detection methods, even the most accurate NGS instruments have an established raw error rate of ~0.1%, which is most likely too high to precisely resolve plasma-derived cf-tDNA levels that fluctuate between 1% and 0.05%. These results highlight the need for highly optimized and standardized versions of current approaches, as well as improved detection methods to enable proper translation to clinic.



Future Directions

The current limitations with ddPCR, NGS, and Nanopore-based liquid biopsy approaches are not easy to solve, but progress is being made via improved assay design and bioinformatic error correction. For example, the use of universal molecular identifiers (UMIs) during targeted amplification can help resolve sequencing errors targeted amplification, enabling detection of 1 mutant molecule in 10,000 (89), with other assay design techniques further improving detection sensitivity by several orders of magnitude (53–56). Nanopore, long-read sequencing offers the ability to sequence single-molecule tandem-repeats constructed from small cf-tDNA fragments using rolling circle amplification. Even though the native error rate for Nanopore sequencing is relatively high (58), its ability to sequence long DNA strands with multiple redundant copies of a single cf-tDNA template allows for accuracy beyond any available NGS or ddPCR approach (59–61). Some of these methods are so accurate, that they are limited by polymerase error rather than sequencer error rate (59). Furthermore, continual improvements to basecalling software, library preparation methods, and assay design are certain to further reduce false positive rates. Because of these factors we expect long-read, consensus sequencing approaches to become a gold standard liquid biopsy approach for plasma cf-tDNA in the future.

Recent work has explored the effectiveness of CAR-T cell therapy in diffuse midline gliomas, administered serially into CSF via Ommaya reservoirs (6, 90). Ommaya reservoirs are used for intra-cranial administration of immunotherapies as well as frequent, minimally invasive recovery of CSF without the need for lumbar punctures. Ommaya reservoirs would allow for more practical, and frequent use of CSF to monitor disease and apply liquid biopsy techniques more frequently. More frequent sequencing-based liquid biopsies might add undue cost to treatment. This motivates use of lower-cost techniques such as ddPCR as well as investigation of cost-effective sequencing approaches like single-use Oxford Nanopore flow-cells (91).
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Glioblastoma (GBM) is the most aggressive type of brain tumor. Despite the multimodal therapies, the effectiveness of traditional treatments is not much satisfying. In recent years, immunotherapy has become the focus of tumor treatment. Unlike traditional treatments that directly target tumor cells, immunotherapy uses the body’s immune system to kill tumors. However, due to the severe immunosuppressive microenvironment of GBM, it generally has a poor response to immunotherapy. In addition, the existence of the blood-brain barrier (BBB) also compromises the immunotherapeutic efficacy. Therefore, effective immunotherapy of GBM requires the therapeutic agents to not only efficiently cross the BBB but also relieve the strong immunosuppression of the tumor microenvironment of GBM. In this review, we will first introduce the CNS immune system, immunosuppressive mechanism of GBM, and current GBM immunotherapy strategies. Then, we will discuss the development of nanomaterials for GBM immunotherapy based on different strategies, roughly divided into four parts: immune checkpoint therapy, targeting tumor-associated immune cells, activating immune cells through immunogenic cell death, and combination therapy, to provide new insights for future GBM immunotherapy.
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Introduction

Gliomas are believed to arise from neuroglial progenitor cells, which encompass variants of histological and molecular subtypes (1). Glioblastoma (GBM) accounts for most gliomas (58.4%) and is the most common type of all malignant central nervous system (CNS) tumors (49.1%). The incidence rate in the USA was 3.23 per 100,000 population (2). Despite the variety of therapies, including surgery, radiotherapy, and chemotherapy, the prognosis for GBM is still unsatisfactory. The median survival was 8 months and only 6.8% of patients survive for five years or more (2). All patients with GBM eventually have disease relapse.

According to the European Association for Neuro-Oncology (EANO) guidelines on the diagnosis and treatment of diffuse gliomas in adulthood, the goal of surgery is gross total resection whenever feasible, without compromising neurological function (3). GBM always has a diffuse growth pattern and infiltrates into normal brain tissue, so it is hard to attain complete resection. Radiotherapy and chemotherapy should start within 3–5 weeks after surgery, which has been part of the standard treatment for patients suffering from GBM (3, 4), alkylating agent temozolomide (TMZ) is the most used drug. However, resistance will take place during radio- and chemotherapy treatment through complex signaling pathways, including the Wingless-related integration site (Wnt), Sonic hedgehog (Shh), nuclear factor κ-light chain-enhancer of activated B cells (NF-κB), DNA damage response (DDR) enzymes, and mitogen-activated protein kinase (MAPK) pathways (5). Other chemotherapeutics like nitrosourea and bevacizumab are also approved for the treatment of progressive and recurrent GBM, but the curative effect was far from satisfactory (3, 6). Therefore, it is urgently needed to develop novel approaches to raise effective antitumor responses against GBM.

In recent years, immunotherapy has prolonged the overall survival of patients with a variety of tumors like advanced melanoma (7), non-small cell lung cancer (8), urothelial carcinoma (9), and renal cell carcinoma (10, 11). However, the therapeutic effects for GBM were not as well as the above tumors, due to the severely immunosuppressed tumor microenvironment of the GBM, and the limited penetration of the therapeutic agents across the blood-brain barrier (BBB). Therefore, developing strategies that can not only deliver the therapeutic agents efficiently across the BBB but also reverse the strong immunosuppressive microenvironment of GBM is of great significance for effective GBM immunotherapy. Most recent advances in understanding the physiology of the BBB, GBM microenvironment (GME), and the immunosuppressive mechanism of GBM have provided us with great opportunities to develop effective immunotherapeutics against GBM (12–14). The emergence of nanotechnologies provides a new development direction for the efficient targeted delivery of drugs to overcome physiological barriers and active targeting of specific cell populations, such as tumor cells/immune cell subsets. We have summarized the advances in the development of nanotechnologies to improve drug delivery across the BBB in our previous review (15). In this review, we will introduce the CNS immune system, immunosuppressive mechanism of GBM, current GBM immunotherapy, and the development of nanomaterials for GBM immunotherapy. This article will classify and summarize GBM immunotherapy based on nanomaterials, roughly divide into four parts: immune checkpoint therapy, targeting tumor-associated immune cells, activating immune cells through immunogenic cell death, and combination therapy.



Immune microenvironment and immunotherapy strategies of glioblastoma

For a long time, the CNS was thought to be an immune-privileged system. It was evidenced by several researchers that homografts transplanted to the brain failed to elicit an immune state (16, 17). In addition, the CNS was thought to lack a classical lymphatic drainage system (18). But recent studies revealed that functional lymphatic vessels lining the dural sinuses can regulate brain tumor drainage and immunity, they can carry fluid and immune cells from the cerebrospinal fluid and are connected to the deep cervical lymph nodes, then prime T and B lymphocytes (18, 19). Furthermore, meningeal immune surveillance is critical for brain function, which is enabled by endothelial and mural cells forming the dural sinus stromal niche (20). These studies indicated that the brain is an immunological distinctive organ, but is still able to generate immune responses, which gives rise to immunotherapeutic opportunities for brain tumors.

One of the key obstacles to effective immunotherapy of GBM lies in its highly immunosuppressive nature. The mechanisms involve both tumor intrinsic factors and host responses to tumor antigens. There are multidimensional communications between the microenvirons and GBM cells. GBM will progress and be resistant to therapy by communicating with and manipulating other cells in the brain environs (21). Microglial cells are the principal resident immune cells of the brain, and they play important roles in homeostatic functions in the brain, such as in defending against infectious pathogens, neurodegenerative diseases, or traumatic brain injury, but act favoring tumor proliferation in gliomas (22, 23). Monocytes also exist in the GBM microenvironment, and they will differentiate into macrophages when infiltrating tumors. Microglia, monocytes, and macrophages are together termed tumor-associated macrophages or myeloid cells (TAMs) (21). Figure 1 shows the immunosuppressive microenvironment of GBM. GBM-associated macrophages and microglia secrete inhibitory cytokines, which decrease NK cell activity and T cell-mediated apoptosis and inhibit the binding and killing effects of T cells on antigen-presenting cells and GBM cells (24). This allows the tumor to escape the immune-killing effects of NK cells and T cells. Of the TAMs, monocytes and macrophages are recruited by cytokines, chemokines, or medical interventions. All TAMs can interact with GBM cells and play important roles in immunosuppression, neovascularization, and tumor proliferation (17, 25). Matrix metalloproteinases (MMPs)-2 is a crucial factor in facilitating GBM cell migration and invasion. MMP2 is released in a precursor form and cleaved to an activated state by MMP14, which is mainly secret by microglia to the GBM microenvironment (21). The increased levels of programmed cell death 1 ligand 1 (PD-L1) and indolamine 2,3-dioxygenase (IDO) expressed by GBM cells, and the limited self-presentation antigens caused by decreased major histocompatibility complex (MHC) expression are also part of the factors leading to immunosuppression in GBM. Microglial cells secrete TGFβ and IL-10, which downregulate the local myeloid and lymphoid immune cells and promote systemic immunosuppression (17). Pharmacological inhibition of cytokines such as TGFβ can partially reverse the immunosuppression of brain tumors (17, 26).




Figure 1 | The immunosuppressive microenvironment of GBM. Copyright (24).



To date, many approaches have been explored to reverse local or systemic immunosuppression in GBM for improved immunotherapeutic efficacy, including oncolytic virotherapy (27), peptide-based therapeutic vaccination (28, 29), dendritic cell vaccination (30), chimeric antigen receptor (CAR) T-cell therapy (31), and immune-checkpoint inhibition. For example, antibodies directed against specific tumor fusion proteins or chimeric antigen receptor T cells (CAR T cells) provide specific and active immunity against specific cell types or tumor neoantigens, or checkpoint blockade inhibitors such as anti-PD-1/PD-L1 or anti-CTLA4 increase the overall activity of T cell responses, increase antitumor immunity (32). SurVaxM is a peptide mimic immunotherapeutic vaccine that was granted orphan drug designation for patients with GBM by the FDA in 2017. SurVaxM has a dual mechanism of action of stimulating T-cell immunity and antibody-directed survivin pathway inhibition, stimulating the immune system to kill survivin-containing tumor cells, and has demonstrated safety and tolerability in patients with malignant glioma in a phase I study (33). Combination therapy of SurVaxM with pembrolizumab in patients with first relapsed glioblastoma entered a phase II clinical trial (NCT04013672).

Another key obstacle to immunotherapy of GBM lies in the limited drug delivery across BBB, which consists of brain microvascular endothelial cells (BMEC), parietal cells, basement membrane, and astrocytes. Adjacent vascular endothelial cells form tight junctions and adherent junctions, effectively plugging the clefts between BMECs. Normally, only particles smaller than 1 nm can passively transmit through the pores, thus limiting drug delivery to the brain parenchyma (15). In the neurovascular unit of the BBB, immune cells such as perivascular macrophages and microglia can also influence BBB function and play important roles in regulating innate and adaptive immunity (34).


Functional Nanomaterials for Glioblastoma Immunotherapy

To date, immunotherapies applied to GBM have achieved promising results in both preclinical and early clinical stages but failed to continue to exert their beneficial effects in later stages. The reasons for this are multiple: the high heterogeneity and plasticity of GBM make it prone to resistance to immunotherapy; the severe immunosuppressive GME, low mutation load and antigen presentation lead to poor response to GBM immunotherapy; the existence of BBB prevents most drugs from reaching and penetrating tumor tissue; and the drug itself has a short blood circulation time, which may cause problems such as systemic toxicity and autoimmune reactions. To address these challenges, nanomaterial-based drug delivery systems have been designed and developed. For the effective treatment of GBM, nanomaterials need to be efficient to cross the BBB, increase drug penetration and delivery to tumors, and have excellent stability and specific surface functional modifications. Several nanomaterials have been used as nanomedicines for clinical research and even marketing (35), including polymer materials, metal nanostructures, extracellular vesicles, liposomes, cell membranes, etc. In addition, administration routes such as nasal administration and intratumoral injection have also been developed to increase drug utilization and reduce drug loss. In this section, we will summarize the nanomedicines used in GBM immunotherapy in most recent years and classify them according to the pathway of eliciting immunity (Figure 2).




Figure 2 | Classifications of GBM immunotherapy strategies and nanomaterials used for GBM immunotherapy.





Immune Checkpoint Therapy

Immune checkpoint molecules exist on the surface of both immune cells and tumor cells. Under physiological conditions, immune checkpoints are responsible for maintaining the balance of immune system responses and preventing excessive activation of immune cells, including stimulation and inhibition of both signaling pathways (36). Tumor cells subtly evade immune attack by dysregulation of immune checkpoint-related proteins. In the process of tumorigenesis and development, immune checkpoints have become one of the main reasons for immune tolerance. Immune checkpoint therapy will activate T cells to kill tumor cells through a series of pathways such as co-suppression or co-stimulatory signaling (37).

In tumor immunotherapy, the most studied immune checkpoints are the co-inhibitory molecules: programmed death receptor 1/programmed death-ligand 1 (PD1/PD-L1) and cytotoxic T-lymphocyte-associated protein 4 (CTLA-4) (38). Correspondingly developed immune checkpoint inhibitors (ICIs), such as anti-PD1/PD-L1 and anti-CTLA-4 can block the interaction between tumor cells that express immune checkpoint molecules and immune cells, thereby blocking the inhibition of tumor cells to immune cells. The application of ICIs is effective in the treatment of many tumors such as melanoma and non-small cell lung cancer but is ineffective in the treatment of GBM (39, 40). The BBB is one of the main factors limiting the therapeutic effect of ICIs. Because of their large molecular size, the concentration of mAbs that can be delivered to the brain is typically 1000 times lower than in blood without compromising biological activity (15). Galstyan et al. (41, 42) synthesized poly(β-L-malic acid) (PMLA)-based nano bioconjugates, capable of crossing the BBB via transferrin receptor (TfR)-mediated pinocytosis to target brain tumors. The covalent conjugate of anti-CTLA-4 or anti-PD-1 to PMLA (NICs) can stimulate T cell and macrophage responses in tumors. In the orthotopic mouse GL261 model, the number of CD8+ T cells in tumor tissues significantly increased after NIC treatment; the incidence of CD4+ FoxP3+ T cells was significantly decreased; tumor M1 macrophages were significantly increased; the systemic immune response was increased; serum interleukin levels were slightly elevated. Guo et al. (43) synthesized a conjugate of αPDL1 and p-hydroxybenzoic acid (pHA) (pHA-αPDL1), which can achieve BBB crossing of antibodies through dopamine receptor-mediated transcytosis. Compared with unmodified αPDL1, pHA-αPDL1 prolonged survival time and effectively inhibited tumor growth in the orthotopic GL261 model by activating glioma-infiltrating T cells and blocking PD-L1 on glioma cells. Wang et al. (44) used 2-Methacryloyloxyethyl phosphorylcholine (MPC), a choline analog, to prepare a BBB-penetrating copolymer. Then, the anti-PD-L1 was coupled to the copolymer via a pH-sensitive linker to form nanoparticles. In an orthotopic glioma model, such nanoparticles exhibited significantly improved BBB-penetrating ability via choline receptor-mediated transport after intravenous injection. Upon tumor accumulation, the anti-PD-L1 was released through the cleavage of the pH-sensitive linker in acidic GME. The levels of PD-L1-positive CD8+CD3+ T cells in glioma tissues after treatment were significantly increased, suggesting the PD-L1 blockade of tumor cells and the prevention of the immune escape of tumor cells. The number of CD8+CD3+ T-granzyme B [apoptotic effector secreted by cytotoxic T lymphocytes (ctl)] positive cells also increased, attributed to the enhanced immune response elicited by the efficient delivery and release of anti-PD-L1 to gliomas. Further results showed that the number of regulatory T cells (Treg) (CD4+CD3+Foxp3+) decreased, the immunosuppressive tumor microenvironment was relieved, and immune T cells induced antitumor immunity was activated.



Targeting Tumor-Associated Immune Cells

GBM has a highly immunosuppressive tumor microenvironment, lacks immunogenicity, and most of them have a low tumor mutation burden (TMB). Unfortunately, both tumor cells and immune cells have been shown to contribute to this immunosuppressive phenotype (45). Among them, myeloid-derived suppressor cells (MDSCs) and tumor-associated macrophages (TAMs) are two types of cells that are mainly involved in suppressing antitumor immune responses in cancer patients, resulting in poor prognosis of GBM. Studies have shown that TAMs generally express an M2-like phenotype, inhibit the proliferation and activation of cytotoxic T cells and NK cells, and secrete numerous tumor-promoting cytokines and tumor growth factors to accelerate tumor growth, angiogenesis, progression and metastasis, and immunosuppression (46). MDSCs can inhibit the proliferation and activation of cytotoxic T cells and NK cells, and can also induce the polarization of macrophages from an inflammatory phenotype (M1) to an anti-inflammatory phenotype (M2), secreting a large number of tumor-promoting cytokines and tumor growth factors (47). Therefore, selectively targeting immune cells and reprogramming the tumor microenvironment have become an attractive therapeutic strategy to alleviate immunosuppression.

Hydroxy-terminated polyamidoamine dendrimers (PAMAM) are promising nanocarriers due to their small size, neutral surface charge, and high density of surface hydroxyl groups enabling them to cross the BBB and target activated microglia/macrophages (48, 49). Sharma et al. (50) conjugated rapamycin (Rapa) to PAMAM (D-Rapa) with a pH- cleavable linker. Rapa is a promising chemotherapy drug due to its inhibitory activity against mammalian targets of the mammalian target of rapamycin (mTOR) pathway. Rapa-mediated inhibition of the mTOR pathway is associated with the regulation of TAMs by promoting tumor angiogenesis and immunosuppression. Fluorescence-labled D-Rapa was highly specifically localized to TAMs 24h after intravenous injection and released from TAMs after 48h. In the orthotopic GL261 brain tumor model, D-Rapa improves knockdown of AKT phosphorylation compared to Rapa, while both treatments decrease expression of proliferative marker Ki67 and increase expression of apoptotic marker Caspase 3. Phosphorylation of colony-stimulating factor 1 (CSF-1) promotes the proliferation and transformation of macrophages into TAMs, and tumor cell invasion and metastasis. Clinical trials of various drugs targeting the CSF-1 pathway for cancer treatment are underway (NCT02829723, NCT02452424, NCT01349049). Liaw et al. (51) coupled the CSF-1R inhibitor BLZ945 to PAMAM (D-BLZ) through an acid-responsive linker. Compared with a free dose of BLZ945, a single systemic dose of D-BLZ can reduce the tumor-promoting expression of TAMs and promote CD8+ cytotoxic T cell infiltration, resulting in prolonged survival in mice with a reduced dose of BLZ945 required to achieve the same effect.

Glycosyl was recently discovered as a promising targeting ligand to tumor cells and TAMs for the increased metabolism in tumors (52–54). Sharma et al. (55) investigated the effect of surface modification of dendritic molecules such as glucose, mannose, and galactose on targeting glioblastoma. It was found that glucose modification significantly enhanced the targeting of TAMs and microglia by increasing brain penetration and cellular internalization, while galactose modification significantly targeted the mannose receptors (MRs) that are abundantly expressed on the TAMs. Mannose modification did not target TAMs and microglia but altered their accumulation kinetics in GBM. Liu group (56–58) investigated the tumor treating effects of mannose-modified liposomes, conventional naked liposomes, and polyethylene glycol liposomes. Mannose-modified liposomes promote the polarization of M0 and M2 towards the M1 phenotype by increasing the expression rate of CD86/CD206, and finally inhibiting the growth of G422 glioma. Chlorogenic acid (CHA) has been identified as a potent immunomodulator that promotes the polarization of TAMs from the M2 phenotype to the M1 phenotype. However, the rapid clearance and low tumor accumulation have affected the immunotherapeutic efficacy of CHA in clinical trials. Loading CHA into mannose-modified liposomes can achieve target delivery of CHA to TAMs, which can promote the polarization of TAMs from M2 phenotype to M1 phenotype by promoting the activation of STAT1 and inhibiting the activation of STAT6, thereby regulating the tumor microenvironment and inhibiting the growth of G422 glioma.

Mandruzzato group (59, 60) found that lauroyl-modified lipid nanocapsules (LNCs) could efficiently target mononuclear MDSCs and further investigated the effect of LNCs size and surface charge on cellular uptake. The results showed that neutral LNCs with 100 nm in size obtained the greatest uptake in mononuclear MDSCs, whereas positively charged 100-nm LNCs were more effective against macrophages and tumor cells. By tuning the size and charge of the material, it can be targeted to immunosuppressive cells, thus providing a new approach for utilizing nanosystems for antitumor therapy within the framework of immunotherapy.



Activating Immune Cells Through Immunogenic Cell Death

Immunogenic cell death (ICD) induction strategy is a convenient way to achieve simultaneous activation of innate and adaptive immunity, by promoting the expression and exposure of stress-related molecules and the release of tumor antigens normally hidden within tumor cells (61, 62). ICD is accompanied by the exposure and release of numerous damage-associated molecular patterns (DAMPs), including calreticulin (CRT), heat shock proteins (HSPs), and high mobility group box 1 (HMGB1). As a source of antigen and adjuvant molecules, ICD activates antigen-presenting cells (APCs) and promotes anti-tumor immunity, providing a new direction for tumor immunotherapy. There are various methods to induce ICD, including chemotherapy, radiotherapy, and hyperthermia (HT) (63, 64). The ICD inducers are usually small-molecule compounds with a short half-life in vivo, easy clearance, low efficacy, and poor targeting. The delivery of small-molecule compounds by nanocarriers can prolong their half-life, and increase the drug efficacy and targeting efficiency.

Chen group (65, 66) investigated the role of doxorubicin-based nanodiamonds (Nano-DOX) in tumor therapy. Nano-DOX induces autophagy instead of apoptosis in GBM cells (GCs), and stimulates the release of antigens and DAMPs from GCs, resulting in enhanced activation of dendritic cells (DCs). Persano et al. (67) induced ICD of U87 glioblastoma cells through cubic iron oxide magnetic nanoparticles (IONC-GA-PEG) under the action of an external alternating magnetic field (AMF). Mild hyperthermia (MHT) mediated by IONC-GA-PEG induced up-regulation of several immunogenic molecules (CRT, HSP70, HSP90, and HMGB-1) and down-regulated immune “breaks” that promote immune escape (CD47 and PD-L1). In addition, MHT treatment was found to enhance NK cell recruitment at tumor sites, positively influence IL-2-activated NK cell degranulation and release IFN-γ, and may enhance GBM susceptibility to NK cell-mediated killing. Zhang et al. (68) synthesized bradykinin (BK) aggregation-induced-emission nanoparticles (BK@AIE NPs) with selective permeation of BBB and strong absorption in the near-infrared region (NIR). BK ligands can promote the activation of kinin B1 receptor (B1R), thereby enhancing the transport and accumulation inside the tumor. BK@AIE NPs have high photothermal conversion efficiency under 980 nm near-infrared laser irradiation, which is beneficial for the treatment of deep tumors. The therapeutic effect of BK@AIE NPs was evaluated in an orthotopic U87-MG tumor-bearing mouse model by intravenous injection. PTT-induced dead tumor cells release tumor-derived antigens that stimulate the host immune system, and the percentages of all cells infiltrating CD3+ T cells, CD4+ T cells, and CD8+ T cells in the tumor dramatically increased. As the immune system is activated, a series of representative cytokines interleukin-2 (IL-2), IL-10, IL-12, IL-1β, interferon γ (IFN-γ), tumor necrosis factor α (TNF-α) of T cells that regulate the immune response in the serum significantly increased, improved the anti-tumor immunity.



Combined Therapy

GBM is a complex tumor involving various complex molecular pathways, genetic mutations, and tumor microenvironment. Despite extensive research, the treatment of GBM remains problematic. Poor drug delivery, tumor heterogeneity, and drug resistance pathways hinder the significant efficacy of monotherapy in GBM, which can easily lead to tumor recurrence (53). Therefore, combination therapy is considered a strategy to address this challenge. Ideally, drug combinations should leverage the strengths and weaknesses of each drug to improve efficacy, reduce toxicity, and overcome resistance.

Kadiyala et al. (69) designed a chemo-immuno combination therapy based on CpG (5’-C-phosphate-G-3’, a toll-like receptor 9 (TLR9) agonist) and docetaxel (DTX). The drugs were loaded on high-density lipoprotein nanodiscs (DTX-sHDL-CpG), which have a long circulation time in plasma. TLR9 ligands are expressed by most immune cells. CpG is a potent TLR9 agonist, causing activation of antigen-presenting cells (ie, macrophages and dendritic cells) in the GME with concomitant tumor antigen uptake. Activated dendritic cells migrate to draining lymph nodes, and present tumor antigens to CD8+ T cells, resulting in antitumor CD8+ T cell-mediated immunity. DTX enhances antitumor T cell responses to the tumor via ICD. In addition, radiotherapy is one of the treatment standards for GBM. DTX-sHDL-CpG combined with radiotherapy can cause tumor regression and long-term survival in 80% of GL26 mice, indicating the development of anti-GBM immune memory. Wang et al. (70) used perfluorocarbon (PFC) liquid-filled silica microshells to induce tissue damage through focused ultrasound to generate ICD and combined it with PD-1 blockade to induce a “hot” immune microenvironment and enhance immune checkpoint blockade against advanced tumors. Compared with monotherapy, combination therapy increased the proportion of CD45 leukocytes in the GME by more than 20 times, the proportion of CD8 cytotoxic T cells by more than 100 times, and the expression of IFNγ by more than 200 times, indicating the transition from “cold” to “hot” immune microenvironment. Li et al. (71) delivered nanosensitizers using neutrophils (NEs) to enhance GBM ultrasound/chemotherapy/immunotherapy. Immune checkpoint inhibitor (Anti-PD-1 antibody), paclitaxel (PTX), ZnGa2O4:Cr3+ (ZGO), and TiO2 are loaded in ROS-responsive liposomes to form ZGO@TiO2@ALP and delivered by NEs, which can penetrate the BBB and accumulated to GBM. After intravenous injection, ultrasound-triggered ZGO@TiO2@ALP could generate ROS and destruct liposomes to release PTX and anti-PD-1 antibodies to kill tumors and cause local inflammation, which in turn attracted more ZGO@TiO2@ALP-NEs migrate to the tumor site for enhanced and sustained treatment. The treatment improved the survival rate of the model GL261 mice from 0% to 40% and allowed long-term immune monitoring for tumor recurrence. Alghamri et al. (72) developed biocompatible NPs (SPNPs) composed of human serum albumin (HSA) and polyethylene glycol (PEG), functionalized with cell-penetrating peptide iRGD, capable of targeting tumors after systemic delivery. SPNPs loaded with CXCR4 inhibitor AMD3100 were able to block CXCR4 signaling in a GBM model, resulting in reduced infiltration of CXCR4+ MMDSCs into the GME. Blockade of CXCR4 sensitized GBM cells to radiation-induced ICD. SPNPs combined with radiotherapy elicited anti-GBM immune response, enhanced infiltration of CD3+ and CD8+ T cells, and T cells exhibited higher levels of expression of effector molecules (eg, Granzyme B, and IFN-γ), which eventually led to tumor disappearance in 60% of mice.




Conclusion

Immunotherapy is one of the most promising ways to treat tumors. Various immunotherapy platforms are currently in clinical investigation, including various peptides, dendritic cells, heat shock protein vaccination strategies, excess T cell transfer, checkpoint blockade, monoclonal antibody, and cytokine therapy. However, the great potential of immunotherapy in GBM has been limited by several factors, including the severely suppressed immune microenvironment compared with other types of tumor, the limited drug delivery to the central nervous system, and safety issues such as autoimmune reactions, on-target, and off-target toxicity, cytokine storm, and dosing thresholds and so on. Most recent advances in understanding the physiology of the BBB, GBM microenvironment, and the immunosuppressive mechanism of GBM have provided us with great opportunities to develop effective immunotherapeutics against GBM. In addition, the emergence of nanotechnologies also provides a new development direction for the efficient targeted delivery of drugs to overcome physiological barriers and active targeting of specific cell populations, such as tumor cells/immune cell subsets. In GBM immunotherapy, rationally designed nanomaterials can directly reverse the immune status of the primary tumor by delivering ICIs or receptor agonists, inducing ICD, or others, and utilizing the potential of surrounding immune cells to prevent pre-metastatic niches formation and inhibition of tumor recurrence. Taken together, nanomaterial may uncage the great potential of immunotherapy in the treatment of GBM.
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Cyclin-dependent kinase regulatory subunit 2 (CKS2) is a potential prognostic marker and is overexpressed in various cancers. This study analyzed sequencing and clinical data from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus, with external validation using the Chinese Glioma Genome Atlas (CGGA) data. CKS2 expression in the normal brain and tumor tissue was compared. cBioPortal and MethSurv were utilized to scrutinize the prognostic value of CKS2 methylation. Gene set enrichment examination and single-sample gene set enrichment analysis were employed to explore the potential biological functions of CKS2. Cell viability, colony formation, and transwell assays were conducted to evaluate the influence of CKS2 on glioma cell proliferation and invasion. Compared with normal brain tissue, the expression of CKS2 was upregulated in glioma samples (p < 0.001). Multivariate data analysis from TCGA and CGGA indicated that increased expression of CKS2 was an independent risk factor for the prognosis of overall survival in glioma patients. CKS2 methylation was negatively associated with CKS2 expression. Patients with CKS2 hypomethylation had worse overall survival compared with patients with CKS2 methylation, as suggested by the analysis of both TCGA and CGGA datasets. The expression level of CKS2 is closely related to tumor immunity, including the correlation of tumor immune cell infiltration, immune score, and co-expression of multiple immune-related genes. In addition, CKS2 is associated with several immune checkpoints and responses to the chemotherapy drug cisplatin. CKS2 knockdown impeded the expansion and aggression of glioma cell lines. The changes in CKS2 expression may provide a novel prognostic biomarker that can be used to improve patient overall survival rates.
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1 Introduction

Glioma is the most typical malignant brain cancer (1), with approximately 10,000 new cases each year (2). In 2016, WHO defined grades II and III gliomas as diffuse lower-grade gliomas (LGG), with a 5-year survival rate of approximately 50% and 30%, respectively (3). Grade IV gliomas were defined as glioblastoma (GBM), with a median overall survival (OS) of 12–14 months, a 5-year survival rate of only 9%, and the worst prognosis (4, 5). Gliomas are distinguished characterized by fast development, heightened infiltration, and difficult surgical resection. Most patients with glioma are diagnosed at grade IV (6). For decades, histology has been the gold standard for the classification and evaluation of glioma prognosis, as well as for disease management (7). Exhaustive genomic analysis of low- and high-grade gliomas has documented that the heterogeneity of glioma tumors increases with tumor grade and therapy antagonism, highlighting the need for a better understanding of their underlying biology.

Gliomas originate from diverse glial cells, including astrocytes, oligodendrocytes, and ependymal cells (8). These highly heterogeneous cells may contain numerous subregions with different genotypes, accumulation possibility, invasiveness, hypoxia levels, and therapeutic resistance (9). Because of the heterogeneity of gliomas, tumor recurrence and drug resistance are inevitable. Thus, it is critical to find novel biomarkers to help clarify the pathological mechanism underlying glioma and develop corresponding treatment strategies.

CKS1 and CKS2 are highly conserved members of the human cyclin-dependent kinase subunit (CKS; also known as CksHs) family, both identified by sequence homology between CKS2 and yeast SUC1 (10–12). CKS1 is needed for SCFSkp2-mediated ubiquitination and degradation of p27Kip1 and the cell cycle G1/S transition (13, 14). Cyclin-dependent kinase regulatory subunit 2 (CKS2) participates in cell cycle regulation (15). It also plays a role in tumor expansion. Numerous reports have demonstrated that CKS2 expression is often elevated in various cancers, including lymphatic cancer (16), bladder cancer (17), breast cancer (18), cervical cancer (19), nasopharyngeal carcinoma (20), melanocytic carcinoma (21), esophageal squamous cell carcinoma (22), hepatocellular carcinoma (23), and Wilms tumor (24). Although CKS2 is overexpressed in various cancers and results in poor prognosis, the specific underlying mechanism and potential role remain unclear, particularly in glioma. Therefore, the prognostic value and potential role of CKS2 in glioma require further investigation.

This study used data from The Cancer Genome Atlas (TCGA) database to comprehensively evaluate the predictive worth of CKS2 mRNA expression, copy number variation (CNV), and methylation status in patients with glioma. We also assessed CKS2 expression in glioma tissues and cell lines. The role of CKS2 in tumor immunity has been evaluated in many aspects, including cellular immune infiltration, co-expression of immune-related genes, immune score, immune checkpoint, and sensitivity to chemotherapy. Cell proliferation and invasion tests enrich the functional role of CKS2 in gliomas. In short, CKS2 may be a new target for immunotherapy in the future.



2 Materials and Methods


2.1 Data Investment

RNA-seq data from TCGA and The Genotype-Tissue Expression Project (GTEx) were downloaded from UCSC XENA1. The data included 1,157 GTEx normal brain controls, 689 glioma tissues, and the relevant clinical information. The Toil software (25) was used to process TCGA, GTEx, and transcription per million reads (TPM) RNA-seq data. On the basis of the median CKS2 expression value, patient data were subdivided into high- and low-expression groups. In addition, The GSE4290 dataset from the Gene Expression Omnibus (GEO) dataset, which included 19 normal brain tissue controls and 65 glioma tissues, was used to verify the differential expression of CKS2. RNA-seq data for mRNAseq_693 (26) and mRNAseq_325 (27) were downloaded from the Chinese Glioma Genome Atlas (CGGA) website2, and associated clinical data were used for external validation of results from the survival analysis.



2.2 Identification of Differentially Expressed Genes

We implemented the R software package DEseq2 (28) to analyze TCGA_GBM_LGG (glioma) project level 3 HTSeq RNA-seq count data to identify differentially expressed genes (DEGs). The threshold for DEGs was set at |log2 (fold change)| > 2.5 and adjusted p < 0.001.



2.3 Gene Ontology and Pathway Enrichment Analysis

Gene Ontology (GO) is widely employed in bioinformatics, and the Kyoto Encyclopedia of Genes and Genomes (KEGG) is a resource for comprehending biomolecular exchanges and chemical responses. We conducted GO and KEGG pathway enrichment analysis on DEGs employing the R package’s cluster profile (version 3.14.3) program (29). Genes with p < 0.01, a minimum count of 3, and an enrichment factor greater than 1.5 were assessed differentially expressed.



2.4 Gene Set Enrichment Analysis

In Gene Set Enrichment Analysis (GSEA), the distribution of genes in a predefined gene set is used to assess their trends in a gene table ordered by phenotypical correlation to establish their role in phenotype definition. Our study used the cluster profile package in R (29) for GSEA. CKS2 mRNA expression was split into the high expression and the overexpression groups to determine the significant difference in function and pathway between the two groups. This analysis used h.all.v7.2.symbols as the reference gene set. The GMT (Hallmarks) in the MSigDB collection was used as the gene set database. We considered significant enrichment when false discovery rate (FDR) < 0.25, p-adjust < 0.05, and normalized enrichment score (|NES|) > 1.



2.5 Correlation Between CKS2 Expression and Immune Infiltration

Single-sample GSEA (ssGSEA) was conducted with the GSVA package in R (30), and the enrichment scores were calculated using specific gene markers (31) for each type of immune cell to deduce the infiltration of immune cells in each sample. Spearman or Pearson correlation analysis was used to evaluate the relationship between immune cell infiltration and CKS2 mRNA expression. RNA-seq data in the level 3 HTSeq-FPKM format from the LGG-GBM (glioma) project of TCGA were used.



2.6 Analysis of CKS2 Methylation Status and Disease Prognosis

CKS2 CNV and methylation data were acquired from cBioPortal (https://www.cbioportal.org/). CKS2 mRNA expression levels in the CKS2 CNV group were compared with those in the CKS2 no CNV group using the Kruskal–Wallis test, whereas the correlation between CKS2 methylation and CKS2 expression was compared using Pearson’s correlation analysis. The SMART web platform3 was utilized to compare CKS2 methylation levels in normal and tumor tissues. The prognostic value of CKS2 methylation levels in patients with glioma was explored using MethSurv online tool4. CKS2 methylation data for glioma tissue samples were downloaded from CGGA (methyl_159) and used to evaluate methylation levels and prognostic values for different grades of glioma.



2.7 Construction and Evaluation of the Prognostic Graph Model

A Cox proportional hazards degeneration model evaluated the affinity of relevant variables with OS. The Akaike information criterion was used to screen variables and incorporate them into the multivariate model. The selected variables were included in the construction of the model. Nomograms were created utilizing the RMS package in R (32). We then calculated the c-index, observed the receiver operating characteristic (ROC) curve, and estimated the validity of the nomogram.



2.8 Correlation Between CKS2 and Drug Sensitivity

We collected CKS2-related RNA sequences and clinicopathological and survival data and retained clinical sample information recorded by TGCA. According to the existing database of pharmacogenomics Genomics Cancer Drug Sensitivity (https://www.cancerrxgene.org/), we predicted the CKS2 OS-related reaction to chemotherapy in cancer samples. The 50% maximum inhibitory concentration (IC50) of samples was predicted by ridge regression, and the prediction accuracy was determined using the R package “Prophetic”. Default values were used for all parameters, the “battle” of “allSolidTumours” and the batch effects of the tissue type were removed, and the repeated gene expression was aggregated as an average.



2.9 Patient Samples

Thirty-four primary glioma samples were collected from an equal number of patients. These underwent surgery, but not chemotherapy or radiotherapy, at Jiangxi Provincial People’s Hospital between September 2020 and May 2021. Normal brain tissue from 10 patients with traumatic or focal epilepsy surgery served as the control. All samples were cryopreserved in liquid nitrogen prior to extraction of total RNA. This examination was supported by the Medical Ethics Committee of Jiangxi Provincial People’s Hospital (No. 2020252037).



2.10 Cell Culture

U251 and U87 cell lines were obtained from the American culture collection (Manassas, Virginia, USA). Cells were grown in high glucose DMEM medium supplemented with 10% fetal bovine serum, penicillin-streptomycin mix, and 2 mM glutamine (all from Gibco/Invitrogen Technologies) at 37°C in a humidified incubator with 5% CO2.


2.10.1 Cell Transfection

U251 and U87 cells were inoculated in six-well plates and cultivated up to 50%–60% confluency. RiboBio (Guangzhou, China) synthesized small interfering RNA (siRNA) targeting human CKS2. siRNAs were transfected into U251 and U87 cells via Lipofectamine® RNAiMAX reagent (Invitrogen, Carlsbad, CA, USA). Transfection reagents and siRNA were diluted with Opti-MEM (Invitrogen) without antibiotics, and subsequent experiments were performed 48 h after transfection.



2.10.2 RNA Extraction and qRT-PCR

Total RNA from tissues or cells was extracted with TRIzol reagent (TaKaRa, Shiga, Japan) and switch transcribed into cDNA using a PrimeScript RT kit (RR047A, TaKaRa). In accordance with the manufacturer’s directions, qRT-PCR in triplicate was conducted using SYBR Premix Ex Taq (Takara, RR820A). Data normalization was performed with GAPDH as a control. Melt curve analysis indicated that a single product was formed in all cases. Relative expression modifications were estimated employing the 2−ΔΔCt method. qRT-PCR primers included convex ring RT primers designed and synthesized by RiboBio. The primers for mRNA CKS2 were 5′-CACTACGAGTACCGGCATGTT-3′ (forward) and 5′-CATGTAATGAACCCAGCCTAGA-3′ (reverse); for GAPDH, 5′-CCCATCACCATCTTCCAGGAG-3′ (forward) and 5′-GTTGTCATGGATGACCTTGGC-3′ (reverse).



2.10.3 Cell Proliferation Assay

Cell viability was determined by Cell Titer 96 Aqueous Reagent (MTS) colorimetric assay (Promega, Madison, WI, USA). In brief, cells (2 × 103 cells per well) were inoculated in 96-well plates 24 h before the experiment. The cells were then divided into three groups (NC, si-CKS2-3, and si-CKS2-4) and incubated for 0, 24, 48, 72, or 96 h. Then, 10 µl of CellTiter 96 Aqueous One Solution Reagent was added to each well and incubated at 37°C for 30 min after the specified time. Absorbance was then measured at 490 nm using a microplate reader (Bio-Rad Laboratories, Inc., Hercules, CA, USA). All experiments were conducted in triplicate.



2.10.4 Colony Formation Assays

U251 and U87 cells were uniformly inoculated in six-well plates with a cell density of 600 cells per well. The cells were transfected with NC, SI-KS2-3, or Si-KS2-4 and cultured in a humidified incubator at 37°C with 5% CO2 for 2 weeks. The cells were fixed with 4% paraformaldehyde for 15 min and stained with 0.1% crystal violet (Beyotime Institute of Biotechnology, Shanghai, China) for 20 min. Colonies were photographed using a high-resolution camera (Leica, MC 170 HD) and counted under a microscope.



2.10.5 Cell Invasion Assays

Cell invasion was evaluated with a Transwell chamber (Corning, Inc., Corning, NY, USA). The transfected U251 and U87 cells (2 × 104) were placed in the upper chamber and evenly mixed with a serum-free medium. The lower chamber was loaded with a cell-free medium, including 20% fetal bovine serum. After 48 h of culture at 37°C and 5% CO2, the cells were fixed with 4% paraformaldehyde and stained with 0.1% crystal violet. At least five random fields were chosen for cell count under a light microscope, and the ImageJ software was used for analysis.



2.10.6 Statistical Analysis

The Mann–Whitney U test (Wilcoxon rank sum test) was employed to measure differences in CKS2 expression in unpaired samples. Kruskal–Wallis, Mann–Whitney U, and Chi-square tests were utilized to investigate the relationship between CKS2 expression and clinically relevant pathological traits. Univariate and multivariate Cox regression were conducted to establish independent risk factors and construct Cox proportional risk model. The pROC package in R was used to generate ROC curves to evaluate CKS2 expression and the diagnostic performance of nomograms in predicting 1-, 2-, and 5-year OS. Co-expression analysis of CKS2 with immune checkpoints was performed using R package “limma,” “reshape2,” “ggplot2,” “pheatmap,” “immuneeconv,” and “estimate.” The Kaplan–Meier method was utilized to draw a survival curve, and the log-rank test was used to compare the dissimilarity of survival data. We adjusted for potential confounding elements, including sex, age, and clinical stage. All statistical analyses were executed in R v4.0.2 and SPSS 26.0. With a double-tailed test, we set the statistical significance at p < 0.05.





3 Results


3.1 CKS2 Expression Was Upregulated in Gliomas

By comparing data from TCGA (including 104 normal brain tissues and 166 high-grade glioma tissues), GSE4290 (including 22 normal brain tissues and 74 glioma tissues), and combined glioma data from TCGA and GTEx, CKS2 was significantly elevated in glioma tissue compared with normal brain tissue (p < 0.001; Figures 1A–C). The ROC curve demonstrated that the AUC score was 0.941 (95% CI: 0.930–0.952), and the optimal cutoff value of CKS2 was 3.593 (Figure 1D). In RNA-seq data from TCGA, CKS2 is highly expressed in most cancers (Figure 1E), including head and neck squamous cell carcinoma (HNSC), lung adenocarcinoma (LUAD), gastric adenocarcinoma (STAD), cholangiocarcinoma (CHOL), pancreatic adenocarcinoma (PAAD), colon adenocarcinoma (COAD), chromophobia (KICH), adrenal cortical carcinoma (ACC), prostate adenocarcinoma (PRAD), and urothelial bladder carcinoma (BLCA).




Figure 1 | Analysis of CKS2 mRNA expression in glioma and other human cancers in TCGA and GEO databases. (A, B) Heatmaps of CKS2 expression levels in the (A) GSE4290 and (B) TCGA datasets. (C) Expression levels of CKS2 in glioma (n = 689) and normal tissue (n= 1157). (D) Receiver operating characteristic (ROC) analysis of CKS2 in glioma samples (n = 689). (E) CKS2 expression levels in various cancers from TCGA database. (F) Association between CKS2 expression and age (n = 613). (G) Association between CKS2 expression and histological grade (n = 613). (H) Association between CKS2 expression and IDH mutation status (n = 661). (I) Association between CKS2 expression and race (n = 613). (J) CKS2 expression in 1p/19q co-deletion codel and non-codel (n = 664) (***p < 0.001). NS, not significant.



CKS2 expression was correlated with patient age, pathological grade, IDH mutation, and 1p/19q chromosome deletion (p < 0.001; Figures 1F–I). Race and sex were not associated with CKS2 expression (Figure 1J). Detailed clinical treatment information is provided in Table 1.


Table 1 | Demographic and clinical characteristics of patients with glioma with low and high expression of CKS2 in TCGA (n = 670).





3.2 Prognostic Value of CKS2 and Associated Clinical Factors in Glioma

In all, 386 male and 284 female patients were separated into two groups by age (≤60 or >60 years of age). Glioma tissue samples were categorized into low or high CKS2 mRNA expression groups based on the median TPM value (TPM cutoff of 4.727 was used) (Table 1), and univariate and multivariate Cox regression analyses revealed that CKS2 mRNA expression level was a significant independent risk factor for tumor prognosis [hazard ratio (HR) = 1.856; 95% CI: 1.213–2.841, p = 0.004]. In addition, age (HR = 1.882; 95% CI: 1.393–2.542, p < 0.001), WHO classification (HR = 1.954; 95% CI: 1.235–3.091, p = 0.007), and IDH status (HR = 4.247; 95% CI: 2.829–6.375, p < 0.001) were an independent prognostic risk factor for OS (Figure 2).




Figure 2 | Univariate and multivariate COX regression analysis of CKS2 expression and related clinical factors on overall survival of glioma patients. (A) On the basis of the TCGA database, univariate Cox regression showed that CKS2, age, WHO grade, IDH status, TP53, and 1p/19q co-deletion were associated with overall survival (OS). (B) Multivariate analysis showed that CKS2 mRNA expression, age, histological grade, WHO grade, and IDH status were independent prognostic factors for OS in glioma.



External validation was conducted using clinical information for 483 patients in the CGGA dataset (Table S1). Univariate and multivariate analyses of this dataset also demonstrated that CKS2 mRNA expression was an independent prognostic factor (HR = 1.793; 95% CI: 1.473–2.184, p < 0.001) for glioma. WHO grade, IDH status, and 1p/19q co-deletion were also independent factors affecting disease prognosis (Table 2). The consistency of results from the external validation dataset increases the reliability of internal queue predictors.


Table 2 | The univariate and multivariate analyses of overall survival according to CKS2 expression, after adjusting for other potential predictors in CGGA (n = 483).





3.3 High CKS2 Expression Was Associated With Adverse Outcomes in Glioma

Kaplan–Meier survival analysis of the TCGA-LGG-GBM dataset revealed that patients with increased CKS2 expression had a worse prognosis than those with a lower expression (HR = 4.90; 95% CI: 3.67–6.55, p < 0.001, Figure 3A). To further validate the prognostic value of CKS2 mRNA expression in gliomas, we used RNA-seq data and survival data from 811 patients in the CGGA database. Median CKS2 mRNA expression was 4.66847 based on the Kaplan–Meier median grouping method. Survival analysis demonstrated that patients with high CKS2 expression had poor OS (HR = 2.75; 95% CI: 2.28–3.32, p < 0.001, Figure 3B). Similarly, we analyzed Kaplan–Meier curves for disease-specific survival (DSS) and platinum-free interval (PFI) in the TCGA-LGG-GBM dataset. Increased CKS2 expression was associated with shorter DSS (HR = 5.17; 95% CI: 3.80–7.03, p < 0.001, Figure S1A) and PFI (HR = 3.07; 95% CI: 2.45–3.85, p < 0.001, Figure S1B).




Figure 3 | Relationship between the expression of CKS2 in glioma and prognosis. (A) Overall survival (OS) curve based on TCGA data (n = 695). (B) OS survival curve based on CGGA data (n = 811). (C) The nomogram of CKS2 and other glioma prognostic factors from TCGA. (D) Time dependent on ROC curve of the line graph. (E) Prediction of the calibration curve of the line graph.





3.4 Construction and Evaluation of a Prognosis Model for Glioma

Univariate and multivariate regression analyses identified CKS2 as an independent prognostic factor for glioma. To ascertain this, we established predictive representative maps for OS and DSS based on CKS2 mRNA expression data from TCGA and fitted other clinicopathological parameters. We constructed a nomogram that combined CKS2 expression data with clinical prognostic characteristics, including age, tumor grade, and IDH status (Figure 3C). The total score was obtained based on the sum of points allocated to each factor in the graph; the higher the total score, the better the prognosis. Calibration and ROC curves were employed to evaluate the performance of the nomogram. The area under the ROC curve (AUC) values of the nomogram of 1-, 3-, and 5-year OS predicted by CKS2 were 0.789, 0.855, and 0.795, respectively (Figure 3D), and the C-index for OS was 0.843 (Figure 3E). The higher AUC and C-index determined by the nomograms indicated robust OS predictive discrimination.



3.5 Functional Enrichment Analysis of High and Low CKS2-Expressing Samples

To examine the potential mechanism by which CKS2 promotes tumor development, we divided glioma samples into high– and low–CKS2 expression groups. In total, 490 DEGs were identified on the basis of an analysis between the two groups using sequence data from TCGA. Of these, 437 DEGs were highly expressed, whereas expression of 53 was low (selected threshold was |log2 (fold change)| > 2 and p-adjust < 0.01, Figure 4A). The correlation between CKS2 expression trends and the top 10 genes with CKS2 co-expression was illustrated using a heatmap (Figure 4B). GO enrichment analysis was conducted to predict the functions of co-expression in glioma patients, and enriched terms were ranked on the basis of the adjusted p-value. The enrichment terms in biological process (BP), molecular function (MF), cellular component (CC) and KEGG groups were pattern specification process, anterior/posterior pattern specification, regionalization, nucleosome, chromosome, centromeric region, nucleosome assembly, appendage morphogenesis, limb morphogenesis, systemic lupus erythematosus, functional, protein, and absorption (Figure 5A). We also conducted GSEA to identify critical pathways associated with CKS2 and found 19 in total (Table 3) that met the criteria (FDR < 0.25 and p < 0.05). The most significant pathways were allograft rejection (Figure 5B), complement (Figure 5C), E2F targets (Figure 5D), epithelial–mesenchymal transition (Figure 5E), G2M checkpoint (Figure 5F), and hypoxia (Figure 5G).




Figure 4 | (A) The volcano plot of differentially expressed genes (DEGs) was screened according to the expression level of CKS2. (B) Heatmap of co-expression with CKS2.






Figure 5 | Functional enrichment analysis of CKS2 in glioma. (A) Differentially expressed genes (DEGs) were classified as belonging to BP, CC, or MF classes. Gene set enrichment analysis (GSEA) was used to identify enriched gene classes associated with (B) allograft rejection, (C) complement, (D) E2F targets, (E) epithelial–mesenchymal transition, (F) G2M checkpoint, and (G) hypoxia.




Table 3 | Hallmark Pathways enriched in high- and low-risk groups by using GSEA.





3.6 Hypomethylation Was Associated With CKS2 Expression and Predicted Adverse Outcomes in Glioma

After predicting CKS2 function, we investigated the reasons for the high CKS2 expression. We employed cBioPortal to investigate the association between CKS2 mRNA expression in the CNV and methylation data in glioma samples. No CNV amplification was observed in CKS2, although patients with increased CKS2 CNV had higher CKS2 mRNA expression [7.2% (47/656) of patients, Figure 6A]. Copy number variation was not the main factor affecting the high expression of CKS2. We hypothesized that methylation would affect the expression of CKS2 and found that its grade of methylation was negatively associated with mRNA expression (p = 0.022, R = −0.10, Figure 6B). Except for explicit renal cell carcinoma, CKS2 methylation levels were lower in all tumor tissues in TCGA compared with normal tissues, including BLCA, HNSC, PAAD, rectum adenocarcinoma (READ), and UCEC (Figure 6C). However, glioma in TCGA lacked normal tissue control samples for comparison. MethSurv analysis revealed that patients with lower CKS2 methylation had poorer OS than those with increased methylation (p < 0.001, Figure 6D). To further verify the effect of CKS2 methylation levels in glioma, we scrutinized data from the CGGA database and found that higher WHO grades were associated with lower CKS2 methylation (Figure 6E). Survival analysis using Kaplan–Meier indicated that patients with lower CKS2 methylation levels had poorer OS compared with patients with higher methylation levels (p = 0.046, Figure 6F). These results are consistent with those from the experimental group in TCGA dataset.




Figure 6 | Copy number variation (CNV) and methylation expression of CKS2 in glioma. (A) Changes in CKS2 expression levels under different copy numbers (n = 656). (B) Correlation between CKS2 methylation level and expression (n = 530). (C) Methylation expression levels of CKS2 in various tumor tissues and normal tissues in TCGA data. (D) Kaplan–Meier survival of the promoter methylation of CKS2 in glioma (n = 515). (E) Association between WHO-defined glioma grade and CKS2 methylation levels in data from the CGGA (n = 151). (F) Overall survival curves grouped based on CKS2 methylation levels (n = 123). *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001. NS, not significant.





3.7 CKS2 Expression Was Correlated With Immune Cell Infiltration

To further explore the role of CKS2 in early-stage glioma, we utilized ssGSEA to research the connection between CKS2 mRNA expression levels and immune cell infiltration. Correlation between the infiltration of 24 immune cells and CKS2 expression are shown in Figure 7A. CKS2 expression was positively correlated with Th2 cell (p < 0.001, R = 0.780, Figure 7B), helper T cell (p < 0.001, R = 0.160, Figure 7C), activated dendritic cell (p < 0.001, R = 0.320, Figure 7D), macrophage (p < 0.001, R = 0.360, Figure 7E), and neutrophil (p < 0.001, R = 0.290, Figure 7F) infiltration but negatively correlated with mast cell (p = 0.001, R = −0.110, Figure 7G) and CD8+ T cell infiltration (p < 0.001, R = −0.140, Figure 7H). ssGSEA analysis also demonstrated that CKS2 mRNA expression was not associated with the infiltration of Th1 (p = 0.277, R = 0.042, Figure 7I) and B cells (p = 0.117, R = −0.060, Figure 7J).




Figure 7 | ssGSEA investigation of CKS2 in glioma and correlation between CKS2 expression and immune cell infiltration class. (A) Correlation between immune cell infiltration and CKS2 expression. (B–F) CKS2 expression and Th2 cells (B) and T helper cells (Th) (C). Infiltration levels of activated dendritic cells (D), neutrophils (E), and macrophages (F) were positively correlated. (G, H) CKS2 expression correlated with the infiltration of mast cells (G) and CD8+ T cells (H) Infiltration levels were negatively correlated. (I, J) CKS2 expression was not associated with infiltration levels of Th1 cells (I) and B cells (J).





3.8 Expression of CKS2 Is Related to Immune-Related Genes, Immune Checkpoints, Immune Score, Sensitivity to Chemotherapy, and Immune Checkpoint Inhibitors

To further clarify the role of CKS2 in glioma immunity, we assessed the co-expression of CKS2 with MHC, immune activation, immunosuppression, chemokine receptors, and chemokines. Among MHC markers, HLA-DMB, HLA-DOB, HLA-E, HLA-F, and TAP2 were co-expressed with CKS2 (Figure 8A). CKS2 was significantly correlated with TNFSF14, related to immune activation (Figure 8B). Except for ADORA2A, CSF1R, and TIGIT, almost all immunosuppressive genes were positively co-expressed with CKS2 (Figure 8C). In addition, CKS2 was highly consistent with CCR4 and CCL25 (chemokine receptors) in terms of chemokine receptors and chemokine markers (Figures 8D, E). In addition, we also evaluated the difference in immune checkpoints between glioma and normal groups. It was evident that SIGLEC15, LAG3, and PDCD1 were highly expressed in glioma (Figures 8F, G). In addition to TIGIT, through a co-expression heatmap, it can be intuitively found that the expression of CKS2 is positively correlated with immune checkpoint markers (Figure 8H). In the immune score analysis, we divided the high and low expression of CKS2 into two groups for ESTIMATE algorithm scoring and found that the expression of CKS2 was significantly negatively correlated with immune score, interstitial score, and ESTIMATE (Figure 8I). In addition, both microsatellite instability (MSI) and tumor mutation burden (TMB) play an important role in tumor immunity. CKS2 expression is negatively correlated with the MSI score (Figure 8J) and positively correlated with the TMB score (Figure 8K). We also evaluated the relationship between CKS2 and a commonly used drug in glioma (cisplatin). The expression of CKS2 was negatively correlated with the IC50 of cisplatin (Figure 8L). We further explored the performance of CKS2 in immune checkpoint inhibitors (ICIs). Because transcriptomic data from ICI patients in gliomas are unavailable, we used the Imvigor210CoreBiology dataset (other tumors) to support our guess. The expression of CKS2 in non-responders to ICI [Stable Disease+Progressive Disease (SD+PD)] was lower than that in responders ([Complete Remission+Partial Remission (CR+PR) Figure S2A]. Meanwhile, the ORR of low-expression CKS2 was higher than that of high expression CKS2 (71.1% and 83.2%; Figure S2B). In addition, according to the high and low expression of CKS2, patients were divided into two groups for survival analysis, and the results showed no significant difference between the two groups (Figure S2C).




Figure 8 | Study on the expression of CKS2 and immune-related genes, immune score, and sensitivity to chemotherapy. CKS2 is co-expressed with (A) MHC, (B) immune activation, (C) immunosuppression, (D) chemokine receptors, and (E) chemokine genes. (F, G) Differential expression of immune checkpoints in normal and LGG_GBM patients. (H) Correlation of CKS2 with immune checkpoints in LGG_GBM. (I) Correlation of CKS2 with stromal, immune, and estimate scores. (J, K) The correlation between CKS2 expression and MSI score and TMB score. (L) Correlations CKS2 with the IC50 of chemotherapy drugs. *p < 0.05, **p < 0.01, and ***p < 0.001.





3.9 Knocking Down CKS2 Inhibited the Proliferation and Migration of Glioma Cells

To research the role of CKS2 in glioma, we assessed the effect of CKS2 on glioma cell proliferation and migration. qRT-PCR analysis revealed that CKS2 expression was remarkably upregulated in glioma tissue (n = 34) compared with normal brain tissue (Figure 9A). CKS2 expression was also correlated with histological grade (Figure 9B). Four siRNAs were employed to quiet CKS2 expression in U251 and U87 cell lines. After transfection and incubation for 48 h, the interference efficiency of siRNA was detected by qRT-PCR. siRNA-CKS2-3 and siRNA-CKS2-4 had the highest silencing efficiency (Figures 9C, D). CKS2 was found in four glioma cell lines (HS683, U251, U87, and T98G) and was highly expressed in U251 and U87 cell lines (Figure 9E). MTS assay indicated that CKS2 knockout greatly decreased the number of U251 and U87 cells compared with the NC group (Figures 9F, G). Colony formation experiments displayed that the deletion of CKS2 remarkably decreased the number of new U251 and U87 cell colonies (Figure 9H). In addition, the Transwell assay revealed that CKS2 knockdown reduced the invasion capability of U251 and U87 cells (Figure 9I).




Figure 9 | Deletion of CKS2 inhibits the proliferation and invasive abilities of glioma cell lines. (A) On the basis of the qRT-PCR analysis, CKS2 expression was particularly upregulated in glioma tissues (n = 34) compared to normal brain tissues (n = 10). (B) The association between CKS2 expression and histological grade (n = 34). (C, D)  In U251 and U87 cells, the expression of CKS2 was downregulated in the siRNA group. (E) The expression of CKS2 in various glioma cell lines. (F, G) MTS assay to detect U251 transfected with si-CKS2 and the proliferation inhibition of U87 cells. (H, I) Colony formation and transwell assays showed that CKS2 downregulation greatly hindered the proliferation and invasion of U251 and U87 cell lines compared with the control group. *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001.






4 Discussion

Glioma is the prevalent type of intracranial tumor (1). Considering its heterogeneity and poor OS rates (4, 5), evaluating its prognosis effectively and accurately is imperative. In this analysis, we discovered that CKS2 was significantly overexpressed in glioma tissues, and this overexpression was correlated with the hypomethylation of CKS2. In addition, high CKS2 expression, high protein expression, and low methylation levels were associated with poor OS. Functional enrichment analysis showed that CKS2 was correlated with allograft rejection, complement, E2F targets, epithelial–mesenchymal transition, G2M checkpoint, and hypoxia. ssGSEA also suggested that high CKS2 expression increased the infiltration of Th2 cells. In vitro experiments demonstrated that CKS2 might act as an oncogene in gliomas by affecting cell proliferation and invasion. Therefore, our study offers novel insights into the potential role of CKS2 in tumor pathogenesis and suggests its potential role as a biomarker in glioma.

Data from TCGA and GEO databases indicated that CKS2 is highly expressed in gliomas compared with normal brain tissue (p < 0.001). Analysis of patient tissue samples (six normal brain tissues and 37 glioma tissue samples) supported these results. Our analysis of TCGA data confirmed this, suggesting that CKS2 can be a diagnostic marker for a variety of cancers. For glioma, CKS2 expression is a good diagnostic marker, with an AUC as high as 0.941. CKS2 is also associated with the pathological stage of glioma, IDH mutation, 1p/19q co-deletion, and patient age. These clinical data further support the conclusion that CKS2 expression may be related to the degree of glioma malignancy. In addition to its regulatory role in cell cycle transformation, CKS2 also plays a role in tumor development by promoting tumor growth and occurrence (33), promoting proliferation under tumor stress (34), and inhibiting programmed cell death (35). It can also be used as a unique gene marker for malignant cells (36), suggesting that CKS2 may be used as a biomarker for the diagnosis of multiple tumors, including glioma.

CKS2 is highly expressed in gliomas and results in a poor prognosis. Analysis of TCGA-LGG-GBM data showed that patients with high CKS2 expression had worse OS, DSS, and PFI. This was also confirmed using glioma data from the CGGA database. Univariate and multivariate Cox regression revealed that CKS2 was an independent risk factor for glioma. Given that CKS2 is a powerful predictive factor, we assembled a nomogram that combines CKS2 expression with clinical data. With a good C-index and ROC curves, this nomogram predicted the 1-, 3-, and 5-year OS of patients with glioma with high accuracy. This easy-to-use predictive system helps to screen patients with high-risk glioma and identify the best treatment options.

GO term analysis revealed significant enrichment of pathways associated with developmental and cyclical processes such as pattern specification, DNA-binding transcription activator activity, and DNA packaging complex. CKS2 is highly correlated with proliferation and invasion (37, 38). To confirm this in glioma, we conducted MTS, colony formation, and transwell assays. As expected, in vitro experiments strongly demonstrated that high CKS2 expression facilitates the proliferation and invasion of glioma cells. Thus, CKS2 may have a role in proliferation and invasion in glioma.

Investigation of the mechanism underlying CKS2 mRNA overexpression indicated that CKS2 hypomethylation was associated with CKS2 overexpression. CKS2 methylation was also associated with poor prognosis in glioma. Contrastingly, ssGSEA showed that CKS2 was closely correlated with immune cell infiltration. CKS2 was positively related to Th2 cell infiltration and negatively correlated with CD8+ T-cell infiltration. Earlier studies that have encountered high levels of Th2 cell infiltration and low levels of CD8+ T-cell infiltration in various tumors were associated with immunosuppression and low survival (39–41). In this study, Th2 cell levels were particularly elevated, whereas CD8+ T-cell levels were reduced, suggesting that CKS2 may help mediate immune escape in glioma (42–44).

TMB is used to assess tumor antigenicity and response to immunotherapy (45). In addition, MSI leads to somatic mutations, potential ICB therapy targets (46). In this study, CKS2 was closely correlated with TMB and MSI, which also explained the vital role CKS2 plays in tumor immunity. Interestingly, CKS2 was also negatively correlated with the IC50 of cisplatin, a commonly used chemotherapy drug. This indicates that patients with glioma with high CKS2 expression may better benefit from ICB treatment. T-cell depletion is a vital link leading to immune dysfunction in tumor patients (47). CKS2 was co-expressed with T-cell depletion markers (PD-1, CTLA4, LAG3, HAVCR2, and GZMB) in this study. Importantly, we also investigated the association between CKS2 and immune checkpoints, in which SIGLEC15, TIGIT, CTLA4, CD274, HAVCR2, LAG3, PDCD1, and PDCD1LG2 were all positively correlated with CKS2, and these markers were also associated with ICB response (48). T-cell depletion and high expression of immune checkpoints predict a worse prognosis in patients, which may explain the cancer-promoting effect of CKS2 in tumors.

Although this study proposes an association between CKS2 and glioma and increases our overall knowledge of the role of CKS2 in glioma, some limitations remain. First, other vital functions and signaling pathways related to glioma may be involved, and these need further investigation. Second, analyzing the role of CKS2 in vitro is not sufficient; additional functional studies in vivo are needed to corroborate the results of the in vitro study.

In conclusion, CKS2 was overexpressed, whereas CKS2 methylation was decreased in gliomas. In addition, CKS2 knockout inhibited proliferation and invasion of glioma cell lines. Enrichment analysis indicates that CKS2 might be a carcinogenic factor due to its roles in inhibiting immunity, cell cycle regulation, promoting epithelial–mesenchymal transition pathways, and inducing high Th2 and low CD8+ T-cell infiltration. CKS2 also plays an important role in tumor immunity and affects the tumor microenvironment, indirectly influencing the prognosis of patients with glioma and paving the way for becoming a potential immunotherapy target in the future. This study demonstrates that CKS2 is a potential marker for glioma diagnosis and prognosis, highlights its role in proliferation and invasion, and shows its potential as an immunotherapy target.
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Background

DNA damage response (DDR) proficiency is the principal mechanism of temozolomide (TMZ) resistance in glioma. Accumulating evidence has also suggested the determining role of DDR in anticancer immunity. We propose that a comprehensive investigation of the DDR landscape can optimize glioma treatment.



Methods

We identified the pronounced enrichment of DDR in TMZ-resistant glioma cells by RNA sequencing. Nine differentially expressed genes between TMZ-sensitive/resistant glioma cells were selected to construct the DDR score through lasso regression analysis. Two glioma cohorts from TCGA and CGGA were interrogated to evaluate the predictive ability of DDR score. Multiple algorithms were applied to estimate the immunotherapeutic responses of two DDR phenotypes. Immunohistochemistry was used to determine the protein levels of PD-L1 and TGFβ in glioma specimens. The oncoPredict package was employed to predict the candidate chemotherapy agents.



Results

DDR score exhibited a robust prognostic capability in TCGA and CGGA cohorts and served as an independent predictive biomarker in glioma patients. Functional enrichment analyses revealed that high and low DDR score groups were characterized by distinct immune activity and metabolic processes. Elevated levels of infiltrating immune cells (including CD8+ T cells, CD4+ T cells, and dendritic cells) were observed in the high DDR score glioma. Further, high DDR scores correlated with increased mutation burden, up-regulated immune checkpoints, and tumor immunity activation, indicating a profound interplay between DDR score and glioma immunogenicity. In addition, PD-L1 and TGFβ were overexpressed in recurrent glioma specimens compared with primary ones. Finally, we estimated that PI3K inhibitors may serve as latent regimens for high DDR score patients.



Conclusion

Our study highlighted the promising prognostic role of DDR score in glioma. Individual assessment of DDR status for patients with glioma may provide new clues for developing immunotherapeutic strategies.
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Introduction

DNA is under the continuous threat of various endogenous and exogenous stress, and efficient DNA damage response (DDR) and DNA repair are essential to maintain genomic integrity. DDR plays a critical role in regulating cell cycle, chromatin remodeling, cell metabolism, and apoptosis, and the deficiencies of DDR are usually associated with genomic instability and tumor initiation (1, 2). Interestingly, DDR defects also make tumor cells vulnerable to chemotherapy and radiotherapy because the damages caused by treatment cannot be effectively corrected. Thus, proficient DDR significantly usually contributes to cancer therapy resistance (3). O6-alkylguanine-DNA methyltransferase (MGMT) is a DNA repair enzyme that functions by transferring methyl groups from the O6 position of impaired guanine to its cysteine residues, accordingly blunting the efficacy of alkylating agents such as Temozolomide (TMZ) (4). TMZ chemotherapy is used as a first-line treatment in patients with glioma, however, the overall survival remains poor and the acquired chemoresistance induced by DDR is a major obstacle yet to be overcome (5). Therefore, there is a clear need to develop innovative therapeutic strategies and prognostic biomarkers.

Immune checkpoint blockade (ICB) therapy has made substantial breakthroughs and consolidated our understanding of immuno-oncology (6). Nevertheless, its clinical trials in glioma remain a formidable challenge largely due to the unique immune-privileged microenvironment. Glioma is surrounded by relatively low levels of pre-existing immune infiltration especially T cells, which is labeled as an immunologically cold phenotype (5, 7). Individual evaluation of glioma immunogenicity is therefore a prospective method to optimize patient selection and facilitate precise immunotherapy. In recent years, DDR deficiency has emerged as a predictive biomarker of response to ICB therapy in multiple cancers (8, 9). Tumors with mismatch repair (MMR) - deficiency (MMRd) has shown promising sensitivity to PD-1 blockade and consequently and FDA approved the application of pembrolizumab in patients with MMRd solid tumors. In addition, encouraging ICB sensitivity has been observed in tumors with other DDR defects including BRCA and POLE mutations (9). DDR-targeted treatments are considered to promote tumor immunogenicity by boosting antigenicity through accumulated tumor neoantigen burden (TNB), promoting adjuvanticity through the cytosolic immunity activation, and enhancing reactogenicity through the induction of immune checkpoints. In addition, DDR alterations have been reported to remodel the glioma immunosuppressive microenvironment by modulating M2 polarization of microglia (10, 11). But disappointingly, initial results of clinical trials revealed that gliomas with MMRd were characterized by the absence of prominent T cell infiltration, decreased patient lifespan, and a poor response rate to anti-PD1 therapy (12). Thus, we aim to comprehensively evaluate the DDR landscape and illuminate the interaction between DDR and immunogenicity in glioma.

Here, we established a DDR score system to predict the clinical outcome of glioma patients. Gliomas in different DDR score phenotypes displayed distinguished tumor microenvironment (TME) features and tumor immunogenicity, indicating that DDR evaluation potentially promote precise immunotherapy of glioma.



Materials and Methods


RNA Extraction and Sequencing

Total RNA was extracted from TMZ-sensitive/resistant U87MG cell lines by TRIzol reagent (Thermo Fisher Scientific, Waltham, MA, USA) following the manufacturer’s instructions. RNA quality was assessed by Nanodrop2000 and Qubit 3.0. RNA integrity was determined by Agilent 2100 Bioanalyzer. mRNA Capture Beads (Vazyme Biotech, Nanjing, China) were used to eliminate rRNAs and a VAHTS Total RNA-Seq Library Preparation Kit (Vazyme Biotech) was used to prepare libraries. Sequencing was performed on the Illumina Hiseq 2500 platform (pair-end 150 bp). The raw sequencing data have been deposited in the NCBI (BioProject accession: PRJNA768121). Data were further processed by R (version 4.1.0). A heatmap of gene expression profiles was generated using the pheatmap package. Principal component analysis (PCA) of each sample was performed and the top two principal components were shown. Differentially expressed genes (DEGs) were identified using the limma package (| log2(fold change) | > 1 and adjusted p-value < 0.05 as threshold). A volcano plot was illustrated to visualize the distribution of DDR genes using the EnhancedVolcano package.



Glioma Data Acquisition

Two independent datasets of glioma patients were collected from the publicly available The Cancer Genome Atlas (TCGA) (https://xenabrowser.net/datapages) and Chinese Glioma Genome Atlas (CGGA) (http://www.cgga.org.cn) (13). TCGA and CGGA cohorts enrolled 557 and 656 glioma specimens, respectively. Patients lacking complete clinical annotations were excluded from subsequent analyses. Gene expression data from both cohorts were log2(FPKM+1) transformed.



Construction of DDR Score

Univariate cox regression analysis was performed to screen the DDR-related DEGs between TMZ sensitive and resistant glioma cells. DEGs with significance in univariate cox regression were subsequently analyzed by LASSO regression to further select variables. To improve the accuracy of the risk model, LASSO regression was implemented with 10-fold cross validation and run for 1000 rounds to alleviate overfitting effects. Finally, nine DDR genes were picked out to construct the DDR score following the formula:  , with Coef (i) meaning the coefficients of each variable and exp (i) representing the expression level of genes.



Survival Analysis of DDR Score and Clinicopathological Factors

Glioma patients were divided into high and low DDR score groups according to the cutoff value. Scatter diagrams and Kaplan-Meier curves were generated by the survival package to evaluate the difference in clinical outcome between two DDR score phenotypes. ROC curves were depicted to determine the predictive capability of DDR score using the timeROC package. DDR scores of different glioma grades and pathological statuses were displayed using the ggplot2 package. Univariate and multivariate cox analyses were performed to investigate the prognostic value of DDR score and other clinicopathological indicators. The forest plot delineated the corresponding hazard ratio (HR) and p-value. A nomogram was constructed based on DDR score and other independent prognostic indicators to predict the 1, 2, and 3 years survival probability of glioma patients. Calibration curves were produced to evaluate the utility of the nomogram.



Functional Annotation and Pathway Enrichment

DEGs between high and low DDR score groups were identified using the limma package (| log2(fold change) | > 1 and adjusted p-value < 0.05 as threshold). Symbols of DEGs were extracted using the clusterProfiler package to explore Gene Ontology (GO) and KEGG terms enrichment (14). Gene set enrichment analysis (GSEA) was used to investigate the enriched gene sets based on the fold changes of all genes. The significances were ranked by normalized enrichment score (NES) and adjusted p-value. Gene set variation analysis (GSVA) is a non-parametric, unsupervised approach to estimating the variation of gene set enrichment based on expression profiling. KEGG and HALLMARK gene sets were downloaded from the Molecular Signatures Database (MSigDB) and signatures of tumor metabolism were collected from a published study (15). The GSVA package was exploited to quantify the pathway activity by calculating the GSVA score of each sample (16).



Characterization of Immune Infiltration in the TME

Tumor purity is diluted by the non-tumor components in the TME including immune infiltrates, stromal cells, blood vessels, and extracellular matrix. The ESTIMATE package was applied to calculate the immune score, stromal score, and tumor purity of glioma specimens (17). CIBERSORT was used to evaluate the proportions of 22 immune cell types based on deconvolution methods (18). ssGSEA was employed to investigate the levels of 28 immune cell types based on the marker gene signature score. TIMER was utilized to estimate the percentages of six immune cell types by linear least square regression (19). MCP-counter was implemented to quantify the absolute abundance of eight immune and two stromal cell populations based on the mean level of marker gene expression (20). Gene expression data with standard symbol annotation were imputed to the algorithms above for further analyses.



Ethical Statement

Glioma specimens were obtained from patients who underwent surgical resection in Shanghai East Hospital (from 2019 to 2021). All participants signed written informed consent for molecular studies before sample collection. The clinical data of patients were recorded with the approval of the Ethical Committee and Institutional Review Board of Shanghai East Hospital.



Immunohistochemistry Staining

Eight glioma samples were fixed by immersion in 10% formalin solution and then embedded in paraffin. 10-µm thick tissue sections were deparaffinized and rehydrated (xylene × 2 for 10 minutes each, 100%, 95%, and 75% ethanol for 5 minutes each and deionized water for 5 minutes). The sections were incubated with 3% hydrogen peroxide in methanol for 10 minutes to quench peroxidase activity. Antigen retrieval was performed by boiling sections in 10 mM sodium citrate buffer (pH 6.0) for 10 minutes. After being rinsed with PBS, sections were blocked with normal goat serum for 20 minutes. The samples were incubated with primary anti-PD-L1 (1:200, ab237726, Abcam, Cambridge, UK) or anti-TGFβ antibody (1:200, BA0290, BOSTER, Wuhan, China) overnight at 4°C. The sections were then incubated with secondary antibody () for 30 minutes at room temperature. The staining was developed using 3,3’-diaminobenzidine (DAB) as substrate and counterstained with hematoxylin. The sections were developed using 3,3’-diaminobenzidine (DAB) as substrate and counter-stained with Mayer’s Hematoxylin. All sections were independently reviewed by two pathologists according to the WHO criteria.



Analysis and Visualization of Mutation Landscape

Somatic mutation files (SNPs and small INDELs) of TCGA glioma were downloaded from the UCSC Xena browser. The maftools package was used to present the mutational patterns of glioma specimens by the oncoplot function. The mutual exclusivity and co-occurrence of top frequent mutations were delineated by the somaticInteractions function. The mutation load of each specimen was calculated by the tmb function.



Prediction of the Potential Chemotherapeutic Agents

Genomics of Drug Sensitivity in Cancer (GDSC) is a public dataset containing information on drug sensitivity in cancer cells and molecular markers of drug response (21). Using the oncoPredict package, GDSC2 gene expression profile and corresponding drug response information were downloaded to generate a ridge regression model that can be applied to glioma transcriptomic data (22). Then the sensitivity scores were yielded to predict the half-maximal inhibitory concentration (IC50) of all drugs in glioma patients.



Immunotherapy Cohort

IMvigor210 is a cohort of 348 urothelial cancer patients treated with PD-L1 blockade therapy (23). The gene expression profiles, tumor mutation burden, neoantigen information, therapeutic responses, and survival data were downloaded using the IOBR package (24). Tumor-intrinsic signatures were derived from the IOBR package and enrichment scores were calculated by ssGSEA algorithm.



Statistical Analysis

Statistical significance of normally distributed variables between two groups was analyzed by unpaired Student’s t-test and nonnormally distributed variables were examined by Wilcoxon test. The Kaplan–Meier survival curve was graphed to explore survival distributions. Log-rank test was used to determine statistical significance between groups. The Pearson correlation analysis was used to test the association between continuous variables. χ2-test was employed to analyze contingency tables. The multi-omics data were standardized by z-score scaling. All statistical analyses were conducted using R (version 4.1.0) and two-sided p-values less than 0.05 were considered statistically significant and labeled as *, p < 0.05; **, p < 0.01; ***, p < 0.001; and ****, p < 0.0001.




Results


DDR Was Remarkably Enriched in TMZ-Resistant Glioma Cells

To investigate the underlying mechanisms of TMZ resistance in glioma cells, we used RNA sequencing to analyze the transcriptomic alternations in TMZ-resistant U87-MG (U87-MGR) cells. U87-MG and U87-MGR cells exhibited distinct transcriptomic traits and principal components (Figures 1A, B). KEGG analysis revealed that DDR pathways were differentially enriched between TMZ sensitive and resistant cells including DNA replication, base excision repair (BER), MMR, Fanconi anemia, and cell cycle (Figure 1C). We gathered a list of 608 genes regulating DNA replication and/or DNA repair from Molecular Signatures Database (MSigDB) to screen out the DDR-related DEGs. The overall distribution was shown in a volcano plot and the red dots represented the DEGs (Figure 1D).




Figure 1 | DDR was enriched in TMZ-resistant glioma cells. (A) The heatmap presented the gene expression profiling of U87-MG and U87-MGR cells. (B) PCA distinguished the U87-MG and U87-MGR cells. (C) The differentially enriched KEGG pathways between U87-MG and U87-MGR cells. (D) The volcano plot showed the distribution of DDR-related DEGs between U87-MG and U87-MGR cells.





DDR Score Was Constructed to Investigate the Predictive Value in Glioma

To establish a DDR risk model, we selected nine genes from the DDR-related DEGs using univariate cox regression and LASSO regression analyses (Figure 2A and Supplementary Figure 1A). We constructed the DDR score based on the expression levels of nine genes and corresponding coefficients (Figure 2B): DDR score = exp (UNG) × 0.007710872 + exp (GINS4) × 0.123645507 + exp (CHAF1B) × 0.164960931 + exp (S100A11) × 0.199658898 + exp (FANCA) × 0.003032437 + exp (USP43) × -0.058596477 + exp (GADD45G) × -0.011548864 + exp (POLR2F) × -0.157450788 + exp (ERCC5) × -0.189557601. A network plot showed the mutual relationship of these nine genes (Figure 2C). An optimized cut-off DDR score of -0.37 was used for classification into high and low DDR score glioma patients. The scatter plot and Kaplan-Meier curves revealed that a high DDR score was associated with a poorer outcome in the TCGA training cohort (Figures 2D, E). ROC analysis indicated that the area under the curve (AUC) for 1, 2, and 3 years survival were 0.875, 0.907, and 0.910, respectively (Figure 2F). Similar survival analysis results were observed in the TCGA validation cohort (Figures 2G, H) and the corresponding AUC values were 0.873, 0.912, and 0.925 (Figure 2I). Furthermore, the AUC for 1, 2, and 3 years survival were 0.872, 0.906, and 0.912 in the entire TCGA cohort (Supplementary Figure 1B). Then we applied CGGA data for external validation, patients in the high DDR score group also had disadvantageous survival compared with counterparts (Figures 2J, K). The AUC values for 1, 2, and 3 years survival were 0.776, 0.813, and 0.807, respectively (Figure 2L). Taken together, survival analysis underlined the robust value of DDR score for predicting glioma prognosis.




Figure 2 | DDR score was established to investigate the predictive value in glioma. (A) DDR-related DEGs were further selected by LASSO cox regression to generate a risk model. (B) Coefficients and HR calculated by LASSO cox regression of nine variates. (C) The mutual relationship of the expression level of the nine genes. The scatter plot and Kaplan-Meier curves demonstrated that the high DDR score correlated with an unfavorable outcome in the TCGA training cohort (D, E), TCGA validation cohort (G, H), and CGGA validation cohort (J, K). ROC curves suggested that the DDR score substantially predicted the prognosis in the TCGA training cohort (F), TCGA validation cohort (I), and CGGA validation cohort (L).





DDR Score Was an Independent Prognostic Factor Among Other Clinical Parameters

Then we assessed the DDR score of patients with different malignancy grades and pathological statuses in TCGA and CGGA. High grade (grade IV) tumors exhibited higher DDR scores than low grade (grade II and III) ones, and gliomas with IDH wildtype and 1p19q non-deletion showed the highest DDR score compared with other clinicopathological subtypes (Figures 3A–D). Moreover, the Kaplan-Meier curves revealed that high DDR score group showed significantly shorter lifespan and worse outcome in IDH mutant lower-grade gliomas (Supplementary Figures 2A, B). We evaluated the prognostic value of DDR score and clinicopathological parameters in TCGA using univariate cox regression analysis. The HR and p-value of each factor were shown in a forest plot (Figure 3E). Variables with a significant p-value were taken into a multivariate model and the results indicated that DDR score and age were independent prognostic factors in the TCGA cohort (Figure 3F). Univariate and multivariate cox analyses also revealed that DDR score, tumor grade, and 1p19q codeletion status independently predicted the prognosis of patients in the CGGA cohort (Figures 3G, H). In addition, a nomogram was constructed by integrating the DDR score and other parameters to predict the 1, 2, and 3 years survival probability of glioma patients in TCGA (Figure 3I). The corresponding calibration curves were close to the ideal model (Figures 3J–L). The nomogram and calibration curves of the CGGA cohort were present in Supplementary Figures 2C–F.




Figure 3 | DDR score was an independent prognostic factor among other clinical parameters. (A–D) The DDR scores were compared between patients with different malignancy grades and clinicopathological statuses in TCGA (A, B) and CGGA (C, D). (E–H) Univariate and multivariate cox analyses of DDR score, tumor grade, IDH mutation status, and 1p19q codeletion status in the TCGA (E, F) and CGGA cohorts (G, H). (I) A nomogram to predict the 1, 2, and 3 years survival probability of the TCGA cohort. (J–L) The calibration curves of the nomogram to predict the 1, 2, and 3 years survival probability. ****p < 0.0001; ns, no significance.





Functional Annotations and Pathway Enrichment Analyses of DDR Score Subtypes

To understand the underlying biology contributing to the extraordinary predictive ability of the DDR score, we explored the GO enrichment in TCGA using the clusterProfiler package. T cell activation was remarkably connected to a high DDR score while signal transduction-related genes were overexpressed in the low DDR score subset (Figures 4A, B). KEGG and GSEA analyses revealed that pathways involved in immune system disorders were significantly associated with high DDR score and synaptic transmission pathways were enriched in the low DDR score group (Figures 4C–F). Then we comprehensively investigated the HALLMARK and KEGG signature scores of each sample using the ssGSEA algorithm. The significances were ranked by adjusted p-values using the limma algorithm and the top 20 enrichment were visualized in heatmaps (Figures 4G, H). High DDR score gliomas exhibited the enrichment of multiple immune activation pathways including IL-6/JAK/STAT3 pathway, interferon-gamma response, inflammatory response, and antigen processing and presentation. Low DDR score correlated with the enrichment of the Wnt signaling pathway and Hedgehog signaling pathway. In addition, we observed the different metabolic regulations between two phenotypes so we further explored the potential metabolic mechanisms exploiting relevant signatures. The results underlined that cyclooxygenase arachidonic acid metabolism, glutathione metabolism, and pentose phosphate were upregulated in the high DDR score group, while alanine aspartate and glutamate metabolism, fatty acid biosynthesis, and sirtuin nicotinamide metabolism were stimulated in the low DDR score phenotype (Figure 4I).




Figure 4 | Functional annotations and pathway enrichment analyses of DDR score subtypes (A, B) GO annotations of the high and low DDR score groups. (C, D) KEGG analysis of the high and low DDR score groups. (E, F) GSEA of the high and low DDR score groups. (G, H) HALLMARK and KEGG signature enrichment of high and low DDR score subtypes calculated by the ssGSEA algorithm. (I) The differentially enriched metabolic processes in high and low DDR score patients.





Immune Infiltrating Patterns of DDR Score Phenotypes

The tumor is surrounded by a dynamic microenvironment that consists of various types of infiltrating immune cells. The interplay between these immune components and tumor cells can shape tumor immunogenicity and affect the tumor response to checkpoint inhibitors (6). Considering the distinct immune and metabolic characteristics of high and low DDR score subsets, we then investigated the association between DDR score and immune infiltration. The stromal score, immune score, and tumor purity of glioma specimens were inferred using the ESTIMATE package. High DDR score correlated with elevated stromal and immune scores but decreased glioma purity (Figure 5A), indicating the raised levels of stromal and immune cells in the TME of high DDR score glioma. We then further explored the TME landscape of two DDR score subtypes using CIBERSORT, ssGSEA, TIMER, and MCP-counter algorithms (Figures 5B–E). Tumors with high DDR scores correlated with elevated levels of multiple immune infiltration. Interestingly, we discovered that both pro-tumor (myeloid-derived suppressor cells (MDSCs), regulatory T cells (Tregs), M2 macrophages, and immature dendritic cells) and anti-tumor (CD8+ T cells, CD4+ T cells, activated dendritic cells, and M1 macrophages) immune cells were up-regulated. Notably, tumors with the presence of CD4+ and CD8+ T cells were defined as immune-inflamed and usually associated with a positive response to ICB. Activated dendritic cells and M1 macrophages are effective in T cell activation through antigen presentation. On the other hand, MDSCs can weaken the activity of effector T cells, mediate the differentiation of Tregs, and promote an immunosuppressive phenotype in macrophages. Immature dendritic cells induce an immunosuppressive TME through expanding Tregs. Further, M2 macrophages contribute to tumor immune evasion by expressing anti-inflammatory cytokines and attenuating the activity of CD8+ T cell (25). In a nutshell, the complicated TME of glioma was characterized by the mixture of pro- and anti-tumor cells, as well as the coexistence of immune activation and suppression.




Figure 5 | Immune infiltrating patterns of DDR score phenotypes. (A) Levels of stromal score, immune score, estimate score, and tumor purity in high and low DDR score groups. (B) The fractions of 22 types of immune cells in high and low DDR score groups based on CIBERSORT. (C) The infiltrating levels of 28 subpopulations of immune cells in high and low DDR score groups based on ssGSEA. (D) The percentages of six immune cell types in high and low DDR score groups based on TIMER. (E) The abundances of eight immune and two stromal cell populations in high and low DDR score groups based on MCP-counter. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; ns, no significance.





DDR-Associated Immune Microenvironment Characteristics

Given the differential infiltrating immune cells in two DDR groups, we sought to explore the signatures of TME associated with DDR score. All the defined gene signatures were obtained from previous publications (23, 26–30). DDR-related processes were overexpressed in high DDR score specimens, indicating an overexpressed DDR phenotype (Figure 6A). Antigen processing, chemokines, and interferon responses were significantly up-regulated in the high DDR score group, suggesting the enhanced efficiency for T cells to recognize antigens and the triggered inflammation and antitumor immunity. TMEscore was a novel biomarker with high sensitivity in predicting immunotherapy efficacy, and we identified its positive correlation with DDR score. Intriguingly, high DDR score gliomas also showed promoted TGFβ pathway activity which was associated with immunosuppression (Figures 6A, B). These observations revealed the coexistence of anticancer immunity activation and immune suppression in the glioma microenvironment.




Figure 6 | DDR-associated immune microenvironment signatures and characteristics. (A) The differentially expressed TME signatures in high and low DDR score groups. (B) The expression levels of immune checkpoints in high and low DDR score groups. (C) The expression levels of cGAS-STING pathway members in high and low DDR score groups. (D) IHC staining of PD-L1 and TGFβ in primary and recurrent glioma tissues (20×magnification). EMT, epithelial-to-mesenchymal transition; MHC, major histocompatibility complex; HLA, human leukocyte antigen; IFN, interferon; Pan-F-TBR, pan-fibroblast TGFβ response. ****p < 0.0001.



Immune checkpoints are regulators of immunological tolerance that function to protect the cells from indiscriminate attack. The activation of inhibitory checkpoint molecules prevents tumors from damage and attack so they can serve as promising targets for cancer immunotherapy (31). We investigated the immune checkpoint expression in glioma specimens and uncovered that CD274 (PD-L1), PDCD1, PDCD1LG2, CTLA4, CD276, HAVCR2, and LAG3 were significantly overexpressed in the high DDR score subtype (Figure 6B). The cGAS-STING pathway is an important component of the cellular innate immune system that functions by detecting cytosolic DNA fragments and consequently triggers cytosolic immunity. Stimulating cytosolic immunity is a state-of-the-art strategy to optimize ICB therapy efficacy by promoting infiltrating T cells to turn immunologically cold tumors into hot tumors (32). Our analysis suggested that the high DDR score subset presented the elevated levels of cGAS-STING pathway members (Figure 6C). Using immunohistochemistry (IHC) analysis, we evaluated the protein expression of PD-L1 and TGFβ in primary and recurrent gliomas. Recurrent gliomas, usually concomitant with chemotherapy and/or radiotherapy resistance, were considered to be in a DDR proficiency status. IHC staining showed that PD-L1 and TGFβ were up-regulated in recurrent tumors compared to counterparts (Figure 6D). Collectively, we identified a collection of differentially expressed TME gene signatures, which potentially indicated an encouraging sensitivity of ICB in high DDR score gliomas.



Correlation of DDR Score and Glioma Somatic Genome

Tumor mutation burden (TMB) is defined as the number of genetic mutations in a tumor. High tumor mutation burden usually correlates with a positive response to ICB therapy substantially because increasing mutation load potentially generates neoantigens to enhance tumor antigenicity and immunogenicity (33). To outline the somatic mutation landscape of two DDR subtypes, we displayed the top 20 frequent mutations in both groups, (Figures 7A, B). 18% of high DDR score patients exhibited IDH1 mutation (Figure 7A) but conspicuously the alternation rate of IDH1 was up to 92% in low DDR score phenotype (Figure 7B). Therefore, DDR score seemed to be a robust indicator of IDH1 mutation status in glioma. Further, DDR scores of IDH1 mutant patients were notably lower than that of IDH1 wildtype patients (Figure 7C), which was consistent with our results in Figures 3B, D. Meanwhile, ATRX mutant gliomas also showed significantly decreased DDR score (Figure 7D). Conversely, EGFR and PTEN mutations were crucially correlated with the increase of DDR score (Figures 7E, F). These results suggested that EGFR and PTEN mutations may potentiate DDR activity in glioma.




Figure 7 | Correlation of DDR score and glioma somatic genome. (A, B) The top 20 frequent somatic mutations in high and low DDR score groups. (C–F) IDH1, ATRX, EGFR, and PTEN mutations were significantly correlated with DDR score levels. (G, H) Mutual exclusivity and co-occurrence of mutations in high and low DDR score groups. (I) TMB level in high and low DDR score groups. (J) The correlation of DDR score and TMB. (K) The Kaplan-Meier survival analysis for patients stratified by both DDR score and TMB. ****p < 0.0001.



Additionally, higher frequencies of mutation co-occurrences were observed in high DDR score gliomas (Figures 7G, H). Subsequently, we calculated the TMB of each glioma specimen and identified that the DDR score was positively associated with the mutation burden (Figures 7I, J). Nevertheless, no such correlation was observed in IDH wildtype glioblastoma (GBM) (Supplementary Figure 3). Based on the median TMB and the DDR score cut-off value, we divided patients into four groups and uncovered that patients with high DDR scores and high TMB associated with the worst prognosis and those with low DDR scores and low TMB showed the longest survival (Figure 7K).



DDR Score Subtypes Guided Chemotherapy Strategies

Immunogenic cell death prompted by certain chemotherapy agents can be exploited to sensitize tumors to checkpoint blockade, so the optimal combination of chemotherapy and immunotherapy warrants further exploration (34, 35). Since the DDR score was generated based on the DEGs of TMZ-resistant glioma cells, we supposed that chemotherapy status potentially correlated with DDR score levels. Our analysis revealed that DDR scores were higher in patients who underwent chemotherapy (Figures 8A, B). OncoPredict package was utilized to predict the sensitivity scores of drugs in high and low DDR score groups and the sensitivity score was positively correlated with the IC50 value of chemotherapy agents. We compared the estimated TMZ sensitivity between two subtypes and found no significance (Supplementary Figure 4A). In addition, MGMT and BCL3 were up-regulated in the high DDR score group but no statistical significance of ALKBH2 expression was observed (Supplementary Figure 4B). Therefore, more studies were needed to investigate the correlation between DDR score and the susceptibility of alkylating agents. Further analysis suggested that targeting the PI3K pathway (CZC24832 and VSP34_8731) and inducing apoptosis (Entospletinib) may be efficient strategies for high DDR score patients (Figures 8C–E). These predictions were hardly surprising because apoptosis and mTORC1 signaling were enriched in the high DDR score phenotype according to the aforementioned functional analysis. Meanwhile, I-BRD9 (BRD9 inhibitor), BIBR-1532 (telomerase inhibitor), and Linsitinib (IGF-1R inhibitor) were candidate drugs for the treatment of low DDR score tumors (Figures 8F–H).




Figure 8 | DDR score subtypes guided chemotherapy strategies. (A) The DDR scores of patients with or without chemotherapy. (B) Rate of chemotherapy statuses (No/With chemo) in high and low DDR score groups. (C–E) Predicted sensitivity scores of CZC24832, VSP34_8731, and Entospletinib, which were candidate chemotherapeutic agents for high DDR score patients. (F–H) Predicted sensitivity scores of I-BRD9, BIBR-1532, and Linsitinib, which were candidate potent drug options for low DDR score patients. *p < 0.05; **p < 0.01; ****p < 0.0001.





Validation of DDR Score in a Checkpoint Immunotherapy Cohort

A growing body of early-phase clinical trials have been developed to evaluate the potential of combining DDR-targeted therapy with ICB (9). Currently, most reports regarding DDR-immunity interaction are focused on DDR deficiency including MMRd, homologous recombination - deficiency (HRD), and deleterious DDR mutations (23, 36). However, the role of overexpressed DDR profiles has been hardly investigated in immuno-oncology. We calculated the tumor-intrinsic signature scores of the urothelial cancer patients from a PD-L1 blockade cohort and the analysis indicated that DDR-related signatures were remarkably up-regulated in immunotherapy responders (Supplementary Figure 5A). Patients in response to anti-PD-L1 therapy exhibited higher signature scores of cell cycle, MMR, and homologous recombination signatures. Further, favorable therapy responses also correlated with increased DDR scores (Supplementary Figure 5B). Then the samples were divided into high and low DDR score groups according to the median score value. Intriguingly, high DDR score patients showed elevated TMB and TNB levels and prolonged survival (Supplementary Figures 5C–E). In summary, DDR score may predict the sensitivity of checkpoint immunotherapy in certain cancer types.




Discussion

DDR deficiency is closely connected to genomic instability and tumorigenesis, but in contrast, DDR also confers resistance to anticancer agents in various tumors (3). Unmethylated MGMT promoter creates a resistant glioma phenotype by restoring the DNA alkylation and serves as an essential contributor to chemotherapy failure (4). Recently, the DDR-targeted strategy has opened new therapeutic avenues for antitumor immunity and some DDR-related biomarkers have exhibited reliable predictive capability in ICB therapy (9). Therefore, it is plausible to assume that comprehensively evaluating the DDR status can optimize therapeutic effects and develop combinatorial treatment strategies.

In this study, we constructed a DDR score system based on the TMZ-resistant signature in glioma cells. DDR score exhibited great prognostic value and independently predicted the survival of glioma patients. High DDR score correlated with enhanced antigenicity by increasing mutation burden and activating antigen processing and presentation. Tumors with elevated TMB were more likely to generate neoantigens for triggering antitumor T cell responses. Moreover, lower DDR scores were observed in gliomas with IDH1 and ATRX mutations, but on the other hand, EGFR and PTEN mutations were associated with high DDR scores. This was consistent with the findings suggesting that ATRX knockout can suppress DNA damage repair by regulating ATM pathway or mediating PARP1 instability to sensitize glioma cells to TMZ treatment (37, 38). Interestingly, a recent study demonstrated that ATRX loss promoted malignant and immunosuppressive phenotypes of IDH1 mutant glioma cells (39). Another study reported that non-small cell lung cancer patients with EGFR mutation and higher PD-L1 expression may benefit from PD-1 inhibitors (40).

Two DDR score subtypes also showed distinct TME landscapes. High DDR scores were directly proportional to the infiltration of multiple immune cells, suggesting the coexistence of pro- and anti-tumor constituents in the TME. Among them, pre-existing T cell infiltration has been closely related to antitumor immunity in patients with ICB therapy. Furthermore, GO annotation and metabolic analysis denoted the positive regulation of T cell activation and glutathione metabolism in the high DDR score group. Activated T cells can produce reactive oxygen species (ROS) to promote the antioxidative glutathione, thus priming T cell metabolism for inflammation (41). We also identified the pentose phosphate pathway (PPP) activation in the high DDR score phenotype. PPP is a major cellular source for NADPH, which is needed for fatty acid synthesis and redox homeostasis in early activated T cells and inflammatory macrophages (42). On the other hand, the high DDR score group also had a larger fraction of MDSCs and Tregs, which were usually associated with immune evasion in cancers. From the metabolic perspective, the enrichment of arachidonic acid metabolism in the high DDR score group has been reported to engage in the immunosuppressive function of MDSCs (43). In addition, other regulators of immunosuppression such as TGFβ and PD-L1 were up-regulated in the high DDR score gliomas. These results highlighted the complication of TME by the concomitant presence of immune activation and immune suppression. Nevertheless, the elevated levels of immune checkpoints can exactly make high DDR score patients benefit more from checkpoint inhibitors (31).

Of note, cytosolic immunity was activated in the high DDR score group by up-regulating the cGAS-STING pathway, interferon responses, and chemokines. Defective DDR-induced nucleic acid fragments can be detected by cGAS and consequently stimulate type I interferon responses and proinflammatory cytokines (32). It seemed to be a paradox when we observed triggered tumor innate immunity in the high DDR score group, which was a phenotype with DDR enrichment. Glioma patients with chemotherapy were proved to have high DDR scores so we supposed that continuous alkylating agent-induced damage contributed to the chronic activation of cytosolic immune responses. Additionally, chronic activation of the cGAS-STING pathway has been found to drive tumor metastasis and cancer progression (44), which may partly elucidate the high malignancy and poor survival of patients with increased DDR scores.

Combinational strategies of conventional chemotherapy with ICB are underway to tackle resistance and extend the application of immunotherapy. However, the combination may not be greater than the sum of its parts because many chemotherapies are considered to shape an immunosuppressive TME (35). Systemic TMZ therapy is well known to induce lymphopenia in glioma and the effects of TMZ on immune cells and TME are largely dependent on the timing and dosing regimen (45). Hence, the combinatorial treatments using TMZ and immunotherapy require thoughtful consideration. In our study, the computational analysis revealed that PI3K inhibitors may be potent options to treat high DDR score patients. Notably, previous publications suggest that PI3K inhibitors interfere with suppressive myeloid and macrophage features of the TME to overcome the therapeutic resistance to ICB (46, 47).

Certainly, our study still has some limitations. Due to the lack of a prospective cohort of glioma patients receiving ICB treatment, we explored the correlation of DDR score and anti-PD-L1 therapy sensitivity in a urothelial cancer cohort instead. Additionally, we used algorithm analyses to predict the prognostic value of DDR score in the public database but not verified it in our patient data so we hope to collect more specimens for multi-omics analysis in future validation.



Conclusion

This study highlighted the promising prognostic value of DDR score in patients with glioma. A comprehensive assessment of DDR status in glioma may be conducive to developing individualized immunotherapy and guiding innovative drug combinatorial strategies.
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N6-methyladenosine (m6A) RNA methylation is an epigenetic modification that has emerged in the last few years and has received increasing attention as the most abundant internal RNA modification in eukaryotic cells. m6A modifications affect multiple aspects of RNA metabolism, and m6A methylation has been shown to play a critical role in the progression of multiple cancers through a variety of mechanisms. This review summarizes the mechanisms by which m6A RNA methylation induced peripheral cancer cell progression and its potential role in the infiltration of immune cell of the glioblastoma microenvironment and novel immunotherapy. Assessing the pattern of m6A modification in glioblastoma will contribute to improving our understanding of microenvironmental infiltration and novel immunotherapies, and help in developing immunotherapeutic strategies.
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Introduction

The m6A modification has been recognized as one of the markers of post-transcriptional regulation in diverse types of RNAs, such as transfer RNA, circular RNA, long non-coding RNA, messenger RNA, ribosomal RNA and microRNA (1, 2). RNA m6A modifications have been shown to play a significant role in regulating RNA translation, splicing, translocation, stability, and higher structure (3, 4). Almost all types of RNA have been found to contain m6A modifications to date (5, 6). In humans, there are over 7000 genes with 12,000 m6A sites enriched in the consensus sequence RRACH (H=A, C or U, R=G or A), which tend to occur in the stop codon and 3′ untranslated regions (3′ UTRs) (3, 7). The dynamic regulation of m6A modifications is primarily dependent on m6A methyltransferases/writers, which can be cleared by demethylases/erases and recognized by m6A-binding proteins/readers (8, 9). Recently, an increasing number of studies have demonstrated that m6A plays an essential role in the occurrence and progression of cancer (10, 11).

Glioblastoma (GBM) is the most common and most malignant tumor of the adult central nervous system, which accounts for roughly half of all primary brain tumors and practically 60% of all types of gliomas (12, 13). Despite the use of comprehensive therapies such as surgery, radiotherapy, and novel immunotherapies, the 2-year survival rate for GBM is only 15 months, and reliable biomarkers and effective immunotherapy targets for GBM are still lacking (6, 14). Patients with GBM present a complex state of immune dysfunction involving several mechanisms of immunosuppression and tolerance, and immunotherapy has emerged as a novel approach to GBM treatment (6, 15). Studies have demonstrated that GBM is more heterogeneous than peripheral tumors, which indicates that several factors including RNA modification, tumor microenvironment (TME), and stem cell phenotype may influence immune checkpoint blockade therapy and developmental plasticity in GBM (16). m6A modifications influence the formation of multiple TMEs, including GBM, and are involved in cancer stem cell (CSC) generation and maintenance, and immunotherapy resistance, making the investigation of m6A methylation offers a new perspective for the treatment of GBM (17, 18).

The novel immune checkpoint blockade therapies (anti-PD-1 and PD-L1) are now showing satisfactory efficacy in some cancer patients. The m6A modifications are closely related to novel immune checkpoint blockade therapies. As an m6A demethylase, FTO can induce resistance to anti-PD-1 treatment in melanoma cells (19). It has been shown that both METTL3 and METTL14 contribute to the development and tumorigenesis of human glioma stem cells (GSCs), and METTL3 overexpression or suppression of FTO inhibits GSC self-renewal and growth (20). Our previous study also observed an association between anti-PD-L1/PD-1 treatment response and m6A modification patterns, confirming that m6A modification patterns in GBM affect the infiltration of immune cells in the GBM microenvironment (6).

In this review, we analyzed the correlation between m6A modifications, m6A regulators and GBM as well as peripheral cancers. We clarified the correlation of m6A modification in the occurrence and development of GBM as well as peripheral cancers, analyzed the molecular, immune cell infiltration in TME, and stemness characteristics of GBM cells with distinct m6A modification patterns, and the influence of m6A modification patterns on novel immunotherapies for GBM as well as peripheral cancers.



Overview of m6A

This is a dynamic and reversible biological process that m6A is formed by the m6A methyltransferases complex. The function of m6A modification is achieved by RNA methyltransferases (writers: METTL3, METTL14, METTL16, RBM15, RBM15B, WTAP, KIAA1429, ZC3H13, CBLL1) (21–28), RNA demethylases (erasers: FTO, ALKBH5) (29, 30) and m6A binding proteins (readers: YTHDC1, YTHDC2, HNRNPC, HNRNPA2B1, YTHDF1, YTHDF2, YTHDF3, IGF2BP1, IGF2BP2, IGF2BP3, FMR1, LRPPRC, ELAVL1) (31–41), which can recognize, remove or add m6A modification sites and modify essential biological processes accordingly. m6A modification processes occur mainly in adenines of the RRACH sequence (42). We summarized the protein types involved in m6A modifications and described the biological functions of each protein (Table 1; Figure 1).


Table 1 | 24 m6A regulators and their functional roles in RNA metabolism.






Figure 1 | Landscape of dynamic and reversible processes of m6A RNA methylation mediated by 24 regulators and their potential biological functions for RNA.




RNA Methyltransferases/Writer

The multicomponent methyltransferase complex is involved in catalyzing the formation of m6A modifications (43). The multicomponent methyltransferase complex consists mainly of METTL3/METTL14 heterodimers and a variety of other methyltransferases (43). METTL3 is an S-adenosylmethionine-binding protein, the core enzyme that exerts methyltransferase activity in the methyltransferase complex, and is the first characteristic component of the m6A methyltransferase complex (8). METTL14 is the second supporting enzyme, and the two co-localize in the nuclear speckle and form a stable heterocomplex in a 1:1 ratio (44). METTL3 acts primarily as the catalytic core, while METTL14 is the structural carrier for RNA binding, where the C-terminal arginine-glycine repeat sequence is the secondary RNA substrate binding site and is essential for METTL3-METTL14 catalytic activity (45). METTL16 is a homolog of METTL3, which deposits m6A into hundreds of specific messenger RNA targets in the nucleus; in the cytoplasm, METTL16 contributes to translation in an m6A-independent manner (46). WTAP has no conserved catalytic methylation structural domain, but WTAP can interact with METTL3 and METTL14 as an adaptor protein, thereby significantly affecting cellular RNA m6A methylation (45). KIAA1429, RBM15 and its homologs RBM15B and ZC3H13 are components of the m6A methyltransferase complex and are essential for m6A methylation. The KIAA1429 knockout resulted in a 4-fold decrease in the m6A peak score (47). RBM15 and RBM15B modulated m6A modification by binding target RNAs and recruiting methyltransferase complexes (26). ZC3H13 plays a key role in anchoring Virilizer, WTAP and Hakai in the nucleus to promote m6A methylation (27). CBLL1 regulates selective splicing and promotes exon skipping and intron retention in selective splicing events (28).



RNA Demethylases/Eraser

To date, a total of two m6A demethylases have been fully investigated, which are fat mass and obesity-associated protein (FTO) and α-ketoglutarate-dependent dioxygenase homolog 5 (ALKBH5). FTO is mainly located on chromosome 16q12.2, and FTO regulates m6A levels of downstream targets mainly through its 3’ untranslated region (48). Studies have shown that FTO is an important component of m6A modification, which not only plays a key role in obesity-related diseases but also participates in the occurrence, development, and prognosis of many cancers, regulates cancer stem cell function, self-renewal and metastasis (48). ALKBH5 plays a dual role in a variety of cancers by regulating various biological processes such as proliferation, invasion, migration and metastasis (49). The basic regulatory mechanism of ALKBH5, which relies on m6A-dependent modifications, is associated with long non-coding RNAs, CSCs, hypoxia and autophagy (50).



m6A Binding Proteins/Reader

The reader protein of m6A can recognize and bind m6A-modified transcripts to regulate gene expression by regulating multiple processes, such as mRNA stability, structure, splicing, export, translation efficiency, and miRNA biogenesis (31, 51–54). The YT521-B homology (YTH) family, which functions as the major reading protein to recognize m6A-modified mRNAs and regulate target gene expression, consists of five proteins, including YTHDC1, YTHDC2, YTHDF1, YTHDF2 and YTHDF3, all of them with a conserved m6A binding domain and bind preferentially to the m6A-modified region RNA on the consensus sequence of Rm6ACH (55). The m6A reader also includes some members of the heterogeneous nuclear ribonucleoprotein (HNRNP) family. HNRNPA2B1 can recognize specific targets containing AGG and UAG motifs through the RRM1 and RRM2 structural domains, and can also directly regulate the processing of m6A-modified transcripts by interacting with DGCR8, a miRNA microprocessor complex protein (34, 56). HNRNPC regulates mRNA splicing and abundance by processing m6A-modified RNA transcripts, while m6A influences the secondary structure of RNA and promotes the binding of transcripts to HNRNPC to regulate mRNA splicing and abundance, a process also known as the “m6A switch” (57). Insulin-like growth factor 2 mRNA binding protein (IGF2BP) also recognizes m6A modifications and is another family of m6A readers, including IGF2BP1/2/3 (38). IGF2BP family in contrast to the mRNA decay-promoting features of YTHDF2 of the YTH family, IGF2BP1/2/3 promote the storage and stability of their target mRNAs in an m6A-dependent manner. FMR1 binds preferentially to mRNAs containing the m6A-tagged “AGACU” motif with high affinity, and this high-affinity binding is dependent on the hydrophobic network within the FMR1 KH2 structural domain (39). Other m6A readers include the leucine-rich pentatricopeptide-repeat containing (LRPPRC) (58) and ELAV Like RNA Binding Protein 1 (ELAVL1) (59).




m6A Modification and Solid Tumors

With the breakthroughs in the identification and understanding of m6A writers, erasers and readers, m6A methylation has been shown to affect virtually every aspect of RNA metabolism, including RNA expression, translation, splicing, decay, nuclear export, and RNA-protein interactions (60, 61). Recently, there is growing evidence that writers, erasers and readers of m6A RNA modifications are related to multiple types of human cancers, including: gastric cancer (GC) (62), colorectal cancer (CRC) (63), breast cancer (BC) (64), lung cancer (LC) (65), hepatocellular carcinoma (HCC) (66), pancreatic cancer (PC) (67), prostate cancer (PCa) (68), acute myeloid leukemia (AML) (69), cervical cancer (CC) (70) ovarian (71) and endometrial cancer (72) (OC and EC), etc. m6A RNA methylation plays an important role in promoting CSC self-renewal, proliferation and resistance of cancer cell to radiation or chemotherapy. Here, we review and summarize the latest research on m6A methylation in various cancers (Figure 2) and CSCs (Figure 3).




Figure 2 | The m6A regulators are involved in various peripheral CSCs and GSCs.






Figure 3 | The potential role of m6A modification in peripheral cancers progression and related mechanisms. The m6A regulators promote or inhibit peripheral cancer progression by affecting the expression of tumor-associated genes.




Gastric Cancer

GC is the world’s fifth most prevalent cancer and the third most mortality cancer (73). Studies of TCGA and CGGA databases have demonstrated that assessment of m6A modification patterns within GC can predict GC inflammatory stage, subtype, TME immune cell infiltration, genetic variation, and prognosis of patients (74). In GC subtypes with high m6A signaling, TME stromal activation and absence of effective immune infiltration were identified, suggesting a non-inflammatory as well as immune-exclusion phenotype of TME with poorer patient survival (74). Mechanistically, METTL3 expression is elevated in GC, and the m6A modification of zinc finger MYM-type containing 1 (ZMYM1) mRNA by METTL3 requires a HUR-dependent pathway to improve its stability, and ZMYM1 recruits the CTBP/LSD1/COREST complex to bind to the E-cadherin promoter and mediates E-calmodulin promoter inhibition, which in turn promotes the EMT program and migration of cells (75). Activation of H3K27 acetylation induced transcription of METTL3 and stimulated m6A modification of HDGF mRNA, and IGF2BP3 was subsequently recognized and bound directly to the m6A site on HDGF mRNA, enhancing the stability of HDGF mRNA (76). Secreted HDGF facilitated tumor angiogenesis, while nuclear HDGF stimulated ENO2 and GLUT4 expression, followed by increased GC cell glycolysis, promoting tumor growth and metastasis (76, 77). It has also been demonstrated that down-regulation of METTL3 expression in human GC cells inhibits the proliferation and migration of tumor cells and inactivates the signaling pathway of Akt (78, 79). ALKBH5 regulated PKMYT1’s expression in an m6A-dependent manner, and IGF2BP3 contributed to stabilizing the mRNA stability of PKMYT1 through its m6A modification site, which acted as a downstream target of ALKBH5 and facilitated GC migration and invasion (80). METTL3 promoted resistance to oxaliplatin in CD133+ GC stem cells by increasing the stability of PARP1 mRNA and enhancing the activity of the base excision repair pathway (81). Besides, m6A-associated lncRNA signatures can independently predict GC survival and correlate with immunotherapeutic response to GC (82).



Colorectal Cancer

CRC is the third most prevalent of all malignancies and second in cancer-related mortality worldwide (83). CRC expresses high levels of METTL3, which is a marker of poor prognosis. IGF2BP2 recognized methylated SOX2 transcripts, especially the CDS region, thereby extending the half-life of SOX2 mRNA. SOX2 is a downstream gene of METTL3, and in CRC, SOX2 expression was positively associated with the expression of METTL3 and IGF2BP2. The oncogene METTL3 inhibits SOX2 degradation via IGF2BP2, thus increasing SOX2 expression (84). METTL3 could target the m6A site in the coding sequence region of the YPEL5 transcript and epigenetically repress YPEL5 in an m6A-YTHDF2-dependent manner to promote the growth and metastasis of colorectal cancer (85). METTL3 relies on IGF2BP1 to extend the half-life of chromo box 8 (CBX8) mRNA, which recruits Pol II and KMT2B to the promoter of leucine-rich repeat sequence of G protein-coupled receptor 5 (LGR5) and maintains the H3K4me3 state, ultimately maintaining CRC stemness and promoting its drug resistance (86). In CRC, METTL3 downregulation revealed to activate phosphorylation of p38 and ERK; METTL3 also inhibited proliferation, invasion and migration of CRC cells via the p38/ERK pathway (87). METTL14 inhibited the proliferation of CRC cells via the miR-375/YAP1 pathway and suppressed the invasion and migration of CRC cells via the miR-375/SP1 pathway (88). KIAA1429 exerted oncogenic effects in CRC cells by inhibiting the expression of WEE1 in an m6A non-dependent manner and was associated with low survival rates in CRC patients (89). Knockdown of YTHDF1 could significantly inhibit the WNT/β-linked protein pathway activity in CRC cells and suppressed the biological activity of CRC cells (90). YTHDF1 is critical for CRC stem cell-like activity and tumorigenesis in CRC (90).



Breast Cancer

BC is the most frequently diagnosed cancer in women worldwide (91). METTL3 facilitated m6A modification of the 3′ UTR of B-cell/lymphoma 2 (BCL-2) mRNA, which in turn promoted cell proliferation, migration and suppressed apoptosis through upregulation of BCL-2 expression (92). YTHDF1 facilitated BC metastasis by recognizing and binding to the m6A-modified mRNA of FOXM1 and accelerating FOXM1’s translation process (93). KIAA1429 could bind to the motif in the SMC1A mRNA’s 3’UTR and strengthen the stability of SMC1A mRNA, promoting migration and invasion of BC cells (94). The eraser FTO was demonstrated to be highly expressed in BC tissues, and the pro-apoptotic gene BCL2-interacting protein 3 (BNIP3) is a downstream target of FTO-mediated m6A modification. FTO can mediate the demethylation of m6A in the 3′ UTR of BNIP3 mRNA and promote its degradation through a mechanism dependent on YTHDF2 (95).



Lung Cancer

LC ranks first among the causes of cancer-related deaths in the world (96). METTL14 facilitated the maturation of miR-30c-1-3p and mediated the expression of its target gene MARCKSL1 through miR-30c-1-3p to suppress the progression of LC (97). YTHDF2 could regulate the activity of the FAM83D-TGFβ1-pSMAD2/3 pathway, which in turn inhibited the invasion and migration of LC cells (98). METTL3 promoted yes-associated protein (YAP) mRNA translation through YTHDF1/3 and eIF3B, and increased the stability of YAP mRNA by regulating the MALAT1/miR-1914-3p/YAP axis to induce non-small cell lung cancer (NSCLC) treatment metastasis and resistance b (99). METTL3 promoted m6A modification, enhanced total mRNA levels and strengthened mRNA stability of the EMT transcriptional regulator JUNB, playing an essential role in TGF-β-induced EMT in LC (100). FTO enhanced myeloid zinc finger 1 (MZF1) expression by decreasing the level of m6A in MZF1 mRNA and strengthening its stability, thereby promoting LC development (101). Upregulation of FTO expression reduced the m6A level of ubiquitin-specific peptidase 7 (USP7), increased the USP7 mRNA stability, and promoted the development of NSCLC (102). ALKBH5 reduced m6A modification of FOXM1 mRNA and promoted FOXM1 expression, thereby affecting the proliferation and migration of LC cells (103). Overexpression of hypoxia-mediated YTHDF2 promoted LC cells proliferation and migration by activating the AKT/mTOR axis, and overexpression of YTHDF2 induced the EMT process in LC (104).



Hepatocellular Carcinoma

HCC is a malignant tumor with high incidence and poor prognosis,usually found in patients with chronic liver disease (105). Studies have shown that combined the levels of METTL3 and YTHDF1 could be used as a biological indicator to indicate the degree of malignancy and to assess the prognosis for patients with HCC (106). METTL16 functions as an m6A writer and a translation initiation facilitator, both of which together exert their facilitating roles in HCC genesis (46). YTHDF1 promoted the translation of autophagy-associated genes ATG14 and ATG2A through binding to m6A-modified ATG14 and ATG2A mRNAs, thereby promoting the progression of HCC (107). Analysis of the GO and KEGG pathways of genes co-expressed with YTHDF1 in HCC from the TCGA database showed that YTHDF1 plays an essential role in modulating the cell cycle and metabolism of HCC cells (108). METTL3 could promote the progression of HCC through the following mechanisms: METTL3 increased the degradation of SOCS2 mRNA via an m6A-YTHDF2-dependent manner, increased m6A expression in SOCS2 mRNA, and suppressed SOCS2 expression in HCC; METTL3-mediated m6A modification promoted LINC00958 expression via stabilizing LINC00958’s RNA transcripts, and consequently increased HDGF expression via spongy miR-3619-5p; METTL3 could facilitate translation of the key EMT transcription factor Snail by installing m6A in its coding sequence and 3′ UTR region, and interactions involving YTHDF1 and eEF-2 increased snail translation (109–111). KIAA1429 is highly expressed in HCC tissues, and KIAA1429 contributed to the migration and invasion of HCC cells by increasing the level of m6A in DNA binding inhibitor 2 (ID2) mRNA and inhibiting its expression (112). KIAA1429 caused RBP HUR segregation and GATA3 pre-mRNA degradation by inducing 3′UTR methylation of GATA-binding protein 3 (GATA3) pre-mRNA (47). The effect of WTAP on HCC progression is mainly through its m6A modification leading to post-transcriptional repression of ETS1, and another mechanism is that the p21/p27-dependent pathway can modulate the cell cycle of HCC cells (113). YTHDF2 exerted inhibitory effects on HCC cell proliferation and angiogenesis via mRNA for IL11 and serpin family E member 2 (SERPINE2) (114). Knockdown of YTHDF2 significantly suppressed the number of HCC stem cell spheres and reduced the number of CD133+ stem cells (115). Inhibition of YTHDF2 impaired m6A methylation of the OCT4 mRNA 5′-UTR, which is responsible for regulating HCC stem cells, leading to translation inhibition of OCT4 (115).



Pancreatic Cancer

PC is a highly aggressive disease that is expected to be the second leading cancer-related cause of death worldwide by 2030, usually presenting as a locally advanced or metastatic disease with a lack of effective treatments (116). It was shown that knockdown of METTL3 enhances PC sensitivity to chemotherapeutic drugs but has little effect on cell proliferation. By analyzing PC samples in the database, METTL3 was correlated with ubiquitin-dependent processes, mitogen-activated protein kinase cascades, RNA splicing and modulation of cellular processes (117). Overexpression of ALKBH5 sensitized PC cells to anticancer drugs and inhibited PC progression by reducing m6A-dependent WNT inhibitory factor 1 (WIF-1) levels and hindering its activation (118). ALKBH5 downregulated the expression of KCNK15-AS1 in PC cells by demethylation of KCNK15-AS1 and ultimately inhibited KCNK15-AS1-mediated migration and invasion of PC cells (119). IGF2BP2 can act as a reader for the m6A-modified lncRNA DANCR and play a role in promoting DANCR stabilization, which in turn co-promotes the stem cell-like properties of cancer and PC pathogenesis (120). The study demonstrated that KIAA1429 is essential in maintaining the stemness properties of PC cells (121). IGF2BP2 could mediate long non-coding RNA DANCR stability and contribute to the self-renewal of PC stem cells (120).



Cervical, Ovarian and Endometrial Cancer

CC, OC and EC are the three common malignant tumors in women worldwide and are the leading causes of cancer-related deaths in women (12, 122). METTL3 could promote the proliferation of CC cells by targeting the 3’-UTR of hexokinase 2 (HK2) mRNA, and METTL3 also could promote aerobic glycolysis of CC by recruiting YTHDF1 to enhance the stability of HK2 (70). When METTL14 was knocked out in CC cells, their cell cycle was arrested. METTL14 silencing inhibited signaling pathway of PI3K/Akt/mTOR by suppressing phosphorylation of Akt and mTOR, and the expression of downstream apoptosis-related proteins was also affected (123). YTHDF1 enhanced EIF3C translation in an m6A-dependent manner by binding to m6A-modified EIF3C mRNA, while promoting overall translational output, thereby promoting tumorigenesis and metastasis in OC (124). IGF2BP1 recognized the m6A site in the 3’UTR of paternally expressed gene 10 (PEG10) mRNA and recruited polyadenylate-binding protein 1 (PABPC1) to strengthen the stability of PEG10 mRNA and increase the expression of PEG10 protein, thereby promoting EC cell proliferation (125). Decreased m6A methylation leads to lower expression of AKT negative regulator PHLPP2, increased expression of AKT positive regulator mTORC2, mutations in METTL3 or METTL14 may lead to increased proliferation of EC cells through this pathway (126). It was confirmed that WTAP could promote EC progression by methylating the 3’-UTR of CAV-1 and down-regulating the expression level of CAV-1 to activate the signaling pathway of NF-κB in EC (127).



Acute Myeloid Leukemia

AML is the most frequent form of acute leukemia in adults, with a very high mortality rate (128). m6A was demonstrated to facilitate the translation of BCL2, PTEN and c-MYC mRNA in human AML cells (129). METTL3 mRNA and protein expression were upregulated in AML cells, and deletion of METTL3 in AML cell lines induced differentiation and apoptosis in recipient mice and delayed the progression of AML (129). WTAP has also been shown to be upregulated in AML cells and to play an essential role in the abnormal proliferation and inhibition of differentiation of leukemic cells (130). METTL14 was highly expressed in AML cells carrying t(11q23), t (15, 17) or t(8;21) translocations and was downregulated during myeloid differentiation (131). Knockdown of METTL14 facilitated AML and normal HSPC cells’ myeloid terminal differentiation and suppressed the proliferation of AML cells. METTL14 could modulate its target mRNAs, such as MYB and MYC, by m6A modification, which was negatively modulated by SPI1, demonstrating the role of SPI1-METTL14-MYB/MYC signaling axis in hematopoiesis and AML cells (131). FTO was demonstrated to be highly expressed in AML with t(11q23)/MLL rearrangements or t(15;17)/PML-RARA, FLT3-ITD and/or NPM1 mutations, promoting AML progression (132). FTO promoted leukemia oncogene mediated cell transformation and leukemia by reducing m6A levels in mRNA transcripts, inhibited all-trans retinoic acid (ATRA) induced AML cell differentiation, and modulated the expression of its target genes such as retinoic acid receptor alpha (RARA) and ankyrin repeat and SOCS box containing 2 (ASB2) (132). It has also been demonstrated that IGF2BP3 is required to maintain the survival of AML cells in an m6A-dependent manner and that IGF2BP3 functions to promote AML progression by interacting with RCC2 mRNA and stabilizing the expression of m6A-modified RNA (133). Studies have shown that overexpression of YTHDF2 in AML cells causes decreased half-life of a wide range of m6A transcripts, including TNF receptor superfamily member 2 (TNFRSF2) transcripts, which could help maintain the function of leukemic stem cells, and enhanced hematopoietic stem cell activity when YTHDF2 is knocked down (134).



Other Cancers

Previous studies confirmed that METTL3 promotes bladder cancer (BCa) progression by regulating AF4/FMR2 family member 4 (AFF4) after m6A-directed transcription (135). Moreover, METTL3 levels and RNA m6A abundance were significantly increased in BCa stem cells, and knockdown of METTL3 caused impaired aldehyde dehydrogenase activity and sphere formation ability, which effectively inhibited the self-renewal of BCa stem cells (136). METTL3 expression was observed to be significantly upregulated in cutaneous squamous cell carcinoma (cSCC) tissues, and knockdown of METTL3 led to a significant decrease in the level of the undifferentiated marker k14 and a significant increase in the early differentiation marker K10 in cSCC cells, significantly inhibiting the stem cell-like properties of cSCC cells (137). Knockdown of METTL3 gene in cSCC cells reduced m6A levels and ΔNp63 expression in cSCC and inhibited cSCC cell proliferation, which could be restored when exogenous ΔNp63 was added (137). Wang et al. demonstrated the interaction between m6A modification and osteosarcoma (OS) stem cells, with METTL14 and FTO expression showing a significant decrease in OS stem cells, and elevated METTL3 and ALKBH5 expression in OS stem cells are closely associated with relatively low metastasis-free survival (138). Li et al (139). demonstrated that FTO modulates the proliferation, invasion and migration of PCa by regulating the expression level of melanocortin 4 receptor (MC4R), and that high expression of FTO partially reversed the promotion of the malignant phenotype of PCa cells by high expression of MC4R. In PCa cells, METTL3 could induce m6A modification on KIF3C and promote the stabilization of KIF3C mRNA through IGF2BP1 to promote PCa growth, migration and invasion (140).




m6A Modification and Glioblastoma

Our previous work demonstrated the mechanism of m6A methylation modification related to the regulation of TME immune cell infiltration, stemness and biological processes in GBM (6). We found that the copy number variations status of the four m6A regulators YTHDC1, ALKBH5, FTO, and METTL3 were correlated with the development of GBM (6). Zhu et al. demonstrated that YTHDC1 inhibits glioma cells proliferation by decreasing VPS25 expression (141). Liu et al. demonstrated that ALKBH5 demethylates the target transcript G6PD and enhances its mRNA stability, promotes G6PD translation and activates the pentose phosphate pathway, which in turn promotes glioma cell proliferation (142). Zhang et al. confirmed that FTO can inhibit the proliferation and invasion of GBM cells in vitro and in vivo by regulating the m6A modification of primary microRNA-10a (143). Shi et al. showed that METTL3-mediated m6A modification was elevated significantly in TMZ-resistant GBM cells, and METTL3 functions as a key promoter of TMZ resistance in GBM, its overexpression impaired the sensitivity of GBM cells to TMZ (144). TMZ induced SOX4-mediated increases in chromatin accessibility at the METTL3 locus, and METTL3 deletion influenced the deposition of m6A on the histone modification-related gene EZH2, leading to nonsense-mediated mRNA decline, so that METTL3 silencing inhibited TMZ-resistant xenograft growth in a synergistic manner when used in combination with TMZ (145). Somatic mutation analysis revealed that more than 10% of GBM patients experienced alterations in m6A regulators, mainly including profound deletions, amplifications and missense mutations, with the highest frequency of mutations in IGF2BP1 (6). Fang et al. demonstrated that YTHDF2 affects the survival of GBM patients by promoting m6A-dependent mRNA decay of LXRα and HIVEP2, and that YTHDF2 promotes tumorigenesis of GBM by downregulating LXRα and HIVEP2 (146). NF-κB activating protein (NKAP) affected GBM progression by binding to m6A to promote the splicing and maturation of SLC7A11 mRNA as a novel ferroptosis inhibitor (147). Our previous study found four m6A regulators, HNRNPC, HNRNPA2B1, ALKBH5, and YTHDF3, to be significantly associated with overall survival by Cox proportional hazards regression analysis of GBM samples in TCGA and CGGA (6). Yin et al. demonstrated that HNRNPA2B1 can mediate the packaging of miR-30b-3p into extracellular vesicles and promotes the ability of GBM cells to resist TMZ (148). It was also shown that knockdown of HNRNPA2B1 in GBM cells could lead to the inactivation of AKT and STAT3 signaling pathways in tumor cells, reduce the expression of Bcl-2 and PCNA, and thus inhibit the growth of GBM cells, and the establishment of xenograft tumor models using GBM cells with knockdown of HNRNPA2B1 also revealed that knockdown of HNRNPA2B1 could inhibit the progression of GBM in vivo (149). Analysis of GBM samples with different m6A scores using K-M analysis showed that overall survival was significantly higher in the group with low m6AScore than in the group with high m6AScore, while the P-value for m6AScore was lower than 0.05 (HR>1) in both uni- and mul-tivariate Cox analysis. Survival of GBM patients between low and high m6AScore groups of different molecular subtypes was assessed using K-M analysis, which showed that the IDH-WT-m6AScore low group had the best survival advantage and the IDH-WT-m6AScore high group had the worst overall survival; among different methylation statuses, the MGMT-methylated-m6AScore low group had the highest overall survival and the MGMT-unmethylated-m6AScore high group had the worst overall survival; the m6AScore low group also had a significant survival advantage over the high group in different x1p19q code statuses (6). Figure 4 summarized the mechanism by which m6A mediators affect GBM progression.




Figure 4 | The potential role of m6A regulators in GBM progression and related mechanisms.



GBM is a commonly fatal cancer and contains GBM stem cells (GSC) that initiate tumor self-renewal, and GSCs are considered to be a new therapeutic target for GBM (150). The study confirmed that METTL3 facilitates mRNA methylation, increases the stability of SRY transcription factor 2 (SOX2), improves SOX2 protein expression, and contributes to the radiation resistance and maintenance of glioma stem cell-like cells (151). It was shown that downregulation of METTL3 expression decreases the level of m6A modification of serine- and arginine-rich splicing factor (SRSF), which leads to YTHDC1-dependent NMD of SRSF transcripts and reduces expression of SRSF protein, and silencing of METTL3 or overexpression of dominant-negative mutant METTL3 inhibits GSC growth and self-renewal (152). In GSCs, the m6A reader YTHDF2 was highly expressed, while YTHDF2 stabilized MYC and VEGFA transcripts in GSCs in an m6A-dependent manner, exhibiting a role in linking GSC growth and RNA epitranscriptomic modifications (36). ALKBH5 was shown to be highly expressed in GSC, demethylation of FOXM1 nascent transcripts by ALKBH5 leads to enhanced the expression of FOXM1, long non-coding RNA antisense of FOXM1 (FOXM1-AS) facilitates the association of FOXM1 nascent transcripts with ALKBH5, and depletion of ALKBH5 and FOXM1-AS blocks GSC tumorigenesis via the FOXM1 axis (153). Our previous study confirmed the important role of m6A modifications in GSC by comparing GBM samples with different m6A modification patterns (6).



The Immunomodulatory Potential of m6A Modification in GBM

Presently a number of studies have reported a relationship between m6A methylation and immune cell infiltration in the TME (154), but this phenomenon cannot be explained by classical RNA degradation. It has been reported that METTL3-mediated mRNA m6A methylation promotes activation and function of dendritic cells, and knockout of METTL3 in dendritic cells leads to impaired dendritic cell phenotype and functional maturation, decreased expression of co-stimulatory molecules CD40, CD80 and cytokine IL-12, and decreased ability to stimulate T cell responses (155). Yin et al. found that ablation of METTL3 in myeloid cells promoted tumor growth and metastasis, and that METTL3-deficient mice exhibited increased infiltration of M1/M2-like tumor-associated macrophages and regulatory T cells into tumors compared to wild-type mice (156). Dong et al. demonstrated that knockdown of METTL14 in tumor-associated macrophages drives CD8+ T cell differentiation along a dysfunctional trajectory that impairs CD8+ T cells to eliminate tumors, and METTL14-deficient C1q+ tumor-associated macrophages display reduced m6A abundance of the cytokine subunit Ebi3 and elevated levels of transcripts (157). In a model of neuroinflammation, knockdown of ALKBH5 increased m6A modifications of interferon-γ and C-X-C motif chemokine ligand 2 mRNA, thereby reducing their protein expression and the stability of mRNA in CD4+ T cells, and these modifications contributed to an attenuated CD4+ T cell responses and reduced neutrophil recruitment into the CNS (158).

In our previous study, we divided GBM samples into high and low m6AScore groups based on their m6A methylation status and further analyzed the immune cell infiltration of the TME in both groups to identify two clusters of immune phenotypes: immune activation differentiation phenotype and immune desert dedifferentiation phenotype (6). Selective depletion of m6A regulators in tumor-associated macrophages has been demonstrated to reduce infiltration of immunosuppressive cells, thereby benefiting patients receiving immunotherapy (159). In our previous study, we found that inconsistent ratios of pro- and anti-tumor immune cells in TME of single tumor, disruption of oncogenic dedifferentiation phenotypes in different pathways, and dysregulation of distinct signaling pathways may be correlated with the patterns of m6A modification, and that differences in mRNA transcriptomes between distinct m6A modification patterns were strongly associated with immune-related biological pathways (6). In the GBM group with high m6A scores, an immune tolerance phenotype characterized by mesenchymal tissue subtypes and IDH1 wild molecule subtypes, as well as high infiltration of immune cells and stromal cells was demonstrated (160). In the high m6A scoring group despite higher immune checkpoint expression, GBM individuals responded poorly to anti-CTLA4 immunotherapy regimens due to dysfunctional T cells, whereas the low m6A scoring group had an immunodeficient phenotype with less immune cell infiltration and a better prognosis (160). Meanwhile GBM patients in the low m6A score group had higher t-cell exclusion scores and microsatellite instability, as well as better response to anti-CTLA4 immunotherapy (160). Pan et al. demonstrated that m6A modification patterns are closely associated with immune responses, such as neutrophil-mediated immunity and neutrophil activation involved in immune responses (13). In our previous study, we divided the GBM cohort samples into two clusters based on m6A modification patterns and compared the distribution of immune cells in the two clusters and found that: tumor-promoting immune cells (pDC, Neutrophil, CD56dimNK, imDC, Th2, MDSC, TAM, and Treg) were enriched in the poor survival cluster and anti-tumor immune cells (NKT, TemCD4, TemCD8, ActCD4, ActCD8, Th1, ActDC, TcmCD4, TcmCD8, CD56briNK Th17, and NK) were enriched in the cluster with a survival advantage (6). Pan et al. demonstrated that in the GBM microenvironment, the expression level of the m6A regulator ELAVL1 was negatively associated with the infiltration of most immune cells, except for activated CD4+ T cells and type 2 helper T cells (13). Knockdown of ALKBH5 in GBM cells significantly inhibited hypoxia-induced recruitment and immunosuppression of tumor-associated macrophages in allograft tumors, and CXCL8/IL8 expression and secretion were significantly suppressed (161). Hypoxia-induced ALKBH5 in GBM cells cleared m6A deposition of lncRNA NEAT1, stabilized transcripts and facilitated NEAT1-mediated parabasal assembly, which led to relocalization of the transcriptional repressor SFPQ from the promoter of CXCL8 to the parabasal and thereby promoted the expression of CXCL8/IL8 (161). Qi et al. found that miR-454-3p inhibits m6A modification by binding to YTHDF2 enzyme, and histone methyltransferase EZH2 inhibits miR-454-3p by methylation modification and facilitates m6A modification of PTEN to increase M2 macrophage polarization in glioma cells (162). JMJD1C is a H3K9 demethylase and miR-302a can target METTL3, which can inhibit SOCS2 expression through m6A modification. Zhong et al. demonstrated that JMJD1C facilitates macrophage M1 polarization in the glioma microenvironment through the miR-302a/METTL3/SOCS2 axis in vivo vitro and inhibits tumor growth (163). Pan et al. found that in glioma cells, HNRNPA2B1 could contribute to the packaging of circNEIL3 into exosomes and delivery to infiltrating tumor-associated macrophages in TME, allowing them to acquire immunosuppressive characteristics by stabilizing IGF2BP3, which in turn facilitates the progression of glioma (164). YTHDC2 has also been shown to play an important role in the immune infiltration of the microenvironment of low-grade glioma and is a potential biomarker for its diagnosis and prognosis (165).



Novel Immunotherapy in GBM and Other Cancers

A growing and promising field of novel immunotherapy is represented by anti-PD-1/PD-L1 (immune checkpoint blockade). Our previous study observed that the relationship between anti-PD-L1 and anti-PD-1 treatment response and m6A modification patterns was consistent with the relationship between GBM and m6A modification patterns (6), which we confirmed by establishing the m6AScore system (6), and our analysis suggests that it may be due to the relatively high component of immune cell infiltration in the high m6AScore group. It was found that neoadjuvant PD-1 blockade in GBM cells increased the proportion of T cell infiltration and progenitor-depleted T cell populations found within tumors (166). The authors also identified an early activated and clonally expanded cluster of CD8+ T cells with a TCR that overlapped a population of CD8+ PBMC, and significant changes were also noted in type 1 dendritic cells, which may promote T cell recruitment. Moreover, monocytes and macrophages remain a major component of infiltrating immune cells even after anti-PD-1 treatment (166). In our previous study analyzing the m6A methylation status of the anti-PD-1 treated GBM cohort described above, we observed that almost all anti-tumor immune cells were enriched in the low m6A scoring group and almost all pro-tumor immune cells were enriched in the high m6A scoring group; most of the classical oncogenic pathways were enriched in the high m6A scoring group (6). The YY1-CDK9 complex is pharmacologically or genetically targeted to induce RNA m6A modification-dependent interferon responses, decrease the infiltration of regulatory T cells, and enhance the efficacy of GBM immune checkpoint therapy (167). In GC, the low m6A signaling group showed a higher neoantigen load and elevated anti-PD-1/PD-L1 immunotherapy response, and two immunotherapy cohorts in melanoma and urothelial carcinoma confirmed that patients with lower m6A signaling showed significant benefits of treatment and were clinically advantageous (74). The uroepithelial cancer cohort was grouped by ELAVL1 expression and the proportion of patients responding to PD-L1 blockade immunotherapy in the low ELAVL1 or high ELAVL1 expression groups was analyzed, indicating that ELAVL1 high expression was associated with a relatively effective response to PD-L1 therapy (13). In vitro experiments, YTHDF1 and YTHDF2 knockdown in NSCLC cells upregulated tumor PD-L1 expression and changed a variety of immune-related genes, while high expression of YTHDF1 and YTHDF2 was associated with good prognosis, a large number of tumor-infiltrating lymphocytes, and downregulation of PD-L1 in NSCLC patients (168). In the NSCLC microenvironment, METTL3 could mediate the m6A modification of circIGF2BP3 and facilitate its recycling in a YTHDC1-dependent manner. circIGF2BP3 reduces PD-L1 ubiquitination and subsequent proteasomal degradation by enhancing OTUB1 mRNA stability in a PKP3-dependent manner, leading to immune evasion of CD8+ T cell-mediated killing (169). It was found that there were significant differences in overall survival and immune cells infiltration between different m6A subgroups of cutaneous melanoma (170). The m6A score was positively associated with regulatory T-cell and helper T-cell content, which may explain why a high m6A score is associated with a better prognosis (170). Furthermore, high m6A score patients presented a stronger response to novel immunotherapies, and two immune-related samples receiving anti-PD-1 or anti-PD-L1 therapy confirmed that patients in the high m6A score group had a better response to novel immunotherapy (170).



Summary and Conclusions

In our present review, we comprehensively summarized the pathophysiological functions of m6A regulators, the modification patterns of m6A, the potential role of m6A in cancer and CSCs, the role of m6A modifications on the tumor immune microenvironment, and the role of m6A modifications in novel immunotherapy of tumors, especially in GBM. The m6A modification process occurs primarily in the adenine of the RRACH sequence, a dynamic reversible biological process in which writers catalyze the installation of m6A on RNA and erasers remove the modifications. The reader’s recognition of m6A methylation influences mRNA splicing, export, degradation, and translation, modifies the underlying biological processes accordingly. m6A and its associated regulators play multiple significant roles in cancers, mechanistically because m6A methylation and its associated regulators can influence the processing of miRNAs and the biological functions of lncRNAs as well as can facilitate circRNAs’ translation.

Importantly, the effect of m6A on cancer progression appears to be bidirectional. Some genes can facilitate tumor progression after methylation, while others can inhibit tumor progression after methylation. This is also highlighted by the effect of m6A on TME immune cell infiltration. In GBM, m6A methylation modification facilitated the enrichment of pro-tumor immune cells and promoted tumor development. In contrast, in gastric cancer, m6A methylation modification appeared to show a bidirectional effect on TME immune cell infiltration, with both pro-tumor and anti-tumor immune cells enriched in the high m6A methylation modification group. Anti-PD-1/PD-L1 is a growing and promising area for novel immunotherapy. The role of m6A methylation modifications in novel immunotherapy has been demonstrated, but the limited research is currently focused on peripheral cancers. About m6A methylation modifications in novel immunotherapies for GBM is still lacking in detail.

The development of epitranscriptomics has provided new explanations for the discovery of biological mechanisms of cancer development, and m6A modification is the most representative of them, providing new targets for cancer treatment. However, the current understanding of m6A modifications especially in GBM is still limited, and we believe that upcoming studies on m6A modifications will focus on the following four points: first, quantifying m6A methylation modifications in individual tumors with possible future application as new biomarkers for predicting cancer recurrence, selecting therapies, and identifying treatment response; second, to investigate the relationship between novel immunotherapies and m6A modifications in GBM, the effect of m6A modifications on macrophage polarization in the GBM microenvironment and its mechanisms; third, the effect of m6A modification on the biological behavior of GBM stem cells and its role in the maintenance of GBM cell stemness: fourth, to identify m6A-related antigens and immune subtypes in GBM for the development of mRNA vaccines.
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Background

Glioma, the most frequent malignant tumor of the neurological system, has a poor prognosis and treatment problems. Glioma’s tumor microenvironment is also little known.



Methods

We downloaded glioma data from the TCGA database. The patients in the TCGA database were split into two groups, one for training and the other for validation. The ubiquitination genes were then evaluated in glioma using COX and Lasso regression to create a ubiquitination-related signature. We assessed the signature’s predictive usefulness and role in the immune microenvironment after it was generated. Finally, in vitro experiment were utilized to check the expression and function of the signature’s key gene, USP4.



Results

This signature can be used to categorize glioma patients. Glioma patients can be separated into high-risk and low-risk groups in both the training and validation cohorts, with the high-risk group having a significantly worse prognosis (P<0.05). Following further investigation of the immune microenvironment, it was discovered that this risk grouping could serve as a guide for glioma immunotherapy. The activity, invasion and migration capacity, and colony formation ability of U87-MG and LN229 cell lines were drastically reduced after the important gene USP4 in signature was knocked down in cell tests. Overexpression of USP4 in the A172 cell line, on the other hand, greatly improved clonogenesis, activity, invasion and migration.



Conclusions

Our research established a foundation for understanding the role of ubiquitination genes in gliomas and identified USP4 as a possible glioma biomarker.
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Introduction

Glioma is the most frequent primary malignant tumor of the nervous system, accounting for 80% of all malignant tumors in the central nervous system and having a very bad prognosis (1). Gliomas are classified into four categories by the World Health Organization (WHO), with the first two types being low-grade gliomas (LGG) and the last two being high-grade gliomas (HGG) (2–4). Current conventional treatment options such as surgery, chemotherapy (temozolomide, etc.), and radiotherapy are still very limited in glioma (5). It is worth mentioning that the presence of the blood-brain barrier(BBB) has long been considered a challenge for the drug treatment of gliomas, to the extent that the FDA has only approved a few medications for the treatment of gliomas (6–8).. Glioma is also regarded as an immunosuppressive tumor, with the tumor microenvironment expressing and secreting a large number of immunosuppressive factors such as programmed cell death ligand-1 (PD-L1), cytotoxic T lymphocyte-associated protein 4 (CTLA-4), and Indolamine 2,3-dioxygenase (IDO), among others (9–11). The question of how to stimulate antitumor immunity in glioma is still being researched. Exploring the tumor microenvironment of glioblastoma and developing new biomarkers to aid prognostic assessment and therapy of glioma is so critical.

PTM (post-translational modification) is a covalent process in which proteins are sometimes modified by the addition of modifying groups and other times hydrolyzed to remove modifying groups, affecting their properties (12). The main forms of PTM include phosphorylation, glycosylation, acetylation, ubiquitination, carboxylation, ribosylation, and the pairing of disulfide bonds (13–15). Among them, ubiquitination is a widespread PTM mode that is considered to be highly correlated with autophagy (16, 17). E1 ubiquitin-activating enzyme activates the c-terminal glycine residue of ubiquitin-protein in an ATP-dependent way during ubiquitin modification, followed by E2 ubiquitin-conjugating enzyme and E3 ubiquitin ligase covalently attaching to the lysine (Lys) residue of the substrate protein (18–20). These substrates labeled by ubiquitin molecules are then recognized by the autophagy system and proteasome-mediated autophagy further occurs (21). Ubiquitination is a protein modification process widely existing in organisms, which is involved in homeostasis regulation and a series of pathophysiological processes (22). Ubiquitination, in particular, is expected to play a crucial role in cancer, as it regulates a variety of pathways and alterations in the microenvironment (23). Moreover, several key proteins involved in ubiquitination have been identified as promising targets for cancer therapy. Hence, it is time to explore the role of ubiquitination in glioma.

Now, bioinformatics analysis has provided us with new insights into cancer transcriptome changes (24). Through bioinformatics analysis, we can carry out cancer survival analysis and immune microenvironment analysis, thus providing new biological markers for the precise treatment of cancer. The most widely used databases are the TCGA and GEO databases, which are widely utilized for cancer bioinformatics analysis. In this study, we downloaded glioma data from TCGA database and GSE162631 data set from GEO database. Among them, GSE162631 is a single cell sequencing data set of glioma published in 2021, consisting of 4 tumor samples and 4 normal controls adjacent to tumors (25). In that study, Xie et al. revealed different states of brain endothelial cell (EC) activation and blood-brain barrier (BBB) impairment in gliomas.

In this study, we investigated the involvement of ubiquitination-related genes in glioma using bioinformatics analysis of glioma data. The ubiquitination-related prognostic signature was developed to separate glioma patients into groups, with the high-risk group having a much worse prognosis. Furthermore, in glioma, the ubiquitin signature can be used to identify changes in immune infiltration and immunological checkpoints. Our research will aid in the evaluation of glioma prognosis and treatment development.



Methods


Datasets Downloading and Filtering

We obtained RNA-seq data from the Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/) for glioblastoma (GBM) and lower-grade glioma (LGG). The following criteria were used to choose participants: (1) Patients with a past pathological diagnosis of lower-grade glioma or glioblastoma; (2) Gene expression and clinical data are reported for each patient. A total of 692 patients were included in the analysis after screening. Half of the patients were randomly assigned to the training cohort, while the other half was assigned to the validation cohort.



Identification of Genes Associated With Ubiquitination

The GENECARDS database (https://www.genecards.org/) was used to find genes relevant to ubiquitination. All ubiquitination-related genes were found by searching for “ubiquitination” in the search box. For further investigation, we extracted the top 100 most relevant genes.



Identification of Prognostic Ubiquitination-Related Genes

Univariate COX regression was used to identify genes linked with patient survival in gliomas in order to investigate the prognostic significance of these ubiquitin-related genes. The analysis platform is R software (version 4.1.0), and the “Survival” R package is utilized for COX regression analysis.



Construction of the Prognostic Model

To build a prognosis model of ubiquitination, researchers used Least Absolute Selection and Shrinkage Operator (LASSO) regression after identifying ubiquitination genes having prognostic value. Each model gene was matched to generate the relevant coefficient after achieving the optimal LAMDA value, allowing the risk score of various patients to be calculated: Risk score =∑_(I =1)^nmβ _I *(expression of ubiquitination associated gene I). Based on the median risk value as a cut-off, patients in various cohorts might be separated into high-risk and low-risk categories. The model’s prognostic usefulness was then investigated using survival analysis to measure the prognostic difference between the two groups. The prognostic model’s 1, 3, and 5-year ROC curves were also generated to assess the model’s accuracy and robustness.



Clinical Prediction Value of the Established Prognostic Model

To avoid bias, univariate and multivariate COX regression studies were done to further examine the model’s prognostic efficacy. To discover independent prognostic markers, risk scores and other clinical characteristics (age, sex, and Karnofsky performance score) were included in the analysis.



Single-Cell Analysis of the Immune-Related Cellular Location of the Prognostic Associated Genes

To analyze the single-cell data acquired from the GEO databases, we utilized the “Seurat” software (version 1.3.1). The PCA dimension reduction approach, as well as the t-Distributed Stochastic Neighbor Embedding (tSNE) method, were used to identify cell subclusters in dataset GSE162631. Using feature genes and the “SingleR” packages, the cells were re-clustered. As a result, the expression of several cells was demonstrated.



Immune Microenvironment Analysis

The tumor microenvironment and GBM/LGG-infiltrating immune cells were then assessed in silico. Based on bulk RNA-seq data, ESTIMATE is an algorithm for predicting the presence of invading stromal/immune cells in the tumor microenvironment. ESTIMATE was able to generate three scores based on single-sample Gene Set Enrichment Analysis (ssGSEA): stromal cell scores, immune cell scores, and ESTIMATE scores. CIBERSORT is a deconvolution technique that quantifies the proportions of distinct cell types by predicting the cellular composition of complicated tissues based on gene expression data. The link between risk score and tumor immune infiltration score was investigated using a total of seven methods.



In Silico Prediction of Potential Antitumor/Cytotoxic Drugs

The R package “pRRophetic” is used to predict clinical chemotherapeutic response using tumor gene expression levels. pRRophetic is capable of forecasting possibly sensitive medications that are ideal for patients based on data obtained from a vast amount of data regarding the response of various tumor cell lines to anticancer drugs. We looked for medications that may be more effective in treating high-risk patients by utilizing pRRophetic to predict the IC50 of certain anticancer agents.



Construcion of the Nomogram

Based on the results of multivariate cox regression, nomogram is a versatile approach of merging several risk factors into a single plot. We were able to visually forecast a patient’s survival probability using the nomogram created with the R packages ‘DynNom’.



Cell Culture and Antibodies

American Type Culture Collection(ATCC) provided U87-MG and LN229 cells. Shanghai Institutes for Biological Sciences provided U251 and A172 cells (Shanghai, China). In four glioma cell line culture and in vitro investigations, Dulbecco’s Modified Eagle Medium (DMEM, gibco, CA, USA) with 10% fetal bovine serum (FBS) and 1% penicillin-streptomycin solution was utilized. Lonza provided normal human astrocytes (NHAs), which were cultivated in astrocyte growth medium containing rhEGF, insulin, ascorbic acid, GA-1000, L-glutamine, and 5% FBS. All of the cells were grown at 37°C with 5% CO2. Abcam provided antibodies against USP4, E-cadherin, and N-cadherin. Cell Signaling Technology provided the β-actin.



Transfection

Ribobio (Guangzhou, China) developed and synthesized two distinct small interfering (si)RNAs against USP4. The target sequences of siRNA for USP4 were 5′- ACTGCAAAGTCGAGGTGTA-3′ (siUSP4-1) and 5′- GCAACACCTACGAGCAGTT-3′. (siUSP4-2). Genomeditech(Shanghai,China) designed and produced the USP4 over-expression plasmid. All transfections were carried out according to the manufacturer’s instructions using Lipofectamine 3000 (Invitrogen; Thermo Fisher Scientific, Inc.).



Quantitative Real−Time Polymerase Chain Reaction (qRT-PCR)

Total RNA was extracted from cell lines with TRIzol reagent (Invitrogen, CA, USA) according to the manufacturer’s protocol. cDNA was synthesized with the PrimeScript RT Reagent Kit (Takara, Nanjing, China).qRT-PCR was implemented utilizing AceQ Universal SYBR qPCR Master Mix (Vazyme, Nanjing, China) on an ABI Stepone plus PCR system (Applied Biosystems, FosterCity, CA, USA). Primers used in this study were listed as follows: USP4(Forward): GCAGACACCATTGCAACCATC; USP4(Reverse): AACTGCTCGTAGGTGTTGCT. β-actin(Forward):GTCATTCCAAATATGAGATGCGT; β-actin(Reverse): GCATTACATAATTTACACGAAAGCA. Relative quantification was determined using the 2-ΔΔCt method.



Western Blotting

RIPA buffer with protease inhibitors (Roche) was used to lyse cellular proteins, and an equal amount of proteins was electrotransferred onto a polyvinylidene difluoride membrane (Millipore). The main and secondary antibodies were used to incubate the protein, which was then identified using enhanced chemiluminescence methods.



CCK-8 Assay

Cell counting kit-8 test (CCK-8) was used to assess the proliferation capabilities of GBM cells (87-MG, LN229, and A172) according to the manufacturer’s instructions. 96-well plates were used to seed the transfected cells. 10 μl of CCK-8 reagent was added to the test well at 24, 48, 72, and 96 hours after transfection and incubated for 2 hours at 37°C away from light. At a wavelength of 450 nm, the absorbance was measured.



Colony Formation Analysis

U87-MG, LN229, and A172 cells were transfected and maintained in 6-well plates for about 12 days. The cells were then stained with 0.1 percent crystal violet for 30 minutes before being rinsed with PBS. If the colonies were larger than 1 mm in diameter, they were counted.



Migration and Invasion Assays

Cell migration and invasion were measured using transwell assays. In the upper chamber, 2×104cells were cultivated in 200 μL media without serum, while in the lower chamber, 600 μL complete medium was supplied for the migration assay. According to the manufacturer’s protocols, additional Matrigel was employed for the invasion experiments (BD Biosciences, Bedford, MA, USA). Cells were fixed with 4 percent PFA and stained with 0.1 percent crystal violet solution after 24 hours of incubation at 37°C with 5% CO2.



Wound Healing

Cells were grown in 6-well plates for 24 hours before being scratched with a sterile pipette tip (20 μL). Each wound was examined by inversion microscopy(Olympus, Japan) at 0 and 24 hours after rinsing the cells with PBS to remove cellular debris. To examine the cell migration capacity, the total wound area was analyzed using ImageJ software.




Results

Our flow chart is shown in Figure 1.




Figure 1 | The work flow of our study.




Lasso Regression Was Performed to Construct a Ubiquitination-Related Signature in Glioma

A total of 72 ubiquitin-related genes with prognostic value in glioma were identified by univariate Cox regression of 100 ubiquitin-related genes obtained from Genecards database. Through Lasso regression of the above 72 genes, we obtained a Risk Score formula consisting of 12genes: Risk Score=0.0137868801576863*UBE2D3+0.00798080087559059*UBE2D2+(-0.00918452991096172)*USP7+0.0065644500970919*GRN+0.00751875352337762*UBE2S+0.000192089285965977*UBB+(-0.00497853632444545)*UBE2G2+(-0.0968360751270892)*BTRC+0.00754166909940448*CUL1+0.104123805908217*USP4+0.0289487761185436*SIAH2+0.0271749540402458*UBE2Z (Figures 2A, B). Among them, UBE2D3, UBE2D2, GRN, UBE2S, UBB, CUL1, USP4, SIAH2, and UBE2Z were associated with poor prognosis of glioma(HR>1, P<0.001, Figure 2C). USP7, UBE2G2, and BTRC were associated with better prognosis of glioma(HR<1, P<0.001, Figure 2C). Using this formula, each patient can be calculated to obtain a risk score. Patients in different cohorts can be separated into high-risk and low-risk groups based on the median value. Figure 3A showed the survival status, score curve, and expression of model genes of the high-risk and low-risk groups of the training cohort. Figure 3B showsed the validation cohort analysis results. The dot plot of survival status, whether in the train cohort or the validation cohort, indicates that as the risk score grows, the survival time of patients gradually concentrates near the bottom, indicating a worse prognosis (Figures 3A, B). Survival analysis on the training cohort showed that the high-risk group has a significantly worse prognosis than the low-risk group (Figure 3C). The same result was found in the survival analysis of the validation cohort (Figure 3D). Then the results of subgroup survival analysis on train cohort showed that high risk score is associated with poor prognosis in different genders and age groups (Figure 3E) and the results were verified in the validation cohort (Figure 3F).




Figure 2 | Identification of prognostic ubiquitination-related genes. (A, B) Lasso regression to construct the prognostic model. (C) COX regression of the 12 model genes.






Figure 3 | Prognostic model construction and evaluation. (A) The training cohort’s survival status, risk score, and model gene expression. (B) The validation cohort’s survival status, risk score, and model gene expression. (C) Analysis of the training cohort’s survival. The high-risk patients had considerably worse outcomes than the low-risk patients (P < 0.0001). (D) Analysis of the validation cohort’s survival. The high-risk patients had considerably worse outcomes than the low-risk patients (P < 0.0001). (E) A training cohort subgroup survival analysis. In different genders and age groups, a high risk score is linked to a poor prognosis. (F) Analysis of subgroup survival in the validation cohort. In different genders and age groups, a high risk score is linked to a poor prognosis.





Univariate and Multivariate Cox Regression Were Used to Evaluate the Independent Prognostic Value of Risk Scores in Gliomas

To determine the independent prognostic usefulness of risk score, we used univariate and multivariate Cox regressions. First, univariate Cox regression in the training cohort revealed that age and risk score are independent prognostic predictors of glioma (Figure 4A). Age and risk score were also revealed to be independent prognostic predictors of glioma in validation cohort analysis using univariate Cox regression (Figure 4B). After that, the multivariate Cox regression was run. Age and risk score were determined to be independent prognostic predictors of glioma in the training cohort using multivariate Cox regression (Figure 4C). Gender, age, and risk score were confirmed to be independent prognostic predictors of glioma in a second validation cohort analysis using multivariate Cox regression (Figure 4D). We then created ROC curves for this signature in both the train and validation cohorts to assess its accuracy. The area under the curve (AUC) of 1, 3, and 5 years was 0.869, 0.925, and 0.868, respectively, according to the ROC curve of the training cohort (Figure 4E). The AUC of 1, 3, and 5 years was 0.854, 0.867, and 0.796, respectively, according to ROC curves for the validation cohort, demonstrating that the signature can accurately determine the prognosis of patients with glioma (Figure 4F).




Figure 4 | The independent prognostic significance of risk scores in gliomas was assessed using univariate and multivariate Cox regression. (A) In the training cohort, univariate Cox regression revealed that age and risk score are independent prognostic indicators of glioma. (B) In the validation cohort, univariate Cox regression revealed that age and risk score were independent prognostic indicators of glioma. (C) In the train cohort, multivariate Cox regression revealed that age and risk score were independent prognostic markers of glioma. (D) Multivariate Cox regression revealed that gender, age, and risk score were independent prognostic indicators of glioma in validation cohort study. (E) Training cohort’s ROC curve. The AUC for 1, 3, and 5 years was 0.869, 0.925, and 0.868, respectively. (F) ROC curve for validation cohort showed that the AUC of 1, 3 and 5 years were 0.854, 0.867 and 0.796, respectively.





Immune Infiltration Analysis in High-Risk and Low-Risk Groups

Tumor formation and progression are influenced by the immune microenvironment. Understanding the effects of the immunological microenvironment on tumor prognosis and treatment is beneficial. As a result, we looked at how immune infiltration differed between the high-risk and low-risk groups. To begin, we used multiple algorithms to create an immunological infiltraion heat map for high-risk and low-risk groups, with red representing high invasion levels and blue representing low invasion levels (Figure 5A). Following that, we conducted a correlation analysis between immune cells and risk ratings, finding that many immune cells were substantially connected with risk scores (Figures 5B–I).




Figure 5 | Analysis of immune microenvironment. (A) Immune landscape in high-risk and low-risk groups. The high-risk group tended to have higher levels of immune cell infiltration. (B-I) Many immune cells were significantly correlated with risk scores.





Analysis of Immune Checkpoint (ICP) and Microsatellite Instability (MSI)

Tumor immunotherapy is a promising treatment option. Immune checkpoint-related gene expression and microsatellite instability are crucial indications for evaluating immunotherapy’s effectiveness. Between high-risk and low-risk groups, we looked at differences in immune checkpoint-related genes and microsatellite instability. The high-risk group had higher levels of expression of immune checkpoint genes, according to the findings (Figure 6A). The high-risk group had less microsatellite instability (Figure 6B). Microsatellite instability decreased as the risk score grew, according to correlation analyses (Figure 6C).




Figure 6 | Analysis of immune checkpoint(ICP) and microsatellite instability(MSI). (A) The expression level of immune checkpoint related genes was higher in the high-risk group. (B) Microsatellite instability was lower in the high-risk group. (C) Correlation analysis also showed that microsatellite instability decreased as the risk score increased. (**P < 0.01, ***P < 0.001).





Single-Cell Sequencing Analysis Based on Public Databases

We used the Seurat package to process the single-cell transcriptome data. Raw data from GSE162631 were downloaded. A total of 4 GBM samples were downloaded for further analysis. The data with a mitochondrial RNA percentage larger than 0.10 were filtered, and we eventually acquired 51,449 cells that meet the standard. PCA reduction plot showed no significant differences in cell cycles (Figure 7A). Meanwhile, we selected the top 3000 variable features, which were labeled in red(Figure 7B). And the top 10 variable features were labeled. In Figures 7C, the principle component analysis showed the distribution of the samples, and the results showed no significant batch effects. After dimension reduction and the tSNE clustering, the immune cells were identified using their feature genes (Figure 8A). It could be clearly recognized that the cells were divided into approximately 6 categories of cell types, namely endothelial cells(EC), neutrophils, T cells/B cells, mural cells, tumor-associated macrophages(TAMs), didenric cells and microglias (Figure 8B). The genes involved in the signature were identified in the single-cell tumor microenvironment atlas(Figure 8C). In a fleeting glimpse, we could see the expression of the gene UBE2D3, UBE2D2, GRN, UBB was ubiquitous in immune-microenvironment in the GBM patients, and UBE2G2, CUL1, and USP4 showed moderate expression in immune cells. Besides, almost all ubiquitination associated genes were invariably expressed in TAMs and Dendritic Cells, indicating the strong correlation of ubiquitination within those immune cells.




Figure 7 | Single cell sequencing analysis was performed to reduce the dimensionality of glioma cells. (A) PCA reduction plot showed no significant differences in cell cycles. (B) The top 3000 variable features were labeled in red. (C) Dimensionality reduction and cluster analysis. The principle component analysis showed the distribution of the samples, and the results showed no significant batch effects.






Figure 8 | Expression of model genes at single cell level. (A) After dimension reduction and the tSNE clustering, the immune cells were identified using their feature genes. (B) The cells were divided into approximately 6 categories of cell types, namely endothelial cells(EC), neutrophils, T cells/B cells, mural cells, tumor-associated macrophages (TAMs), didenric cells and microglias. (C) The genes involved in the signature were identified in the single-cell tumor microenvironment atlas.





Drug Sensitivity Analysis

According to the findings, high-risk patients have a worse prognosis. Therefore, in order to conduct precise intervention in high-risk patients, we performed drug sensitivity analysis to identify drugs that might be effective. Results showed Salubrinal, Rapamycin, Paclitaxel, Midostaurin, JW.7.52.1, Dasatinib, Cyclopamine, Bryostatin.1, Bexarotene, Bortezomib, MG.13 2., and Parthenolide had a lower semi-inhibitory concentration (IC50) in the high-risk group, meaning that the high-risk group was more sensitive to these drugs (Figure 9).




Figure 9 | Drug sensitivity analysis. Salubrinal, rapamycin, paclitaxel, midostaurim, JW.7.52.1, dasatinib, cyclopamine, bryostatin.1, bexarotene, bortezomib, MG.132, and parthenolide had a lower IC50 in the high-risk group, meaning the high-risk group was more sensitive to these drugs.





The Nomogram Was Constructed to Further Evaluate the Prognosis of Glioma Patients

By merging the clinical parameters of glioma patients, a nomogram was created to evaluate the prognosis of glioma patients at 1, 3, and 5 years (Figure 10A).




Figure 10 | Nomogram of the signature and the analysis of the key gene USP4 in gliomas. (A) A nomogram was created to evaluate the prognosis of glioma patients at 1, 3, and 5 years. (B) Survival analysis of USP4 in GEPIA database. High expression of USP4 is associated with poor prognosis of gliomas. (C) Immune correlation analysis of USP4 in glioma. ***P<0.001.





In Vitro Experiments Were Performed to Verify the Function of the Key Gene : USP4

The role of USP4 in glioblastoma was confirmed since its HR value was the highest in the signature. First, a survival analysis using the GEPIA database revealed that increased USP4 expression in glioma patients was linked to poor outcomes (Figure 10B). USP4 was found to be linked to a variety of immune cells in immunological investigation (Figure 10C). GSVA analysis of USP4 and ubiquitination related pathways is presented in Supplemental Figure S1. In vitro tests were then carried out to confirm USP4’s function. To begin, qRT-PCR revealed that USP4 expression was up-regulated in all four glioma cell lines when compared to normal control NHAs cell lines (Figure 11A), with the highest expression in U87-MG and LN229 cell lines, so gene knockdown was performed in these two cell lines (Figure 11B, *P<0.05, **P<0.01). In the U87-MG and LN229 cell lines, both siRNAs drastically reduced USP4 expression (Figure 11C). USP4 knockdown significantly reduced the activity of U87-MG and LN229 cell lines in the CCK-8 experiment (Figure 11D, **P<0.01). The ability of the U87-MG and LN229 cell lines to form colonies was dramatically reduced following USP4 knockdown (Figure 11E, **P<0.01). After knocking out USP4, the migratory and invasion capacities of the U87-MG and LN229 cell lines were dramatically reduced (Figure 11F, **P<0.01). The ability of U87-MG and LN229 cell lines to heal was dramatically reduced following USP4 knockdown (Figure 11G, **P<0.01). Following that, plasmid overexpressed USP4 in the A172 cell line (Figure 12A). The colony forming ability of the A172 cell line was greatly improved after overexpression of USP4 (Figure 12B, **P<0.01). The viability of the A172 cell line was dramatically improved following USP4 overexpression in the CCK-8 experiment (Figure 12C, **P<0.01). In a transwell experiment, USP4 overexpression greatly improved the A172 cell line’s migration and invasion capacity (Figure 12D, **P<0.01). In wound healing assays, USP4 overexpression greatly improved the migratory ability of the A172 cell line (Figure 12E, **P<0.01). The knockdown and overexpression efficiencies of USP4 were confirmed by Western-blotting, and the link between USP4 and EMT-related proteins N-cadherin and E-cadherin was investigated. A statistically significant association was established between USP4 and the EMT proteins E-cadherin and N-cadherin (Figure 12F). N-cadherin expression was dramatically reduced in the siUSP4-1 and SiUSP4-2 groups when the USP4 gene was knocked down in the U87-MG cell line, whereas E-cadherin expression was significantly raised. N-cadherin expression was greatly reduced when the USP4 gene was knocked down in the LN229 cell line, whereas E-cadherin expression was significantly increased. After USP4 was overexpressed in A172, N-cadherin expression was drastically increased, but E-cadherin expression was significantly decreased.




Figure 11 | In vitro experiment after USP4 knockdown. (A) PCR test. Compared with NHAs normal control, USP4 was up-regulated in U118-MG, A172, U87-MG and LN229 glioma cell lines, with U87-MG and LN229 having the highest expression levels (*P < 0.05, **P < 0.01). (B) Then U87-MG and LN229 cell lines were transfected with siRNAs. (C) Both two siRNAs significantly down-regulated USP4 expression in U87-MG and LN229 cell lines (**P < 0.01). (D) CCK-8 experiments. After USP4 knockdown, the activity of U87-MG cell line and LN229 cell line decreased significantly. (E) After USP4 knockdown, the cloning ability of U87-MG cell line and LN229 cell line decreased significantly. (F) Transwell assay. After USP4 knockdown, the migration and invasion abilities of U87-MG cell line and LN229 cell line were significantly decreased. (G) Scratch test. After USP4 knockdown, the migration ability of U87-MG cell line and LN229 cell line decreased significantly.






Figure 12 | In vitro experiment after USP4 overexpression. (A) USP4 was overexpressed in A172 cell line after plasmid transfection (**P < 0.01). (B) Clonal formation experiments verified the changes of colony formation ability after USP4 overexpression (**P < 0.01). (C) CCK-8 assay showed that USP4 overexpression significantly enhanced the viability of A172 cell lines (**P < 0.01). (D) Transwell assay showed that USP4 overexpression significantly enhanced the ability of A172 cell line to migrate and invade (**P < 0.01). (E) Wound healing experiments showed that the migration ability of A172 cell line was significantly enhanced after USP4 overexpression (**P < 0.01). (F) Western-blotting assay was performed to verify the knockdown and overexpression efficiency of USP4 and explore the relationship between USP4 and EMT-related proteins.






Discussion

Glioma, the most frequent and difficult-to-treat malignant tumor of the central nervous system, has a significant impact on patients’ quality of life and places a significant cost on human health (26). Of these, glioblastoma and wild-type IDH are the most malignant subtypes and have a high mortality rate once diagnosed (27). Existing conventional treatments seem to have limited benefits in glioma (28). Postoperative recurrence and drug resistance are still a major problem in clinical management of glioma (29). The high heterogeneity and complex immune microenvironment of gliomas are considered to be the main reasons for poor prognosis and poor therapeutic effect (30). In the microenvironment of glioma, there exist crosstalk of multiple signaling pathways and biological mechanisms, leading to its continuous growth and development (31).

Ubiquitination, a frequent kind of post-translational protein modification, has been linked to cancer development (32). Ubiquitination alters intracellular protein interactions by degrading substrate proteins by proteasome (33). Since substrate proteins may be carcinogenic or suppressive, ubiquitination also plays a dual role in cancer (34). At present, many key enzymes in the ubiquitination process are considered as promising targets for cancer therapy (35). In addition, the importance of ubiquitination in glioma has been hypothesized. Chen et al. discovered that RNF139, an E3 ligase, plays a tumor suppressor role in glioma by modulating the PI3K/AKT signaling pathway and encouraging glioma cell apoptosis (36). Liang et al., on the other hand, discovered through cell studies that ubiquitin specific proteinase 22 (USP22) increased glioma cell proliferation, migration, and invasion, as well as promoting glioma growth and development (37). Thus, different members of the ubiquitination system may be foes or friends in gliomas. Detailed analysis of these members is needed to determine their role in glioma.

The role of ubiquitination-related genes in gliomas was investigated in this study. On the genecards database, 12 ubiquitin-related genes with prognostic significance were discovered using univariate Cox regression. Following that, Lasso regression of these 12 genes was used to create a predictive signature associated with ubiquitination in gliomas. A risk score for each patient can be determined using this signature. Based on the median risk value, glioma patients in the cohort can be split into two groups: high-risk and low-risk, with the high-risk group having a much worse prognosis than the low-risk group. This serves as a guide for glioma prognosis and risk assessment. Immune research revealed that the high-risk and low-risk groups had different amounts of immune infiltration. Furthermore, we can show that the high-risk group had a higher expression trend of immune checkpoint associated genes, but lower microsatellite instability. In addition, we mapped the expression of the genes in the signature in distinct cells using single-cell analysis. Finally, cell studies were utilized to confirm that USP4, the most important HR gene in the signature, was expressed and functioned in gliomas.

The GSE162631 dataset is made up of only one cell. The authors investigated the activation status of distinct brain epithelial cells (EC) in gliomas, as well as the status of blood-brain barrier disruption, in the original study of this data set. We used this data set to investigate the expression of 12 model genes at the single-cell level in our research. This serves as a guide to comprehending the function and heterogeneity of this prognostic model in various cells.

Although immunotherapy has achieved initial success in many solid tumors and is considered a landmark discovery in cancer treatment, its application in gliomas is still limited (38). Furthermore, our understanding of the glioma immune microenvironment is still insufficient. The presence of the blood-brain barrier(BBB) is thought to be a barrier to drug action in intracranial tumors, attenuating their efficacy (39). It should also be mentioned that gliomas have long been considered “cold” tumors with a high degree of immunosuppression (40). As a result, more research into the immune microenvironment of glioblastoma is required to offer a foundation for immunotherapy. Our research discovered that high-risk glioma patients exhibited a higher expression trend of immune checkpoint-related genes and less microsatellite instability. This serves as a reference for glioma immune stratification and can assist guide glioma immunotherapy.

Ubiquitin-specific Protease 4(USP4) is the gene with the highest HR in our constructed signature and is associated with poor prognosis in gliomas. Our cell tests revealed that USP4 was highly expressed in glioma, and that knocking down USP4 expression dramatically reduced the activity, invasion, and migratory ability of glioma cells. This adds to the evidence that USP4 has a function in gliomas. USP4, a cysteine protease from the DUBs family, is involved in deubiquitination in cells. Many prior research have suggested that USP4 has a function in malignancies. PAK5-DNPEP-USP4 increases the growth and progression of breast cancer, according to Geng et al., and overexpression of USP4 is linked to a poor prognosis in breast cancer (41). USP4 expression was similarly linked to increased breast cancer invasiveness, according to Cao et al. (42). Yang et al. discovered that the USP4/SMAD4/CK2 axis increases esophageal cancer progression (43). USP4 was also discovered to be a potential target for gliomas in our research.

In conclusion, patients can be adequately classified and immunologically assessed using the ubiquitin-related prognostic signature in gliomas. Our research could lead to new approaches to glioma detection and therapy.
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Glioma is the most common primary brain tumor in the human brain. The present study was designed to explore the expression of PIMREG in glioma and its relevance to the clinicopathological features and prognosis of glioma patients. The correlations of PIMREG with the infiltrating levels of immune cells and its relevance to the response to immunotherapy were also investigated. PIMREG expression in glioma was analyzed based on the GEO, TCGA, and HPA databases. Kaplan–Meier survival analysis was used to examine the predictive value of PIMREG for the prognosis of patients with glioma. The correlation between the infiltrating levels of immune cells in glioma and PIMREG was analyzed using the CIBERSORT algorithm and TIMRE database. The correlation between PIMREG and immune checkpoints and its correlation with the patients’ responses to immunotherapy were analyzed using R software and the GEPIA dataset. Cell experiments were conducted to verify the action of PIMREG in glioma cell migration and invasion. We found that PIMREG expression was upregulated in gliomas and positively associated with WHO grade. High PIMREG expression was correlated with poor prognosis of LGG, prognosis of all WHO grade gliomas, and prognosis of recurrent gliomas. PIMREG was related to the infiltration of several immune cell types, such as M1 and M2 macrophages, monocytes and CD8+ T cells. Moreover, PIMREG was correlated with immune checkpoints in glioma and correlated with patients’ responses to immunotherapy. KEGG pathway enrichment and GO functional analysis illustrated that PIMREG was related to multiple tumor- and immune-related pathways. In conclusion, PIMREG overexpression in gliomas is associated with poor prognosis of patients with glioma and is related to immune cell infiltrates and the responses to immunotherapy.
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Introduction

Glioma is the most common primary brain tumor, and its 5-year survival rate is under 10% (1). Gliomas can be classified as grade I-IV based on the World Health Organization (WHO), of which WHO grade I-III is lower-grade glioma (LGG), and WHO IV is glioblastoma multiforme (GBM). The gold standard for the treatment of GBM is total resection plus radiation therapy, but the survival after diagnosis is poor. For LGG, surgical resection of the tumor combined with chemotherapy and radiotherapy improves the prognosis, but more than 50% of LGG patients eventually develop highly aggressive glioma (2). Therefore, identifying new therapeutic targets is crucial for finding new treatments for gliomas.

Phosphatidylinositol binding clathrin assembly protein interacting mitotic regulator (PIMREG, also referred to as CATS, RCS1, and FAM64A) has been verified to regulate the transition from mid to late cell division and is a biomarker of proliferation, suggesting an action in the development of cancer cells (3–5). Additionally, it was previously reported that PIMREG is expressed at high levels in lymphoma and leukemia cells (6). PIMREG has been reported to be a proliferation marker that promotes cholangiocarcinoma invasion by modulating the cell cycle (5). Additionally, high PIMREG expression can be considered a risk factor for the prognostic deterioration of pancreatic cancer (7). PIMREG has been reported to be associated with survival in prostate cancer (8). However, the oncogenic role of PIMREG in glioma has not been fully explored.

A crucial component of the tumor microenvironment is tumor-infiltrating immune cells (TIICs), which monitor tumor cells (9). Various immune components have been found in the glioma microenvironment, such as neutrophils, NK cells, macrophages, CD4+ helper T cells, and CD8+ cytotoxic T cells (10, 11). TIICs in the tumor microenvironment also influence tumor prognosis; for example, patients with thymoma with high infiltrating levels of B, CD4+ and dendritic cells (DCs) have a better prognosis and may be partially regulated by the ASF1B gene (12). Patients with LGG with high TUBA1C expression may have a sensitive response to immune checkpoint blockade (ICB) therapy (2). In the tumor microenvironment, lymphocytes represented by CD4+ Th cells, CD8+ cytotoxic T cells and CD4+/CD25+/FoxP3+ Tregs are important components of the immune response (13–15). The number of CD8+ cytotoxic T cells and CD4+ Th cells increases with tumor malignancy (11). Moreover, increased CD8+ cytotoxic T cell counts have been verified to be associated with improved patient prognosis (16). Upregulated programmed cell death ligand 1 (PD-L1) in glioma cells can block T cell activation and stimulate T cell apoptosis by binding to programmed death ligand 1 (PD-1), a suppressive immune checkpoint (17, 18). Furthermore, deficiency of CD80/86 costimulatory molecules leads to upregulation of CTLA-4, a strong inhibitor of CD4+ T cells and CD8+ cytotoxic T cells (11). In the early stages of glioma, tumor-associated macrophages suppress the proliferation of tumors through the “M1” proinflammatory phenotype, whereas in the late stages of glioma, tumor-associated macrophages are mainly characterized by “M2” macrophages, which usually cause immunosuppressive responses and immune escape of tumor cells (1). In recent years, neutrophils have been verified to enhance the progression and metastasis of tumors (19–21). Therefore, exploring targets associated with various immune cell infiltrations is of great importance for glioma treatment.

Among immunotherapies, ICB is the most widely employed immunotherapy for glioma in clinical practice. Through the binding of checkpoint molecules and particular antibodies, effector T cells can be reactivated and exert cytotoxic effects. T cell receptor-mediated signaling pathways can be negatively regulated by PD-1. By binding to PD-L1, PD-1 suppresses the activation and cytotoxic effects of T cells, blocking inflammatory factor production and leading to T cell inactivation. In gliomas, PD-L1 is mainly expressed on tumor cells and tumor-associated macrophages and negatively correlates with patient prognosis (22, 23). Anti-PD-L1 treatment leads to an elevated ratio of CD8+ cytotoxic T cells and Tregs. The efficacy of anti-PD-L1 therapy can be improved when used in combination with radiotherapy and other checkpoint inhibitors (24, 25). In addition, immune checkpoints, such as lymphocyte-activation gene 3 (LAG-3) and cytotoxic T-lymphocyte associated protein 4 (CTLA-4), are also important targets for ICB therapy (26, 27). However, the heterogeneity of tumors, alterations in checkpoints and widespread immunosuppression in the tumor microenvironment complicate glioma treatment. Therefore, promising preclinical studies are rarely successfully translated into clinical applications. Given this, it is critical to individualize therapy and monitor treatment response in real time. The prediction and monitoring of patient response to clinical immunotherapy has become an urgent requirement. Therefore, the search for biomarkers that predict immunotherapy for glioma is particularly important.

In the present study, we aimed to explore the prognostic role of PIMREG in glioma. The correlations of PIMREG with immune cell infiltration and response of glioma patients to ICB therapy were also studied.



Methods


Data acquisition

We obtained three glioma datasets from the GEO database (https://www.ncbi.nlm.nih.gov/geo/): GSE16011 (containing 8 normal samples and 276 glioma samples), GSE14805 (containing 4 normal samples and 32 glioma samples), and GSE19728 (containing 4 normal samples and 17 glioma samples). Gene sequence data of 662 gliomas (509 LGG and 153 GBM) and clinical information of patients were obtained from the TCGA database (https://cancergenome.nih.gov/).



Analysis of PIMREG expression in gliomas

We analyzed the data downloaded from the GEO database through R software (version 4.0.3) and ggplot2 to explore the expression levels of PIMREG in glioma and normal brain tissues. Additional analysis was performed in GEPIA 2.0 (http://gepia2.cancer-pku.cn/#index) to evaluate PIMREG expression in normal brain tissue, LGG and GBM. We also analyzed 509 LGG samples and 153 GBM patient data in the TCGA database (https://portal.gdc.cancer.gov/) to compare the expression levels of PIMREG in different WHO classifications. Finally, the CGGA database (http://www.cgga.org.cn/) was also employed to explore PIMREG expression in glioma with different degrees of malignancy and in different WHO classifications, as well as the correlation with 1p/19q codeletion status and IDH mutation status.



Analysis of PIMREG protein expression levels in gliomas

Immunohistochemical methods were used to assess PIMREG protein expression in glioma tissues and normal tissues to assess differences in protein levels. Three immunohistochemical images of normal cerebral cortex, three immunohistochemical images of low-grade glioma, and three immunohistochemical images of high-grade glioma were randomly obtained in the HPA database (http://www.proteinatlas.org/). The antibody used was an anti-PIMREG primary antibody (HPA 043783).



Analysis of the correlation between PIMREG and glioma prognosis

To explore whether PIMREG could be regarded as an independent prognostic factor, univariate and multivariate Cox regression analyses were used. Clinical factors involved in Cox regression analyses included WHO grades, IDH status, sex, 1p/19q codeletion, and age. Using the R package ‘rms’, a nomogram and calibration were generated. To predict the 1-, 3-, and 5-year overall survival (OS), the ‘survival’ package was used. ROC analysis was performed using the ‘pROC’ R package to obtain the AUC curve.

The correlation between PIMREG and the OS and disease-free survival (DFS) of LGG and GBM was analyzed using the GEPIA 2.0 database. In addition, the CGGA database was employed to analyze the correlation between the survival of all WHO grade glioma patients and the survival of recurrent gliomas with PIMREG.



Analysis of the correlation between PIMREG and the immune microenvironment and immune cell infiltration

We analyzed the levels of immune cell infiltrates in glioma by the TIMER database. In addition, the ESTIMATE algorithm and R package ‘limma’ were employed to evaluate the immune and stromal scores. The correlation between PIMREG and TIIC infiltration was analyzed as previously described (28).



Analysis of the correlation between PIMREG and immune-related genes

The expression of eight immune checkpoint genes, SIGLEC15, TIGIT, CD274, HAVCR2, PDCD1, CTLA4, LAG3 and PDCD1LG2, was assessed in the high and low PIMREG expression groups using the R packages ‘ggplot2’ and ‘pheatmap’. In addition, the GEPIA 2.0 database was employed to analyze the relationship of PIMREG with these 8 immune checkpoint genes. We further analyzed the coexpression of PIMREG with other immune checkpoints and immune-related genes as we previously reported (29).



Analysis of the correlation between PIMREG and response to ICB treatment

The Tumor Immune Dysfunction and Exclusion (TIDE) is an algorithm predicting the ICB response of individual samples. The TIDE algorithm was employed to evaluate the potential immunotherapeutic responses as we previously reported (29, 30). IMvigor210 cohorts that had received anti-PDL1 treatment were downloaded to verify the immunotherapy response prediction value of PIMREG as previously reported (31).



Protein–protein interaction network construction

The STRING database (https://cn.string-db.org/) is an objective and extensive global network designed to collect, integrate and score published PPI information and complement these data with scientific calculations and predictions. The GeneMANIA (https://genemania.org/) database is a flexible and easy-to-use web-based tool for formulating gene function hypotheses, ranking genes for functional analysis, and generating lists of genes for analysis. It can discover and predict proteins with similar functions based on large amounts of genomic and proteomic data. The PPI network of PIMREG was investigated based on two online tools, STRING and GeneMANIA.



KEGG pathway enrichment analysis and GO functional annotation analysis

The LinkedOmics database (http://www.linkedomics.org/login.php) is a public website containing multiple recombinant chemical data for 32 TCGA cancer types, including data from clinical proteomics tumor analysis. The potential biological functions of PIMREG in glioma were predicted using LinkedOmics, and KEGG pathway enrichment analysis and biological process GO analysis were completed by the gene set enrichment analysis (GSEA) method. In addition, the significantly related genes with PIMREG were analyzed by LinkedOmics.



Validation of the role of PIMREG in glioma in vitro

The U251 and U87MG cell lines were used to perform transfection, qPCR, cell viability, wound healing, and transwell assays. The siRNA-PIMREG and siRNA-control were designed by GenePharma (Shanghai, China). The transfection was performed as previously described (9). qRT–PCR was performed 48 hours after transfection to evaluate the mRNA expression of PIMREG as previously reported (9). The primer sequences were PIMREG, F: GTGCTTTGGGTGCCGTGTC, R: ATCGCCGTAATGGGTGGG; GAPDH, F: GCACCGTCAAGGCTGAGAAC, R: TGGTGAAGACGCCAGTGGA. The viability of U87MG and U251 cells was evaluated using a CCK-8 kit. The role of PIMREG in the migration and invasion of glioma cells was explored by wound healing and transwell assays (9).



Statistical analysis

Comparison of PIMREG expression differences in normal tissues and gliomas in the GEO-acquired dataset was performed using Wilcoxon tests. The Kruskal–Wallis test was employed to compare PIMREG expression differences in different WHO-graded gliomas in the TCGA-acquired data. Kaplan–Meier curves were applied to analyze the relationship between survival time and PIMREG expression levels. The correlation between PIMREG and immune checkpoints was analyzed by Spearman correlation analysis. Pearson correlation analysis was employed for KEGG pathway enrichment and GO function annotation analysis. The experimental data are presented as the means ± SD, and a two-group t test was run to compare the two groups. P < 0.05 was considered significantly different and is indicated by “*”.




Results


Differential expression of PIMREG in glioma and normal brain tissues

The results of three datasets obtained from the GEO database, GSE16011 (P = 9.4e-06) (Figure 1A), GSE14805 (P = 3.4e-05) (Figure 1B), and GSE19728 (P = 0.00033) (Figure 1C), demonstrated that PIMREG expression was upregulated in gliomas compared to normal brain tissues. The results from GEPIA 2.0 analysis revealed higher expression of PIMREG in LGG (518 cases) and GBM (163 cases) than in normal tissue (207 cases) (P < 0.05) (Figure 1D). Analysis of the data downloaded from TCGA further illustrated that PIMREG expression was highest in WHO grade IV and lowest in WHO grade II (Figure 1E). Similar results were observed in the CGGA database (Figure 1F). In addition, PIMREG expression correlated with glioma histology, for example, low expression in oligodendroglioma and astrocytoma and high expression in glioblastoma and secondary glioblastoma (Figure 1G). PIMREG expression was low in glioma with combined 1p/19q deletion (P = 1.3e-10) (Figure 1H) and in IDH-mutated glioma (P = 0.00026) (Figure 1I). Immunohistochemical images of PIMREG obtained from the HPA database of normal brain tissue (Figure 2A), LGG (Figure 2B), and GBM (Figure 2C) are presented in Figure 2.




Figure 1 | Differential expression of PIMREG in glioma and normal tissues. PIMREG expression was higher in glioma than in normal brain tissue in the GSE16011 (A), GSE14805 (B), and GSE19728 (C) datasets. (D) PIMREG expression was higher in both LGG and GBM than in normal brain tissue in the GEPIA 2.0 database. PIMREG expression analysis results from data downloaded from TGCA (E) and CGGA (F). (G) Correlation between PIMREG expression in gliomas and the histology of gliomas. O: oligodendroglioma; A, astrocytoma; rO, recurrent oligodendroglioma; rA, recurrent astrocytoma; AO, anaplastic oligodendroglioma; AA, anaplastic astrocytoma; rAA, recurrent anaplastic astrocytoma; rGBM, recurrent glioblastoma. (H) PIMREG expression in gliomas with 1p/19q codeletion and non1p/19q codeletion. (I) Expression of PIMREG in IDH-mutant gliomas and wild-type gliomas. *P < 0.05; ***P < 0.001; ****P < 0.0001.






Figure 2 | Immunohistochemical images of PIMREG in glioma. Immunohistochemical images of PIMREG in normal brain tissue (A), LGG (B), and GBM (C).





Correlation of PIMREG expression with gliomas on patient prognosis

Univariate Cox regression illustrated that PIMREG expression, WHO stage, 1p/19q codeletion, age and IDH status were associated with the prognosis of glioma (Figure 3A). Multivariate Cox regression analysis demonstrated that PIMREG expression (P = 0.017), WHO grade (P < 0.001), IDH status (P < 0.001), and age (P < 0.001) were independent prognostic factors for the prognosis of gliomas (Figure 3B). A nomogram was constructed to provide a quantitative guideline to predict 1-, 3-, and 5-year OS in patients with glioma (Figure 3C). Moreover, the calibration curves demonstrated that the nomogram was able to accurately estimate 1-, 3-, and 5-year OS (Figures 3D–F). Time-dependent ROC analysis showed that the AUC values for 1, 3, and 5 years were 0.77, 0.83, and 0.81 in glioma, respectively, indicating a high predictive power (Figures 3G–I). PIMREG can therefore be used as a possible diagnostic marker for glioma.




Figure 3 | The prognostic value of PIMREG in glioma. (A, B) Univariate and multivariate Cox regression visualized in the forest plot. (C) Nomogram and calibration plots (D–F) predicting the 1-year, 3-year and 5-year OS of glioma patients. (G–I) Predictive ability for 1-, 3-, and 5-year prognosis with PIMREG expression by time-dependent ROC curve analysis.



Glioma patients who had high expression of PIMREG showed poorer OS (P < 0.0001) (Figure 4A) and DFS (P = 5.4e-14) (Figure 4D) than those with low expression of PIMREG. Patients with LGG with high PIMREG expression had poorer OS than those with low PIMREG expression (P = 2.4e-06) (Figure 4B). LGG patients with high PIMREG expression had worse DFS than those with low PIMREG expression (P = 0.0015) (Figure 4E). There was no significant difference in prognosis between the high and low PIMREG expression groups in GBM patients (P = 0.45) (Figure 4C), but patients with high PIMREG expression in GBM had better DFS than those with low expression (P = 0.025) (Figure 4F). In addition, we also obtained the effect of PIMREG on survival in all WHO-graded gliomas from the CGGA database, and we found that patients with gliomas with high PIMREG expression had a worse prognosis than those with low PIMREG expression (P < 0.0001) (Figures 4G–I); similar results were found in all WHO-graded secondary gliomas (Figures 4J–L).




Figure 4 | Predictive value of PIMREG (FAM64A) in glioma prognosis. Correlation of PIMREG expression with OS of glioma (A), LGG (B), and GBM (C). Correlation of PIMREG with the DFS of glioma (D), LGG (E) and GBM (F). Correlation between PIMREG and survival probability of all WHO-grade primary (G–I) and recurrent (J–L) glioma in CGGA datasets.





PIMREG promotes the migration and invasion of glioma cells

We further performed experiments in vitro to verify the role of PIMREG in glioma cells. mRNA expression was knocked down by siRNA-PIMREG in U251 (P < 0.001) (Figure 5A) and U87MG (P < 0.001) (Figure 5B) cells. The viability of glioma cells was inhibited by siRNA-PIMREG (Figures 5C, D). Wound healing assays demonstrated that siRNA-PIMREG suppressed the wound closure percent compared with siRNA-control (Figures 5E–H). The transwell assay indicated that PIMREG knockdown inhibited the invasion of U251 and U87MG glioma cells (Figures 5I–K). These results demonstrated that PIMREG knockdown significantly suppressed the migration and invasion of U251 and U887MG cells.




Figure 5 | PIMREG enhances the migration and invasion of glioma cells in vitro. qRT–PCR results showing PIMREG expression in U251 (A) and U87MG (B) glioma cells after transfection. CCK-8 assays showing the viability of U251 (C) and U87 (D) cells. Wound healing was performed to determine the migration ability of U251 cells (E, F) and U87MG cells (G, H). Transwell assays were performed to determine their invasion ability (I–K). **P < 0.01; ***P < 0.001; $$$P < 0.001; &&&; P< 0.0001.





Correlation of PIMREG expression with glioma immune cell infiltrates

PIMREG expression was positively correlated with (LGG+GBM) immune scores (P = 4.5e-9, Cor = 0.23) (Figure 6A), stromal scores (P = 1.2e-11, Cor = 0.26) (Figure 6B), and ESTIMATE scores (P = 1.4e-10, Cor = 0.25) (Figure 6C). We employed CIBERSORT to analyze the correlation between PIMREG expression and the degree of immune cell infiltrates in GBM and LGG. The results showed that PIMREG expression in GBM was positively related to, M2 macrophages (P = 0.00088, Cor = 0.26) (Figure 6E), and follicular helper T cells (P = 0.0015, Cor = 0.25) (Figure 6J). The expression of PIMREG in GBM was negatively associated with the infiltration of monocytes (P = 0.0061, Cor = -0.21) (Figure 6F), and resting CD4 memory cells (P = 0.0056, Cor = -0.22) (Figure 6I). The correlations of PIMREG with M1 macrophages (P = 0.036, Cor = 0.16) (Figure 6D), neutrophils (P = 0.043, Cor = -0.16) (Figure 6G), activated NK cells (P = 0.041, Cor = 0.16) (Figure 6H) were extremely weak in GBM. In LGG, PIMREG expression was positively related to M1 macrophages (P = 2.3e-06, Cor = 0.25) (Figure 6L).




Figure 6 | Correlation between PIMREG expression and tumor immunity of gliomas. Correlation of PIMREG with immune score (A), stromal score (B) and ESTIMATE score (C) in LGG+GBM. Correlation of PIMREG with the infiltrating levels of M1 macrophages (D), M2 macrophages (E), monocytes (F), neutrophils (G), activated NK cells (H), resting memory CD4 T cells (I), and follicular helper T cells (J) in GBM. Correlation of PIMREG with the infiltrating level of M0 macrophages (K), M1 macrophages (L), activated mast cells (M), monocytes (N), resting memory CD4 T cells (O), and follicular helper T cells (P) in LGG. Correlation between PIMREG and immune cells in LGG (Q) and GBM (R) in the TIMER database.



However, the correlations of PIMREG with M0 macrophages (P = 0.0022, Cor = 0.16) (Figure 6K), resting CD4 memory cells (P = 0.0012, Cor = 0.13) (Figure 6O), follicular helper T cells (P = 0.0076, Cor = 0.14) (Figure 6P), activated mast cells (P = 0.0011, Cor = -0.17) (Figure 6M) and monocytes (P = 0.0012, Cor = -0.13) (Figure 6N) were extremely weak. In addition, we analyzed the infiltration of other immune cell types by the TIMER database. The findings showed that PIMREG expression was positively correlated with tumor purity in LGG (P = 6.5e-05, Cor = 0.181) (Figure 6Q) and GBM (P = 1.31e-24, Cor = 0.472) (Figure 6R). In LGG, the expression of PIMREG was positively related to the infiltrating levels of macrophages (P = 1.23e-05, Cor = 0.2), B cells (P = 1.70e-09, Cor = 0.271), and DCs (P = 2.33e-08, Cor = 0.253). In GBM, PIMREG expression was weakly positively related to CD8+ T cell infiltrates (P = 2.95e-03, Cor = 0.145) (Figure 6R).



Predictive value of PIMREG in the response of glioma patients to ICB

Glioma (LGG+GBM) samples downloaded from the TCGA database were divided into PIMEG-low and PIMREG-high groups according to PIMREG expression (high and low expression levels are classified by the median), and we revealed that immune checkpoint genes (including CD274, HAVCR2, PDCD1LG2, SIGLEC15, LAG3 CTLA4, and PDCD1) were overexpressed compared with the PIMREG-low expression group (P < 0.001) (Figure 7I), while TIGIT expression was lower in PIMREG high-expressing glioma patients than in PIMREG low-expressing glioma patients (P = 4.92e-04) (Figure 7I). In addition, we analyzed the relationship of PIMREG with these immune checkpoint genes in gliomas through the GEPIA 2.0 database. PIMREG expression in glioma was positively correlated with HAVCR2 (P = 2e-10, Cor = 0.24) (Figure 7B), LAG3 (P = 1.5e-15. Cor = 0.30) (Figure 7D), PDCD1 (P = 2.6e-13, Cor = 0.28) (Figure 7E), PDCD1LG2 (P = 2.1e-17, Cor = 0.32) (Figure 7F), and SIGLEC15 (P = 1.7e-09, Cor = 0.23) (Figure 7H). However, the correlations of PIMREG with CD274 (P = 4.5e-05, Cor = 0.16) (Figure 7A), CTLA4 (P = 3.2e-06, Cor = 0.18) (Figure 7C), and TIGIT (P = 0.0076, Cor = -0.10) (Figure 7G) were extremely weak.




Figure 7 | Correlation between PMREG and immune checkpoints and response to immunotherapy. Correlation of PIMREG with the immune checkpoints CD274 (A), HAVCR2 (B), CTLA4 (C), LAG3 (D), PDCD1 (E), PDCD1LG2 (F), TIGIT (G), and SIGLEC15 (H) in gliomas (LGG+GBM). (I) Heatmap of immune checkpoint expression in gliomas with high and low PIMREG expression (LGG+GBM). (J) Different TIDE scores in gliomas (LGG + GBM) with high and low expression of PIMREG. (K) Different TIDE scores in LGG with high and low expression of PIMREG. (L) Different TIDE scores in GBM with high and low expression of PIMREG. (M) PIMREG expression in the response and nonresponse groups to anti-PD-1 therapy in the IMvigor210 cohort (anti-PD-L1, urological). (N) The ratio of patients who responded to anti-PD-1 therapy in the low- and high-PIMREG groups of the IMvigor210 cohort. (O) Kaplan–Meier curves for the low- and high-PIMREG patient groups in the IMvigor210 cohort. *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.



Additionally, we evaluated the correlation of PIMREG expression with the intensity of the response to immunotherapy in glioma patients. The results indicated that, in glioma (LGG+GBM), patients with high PIMREG expression had higher TIDE scores than those with low PIMREG expression (P = 8e-21) (Figure 7J). In LGG, TIDE scores were higher in glioma patients with high PIMREG expression than in patients with low PIMREG expression (P = 1.5e-09) (Figure 7K). We also analyzed similar results in GBM (P = 0.014) (Figure 7L). These findings suggest a correlation of PIMREG with immune checkpoints in gliomas and that glioma patients with high PIMREG expression may be more sensitive to immunotherapy.

Additionally, in the urological tumors of the IMvigor210 cohort, PIMREG expression was significantly higher in the ICB-responsive group than in the nonresponsive group (P = 9.9e-05) (Figure 7M). The response ratio to anti-PD-L1 therapy was 29.5% in high-PIMREG expression patients and >16.1% in low-PIMREG expression patients (Figure 7N). Moreover, the PIMREG-high group had a better survival probability than the PIMREG-low group (P = 0.003) (Figure 7O). These results confirmed that PIMREG is capable of predicting immunotherapy response.



Coexpression of PIMREG with immune-related genes in glioma

To further investigate the role of PIMREG in the antitumor immunity of LGG and GBM, PIMREG was coexpressed with most chemokine (receptor), MHC, immunoinhibitory, and immunostimulatory genes in pancancer (28). Similar results were found in LGG and GBM (Figure 8A). Moreover, PIMREG was coexpressed with various inhibitory and stimulatory immune checkpoints (Figure 8B). Additionally, the top 40 positive and negative PIMREG coexpressed genes are shown in Figures 8C, D.




Figure 8 | Genes coexpressed with PIMREG. (A) Coexpression of PIMREG with immune-related genes. (B) Coexpression of PIMREG with inhibitory and stimulatory immune checkpoints. Significantly positively (C) and negatively (D) coexpressed genes with PIMREG. *P < 0.05.





PPI network, GO functional annotation and KEGG pathway enrichment analysis of PIMREG

As shown in Figure 9, we predicted the PPI network interacting with PIMREG by the GeneMINIA and STRING tools. The proteins that interacted with PIMREG by the GeneMINIA tool included TDRD7, PICALM, HDAC1, HDAAC2, RBBP4, MTA2, and CCNE1 (Figure 9A). The proteins predicted to interact with PIMREG by the STRING tool included CDCA8, CENPF, AURK8, CCNA2, BIRC5, KIF20A, and DLGAP5 (Figure 9B).




Figure 9 | Protein–protein interaction network, GO and KEGG pathway enrichment analysis of PIMREG in glioma. PPI network of PIMREG in the GeneMINIA (A) and SRTING (B) tools. GO analysis (biological process) of PIMREG (C) and KEGG pathway enrichment analysis (D) in LGG in LinkedOmics. GO analysis (biological process) of PIMREG (E) and KEGG pathway enrichment analysis (F) in GBM in LinkedOmics.



Analysis of the potential function of PIMREG in glioma was performed by the LinkedOmics tool. We analyzed the function of PIMREG in LGG, and GO biological process analysis showed that PMREG was associated with chromosome segregation, microtubule cytoskeleton organization involved in mitosis, organelle fission, cell cycle G1/S phase transition, and cell cycle checkpoint (Figure 9C). KEGG pathway enrichment analysis also showed that PIMREG in LGG was positively correlated with the P53 pathway, the cell cycle, DNA replication, and oocyte meiosis (Figure 9D). In GBM, GO biological process analysis showed that PIMREG was associated with chromosome segregation, organelle fission, meiotic cell cycle, DNA conformational changes, mitotic cell cycle phase changes, DNA replication, cell cycle G2/M phase changes, and other cell cycle change functions. The production of tumor necrosis factor superfamily cytokines, T cell activation, positive regulation of responses to external stimuli, positive regulation of cell adhesion, macrophage activation, adaptive immune response, cell adhesion regulation, NK cell activation, negative regulation of cell activation, T cell activation, neuroinflammatory responses, neutrophil-mediated immunity, production of interleukin 1, regulation of immune effector processes, and other processes were correlated (Figure 9E). In GBM, KEGG pathway enrichment analysis showed that PIMREG was associated with the cell cycle, P53 cell pathway, and oocyte meiosis and negatively associated with the NF-κB pathway, cytokine–cytokine receptor interaction, Toll-like receptor signaling pathway, Th17-cell differentiation, TNF pathway and other pathways (Figure 9F).




Discussion

In this work, we found that PIMREG expression was upregulated in gliomas compared with normal brain tissues and increased with WHO grade. The results from the HPA database analysis illustrated that the PIMREG protein level was higher in GBM than LGG, while it was lowest in normal brain tissues. To some extent, the malignancy of glioma may be predicted by measuring the mRNA or protein content of PIMREG. Furthermore, in LGG patients with high PIMREG expression, the prognosis was worse than in patients with low PIMREG expression, suggesting that, in LGG, PIMREG predicts the OS and DFS of patients. In all WHO grade gliomas, the overall survival time was shorter in patients with high PIMREG expression than in those with low PIMREG expression. The same results were also found in secondary gliomas. This suggests that PIMREG may be a predictor of prognosis in all WHO-graded gliomas. However, no significant differences in OS were observed between GBM patients in the PIMREG-high and PIMREG-low groups. High malignancy of GBM combined with high PIMREG expression may be the two factors contributing to this result. In conclusion, there is a relationship between PIMREG expression and patient prognosis, which may be a predictor of prognosis in glioma patients.

TIICs, important components of the tumor microenvironment, have a dual function of immunostimulation or immunosuppression, promoting or inhibiting tumor development (32). The degree of infiltration of TIICs into the tumor microenvironment also influences tumor prognosis. In our study, we revealed a relationship between PIMREG expression in gliomas and the infiltration of some TIICs. The immune, stromal and ESTIMATE scores in gliomas were positively correlated with PIMREG expression. The findings showed that PIMREG expression in GBM positively correlated with the infiltrates of M1 and M2 macrophages, activated NK cells, and follicular helper T cells, and PIMREG expression in GBM negatively correlated with the infiltration of monocytes, neutrophils, and resting memory CD4 cells. In LGG, PIMREG expression was positively related to M0 macrophage, resting CD4 memory cell, and follicular helper T cell infiltration at a super high level of difficulty and negatively related to the infiltration of activated mast cells and monocytes. In conclusion, PIMREG correlates with the degree of partial immune cell infiltrates in glioma and may affect the prognosis of glioma patients by influencing the degree of immune cell infiltration.

Recently, ICB has been applied to glioma treatment, changing the paradigm of glioma treatment (33). Tumor cells tend to evade CTL destruction by upregulating immune checkpoint ligands (e.g., PD-L1) that can bind to complementary receptors (PD-1) on CTLs, leading to the suppression of lymphocyte activation. Except for PD-1, CTLA4, and LAG3, the expression of other immunosuppression-related genes, such as LGALS1 and IGFBP2, is higher in glioma patients, and blocking the expression of immunosuppression-related genes can reshape the immunosuppressive microenvironment (34, 35). However, the immunosuppressive microenvironment of tumors is one of the main reasons for chemoresistance and immunotherapy failure in patients with diffuse glioma. The heterogeneity of each patient and their different responses to immunotherapy make immunotherapy for glioma very difficult. Herein, we found that the expression of several immune checkpoints was higher in glioma patients with high PIMREG expression than in those with low PIMREG expression. PIMREG expression in glioma was positively correlated with these immune checkpoints. In addition, we assessed the relationship between PIMERG expression and the intensity of response to immunotherapy in glioma patients. The results indicated that, in gliomas, patients with high PIMREG expression had higher TIDE scores than those with low PIMREG expression. These results suggest that PIMREG correlates with most immune checkpoints in gliomas and that patients with gliomas with high PIMREG expression may be more sensitive to immunotherapy. Therefore, PIMREG may be a predictive marker for the intensity of the response to ICB in glioma patients.

We analyzed the function of PIMREG in LGG, and GO biological process analysis showed that PMREG was positively associated with chromosome segregation, organelle fission, cell cycle G1/S phase transition, and cell cycle checkpoint. KEGG pathway enrichment analysis also showed that PIMREG in LGG was positively associated with the P53 pathway, cell cycle, DNA replication, and oocyte meiosis. In GBM, GO biological process analysis showed that PIMREG was positively associated with chromosome segregation, organelle fission, meiotic cell cycle, DNA conformational changes, mitotic cell cycle phase changes, DNA replication, and cell cycle G2/M phase changes. PIMREG was associated with several immune-related biological processes in GBM, including leukocyte migration, cytokine secretion, interleukin 6 production, T cell activation, macrophage activation, adaptive immune response, cell adhesion regulation, NK cell activation, positive regulation of cell adhesion, activation of T cells, neuroinflammatory responses, negative regulation of cell activation, neutrophil-mediated immunity, production of interleukin 1, and immune effector process regulation. In GBM, KEGG pathway enrichment analysis showed that PIMREG was positively associated with the cell cycle, P53 cell pathway, and oocyte meiosis and negatively associated with the NOD-like receptor pathway, C-type lectin receptor pathway, NF-κB pathway, cytokine–cytokine receptor interaction, Toll-like receptor signaling pathway, Th17-cell differentiation, TNF pathway and other pathways. These results suggest that PIMREG promotes glioma development through numerous immune-related pathways or biological processes in addition to affecting the cell cycle of glioma cells.



Conclusion

In conclusion, PIMREG was highly expressed in gliomas and correlated with WHO classification. High PIMREG expression correlated with poor prognosis of low-grade gliomas, poor prognosis of all WHO-graded gliomas, and poor prognosis of recurrent tumors. PIMREG expression in glioma was correlated with several immune cells. PIMREG correlated with CTLA-4, PDCD1, LAG3 and other immune checkpoints in glioma and correlated with the patient’s response to immunotherapy. PIMREG correlated with the cell cycle and immune-related pathways. PIMREG may be used as a prognostic marker in glioma and possibly as a biomarker of response to immunotherapy.
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Radiological imaging techniques, including magnetic resonance imaging (MRI) and positron emission tomography (PET), are the standard-of-care non-invasive diagnostic approaches widely applied in neuro-oncology. Unfortunately, accurate interpretation of radiological imaging data is constantly challenged by the indistinguishable radiological image features shared by different pathological changes associated with tumor progression and/or various therapeutic interventions. In recent years, machine learning (ML)-based artificial intelligence (AI) technology has been widely applied in medical image processing and bioinformatics due to its advantages in implicit image feature extraction and integrative data analysis. Despite its recent rapid development, ML technology still faces many hurdles for its broader applications in neuro-oncological radiomic analysis, such as lack of large accessible standardized real patient radiomic brain tumor data of all kinds and reliable predictions on tumor response upon various treatments. Therefore, understanding ML-based AI technologies is critically important to help us address the skyrocketing demands of neuro-oncology clinical deployments. Here, we provide an overview on the latest advancements in ML techniques for brain tumor radiomic analysis, emphasizing proprietary and public dataset preparation and state-of-the-art ML models for brain tumor diagnosis, classifications (e.g., primary and secondary tumors), discriminations between treatment effects (pseudoprogression, radiation necrosis) and true progression, survival prediction, inflammation, and identification of brain tumor biomarkers. We also compare the key features of ML models in the realm of neuroradiology with ML models employed in other medical imaging fields and discuss open research challenges and directions for future work in this nascent precision medicine area.
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Introduction

Glioblastoma (GBM, WHO grade 4 glioma, IDH-wildtype) is the most aggressive primary brain tumor in adults with a dismal median overall survival (OS) of only 12 to 18 months and a 5-year OS rate of 6.8% (1, 2). Approximately 13,000 GBM cases are diagnosed in the United States each year, with an incidence rate of 3.2 per 100,000 members of the population (3, 4). Despite standard-of-care therapy including aggressive surgical resection followed by radiation therapy and chemotherapy, more than 90% of glioblastomas recur (4). To date, magnetic resonance imaging (MRI) remains the standard approach in the diagnosis, prognosis, and therapeutic monitoring of GBM patients because it is non-invasive, accessible, and cost efficient. However, interpretation of radiological imaging data can be subjective, challenging, and time-consuming, mainly because histologic findings are often radiologically occult. For example, therapy-induced treatment effect (i.e., pseudoprogression (PsP) or radiation necrosis) and true tumor progression manifest with identical MRI appearances, and differentiation between these entities remains an unsolved conundrum in current neuro-radio-oncology, particularly with novel therapies such as immune checkpoint inhibitors (5).

Radiomics (6, 7) in neuro-oncology seeks to improve the understanding of the biology and effects of treatment on the imaging appearance of brain tumors. Radiomics can promote precision medicine by extracting quantitative features from clinical imaging arrays and using methods from the field of artificial intelligence (AI) to make the radiological diagnosis more objective, accurate, and automatic. Rather than designing hard-coded step-by-step algorithms based on prior knowledge in biology or medicine, or design specific “learning” approaches to mimic human cognitive functions, machine learning (ML) as a subfield of AI can create a computational model and train it with a number of datasets to statistically solve problems without being explicitly programmed (8). Generally, ML includes supervised learning, unsupervised learning, and reinforcement learning. Supervised learning trains an ML model to predict a target variable from a set of predictive variables (i.e., data samples) with the help of labels/annotations (i.e., ground truth of the target variables) and the loss function, also known as cost function, which is a computational difference between predicted target variable values and the label/annotation values (9). It should be noted that, although labeling and annotation share the same meaning in ML, they slightly differ in neuro-oncology radiomic analysis. In the context of this manuscript, labeling is related with classification problems (e.g., the ground truth of tissue is histological, including different classes of brain tumors, treatment effect versus tumor growth, and others) whereas annotation refers to segmentation problems (partitioning an image into multiple regions/objects, such as enhancing tumor, necrosis, and unenhancing tumor and edema). Unsupervised learning infers the inherent structure from the input data without labels/annotations (10). In reinforcement learning, intelligent agents learn to take actions in an environment in order to maximize the notion of cumulative reward (11). Currently, most AI techniques applied in brain tumor radiomic studies belong to the supervised ML, for both classifications and segmentations. Unsupervised ML is mainly employed for image segmentations while reinforcement learning has not been explored in this area. Therefore, in this paper, we mainly focus on the supervised ML techniques for most GBM radiomic analyses. Thanks to the rapid development of radiology and computational hardware, researchers can now take advantage of many radiological data to train various ML models, such as decision trees (DTs), logistic regression, artificial neural networks (ANNs), support vector machines (SVMs), and k-nearest neighbors (k-NN) for brain tumor radiomic analysis. The different techniques applied in AI (mainly ML algorithms) are the technical core for the analysis of large amounts of multidimensional radiologic and clinical data (12), which directly determine the quality of radiomic analysis results.

In the past decade, ML has been widely exploited in many data-driven applications, e.g., imaging and computer vision (13), bioinformatics (14), online advertising (15), and natural language processing (16). The dataflow of a general supervised ML-based GBM radiomic analysis can be divided into four steps as shown Figure 1A: 1) Data Acquisition. MRIs are performed on patients with a brain tumor. These raw MRI data are further preprocessed (e.g., data cleaning, co-registration, bias correction, normalization), and then they are labeled/annotated by radiologists to define the regions for the ML training and validation process. The labeled/annotated imaging data are deposited into customized/private datasets that are owned and maintained by medical research institutions. Some imaging data are also uploaded into public datasets for the purpose of open access to all researchers. AI-assisted radiomic analysis can acquire imaging data from both types of datasets. It is of note, however, that private datasets usually contain a fairly large amount of raw data, hundreds of samples for each institution if applicable, whereas public datasets usually contain limited amount of less well-labeled/annotated, non-standardized imaging data (17); 2) Data Augmentation and Preprocessing for ML Models. The acquired data and its labels/annotations are usually first subject to augmentation, in which image data are processed in pair-wise format (i.e., each pair contains a data sample and the corresponding labels/annotations) to increase the sample variety, hence improving the generality of the data. Multiple approaches are utilized in augmentation, such as geometric transformation, color augmentation, and synthesis of similar-appearing imaging data. Then, the augmented imaging data can be preprocessed (e.g., through feature extraction) to simplify and/or to improve the effectiveness and efficiency of the subsequent ML training process (18); 3) ML Model Training and Validation: The augmented and preprocessed data are subsequently fed to ML models to train the model parameters in order to minimize the “cost function,” while the implicit data feature will be extracted statistically. The ML models are also validated during the training process to prevent overfitting, which is when the trained ANN model only predicts accurately to the training dataset but loses the generalizability to new samples (19); 4) AI-Assisted Clinical Diagnosis/Deployment. Once the trained models meet the accuracy requirement, they can be deployed to the application to perform predictions such as classification and segmentation. As aforementioned, no biologic hypothesis or knowledge is required to build an ML model. However, inclusion of this information and/or other forms of data (e.g., clinical data, genomic data) may help with the overall ML model performance by reducing the data size or improving the data quality during the preprocessing step.




Figure 1 | AI/ML in GBM radiomic analysis: (A) Overall workflow of AI-assisted GBM analysis: 1) Data Acquisition. Raw radiological image data are acquired by MRI scanning of GBM patients. Images are collected into public or private data sets. Before analysis, images are preprocessed (e.g., data cleaning, co-registration, normalization) and standardized (e.g., format, resolutions, voxel sizes). Then, radiologists annotate the images, color-coding different parts of the tumor habitat. 2) Data Augmentation and Preprocessing for ML Models. Imaging dataset and its annotations from step 1 are further “augmented” via geometric transformations, photometric transformation, and/or synthetic data (e.g., GAN) to improve the data generalizability, followed by the optional preprocessing for ML modeling, a process that includes feature extraction to filter out “useless” data and extract explicit features (e.g., biological and/or geometry) in the images. 3) ML modeling and training. Augmented and preprocessed data are fed into various ML models (e.g., SVM, RF, CNN) for GBM radiomic analysis training and validation. Advanced techniques such as transfer learning and multimodal data fusion (e.g., clinical and genomic data) can be employed to improve the training accuracy as well as generality. 4) AI-Assisted Clinical Diagnosis/Deployment. Predictions from the ML models for various medical demands, such as differential diagnosis and survival estimation. (B) Current major challenges (left panel: 1, 2, 3) and perspectives for corresponding solutions (right panel: 1*, 2*, 3*) in AI/ML-assisted GBM radiomic analysis: 1→1* Current GBM radiological image datasets are limited in low numbers, insufficient annotations, and poor organization. Enrichment and standardization of current GBM radiological datasets are urgently needed, while incorporation of clinical and/or genomic data (red circle) can further enhance the performance of ML prediction models; 2→2* develop more comprehensive ML models to further improve the prediction accuracy and address the relatively low generalizability of current models; 3→3* further strengthen collaborations among clinicians, biomedical researchers, and computer scientists to overcome the lack of efficient communications between these parties for the highly multidisciplinary research.



Traditional ML methods such as SVMs (20–22) and random forests (RFs) (23–26), an ensemble combination of decision trees, are commonly used for pattern classification in tumor studies. Recently, ANN, especially convolutional neural network (CNN)-based deep learning (DL), is gaining popularity because of its improved scalability and the capability of exploiting deep layers to extract implicit local and global features in neuro-oncology images. They can achieve state-of-the-art performance in object detection and tracking (27, 28), image classification, and semantic segmentation (25, 29–32). In ML, each “neuron” is referring to a computational unit in the ANN rather than a biological neural. With more complicated ML models and structures (e.g., more neuron network layers, more neurons in each layer) and a larger number of parameters introduced into the neural network, the training process intends to extract more features but may suffer extensive computational performance degradation and overfitting of the trained model. Current state-of-the-art ML models can achieve an accuracy as high as 0.97 (i.e., 97%) in brain tumor radiomic analysis (33). However, these results are based on a limited number of datasets and from retrospective studies, which may still not be generalizable for patients from different geographic locations. Therefore, current clinical brain tumor radiomic analysis cannot entirely rely on the ML-based techniques and still needs manual verification. In summary, existing ML techniques can only partially fulfill the need for automatic detection and analysis of GBM characteristics for both clinical and preclinical studies (34–37).

In addition to the ML techniques, the quality of radiologic images that are used for ML training dramatically affects the outcomes of radiomic analysis. Radiological images can be acquired from different imaging modalities, such as MRI, computed tomography (CT), and positron emission tomography (PET). Among these, MRI image data are currently employed as an essential data type in radiomic neuro-oncology applications because 1) they provide exquisite detail of brain, spinal cord, and vascular anatomy through excellent tissue contrast in any imaging plane; 2) different MRI sequences are able to capture key components of tumor biology with high sensitivity, such as blood–brain barrier breakdown, necrosis, edema, non-enhancing tumor infiltration, blood flow, and cellular density, and can distinguish tumoral sub-compartments that are likely to reflect local cellular phenotypes and genotypes; and 3) they can non-invasively and non-destructively interrogate tumors repeatedly to assess response to treatment and thus they can be integrated into therapeutic strategies. Understanding these image-based features is critical as they not only represent a key data resource in radiomic analysis (6) but also help improve the accuracy and other performance criteria of ML models.

In this review, we provide an overview of the latest advancements and in-depth discussions on the most urgent and challenging questions of AI-assisted GBM radiomic analysis. Given the exponential increase of AI-based radiomic studies led by researchers from various backgrounds, such as oncology, radiology, computer science, and engineering, our review article briefly explains the key concepts of ML techniques instead of delving into the technical details. This article is structured with emphases on the deployments of various ML techniques in meeting specific GBM radiomic clinical needs, e.g., differentiating GBM from other brain tumors or non-tumors, predicting overall survival (OS), and correlating with other biomarkers. First, as ML technology in radiomics is radiological imaging data-driven, we start with the discussion on imaging data preparations that are commonly employed in current GBM radiomic analyses. We briefly introduce the acquisition pipeline for private or customized imaging datasets and summarize public radiologic datasets that are currently available for researchers to train their ML models for various applications. We also describe general methods for data augmentation and preprocessing for ML models, which are critical for training, validation, and testing of ML algorithms. Next, we overview the ML techniques that have been employed in radiomic analysis for GBM diagnosis and treatment. Advantages and limitations of existing ML models including both algorithms and architectures are discussed in the context of various GBM-associated medical applications. Finally, we bring up our perspectives on the strategies for overcoming challenges regarding AI/ML applications in GBM radiomic analysis, including 1) the most challenging issues affecting the generalizability and accuracy of AI-assisted radiomic GBM analysis; 2) promising strategies to enhance performance of AI models in GBM radiomic analysis; 3) outlook on the collaborative teamwork between computer scientists, engineers, physicians, and biomedical researchers. By elaborating current research developments and challenges in the state-of-the-art ML-assisted GBM analysis, we hope to inspire researchers from different fields for the development of the next generation of AI-assisted radiomic tools that can significantly improve early detection, treatment efficacy, and life quality of patients with GBM.



Radiomic data preparation

As ML is an intensive data-driven algorithm/process, the quality of the training data can significantly influence the trainable parameters in ML models, hence affecting the accuracy and generalizability of the network outcomes (38). Thus, it is essential to review the key components of data preparation in ML-based GBM radiomic analysis, including radiological imaging data resources, the image acquisition pipeline, imaging datasets (private/customized datasets vs. publicly accessible datasets), data augmentation, and preprocessing techniques for the subsequent ML model training.


Radiomic image resources

MRI is the most frequently used radiological modality for brain tumor imaging. MRI provides better contrast resolution than CT, with better tissue characterization. It can also detect blood vessels, vascular malformations, and demyelinating disease (39). It does not involve X-rays or the use of ionizing radiopharmaceuticals, either. Therefore, MRI is particularly suitable to image gliomas. Yet, MRI may be perceived as less comfortable by patients (e.g., overweight or fear of enclosed spaces) and cannot be performed if the patient has ferromagnetic implants. In addition, MRI does not show ossified or calcified structures as well as CT (such as the calvarium) and therefore may not show the effects of tumors on the calvarium in comparison to CT (39, 40).

For GBM MRI, T1-weighted (T1), T1-contrast-enhanced (T1c or T1-ce), T2-weighted (T2), and fluid-attenuated inversion recovery (FLAIR) are the most commonly used MRI sequences, because they can provide different yet complementary information in characterizing tissue such as gray matter, white matter, fat, blood, fluid, and lesions (41, 42). MRI is based on radiofrequency pulses within a magnetic field in which time of repetition (TR) and time of echo (TE) are calculated. T1 and T1-ce are produced through short TR and TE times; T2 is produced by larger TR and TE times; and FLAIR is produced through very large TR and TE times. In addition, diffusion-weighted imaging (DWI) can detect the restriction of random movements of water molecules that makes DWI extremely sensitive to detect acute stroke and increased cellularity as in GBMs, lymphoma, and metastases (43); magnetic resonance angiography (MRA) and venography (MRV) can generate pictures of the arteries and veins to evaluate for stenosis or aneurysms; magnetic resonance spectroscopy (MRS) is used to measure the levels of different metabolites and biochemical changes in the brain (44), providing information on tumor metabolism (45, 46); perfusion-weighted imaging (PWI) shows the perfusion of tissues by blood, such as the cerebral blood volume of a tumor relative to normal-appearing white matter of the brain (47); and functional MRI (fMRI) detects the increase in blood oxygen level when blood flow increases to a brain area involved in the performance of an assigned task (e.g., finger tapping, lip pursing, thinking of words, thinking of answers to questions after hearing a story) (48) and depicts where eloquent brain areas are in relation to the tumor as the surgeon or radiation oncologist plans a surgical approach to biopsy or resection or radiation therapy. The novel amide proton transfer (APT) imaging can detect amide protons of endogenous mobile proteins and peptides in tissue based on chemical exchange–dependent saturation transfer (CEST) MRI (49, 50).

Another useful radiological technology is the PET scan, which takes advantage of a slightly radioactive substance (e.g., C-11 methionine (MET), F-18 fluorothymidine (FLT), F-18 fluoroethyl-L-tyrosine (FET)) that functionally is preferentially taken up by tumor cells (51). PET is especially helpful for fast-growing (high-grade) tumors and for distinguishing between tumors and non-tumor (e.g., scar, inflammation) tissue (52, 53). Therefore, the combined use of MRI and PET can provide complementary information to achieve more accurate brain tumor diagnosis (54).



Radiological image acquisition pipeline

The image acquisition pipelines remain very similar between radiological scanners (50, 55). Subjects undergoing MRI (i.e., patients and control subjects) are usually examined on a clinical 1.5T or 3T scanner with a multichannel receive-only head coil array under various scanning parameters (e.g., TR, TE, field of view, matrix/voxel size). A sequence of 2D and 3D radiologic images (e.g., various MRI, CT, PET) is obtained. These images are cleaned, normalized, and co-registered (i.e., image preprocessing, Figure 1A). It is worth noting that different image intensity normalization schemes may influence not only the registration (56) and segmentation process (57, 58) but also the implicit texture features hidden in the different modal MR images and thus affect the subsequent feature selection and ML training outcomes for various GBM classification applications (59). Shinohara et al. (60) introduced a set of seven statistical principles of image normalization (SPIN). In addition to the common mean-maximum (or standard deviation) normalizations (59) and histogram-based normalizations (57, 61, 62), Shinohara et al. (60) also proposed a hybrid multimodal normalization method to match the natural balance of tissue intensities with physical interpretation. On the other hand, some data may be standardized (e.g., voxel sizes, resolution) while others may not. Then, the images are labeled and annotated into various categories of tissues and/or lesions by experienced radiologists using a variety of software (e.g., ITK-SNAP (63), 3D Slicer (64)) to produce a labeled/annotated imaging data set (17).



Major public datasets

Since not all ML researchers can directly access private/customized high-quality labeled/annotated brain tumor datasets, which are usually owned and protected by medical institutions, public datasets are essential and provide an equal platform to these researchers to train and compare the outcomes of their ML models. In neuro-oncology, one of the most commonly used public online image datasets is from the Brain Tumor Segmentation (BraTS) challenges, organized by the Medical Image Computing and Computer Assisted Interventions (MICCAI) and other professional organizations (34, 65–69) since 2012. As of March 2022, the latest BraTS 2021 consists of a total of 2,040 brain tumor cases/patients, and it is divided into three subsets: training (1,251 cases), validation (219 cases), and testing (570 cases). Only training and validation subsets are open to the public research access, and these two subsets include a set of multimodal 3D MRI scans (i.e., T1, T1c, T2, FLAIR) for each case. The training dataset also includes a 3D annotation model (i.e., GD-enhancing tumor, peritumoral edema/non-enhancing infiltrative tumor, necrotic tumor core (NCR), and normal) for each case (17). In addition, BraTS 2021 includes O6-methylguanine-DNA-methyltransferase (MGMT) biomarkers for 585 patients (out of a total of 1,251 cases) for the training datasets. It should be noted that, unlike BraTS 2020, BraTS 2021 does not include survival information any longer. BraTS 2020 included the survival information for 265 patients (out of a total of 460 cases) in the training and validation datasets. Other widely used datasets include The Cancer Imaging Archive (TCIA) (70) and The Whole Brain Atlas by Harvard Medical School (71). TCIA has a collection of 13 brain tumor sub-datasets, including the Ivy Glioblastoma Atlas Project (IvyGAP) (72), The Cancer Genome Atlas (TCGA)-GBM (73), GLIS-RT (74), and CPTAC-GBM (75). These sub-datasets mainly focus on high-grade glioma (HGG/GBM) and lower-grade glioma (LGG). Some of the data in TCIA are also included and standardized in the most recent BraTS 2021 dataset. The Harvard brain atlas consists of the radiology data (e.g., MRI, CT, PET) for about 40 subsets of normal brain and various brain disease states. However, none of the datasets in the TCIA or Harvard brain atlas are pixel-wisely annotated for the ML segmentation tasks. In addition, the data format for each patient in TCIA collection varies in terms of pulse sequences (e.g., T1, T1c, T2, FLAIR, PWI, DWI) and the resolution (i.e., with matrices varying from 128*128 to 896*896), even in the same sub-dataset (e.g., TCGA-GBM, IvyGAP). A summary of these datasets is depicted in Table 1.


Table 1 | List of three major sources for radiomic neuro-oncology public datasets.





Data augmentation and preprocessing for the ML models

Data augmentation is a commonly used technique in ML for the purpose of promoting the accuracy and generalizability of the ML algorithms. Data augmentation can be attained by 1) adding slightly modified copies and/or 2) creating new synthetic data from already existing data. The former usually employs geometric transformation and photometric transformation including flipping, pixel-level augmentation, cropping, rotating, noise injection, and random erasing (76, 77), while the latter may make use of generative adversarial networks (GANs) (78, 79) to create new synthetic images that resemble the original dataset. It should be noted that GANs also belong to ML-based networks that require abundant training data to generate resembled data. Data augmentation acts as a regularizer and helps reduce class imbalance and overfitting (76), so as to improve both the accuracy and the generalizability of the ML outcomes.

Current GBM radiomic studies are often hindered by limited and unbalanced data samples; therefore, using ML models alone may not achieve statistically significant outcomes (80–82). In this regard, the preprocessing plays a vital role by enhancing and extracting some image features, especially the biological/medical meaningful ones in the regions of interests (ROIs), and/or filters out some “useless” image data from the datasets, before performing the ML training and analysis (18). General data preprocessing approaches for ML models include feature extraction and feature selection (18, 81). In GBM radiomic datasets, MRIs contain various features, such as image texture (23), local histograms (24), structure tensor eigenvalues (25), gray-level co-occurrence matrix (GLCM) (83), and local binary pattern (LBP) (41). Yet some of these features might be correlated in that the total number of effective features can be further reduced, by employing feature selection algorithms such as principal component analysis (PCA) (84), least absolute shrinkage and selection operator (LASSO) (85), linear discriminant analysis (LDA) (86), t-tests (87), analysis of variance (88), and information gain based methods (89), or based on certain evaluation criteria, such as probability of error (POE) and average correlation coefficient (ACC) (59, 90). Injecting feature extraction and selection can significantly help to reduce the computational complexity of ML models and speed up the training process and possibly improve the accuracy of ML models for brain tumor classification and segmentations (91, 92). Nevertheless, one should note that such preprocessing should be treated with care so that the ML model is not overfitted to particular features, which could lose generalizability to a different dataset.



Discussion

We have illustrated various radiomic data sources and data preparation techniques that are commonly employed in ML-based GBM radiomic analysis. One prominent issue in current GBM radiomic data preparation lies in the lack of standardized image acquisition specifications (e.g., repetition time, echo time, voxel sizes, image resolutions) between different radiological equipment and medical institutions (i.e., multicenter multi-vendor, McMv, datasets), which may 1) bias the image data (e.g., intensity of pixels, actual voxel size); 2) require additional image data preparation (e.g., cropping, up/down-sampling) to train ML models with different datasets; and 3) impede the development and cross-validation of more general/robust and accurate ML models for McMv datasets. Although BraTS has made a huge effort and progress in standardizing radiology data for over 2,000 GBM patients/cases, it is not yet sufficient for various GBM analysis applications. The second important issue is that most existing datasets have limited types of brain tumors (e.g., GBM/HGG, metastasis, and LGG), while the Harvard Atlas is limited by the number of subjects/patients. Scarcity of brain tumor/disease types and lack of data impede the application of ML to accurately distinguish various brain tumors and diseases. Lastly, most datasets include only MRI data while only a few datasets consist of other modality radiology data such as CT and PET. Most of them do not include other biological information (e.g., survival time, histopathological data, biomarkers) either. There is also lack of longitudinal radiology data to show disease evolution for patients receiving various treatments. With more complementary data and medical/treatment history (including radiomic data) that help comprehensively describe the brain tumor/disease status, an improvement in the accuracy of radiomic analysis and prediction can be expected.




Application of AI/ML in GBM diagnosis and therapeutic monitoring

The early brain tumor radiomic studies often relied on conventional radiomic feature-based ML methods that extract relatively explicit image texture features (e.g., shape, GLCM, LBP) to train traditional ML models such as SVMs (20–22) and RFs (23–26) in order to differentiate brain tumor versus non-tumors (or different types of brain tumors), predictions of overall survival, etc. Recently, by taking advantage of deep neural networks (DNNs) that include more neurons and layers to statistically recognize global, deep, and implicit imaging features, DL techniques can achieve state-of-the-art performance for automatic analysis of brain tumors on multimodality imaging and clinical data (32). Additionally, deep feature-based ML techniques build statistically/biologically meaningful models or utilize DNNs to extract deep implicit features from the radiology images and then apply traditional ML models for classifications (93, 94). Despite their differences, the above ML models all exploit prior biomedical and image features knowledge to 1) preprocess the radiological imaging data to extract imaging and/or biological meaningful features and 2) optimize the ML structure/algorithm for specific classification/segmentation tasks. Examples include the stacked denoising autoencoders (95) and the Convolutional Restricted Boltzman Machine (96). All these ML models have been applied in radiomic analysis to address unmet needs in GBM diagnosis, therapeutic monitoring, and/or prognosis (e.g., brain tumor classifications, survival predictions and biomarker identifications), while at this point, CNN-based DL enjoys the most generalizability and highest accuracy. Details are further discussed under the context of individual study case as follows.


GBM diagnosis and classification

One of the major ML applications in GBM radiomic analysis is to facilitate the differentiation between GBM and other histopathological processes. More specifically, such applications mainly fall into three categories: 1) distinguish brain tumor from other non-cancerous pathologies; 2) distinguish GBM from other brain tumors; and 3) differentiate between true progression and treatment effect (PsP or radiation necrosis). We hereby provide an overview of a few of these classification problems in brain tumor diagnosis.


1) Differentiating tumor from non-tumor

One of the most critical radiomic functions in brain tumors is to distinguish between malignant brain tumor and non-tumor pathologies, which include tumefactive demyelination, infection, inflammation (e.g., paraneoplastic syndromes and autoimmune disease), cortical dysplasia, and stroke. However, due to insufficient data available for ML training of each specific non-tumor type, existing studies mostly classify all data into two major categories: tumor (e.g., GBM/HGG, metastases, LGG) and non-tumor (i.e., control/normal and non-cancerous pathologies such as inflammation). Some studies tested their ML models on their own private data, while others took advantage of public datasets (e.g., BraTS, TCIA, Harvard brain atlas) or a combination of private and public data to expand the model’s generalizability. As discussed in Section 2.4, data preprocessing (e.g., filtering and feature extractions) are also often used to denoise and enhance the lesion region in the input MRI slides, with a hope to speed up the ML training process and improve the accuracy of distinguishing between tumors and non-tumors.

For those using public datasets, Ari et al. (97) proposed a three-phase extreme learning machine local receptive field (ELM-LRF) method for tumor classifications: removal of the noise using local and non-local methods, segmentation of benign or malignant tumor using ELM-LRF, and then use of a CNN classification. As a result, they achieved an effective classification accuracy of 0.97. Mohsen et al. (84) took advantage of a discrete wavelet transform (DWT) for feature extraction and principal component analysis (PCA) for reduction, together with a fuzzy C-means DNN to classify a dataset of 66 brain MRIs from Harvard Brain Atlas into four classes, i.e., normal, glioblastoma, brain sarcoma, and brain metastatic bronchogenic carcinoma tumors. An accuracy of 0.97 was achieved, and an area under the curve (AUC) approximated 0.984.

Alves et al. (83) quantified the gray-level pattern, pixel interrelationships, and the spectral properties of an image and achieved two fundamental features from an MRI sample, i.e., GLCM and gray-level run-length (GLRL). By combining this texture analysis with ML models (e.g., SVM, RF), they differentiated brain tumors from inflammatory lesions in their local MRI dataset and achieved a high accuracy of 0.83 and AUC of 0.906. Citak-Er et al. (93) applied a multiregional and multiparametric recursive feature elimination method, which was based on the Mann–Whitney ranking score, and then they employed the SVM-based multilayer perceptron (MLP) classification model to achieve a tumor detection accuracy of 0.93.

Amin et al. (41) mixed the public datasets and local datasets to differentiate tumors and non-tumors. They employed a Weiner filter to denoise and enhance the lesion region in the input MRI slides and used potential field (PF) clustering to identify the tumor region. Gabor wavelet transform (GWT) and LBP features were fused with various ML models (i.e., SVM, DT, k-NN, and naïve Bayes) to further improve the classification accuracy. The approach yielded an accuracy greater than 0.93 and an AUC of 0.96. Zhou et al. (98) treated holistic 3D MRI samples as sequences of 2D slices to extract some 3D features on brain tumors. They introduced a recursive structure, i.e., the long short-term memory (LSTM), to a deep CNN model (i.e., DenseNet) to handle such sequential data classification, and this DenseNet-LSTM model achieved an outstanding accuracy of 0.92 using the BraTS dataset (99).

Both Banerjee et al. (100) and Xu et al. (101) introduced transfer learning (TL) to improve the accuracy of the DNN-based ML classifier with non-brain-tumor images. They first pretrained the ML classifier with the large general image dataset, ImageNet (102), and then they fixed the pretrained parameters in the CNN hidden layers and fine-tuned the parameters in the output layers with neuro-oncology MRI images. Xu et al. (101) even embedded an SVM with the CNN to distinguish between GBM and LGG. By doing so, the two studies achieved classification accuracies of 0.97 and 0.975, respectively.



2) Differentiating primary from secondary brain tumors

Secondary/metastatic brain tumors have as high as fivefold incidence of that of primary brain tumors and manifest a rapid growth, causing significant brain tissue damages. Patients typically present with multiple metastatic tumors throughout the brain (103). A traditional non-ML-based approach to distinguish multifocal GBM from metastases on α[11C]-methyl-L-tryptophan (AMT)-PET images is to examine the tumoral standardized uptake values (SUVs), mean tumor/cortex SUV ratio, and tumor/cortex volume of distribution (VD)-ratio (104). Compared to GBM, metastases had lower values of all three parameters. However, this approach can only achieve an accuracy of 0.72.

Many studies implemented a combination of various feature extractions and regular ML models to find the best performance for their applications. Zacharaki et al. (86) introduced a Gabor texture filter with feature ranking to extract tumor features, and derived feature ranking scores, and then applied three ML models to distinguish GBM from metastases: SVM with recursive feature elimination (SVM-RFE), linear discriminant analysis (LDA, also known as Fisher linear discriminant) with Fisher’s discriminant rule (105), and k-NN. Among the three models, SVM-RFE achieved the highest mean accuracy and AUC of 0.91 and 0.936, respectively. Chen et al. (85) compared 30 diagnostic models that were built based on five feature selection models and six classification algorithms for distinguishing GBM and metastases. The five feature selection models included distance correlation, RF, least absolute shrinkage and selection operator (LASSO), eXtreme gradient boosting (XGBoost), and gradient boosting decision tree (GBDT), while the six classification algorithms included LDA, SVM, RF, k-NN, Gaussian naïve bayes (GaussianNB), and logistic regression (LR). The results showed that the combinational model of distance correlation and LR outperformed all other combinations in terms of testing accuracy (0.79) and AUC (0.80), although some other combinations achieved similar results as well.

Priya et al. (106) analyzed 60 GBM and 60 metastases cases with 12 regression or ML-based classifier models and four feature reduction/selection strategies—45 combinations in total. According to their results, the mean performance of various models was slightly better with FLAIR images than multiparametric sequences in terms of AUC, while the combination of full feature and LASSO achieved the highest AUC of 0.953, although full features with other models, such as ElasticNet (107) and RF, achieved similar results. de Causans et al. (55) trained on T1 MRI data with 71 GBM and 72 metastasis cases using 100 extracted features, based on the Image Biomarker Standardization Initiative (IBSI) (108). With these selected features, a total of 144 models combining nine feature scaling methods and 16 classifiers (regression and ML-based) were compared. All 144 classifiers of the 21 GBM and 16 metastases cases achieved a mean accuracy and AUC of 0.8 and 0.85, respectively.



3) Differentiating GBM from primary central nervous system lymphoma

GBM and primary central nervous system lymphoma (PCNSL) are not only common intracranial malignancies but also often share similarities in radiological appearance. However, the management for each disease is quite different (109). Recently, multiple ML-based predictive analytics have arisen to help differentiate GBM from PCNSL radiologically with a relatively high sensitivity and specificity. Outcomes were assessed based on test characteristics such as accuracy, sensitivity, specificity, and AUC.

Due to the binary classification nature of distinguishing between GBM and PCNSL, SVM used to be the most commonly employed model for its computational simplicity (110–115). Other commonly used ML models such as k-NN and RF were also exploited and compared (114, 116). Even though the training datasets were relatively small, approximately 110 or fewer samples with about two-thirds of the entire dataset containing GBM and one-third of PCNSL, it turned out that most ML-based models were able to achieve an accuracy between 0.9 and 0.96, a sensitivity of 0.84 or higher, a specificity of 0.89 or higher, and AUC of 0.92 or higher. More notably, Kang et al. (114) and Suh et al. (116) even compared the prediction outcomes of their ML models with the prediction from human radiologists, and the results showed the superiority of ML models over human radiologists in all four criteria, especially in accuracy, sensitivity, and AUC. It is unknown whether the combination of the ML model and human radiologist read would have attained even higher accuracy, sensitivity, and AUC.

Recently, more sophisticated DL models have been employed. Priya et al. (117) examined five different ML approaches (i.e., LASSO, SVM, RF, Ridge, and MLP) to distinguish between 97 GBM and 46 PCNSL cases, with all five approaches sharing similar results. Yet, LASSO had the best performance (0.88 in accuracy and 0.92 in AUC) when using features from the whole tumor, while MLP had the best performance (0.86 in accuracy and 0.91 in AUC) when only using the features from the single largest slice. For an even larger dataset (i.e., 160 GBM and 160 PCNSL), McAvoy et al. (118) applied a CNN variant, EfficientNet (119), and by using TL based on ImageNet, they achieved an accuracy of 0.93 and AUC of 0.94.



4) Differentiating treatment effects versus true disease progression

Pseudoprogression (PsP) is the apparent growth of a lesion or development of new lesions on imaging that represents inflammatory treatment-related changes but looks just like viable tumor growth on MRI. PsP is most common between 3 and 6 months after the completion of radiation therapy, and the corresponding imaging findings will subside on their own over time (120). PsP is more likely in MGMT promoter-methylated tumors treated with temozolomide. The increased contrast enhancement on MRI may be caused by the increased vascular permeability from cytotoxic therapies including radiotherapy and chemotherapies such as temozolomide, which may benefit patients receiving immunotherapy and temozolomide but often leads to premature discontinuation of treatment owing to the false judgment of progression of disease (121). Radiation necrosis is another treatment effect that can occur any time after radiation therapy but is most common 1–2 years after radiation. It should be differentiated from true progression of viable tumor before treatment changes are contemplated. As a result, accurate differentiation between treatment effect (i.e., pseudoprogression or radiation necrosis) and true tumor progression is critical in the treatment decision. PsP may be associated with a survival advantage. A key radiology tool in differentiating pseudoprogression or radiation necrosis from true progression of disease is dynamic susceptibility contrast (DSC) MR perfusion-weighted imaging (PWI). Elevated corrected relative cerebral blood volume (crCBV) relative to normal-appearing white matter is more common in a viable tumor than in treatment effects (122). However, PWI is unreliable in patients treated with immunotherapy such as immune checkpoint inhibitors, such that, per immunotherapy response assessment in neuro-oncology (iRANO), the patient is followed for 3 months and then a determination is made of whether the initial increase in size of the lesion represented treatment effects or a viable tumor (123–125).

Booth et al. (126) first analyzed the tumor heterogeneity in T2 MRI using topological descriptors called Minkowski functionals (MFs). Then they utilized an SVM model, together with image features such as MFs, size, and signal intensity, to distinguish between pseudoprogression and true progression, and achieved an accuracy of 0.88, slightly higher than using RF for feature selection and LASSO for classification (0.86). Hu et al. (127) took advantage of T1 MRI and other eight-dimensional feature vectors, including T2, FLAIR, proton density, ADC, PWI, derived relative cerebral blood volume (rCBV), relative cerebral blood flow (rCBF), and mean transit time maps, to train an SVM model, and achieved an AUC of 0.94 in distinguishing between pseudoprogression and true progression. The ADC map derived from DWI and rCBV and rCBF derived from PWI were found to make a greater contribution to the discrimination than the conventional radiology images do.

Due to the time correlation embedded in true progression and PsP radiology data, Lee et al. (128) and Jang et al. (129) exploited recursive LSTM-CNN structures on MRI to distinguish between the two occurrences. In comparison to Lee’s multimodal MRI data (i.e., T1, T2, FLAIR), Jang et al. (129) combined/fused T1 MRI data with clinical features to develop an LSTM-CNN clinic-feature-fused model and achieved an AUC of 0.87 and F1 score of 0.74, outperforming the model trained with MRI data only and the RF-based model.

Akbari et al. (130) employed TL with a CNN pretrained on ImageNet and feature extraction based on four structural MRIs (i.e., T1, T1-ce, T2, FLAIR), diffusion tensor imaging (DTI), and PWI (rCBV, peak height (PH), percentage signal recovery (PSR)) and achieved an accuracy of 0.84 and AUC of 0.83. Ismail et al. (131) extracted 30 global and local shape features from T1-ce, T2, and FLAIR images and used an SVM classifier to achieve an accuracy of 0.90 in distinguishing PsP from true tumor progression.

In addition to the ambiguity between PsP and true tumor progression, immunotherapies in GBM also suffer from the lack of reliable evaluation methods on the radiological imaging manifestation regarding the alteration of the tumor immune microenvironment (TME, e.g., tumor immune cell infiltration, functional characterization of immune effector/suppressive cells, gene expression profile of immunostimulatory/immunosuppressive cells), a crucial parameter for assessment of intratumoral immune responses (5). In their pioneering work (132), Narang et al. utilized T1-weighted post-contrast and T2-FLAIR images in combination with T-cell surface marker CD3D/E/G mRNA expression data from 78 GBM patient-derived TCGA data to extract six imaging features that are associated with intra-GBM CD3 activity. These imaging features were further trained and tested using an internal dataset from 69 GBM patients that has immunohistochemically (IHC) validated intratumoral CD3 counts. The image-based intra-GBM CD3+ T-cell infiltration model reaches an accuracy of 97.1% and AUC of 0.993 for the training set, with an accuracy of 76.5% and AUC of 0.847 in the test group. A similar study has been reported recently in lower-grade gliomas (LGG) with an expansion from CD3 expression data to multiple immune gene expression profiles, including major histocompatibility complex (MHC)-related molecules, immune checkpoint molecules, and effector/suppressor immune cells (94). In this study, radiomic features extracted by a deep learning neural network-based model have been demonstrated to predict the TME-associated signature immunophenotype mRNAs with an AUC of 0.821 in the test group. Unfortunately, there is no IHC validation on expression of signature immune genes in the test group specimens.

To date, although numerous ML models for differentiating PsP from true tumor progression have been proposed and tested, none of them have been prospectively validated, reflecting the lack of confidence in clinicians to apply these radiomic approaches in their clinic practice. Multiple factors can lead to this significant issue, such as difficulty to applying  small sample size-derived prediction models to a large population cohort, poor reproducibility, and lack of consistency between various ML models and/or datasets (further discussed in Section 4). One of the important and challenging factors is that currently there is no clear objective histological definition of pseudoprogression. In a representative study by Melguizo-Gavilanes et al. (133), MRI images and surgical resection-derived histological data from 34 patients with GBM were retrospectively reviewed. Only one-third of the cohort (11/34) demonstrated a concordance for PsP between radiological interpretation and histological diagnosis, whereas the majority of the patients had a histologically “mixed” pattern with tumor and treatment effect, indicating that even histology might not be applied as a gold standard to differentiate PsP and tumor true progression.




Overall survival prediction

Overall survival prediction of GBM patients provides useful information for surgical and treatment planning. Conventional survival prediction based on clinical information is subjective and could be inaccurate. Radiomic analysis, on the other hand, provides a variety of MRI features to predict disease prognosis, thus providing beneficial information for personalized treatment. Nevertheless, manual feature engineering is still time consuming, laborious, and subjective and may not be able to effectively encode other predictive but implicit information hidden in the multimodal neuroimages (134). Thus, an accurate, generalized yet automated OS prediction is desired.

Macyszyn et al. (135) extracted about 60 features from 105 GBM patients to train an SVM-based predictive model for patient survival and molecular subtype. The predictors were evaluated in 29 new patients and achieved a three-way (long/medium/short survival for longer than 18 months, between 6 and 18 months, and shorter than 6 months) accuracy of about 0.80. Another classifier was trained to discriminate among each of the various GBM molecular subtypes and achieved an accuracy of about 0.76. Sanghazni et al. (136) derived texture features (e.g., first-order texture features, GLCM), tumor shape and volumetric features, and patient ages from 173 patients’ multimodal MRI data (e.g., T1-ce, T2, and Flair) and used an SVM-RFE-based ML model to perform binary (i.e., short and long‘s threshold upon 400 days) and multiclass (i.e., <10, 10~15, and >15 months) OS prediction. Prediction accuracies of 0.987 and 0.89 were achieved for binary and multiclass predictions, respectively.

Choi et al. (137) collected 250 radiomic features extracted from 296 LGG cases from institutional and TCGA/TCIA datasets. They trained three random survival forest (RSF, i.e., a variant of RF) models with 1) these radiomic features; 2) non-imaging prognostic factors including age, resection extent, WHO grade, and IDH status; and 3) combination of 1 and 2 on the institutional dataset and validation of the model on the TCGA/TCIA dataset. When applying radiomic features or non-imaging features alone, the two RSF models achieved an AUC of 0.620 and 0.627, respectively. When applying radiomic features together with non-imaging prognostic parameters, the AUC was improved to 0.709. Similarly, in a GBM hypoxia-associated radiomic study, Beig et al. (138) also revealed that when combining clinical features (age, gender, and Karnofsky Performance Score (KPS)) with 270 radiomic features, the concordance index for survival prediction rises to 0.83 in comparison to 0.74 when using radiomic features alone (138). Grist et al. (139) examined various analysis techniques on survival predictions through perfusion and MRI data, especially DWI, collected from 69 pediatric patients. Approaches included conventional regressions and Bayesian analysis on apparent diffusion coefficient (ADC) maps, uncorrected and corrected cerebral blood volume (uCBV and cCBV) maps, and K2 maps (140) and achieved an AUC between 0.63 and 0.82. Supervised (i.e., SVM, RF, and a single-layer neural network) and unsupervised (i.e., k-means clustering) ML analyses achieved an accuracy between 0.90 and 0.98 in distinguishing between high- and low-risk clusters, with distinct differences in survival. In addition to the above models, the Tiwari group has developed a radiomic risk score in which the extracted GBM radiomic features were trained by various Cox regression-based algorithms for survival stratification with an overall concordance index at 0.7 to 0.8 (141–143).

Nie et al. (134) proposed a two-stage learning-based method to predict the OS of HGG patients. Specifically, in the first stage, they adopted a CNN to extract implicit features from multiparametric maps that are computed by multimodal multichannel MRI (i.e., T1-ce, DTI, and rs-fMRI) from 68 HGG patients. Then, those radiomic features along with the demographic and tumor-related features (e.g., age, tumor size, and histological type) were trained in an SVM to model OS prediction (i.e., long or short overall survival time, with a threshold of 650 days). The experimental results demonstrated an accuracy of up to 0.91.



Identifying biomarkers of brain tumors

Radiogenomics uses radiomics techniques to predict the genetic makeup of tumors. This promotes precision medicine by identifying patients with tumor molecular markers that can be targeted by particular drugs and by predicting how aggressive a tumor will behave, with implications for survival and treatment choice. Via exploring the implicit correlation between radiological images and genomic data such as DNA microarrays, microRNA, RNA-Seq, ML techniques can help improve the effectiveness and efficiency in identifying the biomarkers of brain tumors (144).


Isocitrate dehydrogenase (IDH) mutation

Since the initial reworking of the WHO CNS Tumor Classification System in 2016, genetic biomarkers have become increasingly important in the classification of brain tumors. Isocitrate dehydrogenase is an enzyme in the Krebs cycle, and its mutated gene (IDH) is an oncogene. The mutant IDH enzyme produces an oncometabolite 2-hydroxyglutarate (2HG) (145), which promotes the growth of various cancers throughout the body. In brain tumors, IDH-mutated tumors are less aggressive than IDH wild-type tumors, yet they can convert to the latter. In the 2021 WHO CNS Tumor Classification System, only IDH wild-type tumors are classified as GBMs. It is of utmost importance for therapeutic planning to differentiate between the IDH mutation and IDH wild type, and it would greatly benefit patients if this determination could be done non-invasively and obviate biopsy or resection. Yogananda et al. (33) developed a 3D Dense-UNet network using (a) T2 images only (T2-net) and (b) a combination of T1-ce, T2, and FLAIR images (TS-net) from TCIA and TCGA to non-invasively predict IDH mutation. The T2-net demonstrated a mean cross-validation accuracy of 0.97 (sensitivity 0.97, specificity 0.98, AUC 0.98), and TS-net demonstrated a mean cross-validation accuracy of 0.97 (sensitivity 0.98, specificity 0.97, AUC 0.99). In addition, this model automatically segmented the tumor to show areas with either IDH mutation or IDH wild type. Dice scores were 0.85 for T2-net and 0.89 for TS-net. The benefit of being able to use only T2-weighted images is that gadolinium-based contrast material, which deposits in the brain to unknown effect, does not have to be administered and T2-weighted images can be quickly acquired and are less sensitive to motion artifact.



MGMT promoter methylation

MGMT promoter methylation predicts less aggressive glioma behavior for both IDH-mutated and IDH-wild-type gliomas. When its promoter is methylated, the MGMT gene, which is involved in DNA repair, is hindered and the tumor has greater difficulty overcoming the damage caused by chemotherapy such as temozolomide. Yogananda et al. (146) used a 3D-dense UNet on only T2 images to simultaneously segment the tumor and predict the presence of MGMT promoter methylation with a mean three-fold cross-validation accuracy of 0.95 (sensitivity 0.96, specificity 0.92, AUC 0.93, Dice score 0.82).



H3K27M alterations

In 2016, the WHO released a new histological diagnosis in the classification of CNS malignancies: diffuse midline glioma (DMG), H3K27M-mutant. It was renamed as H3K27M-altered in 2021 because there are multiple mechanisms involved. These WHO grade 4 tumors are found in or near the midline in the brainstem, thalamus, spinal cord, pineal region, hypothalamus, and cerebellum and exhibit aggressive clinical behavior (147, 148). H3K27M is the most frequent mutation in brainstem gliomas (BSGs) (149). Su et al. (150) extracted radiomics features from FLAIR images from 40 patients with H3K27M mutations and 60 wild-type patients, all with midline gliomas. The Tree-based Pipeline Optimization Tool (TPOT) was applied to optimize the ML pipeline and select important radiomics features. A total of 10 independent TPOT ML models were compared and tested on 22 independent cohorts of patients, achieving an accuracy ranging from 0.6 to 0.84, and the AUC from 0.73 to 0.90. Pan et al. (149) included a total of 151 patients with newly diagnosed BSGs. A total of 1,697 features, including six clinical parameters and 1,691 imaging features (e.g., GLCM, LBP), were extracted from pre- and post-contrast T1 and T2 images. Spearman’s correlation and relief algorithm were applied for feature selection. Thirty-six MRI features and three clinical features remained and were fed to an RF model to predict H3K27M mutations. For comparison, a least-square estimation method-based ML model was developed by utilization of the KPS at diagnosis, symptom duration at diagnosis, and edge sharpness on T2, which achieved an accuracy of 0.80 and AUC of 0.79 in the test cohort if using MRI features alone but can be improved to 0.84 and an AUC of 0.83 if integrated with clinical parameters. The simplified model achieved an AUC of 0.78. Zhuo et al. (151) studied 81 BSG patients with APT imaging at 3T MR and known H3K27M status. APTw values (i.e., mean, median, and max) and radiomic features within manually delineated 3D tumor masks were extracted. H3K27M-mutant prediction using APTw-derived radiomics was conducted using various models, such as SVM, AdaBoost, autoencoder, LASSO regression, and RF, which achieved an accuracy of 0.86 and an AUC of 0.93 as validated by a prospective cohort of 29 BSG patients.




Discussion

Despite that numerous ML studies have been conducted in GBM radiomic analysis, comparing the results from individual articles is not a trivial task due to the use of different data sets. The accuracies, AUCs, and Dice scores in different studies may vary from 0.7 to 0.98: most state-of-the-art studies using public datasets (e.g., BraTS) achieve an accuracy of 0.84–0.94, but some studies with certain private data can reach 0.98. Meanwhile, current major public datasets also lack sub-categories for brain tumor classification and segmentations, which restricts the development of a more powerful and comprehensive ML-model to distinguish more brain tumor types. Without sufficiently large datasets, ML models with too many parameters (i.e., neurons in each layer and the number of layers) are easily overfitting to a specific dataset, losing the generalizability of the model to other patient groups.




Challenges and perspectives on future AI/ML techniques


Overview of current challenges in ML-based radiomic neuro-oncology studies

As ML is a data-driven statistical approach to extract common features within different data samples, sufficient imaging datasets are required to train advanced ML models and to fairly evaluate their performances (e.g., accuracy, Dice score, AUC) in the field of neuro-oncology. Currently, only a limited number of brain tumor sub-categories have been analyzed with ML studies while many other brain tumor/disease types have not, due to the lack of labeled/annotated data for training. Examples include differentiating dysembryoplastic neuroepithelial tumor (DNET), ganglioglioma, pleomorphic xanthoastrocytoma (PXA), and multinodular and vacuolating neuronal tumor (MVNT).

However, establishing standardized radiological imaging datasets or standardizing McMv datasets for extensive and generalized ML-based GBM analysis can be manpower and time consuming because most of these datasets require highly accurate manual labeling/annotation to serve as the “ground truth” for the ML model training and validation. In addition, these datasets should be generalizable for various neuro-oncology analyses and patient groups and should be carefully labeled by various disease categories. Additional information (e.g., survival time, related biotest results, related clinical/medical history) may also be necessary for more sophisticated and comprehensive analyses. This requires a continuous update of the datasets, leading to a significant cost of data management (Figure 1B).

Another challenge is that current mathematic mechanisms in the ML model are based on statistics, which means there may not be a “deterministic optimal” algorithm or architecture for an ML model to achieve the “ideal/optimal” outcomes. The initial values of the trainable parameters in ML models and the slight differences in structure may affect the training outcome significantly. Even when using public datasets (e.g., BraTS), similar ML networks may yet achieve varying results (152, 153). Thus, many researchers intend to simply add more layers in CNNs to improve the accuracy, potentially causing extensive yet unnecessary computational complexity during the training process but overlooking the biological connections and meaning behind those data. On the other hand, too much engineering (i.e., strong feature extraction, data restriction/collection) in data preprocessing may also lead to overfitting of the ML network to the training data and lose the generalizability of trained ML models for larger populations with more diversity (Figure 1B).



Promising strategies enhancing performance of AI models in GBM radiomic analysis

Aside from using genuine radiological brain tumor images alone to train ML models, three other trends are gaining popularity to improve the model performance in accuracy, Dice score, AUC, and generalizability. The first trend is to use TL (100, 101), which takes advantage of other larger non-neuro-oncology or even non-medical image datasets to pretrain the ML model. Then by keeping the pretrained parameters in the low-level hidden layers (i.e., closer to the input layer) and fine-tuning the ones in the high-level layers and output layers with brain tumor training image datasets, the pretrained ML model can be adopted for brain tumor analysis. Typical image datasets for pretraining ML models includes ImageNet (102), the modified National Institute of Standards and Technology (MNIST) database (154), and International Symposium on Biomedical Imaging (ISBI) (155). However, if the pretraining dataset is drastically unsimilar to the target dataset, the pretraining effect is limited. Therefore, a standardized radiomic medical dataset with various categories is preferred, benefitting not only neuro-oncology studies but also other medical and biomedical studies.

The second trend is to use GANs to generate synthetic data for augmentation (78, 79, 155). However, as discussed in Section 2.4, this approach itself requires a large set of genuine images to train the discriminator network in the GAN, before it can synthesize accurate-appearing brain tumor images to train other ML models for brain tumor analysis.

The third trend is to fuse multimodal data for a more comprehensive analysis. Examples include multimodal MRI (156, 157), combinations of MRI and PET (54), image genomics (i.e., radiogenomics), and clinical data to study the association between imaging biomarkers and genomic characteristics (144, 149–151, 158, 159). Especially for radiogenomics, some studies (144, 158, 159) have identified associations between quantitative image features and gene expression profiles of glioblastoma (e.g., H3K27M, TP53, EGFR, NF1, and IDH1) and its molecular subtypes (e.g., classical, mesenchymal, proneural, and neural). Additional studies indicate that quantitative MR imaging features derived from entire tumor volumes can be used to identify glioblastoma subtypes with distinct molecular pathways (160, 161). With the help of additional complementary correlated features from different types of radiomic images and/or genomic information, or simply just the medical history of the patients, ML can take advantage of data to achieve more accurate predictions (Figure 1B).



Outlook on teamwork among computer scientists/engineers, physicians, and biomedical researchers

As aforementioned, high-quality clinical data and labels/annotations are critical to ML algorithms for both accuracy and generalizability, and biological knowledge can help extract certain features to improve the accuracy as well as the training efficiency. Therefore, strong collaborations should be established among computer scientists, engineers, physicians, and biomedical researchers to facilitate the standardization and enrichment of neuro-oncology radiomic datasets and the development of innovative and more advanced AI/ML models (Figure 1B). In addition, with larger amounts of data to track patients’ treatment process and the outcomes, it is even possible to develop ML/AI techniques to determine more suitable plans for their treatment, to improve the patients’ survival time as well as their quality of life.




Conclusion

With the urgent needs for highly accurate and automatic analysis of brain tumors and the rapid growth of clinical imaging data, image-based ML/AI techniques are playing an increasingly important role. Various combinations of feature extraction algorithms and ML models have been implemented and have achieved comparable or even better performance than manual analysis. However, challenges remain for exploring cancer heterogeneity, higher prediction accuracy, and generalizability for larger, more diverse patient groups. We believe that, by improving dataset quality, employing multimodal data fusion, developing more advanced ML models, and further enhancing collaborations between computer scientists, engineers, physicians, and biomedical researchers, AI techniques will accelerate quantitative cancer imaging analysis for clinical applications with great improvements in patient care.
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The sheer ubiquity of Gioblastoma (GBM) cases would lead you to believe that there should have been many opportunities for the discovery of treatments to successfully render it into remission. Unfortunately, its persistent commonality is due in large part to the fact that it is the most treatment-resistant tumors in adults. That completely changes the treatment plan of attack. Long established and accepted treatment therapies such as surgical resection, radiation, and aggressive chemotherapy, (and any combination thereof) have only confirmed that the disease lives up to its treatment-resistant reputation. To add to the seemingly insurmountable task of finding a cure, GBM has also proven to be a very stubborn and formidable opponent to newer immunotherapies. Across the board, regardless of the therapy combination, the five-year survival rate of GBM patients is still very poor at a heartbreaking 5.6%. Obviously, the present situation cannot be tolerated or deemed acceptable. The grave situation calls for researchers to be more innovative and find more efficient strategies to discover new and successful strategies to treat GBM. Inspired by researchers worldwide attempting to control GBM, we provide in this review a comprehensive overview of the many diverse cell therapies currently being used to treat GBM. An overview of the treatments include: CAR T cells, CAR NK cells, gamma-delta T cells, NKT cells, dendritic cells, macrophages, as well stem cell-based strategies. To give you the complete picture, we will discuss the efficacy, safety, and developmental stages, the mechanisms of action and the challenges of each of these therapies and detail their potential to be the next-generation immunotherapeutic to eliminate this dreadful disease.
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Introduction

To illustrate the daunting task a researcher is up against with Glioblastoma, one just needs to state a few facts about GBM. In most medical cases, just one fact would give you pause - but with GBM it is a perfect storm of resistance. Consider this: GBM is the most common primary brain tumor in adults. In fact, it comprises over half (51%) of all gliomas (1). And to continue the bleak outlook, it is also the deadliest primary brain tumor in adults. Every year, it accounts for about 10,000 deaths in the US alone. It is also the most aggressive. Even with the current standard of care, combined therapies including resection, radiation therapy (RT), and chemotherapy with temozolomide (TMZ), median overall patient survival rate is a mere 14.6 months from diagnosis (2). Which means for the patient, there is little hope of a prolonged life or even quality of life, let alone a full recovery. Just to treat the existing GBM tumor, the treatment process brings with it adverse and often morbid effects of RT and chemotherapy. And if luck somehow prevails and the tumor is removed or contained, the disease almost always recurs and is inevitably fatal. The five-year survival rate remains a dismal 5.6% (3). The challenge of GBM is its near complete resistance to current standard treatment options. Regardless of the treatment strategy pursued, difficulties arise. If surgery is the option, brain surgery of course is a gauntlet of potential pitfalls in any attempt to fully resect the tumor. GBM also displays resistance to radiation and chemotherapy, resulting in GBM recurrence (4). If any progress is made, it is negated by the rapid growth rate of the returning tumors (5). The existence of the blood–brain barrier (BBB) also adds a layer of difficulty because BBB reduces the bioavailability of systemically administered drugs within the central nervous system (CNS) (6). To compound the treatment difficulties, the established therapies mentioned above are joined by the newer immunotherapies in their ineffectiveness against GBM resistance. Some immunotherapies which have improved outcomes in other types of cancers are incapable of impacting on GBM’s clinical outcome. This is due to GBM being among the immunologically “coldest” tumors, characterized by high intratumoral and intertumoral heterogeneity, low mutational burden, highly invasive and infiltrative GBM cell properties, systemic immunosuppression and the local severely immunosuppressive tumor microenvironment (TME) promoting GBM growth (7–9). Another critical factor that needs to be taken into consideration in GBM treatment is that Glioblastoma Stem Cells (GSCs) are resistant to all standard therapies with potent tumor regenerative power (5, 10). To state the obvious, there is a desperate need to develop some innovative and more effective therapeutic strategies to improve the outcome of GBM treatments and increase the life expectancy of GBM patients.

Attempting to answer the urgent call is work being done in the adoptive cellular therapy (ACT) area. ACT is a rapidly growing area of immunotherapy and clinical investigation. Various immune cells and stem cells have been investigated, developed and applied to treat GBM. In this review, we provide a comprehensive overview of some diverse cell therapies in treating GBM, including CAR T cells, CAR natural killer (NK) cells, gamma-delta T cells (γδ T) cells, natural killer T (NKT) cells, dendritic cells (DC), macrophages with clinical experience summarized in Table 1, as well as stem cell-based strategies with available trial information summarized in Table 2. We summarize the efficacy, safety, and development stages of these cell therapies, discuss their mechanisms of actions, the hurdles that these therapies face with possible improvements as well as the potential and future directions of these nascent cell therapeutic modalities as the next-gen immunotherapies for GBM treatment.


Table 1 | Clinical trials of immune cell-based glioblastoma therapy with clinical outcomes.




Table 2 | Clinical trials of stem cell-based therapy to treat glioblastoma.





Chimeric Antigen Receptor (Car) T Cells

The most mature and developed gene modified cell therapy for cancer is CAR T cells therapy (11). CAR T cells therapy refers to ACT of human T cells genetically modified to stably express the CAR. The CAR is composed of an antigen recognition domain of a specific antibody and intracellular T cell activation domain. The CAR expressed on T cells allows T cells to activate and function bypassing the MHC restricted TCR signaling (12, 13). The ACT of CAR T cells has claimed promising clinical activity in a subset of cancers, particularly in B cell malignancies (14, 15). CAR T therapy has offered the cure for two patients with chronic lymphocytic leukemia. These two CAR T treated patients achieved complete remission in 2010 and have sustained this status until now (16). CAR T cells therapy has been approved for the treatment of lymphoma and leukemia in multiple countries (17).

This success has inspired similar methods to target GBM, engineering patients’ T cells with CAR constructs to recognize selected tumor antigens/tumor related antigens that are overexpressed in GBM and have little to no expression in healthy brain tissue or elsewhere in the body. This targeting method reduces the risk of healthy brain tissue suffering compromising effects from the therapy. Selected antigens include interleukin-13 receptor alpha 2 (IL13Rα2) (18, 19), epidermal growth factor receptor variant III (EGFRvIII) (20), human epidermal growth factor receptor 2 (HER2) (21) and erythropoietin-producing hepatocellular carcinoma A2 (EphA2) (22). Researchers are also looking at newly developed targets to study including ganglioside 2 (GD2) (23), B7-H3 (24, 25) and chlorotoxin (26). All of these have demonstrated promising preclinical results (27). Some of these targets have been evaluated in clinical phase I, phase I/II and phase II trials.  Several newer targets, such as CD70 (28, 29), CD133 (30) and MET (the receptor of hepatocyte growth factor (HGF) (31, 32), are in the preclinical investigation stage. Cytolytic activity has been demonstrated against GBM cells (33).

Human T cells are lymphocytes that belong to the adaptive immune system. So far, majority of the GBM CAR T therapies have been autologous treatments with single or multiple dose (3-6) infusions. This approach features the delivery routes of CAR T cells which are intracranial at the tumor site (ICT), intracranial into the ventricles (ICV) and intravascular (IV) administration (34). These cell therapies have shown early promise in multiple examples of clinical feasibility for GBM (Table 1). There is evidence of safety given the fact that there are no signs or symptoms of off-tumor toxicity or cytokine release syndrome for the treatment of recurrent GBM. This compromising effect was observed in some patients with preliminary clinical activity and transient responses (34, 35). In 2016, Dr. Brown et al. reported a GBM patient achieved a complete clinical response and significant regression with IL13Rα2-specific CAR T treatment. An MRI did not detect either intracranial or spinal tumors. For approximately 7.5 months, after the initiation of treatment, both the intracranial and spinal tumors experienced regression. The researchers did not observe dose-limiting toxicities (19). In the following year, Dr. O’Rourke from the University of Pennsylvania published their report from a Phase I clinical trial. In this trial, researchers evaluated EGFRvIII-specific CAR-T therapy in 10 patients suffering from recurrent glioblastoma. The patients received a single dose of up to 5 × 108 autologous EGFRvIII-specific CAR-T cells administered as an IV injection. No sign of off-tumor toxicity or cytokine release syndrome was not observed or reported. A single patient showed no disease progression for over 18 months (20). At the National Cancer Institute, the third generation of EGFRvIII-specific CAR-T cells were dosed in 18 patients with recurrent EGFRvIII-positive GBM. Not a single objective response was observed. There was one patient free from disease progression status 6 months after the therapy. However, at the highest dose level, one patient died and another patient developed serious respiratory symptoms shortly after the infusion (36). In a trial published in 2017 by Ahmed et al, some very interesting results were reported. In this Phase I dose-escalation trial, 17 patients who were diagnosed with progressive ErbB2-positive GBM received an IV infusion of one or more doses of up to 108/m2 autologous ErbB2-specific CAR-T cells. The patients’ acceptance level of the infusions was “well-tolerated” due to the absence of any toxicities that might limit the strength and number of dosages. The results were reported for 16 of the 17 patients that were involved. Of the 16 patients, one had a partial response that lasted nine months, and seven patients showed stable disease. In the eight remaining patients the disease had progressed after the CAR-T cell infusions. In the 24 to 29 months follow-up time period, three patients with a stable disease status were alive without any evidence of progression of the disease (21). Earlier this year, Stanford University published the clinical outcome of a GD2-CAR T cells phase I dose-escalation trial. Children and young adults afflicted with pontine and spinal cord diffuse midline gliomas were given CAT that contained a GD2 binding domain, a 4-1BB co-stimulatory and a CD3ζ domain to target the H3K27M mutation. The H3K27 mutation refers to a K27M mutation in genes encoding histone H3. Three out of the first four patients revealed clinical and radiographic improvement without on-target, off-tumor toxicity (24). This trial also provides a solid rationale for applying GD2-CAR cell therapy to treat H3K27M-mutated GBM.

CAR T cell therapy has shown some promising preclinical efficacy and limited clinical responses in GBM, as demonstrated by a low level of anti-tumor response. However, there are significant challenges in using this therapy for treating GBM. Obstacles include the tumor heterogeneity; antigen loss, escape and downregulation (37); and hostile immunosuppressive tumor microenvironment. Current CAR T therapy for treating GBM uses autologous T cells. Since GBM patients’ T cells might have already acquired impaired immune signals/characteristics, these signals/characteristics might contribute to the modest clinical outcome seen with this therapy (38), suggesting that allogeneic approaches may be more successful as cell therapy approaches advance.

To induce more efficient anti-tumor immune responses, new strategies are being developed. Specifically, the new strategies include the identification of novel tumor-specific targets, and the engineering of CAR T cells to achieve multi-specificity. Two of these are engineering the bi-and tri- specific lower antigen responding CARs. Bi-CARs or Tri-CARs can target multiple GBM surface antigens simultaneously. The objective is to induce more efficient anti-tumor immune responses and prevent tumor antigen escape (39, 40), and the preclinical results have been promising. The new TanCAR (Tandem CAR) joins a HER2-binding scFv and an IL13Rα2-binding IL-13 mutein (41) or TanCAR cognizes IL13 (4MS) and EphA2 scFv (42) have been tested in the pre-clinical xenograft mouse model. The TanCAR demonstrated a more efficient and selective killing than single CAR. The TanCAR can potentially decrease off-target cytotoxicity and reduce the possibility of antigen escape.

To overcome the immunosuppressive microenvironment of GBM, a variety of approaches are being investigated. It has become evident that physical barriers and stromal and immune cells in the tumor microenvironment, which express and release an array of immunosuppressive molecules, limit CAR-T cell persistence and efficacy. In these hostile immunologic circumstances, researchers are employing promising strategies aimed at remodeling the tumor microenvironment or conferring intrinsic CAR-T cell resistance to immunosuppression (43). In recent studies, most CARs include costimulatory signaling domains to increase the T-cell activation, survival and/or function. These have been named “armored” CAR-T cells, which express proinflammatory cytokines (IL-12) or a combination of CAR-T cells with oncolytic viruses (44). Additionally, gene ablation is a technology that has been shown to allow CAR-T cells to avoid immunosuppressive signals in the TME. The combination of biologics, such as checkpoint inhibitors are expected to improve the effectiveness of this new GBM treatment. Combining immunotherapeutic reagents, such as PD-1 checkpoint inhibitors to enhance adoptive CAR T-cell therapy are now being broadly investigated (34).

Safety is still at the forefront of concerns for GBM treatment. The sensitivity of the CNS to inflammation and an immune response is paramount. To date, CAR T-cell trials in GBM have not shown severe CRS and neurotoxicity-like adverse events. While we further optimize the potency of CAR T therapy, we will gain understanding of the full toxicity profile of GBM CAR T-cell therapy (34). Promising, regional administration (ICT and/or ICV) of CAR T cells effectively restricts peripheral tissue toxicities.

One drawback of autologous CAR T cells therapy is that it can not be used on patients immediately upon diagnosis. This is because the autologous therapy requires bespoke manufacturing for each and every patient which also lead to the high cost of this therapy. A very recent clinical trial demonstrated feasibility of off-the-shelf CAR T products in GBM treatment. Allogeneic IL13Rα2-targeted CAR+ (IL13-zetakine+) T cells with a permanently disrupted glucocorticoid receptor (GR) (GRm13Z40-2) were generated from healthy donors. The resistance to glucocorticoid treatment was engineered using gene editing zinc finger nucleases (ZFNs), allowing the CAR T products to be combined with dexamethasone treatment. Dexamethasone is widely used in clinical trials to attenuate tumor-related neuro-edema and the rejection of the therapeutic allogeneic cells. In a phase I trial, allogeneic GRm13Z40-2 T cells were demonstrated to be safe and they produced a transient clinical response: four of the six treated patients experienced tumor reduction and/or tumor necrosis at the site of the T cell infusion. (45). This first-in-human trial showed the feasibility of off-the-shelf CAR T products to treat GBM which will significantly shorten the waiting time of GBM patients to receive this cell therapy treatment.



Natural Killer (Nk) Cells & Car-Nk Cells

NK cells possess a unique biological attribute that makes a potential treatment strategy for GBM. Unlike T cells, NK cells are part of the innate immune system and can recognize and directly eliminate cancer cells. NK cell therapies have been shown to mediate the regression of solid cancer including in GBM patients (46). Herein, we will discuss the development, challenges, and potential of autologous and allogeneic NK cell and CAR-NK cell treatments.

This ability to recognize and eliminate cancer cells is done through a major histocompatibility complex (MHC)-independent mechanism that does not need to have any prior antigen experience (47). Once they are activated, NK cells can release interferon gamma (IFN-γ), perforin and granzymes, and upregulate death ligands- such as FAS ligand and tumor necrosis factor–related apoptosis-inducing ligand (TRAIL). NK cells can also initiate the apoptosis of tumor cells through a caspase pathway. They can also kill cancer cells through antibody-dependent cellular cytotoxicity (ADCC) mediated by FcγRIIIA/CD16a. NK cells regulate and activate the adaptive immune response and crosstalk with dendritic cells. This means NK cells regulate DC maturation which enhances the presentation of tumor antigen to modulate T-cell mediated anti-tumor adaptive immune responses (46). Conversely, DCs have been found to enhance the direct anti-tumor activity of NK cells. Many clinical studies support the concept that mature GBM cells can be efficiently targeted by NK cells (48, 49) and that the GBM-associated stem cells are susceptible to a NK cell–mediated killing (50, 51).

The earliest trials of GBM patients treated with NK cells have been autologous. Patients with recurrent GBM have shown durable response to ACT of ex-vivo-expanded activated autologous NK cells and T lymphocytes derived from the patients’ peripheral blood mononuclear cells (PBMC). In South Korea, an investigator recruited 14 patients between 2013 and 2017 to take part in an investigator-initiated trial. IV injections of activated NK cells were administered at two-week intervals 24 times (12 months duration). This was done after surgical resection or biopsy. The autologous adoptive NK cell therapy was shown to be safe with no adverse events at the grade 4 or 5 level, such as leukocytopenia, thrombocytopenia, brain swelling or hydrocephalus, were observed. The levels of severity of the most common adverse events considered to be treatment-related were at grade 1 or 2. Grade 1 adverse events were shown as injection site reactions, chills, hot flushes; grade 2 adverse events were amenia, anorexia, and autoimmune disorder. The most common high-grade adverse event was a fever at the grade 3 level. Median overall survival (OS) was 22.5 months, and the median progression-free survival rate was 10 months. The last follow-up to the trial occurred two years after the completion of the therapy. It was reported that five patients out of the 14 were still alive and showed no clinical decline, but they did show durable responses with enhanced immune reaction transcriptomic signatures (52). In another phase I trial, nine patients with recurrent malignant glioma received treatment; three of which had GBM. The NK cell-rich effector cells were expanded ex vivo from autologous PBMCs, and were then used to treat patients with systemic low-dose interferon (IFN). It was apparent that the NK cell therapy was safe and partially effective. Two patients experienced a partial response, two patients experienced a mixed response, and three patients experienced stable disease status during treatment (53).

Although generally safe, autologous NK cells provide limited cytotoxicity against GBM tumors. Inspired by this limited success, allogeneic NK cells are gaining more attention for therapeutic purposes. This is because they are highly cytotoxic to various cancers and display minimal risk of graft-verse-host diseases (GvHD) (54, 55). In theory, cells from screened healthy donors should be more potent and capable of eradicating tumor cells than autologous NK cells from GBM patients. This is because the NK cells from GBM patients may already express immune impairment signatures. It is important to note that GSCs appear highly susceptible to the killing ability of allogeneic NK cells (56).

Allogeneic NK cells can be sourced from peripheral blood NK cells (PBNK) from healthy donors, induced pluripotent stem cells (iPSCs), embryonic stem cells (ESC), and umbilical cord blood (UCB). Current studies have demonstrated the safety and efficacy of allogeneic NK cell ACTs as a means of treating hematologic malignancies. Some success, to a lesser extent, has been demonstrated in clinical studies with solid tumors (57–59). Allogeneic NK cell-based therapy is safe without significant GvHD. It has the potential to generate off-the-shelf cellular therapy products. Allogeneic transplantation is generally preferable, due to the bypass of the inhibitory “self”-signal displayed by MHC. Indeed, the use of allogeneic cells can greatly simplify manufacturing. Many of the obstructing issues encountered with autologous cells including the variability from patient-to-patient and the actual production time can be deciphered (60, 61).

At present, CAR-NK cells have entered clinical development for the treatment of GBM, following similar approaches taken with CAR-T cells for other tumor types. The expression of CARs can dramatically increase the NK cells’ native recognition and elimination of cancer cells. CAR-NK therapy shows promise for the development of precise and specific cancer immunotherapies. When NK cells are genetically engineered to express a CAR, they add CAR-meditated killing activity in addition to their natural cytotoxicity (58). Several groups have reported improved NK killing activity by switching the conventional T-cell CARs (CD3ζ and CD28 and/or CD137) domains with one or more NK signaling domains derived from CD244 (2B4), NKG2D, DAP10 or DAP12. This results in better NK activation and an enhanced tumor-killing function. The CAR targets that are engineered onto NK cells are the same or very similar to what we described in the previous CAR T paragraph above, where they are overexpressed in GBM cells and have little to no expression in surrounding healthy tissue. The demonstrated targets for CAR NK therapy are EGFR (62), EGFRvIII (63), HER2 (64), CD133 (65), GD2 (66) and IL-13Rα2 (67). Most of the CAR-NK therapies for GBM have moved into the preclinical and clinical development stages. In the preclinical stage, CAR NK therapies have demonstrated efficiency in orthotopic mouse xenograft models (46). In July 2020, the FDA cleared an allogeneic NK trial, but the trial was terminated in January 2022 because of a business decision (ClinicalTrials.gov Identifier: NCT04489420). This clinical trial, CYNK-001, was intended to investigate the maximum safe dose (MSD) or the maximum tolerated dose (MTD) of in vitro culture-expanded human placental CD34+ cells derived NK cells.

NK cell therapy for GBM faces several formidable barriers. The first is the restrained infiltration of NK cells into GBM tumor cells and GBM tumor sites. The second is the escape and downregulation of target antigens on the tumor cells, and the inhibitory cytokines, chemokines and secreted factors in the TME. It has been found that GBM develops protective mechanisms to evade NK cell-mediated oncolysis. These include disruption of receptor-ligand interactions between NK and tumor cells and the release of immunosuppressive cytokines into the microenvironment particularly transforming growth factor β (TGF-β) (68). TGF-β can be produced by glioblastoma cells, glioblastoma-associated myeloid cells, or Tregs, and represses NK cell cytotoxicity by downregulating the NKG2D activating receptor (69). These immunosuppressive cells promote additional repressive signals to diminish NK cell cytotoxicity, such as HLA-G expression (70). HLA-G is known to inhibit NK cells in vitro and has broad immunosuppressive activities in vivo (71). Some combination treatment strategies have been tested and shown promise in overcoming these obstacles in GBM. One example is the augmenting of NK cells through the increased expression of activating receptors including the natural killer cell group 2D (NKG2D). This engineered NKG2D expression can increase the anti-cancer cytolytic effects of NK cells on solid cancers (72).

The use of the synthesized cationic supramolecular inhibitor of Hsp90 (“SCI-101”) is a recent approach that could be leveraged for combined GBM treatments. SCI-101 was developed for optimal crossing of the BBB and sustaining the NK cell–activating target antigens expression on tumor cells. In the lab, the drug-resistant GBM cells were nearly eliminated by NK cells after exposure to SCI-101. This was likely due to the sustained express, over 72 hours, and the boosted ligand expression. These data suggest further investigation is needed in in vivo studies looking at combining NK therapy and SCI-101 paradigm for patients with GBM (46).

Another promising combined approaches is the injection of TGF-β inhibitors in combination with NK cells, which has been shown to rescue the cytotoxic capacity of NK cells and the expression of NK activation receptors NKG2D and CD16 (73). In a xenograft (PDX) orthotopic GBM mouse model derived from patient cells, the direct blockade of αv integrin or TGF-β or TGF-β receptor 2 (TGFBR2) on the allogeneic NK cells can abrogate the GSC-induced NK cell dysfunction completely, resulting in the effective control of the tumor. These data strongly recommend the regulation of the αv integrin/TGF-β axis for the NK cell therapy of GBM (74). The checkpoint inhibitors, such as anti PD-1, anti CTLA-4, anti LAG3 and anti TIGIT applied with CAR cell therapy may improve the outcomes in solid tumors (75). In preclinical models, the combination strategies have depicted the possibility of reversing the immunosuppressive impact of GBM. These combination therapies are NK cells co-delivered with an antibody that recognizes a GBM antigen or the NK cells with a histone deacetylase inhibitor (HDACi). HDACi can upregulate the expression of the NKG2D ligand (76). Interestingly, the proteasome inhibitor bortezomib pre-treatment can enable the NKG2D- or TRAIL-mediated NK-cell killing of GBM cells and improve the survival rate in animal models (77).

In summary, NK cell  therapy, particularly allogeneic CAR-NK cell therapy has great promise in the treatment of GBM. Some of the promising products have progressed into clinical development. Ongoing hurdles in making these treatments more accessible are the technical challenges in NK therapy development and GMP manufacturing. Two of these challenges are the gene modification and the industrial scale expansion of functional NK cells. To develop a robust process to generate a NK product on a large scale in the GMP environment, the selection of more appropriate and effective transfection approaches and efficient expansion methods are the critical steps needed to ensure the success of NK clinical trials of GBM.



Gamma Delta T (Γδt) Cells & Engineered Γδt Cells

γδ T cells are rare immune lymphocytes that bridge between the innate immune system and the adaptive immune system. Unlike conventional T cells expressing α and β T-cell receptors (TCRs), γδ T cells express TCRs with distinct γ and δ chains on their surface. They also express NK receptors, such as NKG2D, NKp30, NKp44 (78). The γδ T cells in peripheral blood is initially small, ranging from less than 2% of cord blood (CB) T cells to around 5% of PB T cells in adults (79, 80). However, γδ T cells are abundant in the skin, the intestines, and the liver. The majority of γδ T cells in adult peripheral blood are γ9δ2 T, with a minor percentage being γ9δ1 T cells. Collectively, these T cells exert potent cytotoxic effects and play key functions in the defense against microbial infections and cancer cells (81, 82). Human γδ T cells are MHC-unrestricted and are immune surveillance cells against tumor and infection. These T cells can recognize stress-related signals. For example, the MHC class-I chain-related proteins (MIC-A/B) and human cytomegalovirus (CMV) membrane glycoprotein-binding proteins (ULBPs) on cancer, and transformed or infected cells (83) can be activated when γδ T cells bind to phosphoantigens (PAgs) such as (E)-4-hydroxy-3-methylbut-2-enyl pyrophosphate (HMBPP), isopentenyl pyrophosphate (IPP) and/or stress-associated antigens via the NKG2D receptor. Once activated, γδ T cells secrete abundant cytokines and execute a cytotoxic function (84). Compared to conventional T cells, γδ T cells are resistant to activation-induced T-cell death (AICD), which paves the way for γδ T cells to mount enduring anti-tumor responses. γδ T cells also naturally home to various tissues. Recently it has become feasible for researchers to produce enough cells for cancer immunotherapy due to the recent developments in the methods for robust expansion of γδ T cells. The discovery of activation with phosphoantigens and cytokines such as IL-2 and IL-15 has also improved production (78). These characteristics and the progress of γδ T cells hold manufacturing give hope to a potentially superior approach for eradication of solid tumors in tissues (85).

Early clinical experience with autologous γδ T cell therapy has included pilot studies, Phase I and Phase I/II trials. These investigations first started in 2003 and are ongoing. (We will not discuss in detail the systemic administration of PAgs or N-bis and interleukin (IL)-2 to activate γδ T in vivo. This approach is well tolerated.) However, the clinical benefits appear to be modest, likely due to the impairment of γδ T cells and their function, as well as the activation-induced energy and exhaustion of γδ T cells in cancer patients. We will focus our discussion on the first-in-human (FIH) ACT in GBM using ex vivo-expanded autologous γδ T cells. The repeated administration of ex vivo activated and expanded autologous γδ T cells was completed. (84). The cell therapy product of the FIH γδ T cell therapy trial in GBM is methylguanine DNA methyltransferase (MGMT)-modified γδ T cells expanded ex vivo from GBM patients. It has passed the pre-clinical stage (86) and progressed into a Phase I study (87). MGMT can repair damaged DNA to avoid cell death induced by alkylating agents. MGMT plays an important role in increasing chemoresistance to alkylating agents (88). TMZ and chemotherapeutic drugs have been successful in reducing the mass of GBM tumors. They can also transiently upregulate the expression of multiple stress-induced NKG2D ligands (NKG2DL) on GBM cells to sensitize GBM cells to the oncolysis of γδ T cells (89). Meanwhile TMZ suppresses the anti GBM function of the lymphocyte effectors. Modification of γδ T cells with a MGMT transgene gave rise to the TMZ resistance by using lentiviral vector encoding of the DNA repair enzyme O(6)-alkylguanine DNA alkyltransferase (AGT) from the O(6)-methylguanine methyltransferase (MGMT) cDNA (86) This ensures and enables the γδ T cell executing oncolytic function in therapeutic concentrations of TMZ. This gene-modified γδ T therapy approach improved survival outcomes in mouse and xenograft models of primary and refectory GBM circumstances. Briefly, in a PDX model of primary high-grade gliomas models, the concurrent dosing of MGMT-modified γδ T cells and TMZ improve the survival outcomes when compared with single-agent chemotherapy and single agent γδ T cell-based therapies. These preclinical investigations strongly support the rational of developing a “Drug Resistant Immunotherapy” approach for GBM treatment (87). In a phase I clinical trial, the single-dose administration of MGMT genetically modified gamma delta T-cells in lymphodepleted GBM patients was well tolerated. No dose limiting toxicities (DLTs) such as infusion reactions, cytokine release syndrome (CRS), or neurotoxicity were observed. The first treated patient survived 15.6 months post-diagnosis compared to an expected median overall survival term of 10 months given multiple poor prognostic factors. Cohort 2 of the phase 1 study with multiple repeat doses is ongoing (90).

Allogeneic γδ T cells have been identified as one of the critical contributors to the graft vs. tumor (GVT) effect. The GVT effect, one of the most effective anti-cancer immunotherapies, occurs in allogeneic bone marrow/stem cell transplant (BMT) settings. The GVT response can eradicate chemotherapy/radiation resistant tumors. (91). Meanwhile, allogeneic γδ T cells are safely used in haploidentical transplants without risk of GvHD (92). Moreover, allogeneic γδ T cells have strong potency in killing tumor cells because allogeneic γδ T cells are sourced from healthy donors with a full spectrum of natural immune surveillance functions. The use of allogeneic CAR-γδ T cells is a novel strategy to enable the CAR-γδ T cells to eradicate tumors independently on their TCR.

Drug pharmaceutical developers and physicians must avoid severe brain inflammation occurring during ACT for GBM, in particular allogeneic ACT. The severity of the immune response and inflammation during GBM treatment needs to take into consideration several key factors. The items include: the sensitivity of the human brain and the CNS cavity, and the existing increased intracranial pressure with the tumor mass. Thorough consideration must be given to optimizing CAR structure and controlling the character and potency of cell therapy products. This can be done by designing the most feasible and safe delivery route and, treatment regimen: such as the frequency of the treatment, the dosage size of the cell therapy drug, pre-conditioning, possible dose limited toxicity and treatment to reduce local endogenous inflammation; and the minimizing the off-tumor toxicity within CNS and the peripheral tissues.

As in other types of cell therapies, the TME limits the cytotoxicity of γδ T cells by their regulatory function. This is accomplished by the secreting of immunosuppressive cytokines, and by inhibiting immune checkpoint molecules. TME and GBM treatment regimens will impact the plasticity of γδ T cells. γδ T cells secrete TNF-α and IFN-γ upon activation by PAgs mounting a Th1 immune response. γδ T cells are capable of displaying the functionality traits similar to Th2 cells, Th17 cells, or regulatory T cells (Tregs) (93, 94). An effective strategy for overcoming the immunosuppressive effects of the TME is the TME-targeting therapies, such as immune checkpoint inhibitors. The application of these inhibitors can rescue the immunosuppression of TME-constituting cells.

What should also be considered is the fact that cancer stem cells could mediate resistance to γδ T cell immunotherapy. The ex vivo-expanded γδ T cells might not be able to eliminate GSCs (95). Designing and developing CAR to target GSCs could be a solution for γδ T cells therapy because by doing so it would be attacking GSCs to reduce a relapse in GBM.

Strategies to increase the safety and enhance the potency of γδ T therapy include 1) Direct delivery of ex vivo expanded γδ T cells into a local cavity, such as ICT and/or ICV. This strategy has been shown to reduce systemic toxicity. 2) For clinical applications, combination therapies improve the anti-tumor effects of γδ T cells when applying γδ T cells with anticancer agents, molecularly targeted agents, and epigenetic agents. For example, while treating GBM, TMZ increases the expression of NKG2D ligands on tumor cells, while it increases the γδ T’s oncolysis on the tumor cells (86). 3) The use of a bispecific antibody and/or CAR-transduced γδ T cells will promote current therapeutic efficacy. This strategy enables the CAR-γδ T cells to bind to the tumor epitopes independent of their TCR. There are on-going CAR-γδ T cell trials for hematology and solid tumor (Colorectal Cancer, Triple Negative Breast Cancer, Sarcoma, Nasopharyngeal Carcinoma, Prostate Cancer, Gastric Cancer) applications. We are not aware of a current CAR-γδ T cell trial for the treatment of GBM.

Pharmaceutical developers are actively researching and developing strategies to propagate and control the plasticity of γδ T cells on a large scale in a GMP environment. If successful this will go a long way to accommodating the clinical needs of GBM researchers.



Natural Killer T (Nkt) Cells

NKT cells are an extremely rare subset of T cells. They typically comprise less than 1% in PB of humans (96). NKT cells simultaneously express a wide spectrum of NK receptors in addition to the αβ T cell receptor. Unlike conventional T cells, NKT cells recognize lipid antigens via a CD1d-restricted manner. NKT cells can be grouped into three distinct subsets based on the TCR that they express: type I NKT (classical NKT cells), type II NKT (non-classical NKT cells), and NKT-like cells (CD1d-independent NK1.1+ T cells) (97). Type I NKT cells contribute significantly to anti-tumor immunity. The exogenous agonistic antigens such as α-GalCer activate Type I NKT cells. Type I NKT cells can have direct oncolytic function on CD1d-expressing tumor cells. They can facilitate tumor immunosurveillance and generate endogenous anti-tumor immune responses, including anti-GBM immune responses (98). On the flip side, Type II NKT cells execute an immunosuppressive role in cancers. They also cross-regulate Type I NKT cell activity via the IL-13 secretion which prompts myeloid cells to produce TGF-β. Their specific role in GBM remains largely unclear and requires more investigation (99).

NKT cell application in GBM treatment is being researched and is in the early preclinical stage. There are studies demonstrating the killing function of NKT cells on GBM cell lines and the reduction of tumor burden by NKT cells in vivo GBM xenograft mice models. While treating intracranial tumors in mice with NKT cells, the additional α-GalCer treatment can increase the survival of the mice. Type I NKT cells mediate killing on CD1d-positive GBM cell lines or CD1d-positive patient-derived GBM cells after the NKT cells are expanded with IL-2 and α-GalCer (KRN7000, a synthetic glycosphingolipid originally isolated from a marine sponge). Researchers noted significant increases in the production of IFN-γ, TNF-α, granzyme B, and IL-4 (100). Type I NKT cells can be functional effectors for the ACT of CD1d expressing tumors. When human type I NKT cells with a-GalCer are intracranially co-injected into tumor-bearing mice with the CDld-positive U251 orthotopic xenogenic in a GBM model, scientists noted a significantly prolonged survival rate. Investigators wanted to observed the delayed tumor growth rate by injecting type I NKT cells with and without α-GalCer to compare to the control injection. In contrast, type I NKT cells failed to hinder tumor growth of CD1d-negative U87 cells in the intracranial injection model. This suggests that human type I NKT cells mount direct cytotoxicity against CD1d-expressing GBM cells. The expression of CD1d in GBM holds the promise of anti-GBM therapeutic potential using NKT cell-based cancer immunotherapy (100).

NKT cells may play a critical role in the brain cancer immune landscape. The human brain contains large amounts of lipid. A brain with GBM generates abnormal lipid metabolisms which in turn generates the accumulation of the aberrant lipids (99, 101). Immune response can be induced by some lipids, such as gangliosides shed from tumor cells. NKT cells recognize the lipids which can be presented by CD1d, such as sphingolipids and glycerophospholipids (102). Even though the investigation of NKT cell therapy treating GBM is in the early pre-clinical stage, we await in great anticipation the developing NKT cell therapy to efficiently treat GBM.



Monocytes, Dendritic Cells (DCs) & Macrophages – Myeloid Lineage Immune Cells

In recent years, a number of scientific investigations have focused on myeloid immune cells (Monocytes, DCs and Macrophages) for the treatment of GBM. This is due in part to a distinctive large amount of myeloid immune cells infiltrating the brain’s microenvironment. By producing immunosuppressive and anti-inflammatory cytokines and growth factors, these cells regulate the GBM immune microenvironment and can be associated with tumor progression. They can also promote T-cell apoptosis (103, 104). The critical influence of the TME on the efficacy of GBM immunotherapy suggests that altering myeloid immune cells might be a new strategy for GBM treatment.

Monocytes can migrate into tissues and differentiate between DCs and macrophages (105). Which means that monocytes can successfully cross BBB, and improve GBM outcomes. In an experiment setting, monocytes migrated through an artificial endothelial barrier, penetrated and released drugs in GBM spheroids (106).

In GBM microenvironments, about 30-50 percent of the tumor mass are tumor-associated macrophages (TAMs) and microglia (107). The TAMs’ plasticity toward anti-tumor M1 (inflammatory TAMs) and pro-tumor M2 (anti-inflammatory TAMs) phenotypes is one of the notable attributes. By redirecting immunoinhibitory M2 TAMs into the immunostimulatory M1 phenotype investigators can reduce immunosuppression and boost immunity driven by cytotoxic T lymphocytes (CTLs) (108). Improved patient survival rates were observed when correlated with M1 polarization (109). M2 polarization has been on the opposite correlation (110). Hence, regulating TAMs can be an innovative strategy for GBM therapy (111). CAR Macrophage therapy has demonstrated tumor reduction and prolonged overall survival in xenograft mouse models, and resistance to immune suppressive TME (112). Even though the investigations related to this therapeutic area are still in progress, TAM-targeted immunotherapy has aroused some increased attention in recent years (104).

DCs were described by Ralph Steinman in 1977 (113). DCs are major antigen presenting cells (APCs). DCs process and present antigens to the innate and adaptive immune systems through major histocompatibility complex I and II (MHC I and II) (114, 115). The DC-mediated presentation of GBM-related antigens and peptides for immune cells activation are the successful factors in GBM treatment. The anti-tumor immunity induced in GBM patients and the effectiveness of the DC vaccine in pre-clinical models have been observed by using DCs pulsed with tumor lysates or synthetic peptides (116–118). Substantial promise of prolonged median OS that was seen in the DC treatment group has been shown in early-stage clinical trials (119–121). In 2013, Vik-Mo et al. used a DC vaccine targeting GSCs for treatment. They claimed that seven patients in the study showed a 2.9 times longer progression-free survival (PFS) rate in the vaccine treatment group compared with the matched controls (122). ICT-107 is a double-blind, placebo-controlled Phase II trial for newly diagnosed GBM patients utilizing TAAs that are present on GBM cells. Six synthetic peptides are created and pulsed onto the patient’s DCs. This trial was designed to evaluate the safety and efficacy of TAAs pulsed DCs administered in conjunction with the Stupp protocol (2, 123). The significant increase of PFS (2.2 months) was observed in the ICT-107 cohort in the intent-to-treat (ITT) population (124). In the later Phase II trial, comparing the standard of care, ICT-107 did not show the OS benefit. In 2015, in order to compare the standard of care to ICT-107, a randomized, double-blind Phase III trial was conducted. Unfortunately, due to insufficient financial resources, the study was suspended before reaching its primary outcome. (https://clinicaltrials.gov/ct2/show/NCT02546102).

An autologous DC vaccination phase-II clinical trial evaluated the efficacy of autologous DC pulsed with whole tumor lysate in 27 newly diagnosed GBM patients. The DCs were generated from patients’ PBMC and pulsed with autologous whole tumor lysate. The findings showed that 12.7 months was the median PFS (CI 95% 7-16). Further, 23.4 months (95% CI 16-33.1) was the median OS. The tumor-specific immune response, such as proliferation and/or cytokine release was significantly increased post the vaccines. This finding was shown in 11 of the 27 (41%) evaluated patients. There was no significant correlation between the immune response and the survival rate (125). A Phase III trial was conducted after the Phase II trial in the newly diagnosed GBM patients. The purpose of the Phase III trial was to focus in and evaluate the autologous tumor lysate-pulsed dendritic cell vaccine (DCVax®-L) to the standard care. This dendritic cell vaccine was added to the standard therapy for the newly diagnosed glioblastoma. Patients were taken in random order (2:1) after surgery and chemoradiotherapy, to receive temozolomide plus DCVax-L (n = 232) or temozolomide and placebo (n = 99). The intra-dermal injection in the arm was the delivery route for the DCVax-L. The injections were given six times in the first year and twice per year thereafter. Results were reviewed 15-17 months after the start of the surgery. Data were also collected in the trial’s overall intent-to-treat (ITT) patient population. From the time of surgery, mOS in DCVax-L treated patients was 23.1 month comparing positively with the mOS of 15–17 months which was usually achieved by standard of care (SOC) (126). GBM patient survival may be extended with the addition of DCVax-L to standard therapy. The data demonstrated the safety and feasibility of this treatment. The Phase III observation was published in 2018. Sufficient events have not yet been achieved (i.e., patient deaths) to justify or consider unbinding. Taken in whole, the blinded interim survival data suggested that patients who received the DCVax-L treatment could live longer beyond the researchers’ expectations (127).

Intensified temozolomide doses (DI-TMZ) were given to 11 patients with newly diagnosed GBM. The strength of the dosage was 100 mg/m2/d × 21 days per cycle. At a minimum, three vaccines of pp65 lysosome-associated membrane glycoprotein mRNA-pulsed DCs admixed with GM-CSF were administered on day 23 ± 1 of each cycle. The major component of the human cytomegalovirus (CMV) was pp65 (ppUL83). After virus penetration, the dense bodies (noninfectious particles) and the virions localized, for the most part, to the nucleus. (128). If the patients had not progressed with the treatment, a dose of DI-TMZ and pp65-DCs were administered every month. Cellular responses were reported to have increased dramatically after the first cycle of DI-TMZ, and three doses of pp65-DCs. The proportion and proliferation of regulatory T cells (Tregs) increased and continued to be high with routine DI-TMZ cycles. The median PFS of 25.3 month [95% confidence interval (CI), 11.0-∞], and the median OS of 41.1 months (95% CI, 21.6-∞) were reported in this trial. Recursive portioning analysis and matched historical controls were used to determine whether the survival rates exceeded expectations. The number of patients who maintained the status of being free of progression was four after 59 to 64 months from diagnosis. Patients who received pp65-DCs showed long-term PFS and OS, demonstrating cytomegalovirus is a good target in GBM treatments consistent with previous studies. (129).

GBM trials using DC demonstrated the feasibility and safety of this therapeutic approach. Preliminary clinical efficacy is promising, but still only modest in success. Until now, all the trials utilize autologous DC prepared from PBMCs loaded with different antigens, peptides, mRNA or GBM tumor lysate. Autologous DC from GBM patients might already be imprinted with impaired immune signatures which might impact the function and potency of the DC vaccine. The effector cells and signals, such as cytokines and chemokines, induced by DC vaccines still need to find their way to cross BBB, reach the GBM site and overcome the severe immune suppressive TME to play their roles in combating this disease.



Stem Cells

The use of stem cells and their derivatives has emerged as an innovative strategy to treat GBM. Stem cells, by definition, are the cells with the unique ability to develop into many different cell types. They are also able to self-renew to maintain their stemness. In the human body, there are two major types of stem cells: adult stem cells and embryonic stem cells (ESCs). In recent years, another specific type of artificial stem cell, induced pluripotent stem cells (iPSCs), can be produced by converting somatic cells into a pluripotent stage through the process of reprogramming (130, 131). Over the past 20 years, numerous preclinical studies have demonstrated that using stem cells in GBM therapy can lead to a significant reduction of the tumor size and improve the treatment (132).


Adult Stem Cells

Adult stem cells can be found in most tissues in postnatal life. They are undifferentiated but lineage-committed cells. Although they are often rare populations in the resident tissues, this special type of cell plays a critical role in replacing cell lost due to tissue turnover or injury, thus maintaining the homeostasis of different tissues. Several types of adult stem cells, including neural stem cells (NSCs), mesenchymal stem cells (MSCs) and hematopoietic stem cells (HSCs) have been tested to treat GBM.

Among adult stem cells, NSCs have shown the greatest potential for GBM therapy. NSCs can be mainly detected in the hippocampus and the subventricular zone of the brain (133). The attraction of using NSCs to treat GBM is that they have the ability to migrate deep into the tumor tissue, thus, they can serve as a vehicle to deliver a variety of therapeutic agents to the tumoral mass (134, 135). The tropic property of NSCs was demonstrated in a study published in 2000 (136). When NSCs were injected directly into the tumor or implanted intracranially at a distance, they could migrate to and be distributed widely throughout the tumor. This migratory ability remained when they were transduced to express a therapeutic transgene encoding the enzyme cytosine deaminase (CD). Simultaneously, another study demonstrated the therapeutic benefit when combining the immune-therapy and NSCs to treat GBM (137). In this study, the gene for the cytokine interleukin-4 (IL-4) was transduced into neural progenitor cells and these cells were injected into GBM tumors. The progressive disappearance of large tumors could be detected several weeks after injection which led to the prolonged survival rate of tumor-bearing mice. In addition to IL4, promising results were also published with the delivery of IL-12 (138) and IL-23 (139) for treatment of GBM. In the latter study (139), the mouse bone marrow-derived neural stem-like cells (BM-NSC) were genetically manipulated to express IL-23. When these cells were injected into intracranial glioma-bearing mice, approximately 60% of these mice survived beyond 120 days and remained tumor-free. When the surviving animals were rechallenged with parental glioma cells, they were resistant to the tumor cells and remained tumor-free which indicated the benefit of long-term antitumor immunity after IL-23-expressing NSC treatment.

Over the years, NSCs have been used as a delivery vehicle to treat GBM. They were not only tested with cytokine gene transduction therapies but also with other strategies. Some of the strategies include the expression of enzymes, proapoptotic molecules, nanoparticles, and oncolytic viral therapies (132). With the development of this field, an NIH study was conducted by Portnow et al. and the results were published in 2017 (140). In this report, 15 patients with recurrent high-grade gliomas underwent intracranial administration of a NSC line with stable expression of cytosine deaminase (CD-NSCs) which could convert the prodrug 5-fluorocytosine (5-FC) to 5-fluorouracil (5-FU). Although this study did not show significant differences in progression-free or overall survival compared to the experiment control cases, it did provide proof of concept that genetically modified NSCs could distribute to targeted areas and that the strategy was relatively safe after transplantation. No dose-limiting toxicity was found; CD-NSCs migrated to distant tumor sites and were nontumorigenic; and they could produce 5-FU locally in brain tumors. To date, there are only six clinical trials recorded in the NIH database (www.clinicaltrials.gov) using NSCs as the tool to deliver carboxylesterase, cytosine deaminase, or oncolytic adenovirus to treat GBM (Table 2).

In addition to NSCs, another type of adult stem cell, the mesenchymal stem cell, is being widely tested in the treatment of GBM. MSCs are multipotent stem cells that can be obtained from bone marrow, peripheral blood, adipose tissue, umbilical cord, cord blood, dental pulp, et al. (6). They are spindle-shaped cells which can be relatively easily isolated, expanded extensively during in vitro culture while maintaining their potential to generate different types of cells (141). MSCs have the unique advantage of not being immunogenic (142) and have shown potential for autologous transplantation without rejection or GVHD due to lack of MHC-II and only minimal MHC-I expression (143). Evidence from experimental studies demonstrated the strong tumor tropism of MSC. When transplanted into GBM animal models by intra-cerebral, intra-tumoral, intra-venous, or intra-arterial injection, MSCs were shown to be able to migrate to orthotopic GBM tumors (144). This MSC feature was originally demonstrated using fluorescently labeled human bone marrow-derived MSCs when transplanted into a mouse model (145). Recent visible evidence of migration was reported by Kim and colleagues using bioluminescence imaging (146). The easily accessible and expandable source of cells, the tropism to malignant gliomas, and the immune-evasive feature altogether make MSCs a promising cell therapy resource to deliver anti-tumor agents. MSCs have been used by many studies as the cell vector to deliver chemotherapeutics, nuclei acids, immunomodulators, apoptotic agents, oncolytic viruses, or suicide genes. A number of animal studies have demonstrated effective suppression of GBM treated with MSCs, but more data from clinical trials will be needed before MSCs can be used in clinics. (144).

Hematopoietic stem cells are the most well-characterized adult stem cells which can differentiate into different types of blood cells. These stem cells are present in cord blood, adult bone marrow, and mobilized peripheral blood. Several studies showed that HSCs could also be a therapeutic delivery vehicle. In 2005, it was demonstrated that intravenously injected hematopoietic stem/progenitor cells (HSPC) could home to experimental intracerebral gliomas, and this process was mediated by a CXC chemokine ligand (CXCL) 12-dependent pathway (147). When HSCs were genetically manipulated with lentiviral transduction, they didn’t become tumorigenic or change their glioma tropism (148). Another study also demonstrated that when HSPCs were intravenously administered during ACT, they rapidly migrated to sites of malignant glioma growth. They also facilitated the recruitment of tumor-specific lymphocytes into glioma microenvironment thus enhancing ACT efficacy (149). Follow-up studies showed that HSPCs differentiated into potent antigen-presenting dendritic-type cells, led to enhancement of intertumoral T cell activation, and enhanced the immunologic rejection of gliomas (150). In a recent study, HSCs were transduced with a lentiviral vector expressing soluble TGFβ receptor II-Fc fusion protein. When the TGFβ-blocking HSC gene therapy combined with irradiation, it significantly increased the survival rate in tumor-bearing mice compared with the control groups (151). This demonstrated the feasibility of using HSC gene therapy to treat GBM patients in the future.



Pluripotent Stem Cells

Embryonic stem cells (ESCs) are pluripotent stem cells which can be derived from the inner cell mass of the blastocyst. They have the capacity to self-renew and to differentiate into any somatic cell types. Because of these abilities, ESCs are considered an alternative source to produce downstream differentiated cells to treat various diseases including cancer. For example, ESCs could be engineered with human TRAIL and then directed to differentiate into astrocytes. During in vitro coculture, these ESC-derived astrocytes significantly increased the apoptotic rate of human malignant glioma cells (152). When these ESC-derived TRAIL-expressing astrocytes were injected into a mouse model, they induced apoptosis in human malignant gliomas xenografts (153). MSCs could also be differentiated from ESCs (154). Similar to isolated MSCs, these cells could serve as delivery vectors for GBM treatment. They were able to migrate into human glioma xenografts, and with the expression of a transduced thymidine kinase gene, they inhibited tumor growth and prolonged the survival rate of tumor-bearing mice (154).

In 2006, a new type of artificial stem cell, called an induced pluripotent stem cell (iPSC) was generated by delivery of a mixture of reprogramming factors into somatic cells (130). Similar to ESCs, iPSCs have the capacities for indefinite proliferation and multilineage differentiation. Using iPSC-derived cells to treat different human diseases has attracted the research community (155). Only 16 years after its first discovery, more than 30 clinical trials have been registered in the NIH clinical trial database (clinicaltrials.org). In a study published in 2015 (156), Yamazoe and colleagues demonstrated that both iPSCs and iPSC derived-NSCs had similar in vitro tropism to glioma-conditioned media. When injected into glioma-cell-implanted mice, both stem cells could migrate to the tumor area which suggested iPSCs and their derivatives can be used as vehicles in glioma therapy (156). When iPSC-derived NSCs were transduced with the suicide gene, herpes simplex virus thymidine kinase (HSV-TK) and then transplanted into a GBM mouse model, tumor growth was dramatically inhibited with significantly prolonged animal survival rates (157). Besides NSCs, iPSCs have demonstrated the ability to differentiate into various immune cells such as T cells (158), NK cells (159, 160), and macrophages (161, 162). These cells have been widely tested to treat GBM as summarized in previous sections. With the great advances in the iPSC field in recent years, it has the potential to allow the use of stem cell-derived products to treat GBM.




Discussion

Cell Therapy has revolutionized the treatment of multiple diseases, including several kinds of cancer. In this review, we introduced various immune cell- and stem cell-derived adoptive cell therapies in GBM treatment.

Based on each cell type, we can design and develop autologous or allogeneic cell therapy products. We would like to consider the allogeneic therapy option if possible. The individualized autologous cell therapy products pose significant limiting factors for large scale clinical applications. The off-the-shelf, ready-to-use allogeneic cell therapy design can enable scaling up, standardization, automation of the manufacturing process and promote cost reductions. In particular, allogeneic stem cell therapies provide the possibility of controllable, continuous and consistent cell therapy production and significantly reduce the waiting time for GBM patients to receive the advanced treatment. One critical factor for consideration in the selection of a cell therapy is that autologous therapy requires that an initial cell product be generated from GBM patients. The various immune cells in GBM patients might already be imprinted with impaired immune signatures which facilitate tumor growth. On the contrary, we can strictly select healthy donors and cells with beneficial anti GBM potential to produce allogeneic cell therapy products. The feasibility of designing allogeneic cell therapy products will need to be evaluated based on the particular cell type and safety of the regimen.

Innate immune cells have distinct advantages over adaptive immune T cells as candidates for treating GBM because of GBM’s high intratumoral and intertumoral heterogeneity and low mutational burden. Because of GBM’s intracranial location, drug pharmaceutical developers and physicians must carefully consider and balance the efficacy of cell therapy and the immune inflammation induced by the treatment. We should avoid any severe brain inflammation induced with ACT, in particular allogeneic ACT. Pharmaceutical developers and physicians must thoroughly consider and design the most feasible and safe delivery route (IV, ICT, ICV), treatment regimen, such as frequency of the treatment, dose of the cell therapy drug, pre-conditioning, possible dose limited toxicity and treatment to reduce local endogenous inflammation; minimizing the off-tumor toxicity within CNS and the peripheral tissues. Strictly controlling the character and potency of cell therapy products not only can reduce the risk of severe immune inflammation and immune related adverse events, but also it can reduce the variables in the treatment that might contribute to the clinical outcome.

Cell therapy has demonstrated a few successes in GBM treatment so far. The advance cell therapy trials have primarily been investigated on relapse and refractory GBM patients rather than on primary diagnosed GBM patients. We would encourage more evaluation of advanced cell therapies and/or combined therapies in the newly diagnosed GBM. This would produce more efficient therapeutic responses and clinical efficacy. The combination of the advance cell therapies with other approaches, such as small molecule inhibitors, immunotherapy reagents, cell therapies or RNA vaccine might dramatically improve the outcome of GBM treatments.

We also strongly urge researchers to consider investigating biomarkers and mechanisms correlated with the cell therapy process development, clinical treatment and outcome. Through extensive investigations we can stratify the GBM patients into the most efficient treatment regimen at the primary diagnosis stage. Which in turn will optimize and develop the best cell therapy products for the safest, most effective treatment of GBM. The prognosis biomarkers will direct physicians to offer the most promising treatments for GBM patients to consider. We will save lives, improve the quality of GBM patients’ life and also save tremendous resources reducing the health care burden.

The next steps in this journey over the next few years will be both exciting and daunting at the same time. If we are brave enough and inspired enough to accept the challenge, new discoveries will be made that will put an end to the misery of GBM.

The extensive development of cell therapy will realize the full potential of ACT for the treatment of GBM. ACT has the potential to be developed as a routine GBM treatment along with surgery, radiation, and chemotherapy.
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Glioblastoma (GBM) patients exhibit high mortality and recurrence rates despite multimodal therapy. Small nucleolar RNA host genes (SNHGs) are a group of long noncoding RNAs that perform a wide range of biological functions. We aimed to reveal the role of SNHGs in GBM subtypes, cell infiltration into the tumor microenvironment (TME), and stemness characteristics. SNHG interaction patterns were determined based on 25 SNHGs and systematically correlated with GBM subtypes, TME and stemness characteristics. The SNHG interaction score (SNHGscore) model was generated to quantify SNHG interaction patterns. The high SNHGscore group was characterized by a poor prognosis, the mesenchymal (MES) subtype, the infiltration of suppressive immune cells and a differentiated phenotype. Further analysis indicated that high SNHGscore was associated with a weaker response to anti-PD-1/L1 immunotherapy. Tumor cells with high SNHG scores were more sensitive to drugs targeting the EGFR and ERK-MAPK signaling pathways. Finally, we assessed SNHG interaction patterns in multiple cancers to verify their universality. This is a novel and comprehensive study that provides targeted therapeutic strategies based on SNHG interactions. Our work highlights the crosstalk and potential clinical utility of SNHG interactions in cancer therapy.
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Introduction

Glioblastoma (GBM) is the most malignant glioma in the human brain. Despite the most aggressive treatments, including surgery, radiotherapy, chemotherapy and immunotherapy, the average survival time is only approximately 14 months. A large proportion of patients will still relapse after surgery, and recurrent tumors have a higher degree of malignancy and greater resistance to radiotherapy and chemotherapy (1, 2). Traditionally, tumor progression has been considered a process involving only genetic and epigenetic changes in tumor cells. However, a large number of studies have shown that GBM tumor subtype and the microenvironment in which tumor cells grow and survive play a crucial role in tumor development (3, 4).

According to gene expression markers, GBMs can be divided into three main subtypes: proneural (PN), classical (CL) and mesenchymal (MES). Each subtype has characteristic highly expressed markers, such as SOX2 and OLIG2 of the PN type and CD44 and YKL40 of the MES type (3). In addition, MES GBM patients show a worse prognosis and greater radiation resistance than PN GBM patients (5, 6). MES GBM patients are more prone to recurrence, radiation resistance, and hypoxic necrosis (6–8). The tumor microenvironment (TME) is an integral part of tumor tissue and includes the hypoxic environment, stromal cells, macrophages, and various secretory factors (9). Through direct or indirect interactions with TME components, tumor cells cause changes in a variety of biological behaviors, such as the induction of prsoliferation and inhibition of apoptosis, angiogenesis, adaptation to hypoxia, and induction of immune tolerance. With the deepening of understanding of the complexity of the TME, increasing evidence shows that the TME plays a significant role in tumor progression, recurrence and treatment tolerance (10). Additionally, TME was implicated in the transformation of PN to the MES subtype and promote GBM progression (11).

Stemness, which is considered to indicate the potential of cells to renew and differentiate, was originally used to define the stem cells of normal mature organisms (12). Researchers now believe that there are cells that have stem cell-like characteristics in various tumors; thus, these cells can self-renew and abnormally differentiate into cells of different phenotypes, called cancer stem cells (CSCs) (13). CSC are considered to be the key factors for tumor occurrence, expansion, resistance, recurrence and metastasis and are one of the determinants of intratumoral heterogeneity (14–16). They interact with the TME to promote malignant progression (16, 17). Similarly, there are CSCs in GBM called glioma stem cells (GSCs) (18). GSCs also have a corresponding subtype corresponding to the GBM subtype, which reflects the different malignant behaviors of GSCs. Targeting GSCs has been shown to be a treatment option to improve patient survival (19).

Long noncoding RNAs are a class of noncoding RNAs with a length of more than 200 nucleotides, and an increasing number of studies have confirmed that they play a crucial role in tumor progression and therapeutic resistance (20, 21). Small nucleolar RNAs (snoRNAs), which are approximately 60-300 nucleotides in length, mainly exist in nucleoli and function as guide RNAs for the processing of transcripts (22). As the host genes of snoRNAs, long noncoding small nucleolar host genes (SNHGs) are involved in the development of various cancers, and their role is independent of snoRNAs; SNHGs are mainly involved in tumorigenesis, apoptosis, tolerance to radiotherapy and chemotherapy, and survival (23, 24). Previous studies have shown that SNHG1, SNHG3, SNHG4, SNHG6, SNHG7, SNHG12, SNHG14, SNHG16, SNHG17, SNHG20 and SNHG22 promote tumor growth as oncogenes, while GAS5 and SNHG9 act as tumor suppressor genes. In addition, SNHG5, DANCR, and SNHG15 play dual roles and thus have attracted the attention of many scholars (25–28). However, due to technical limitations and the fact that the occurrence and development of tumors is characterized by the interaction of numerous tumor-related factors in complex ways, the above studies are limited to one or two SNHGs and cell types. At present, the relationship between SNHG family genes and GBM subtype, TME and stemness features is not clear. Therefore, a comprehensive understanding of how SNHGs regulates these three characteristics will help us deepen our knowledge of the occurrence and treatment of GBM.

In this study, genomic information for GBM patients from The Cancer Genome Atlas (TCGA) was integrated to comprehensively evaluate SNHG interactions. Additionally, we screened SNHG18 to verify its effect on the self-renewal ability and subtypes of GSCs. We revealed two distinct patterns of SNHG interactions, and surprisingly, the subtype characteristics underlying these two patterns were highly consistent with the PN and MES subtype, suggesting that SNHG interactions play a significant role in shaping GBM subtypes. In addition, these two patterns were implicated in immune cell infiltration and stem cell features. Additionally, we established a scoring system to quantify the SNHG interaction model of individual patients, further verified the role of the SNHG interaction model in the response to anti-PD-1/L1 immunotherapy, radiotherapy, chemotherapy, and screened AZD3759 to verify its therapeutic effect on GSC.



Materials and methods


Data collection and analysis

Gene expression profiling data and clinical information for patients providing GBM and normal tissues were downloaded from the TCGA database (https://cancergenome.nih.gov/). Several GBM cohorts were enrolled in this study: the Chinese Glioma Genome Atlas (CGGA) cohort (https://www.cgga.org.cn/), Rembrandt cohort, Gravendeel cohort, Frejie cohort, and Murat cohort. Two cohorts of immunotherapy-treated patients were eventually included in this study: patients with advanced uremic tumors treated with atezolizumab (IMvigor210 cohort) and patients with metastatic melanoma treated with pembrolizumab (GSE78220 cohort). The expression data and detailed clinical traits for these cohorts were obtained from the http://research-pub.Gene.com/imvigor210corebiologies and Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo/), respectively. The drug sensitivity data of diverse cell lines were downloaded from the Genomics of Drug Sensitivity in Cancer (GDSC, www.cancerRxgene.org) dataset. Corresponding cell line expression data were obtained from the Cancer Cell Line Encyclopedia (CCLE, https://portals.broadinstitute.org/ccle/) dataset. Pan-cancer RNA sequencing data, somatic mutation data and clinical information were downloaded from the UCSC Xena data portal (https://xena.ucsc.edu/).



Machine learning downscaling

Twenty-five SNHGs were used as candidates entered into the least absolute shrinkage and selection operator (LASSO) regression model. Some candidate SNHGs were completely ignored in the evaluation of the output. For the remaining five SNHGs, logistic regression analysis, classification tree analysis and random forest algorithms were applied to determine the weights of each gene.



Cell lines and reagents

All patient-derived GSC cell lines and neural progenitor cells (NPCs) were kindly donated by Dr. Krishna P.L. Bhat (The University of Texas, M.D. Anderson Cancer Center, Houston, TX). GSC11, GSC8–11, GSC20, GSC267, GSC28 were established and widely applied in previous studies (6, 29, 30); their subtypes had already been identified according to the metagene score for PN or MES subtypes based on Philips and Verhaak gene set, respectively (3, 5). All cell lines were cultured in medium prepared from DMEM/F12 (10565018; Gibco, USA), 2% B-27 no serum supplement (17,504,044; Gibco, USA), 20 ng/mL human recombinant EGF (236-EG; R&D Systems, USA), and 20 ng/mL human recombinant bFGF (233-FB; R&D Systems) using a 37°C, 5% CO2 environment. Accutase solution (A6964; Sigma–Aldrich, USA)-digested tumor spheres were used for passaging. All cell lines used in the experiments were free of mycoplasma contamination. Poly-L-ornithine solution (P4957; Sigma–Aldrich) and laminin (L4544; Sigma–Aldrich) were used to coat the plates to make the cells adhere to the wall for the experiment.



Cell transfection and dosing

Small interfering RNAs (siRNAs) (Genepharma, Shanghai, China), Short hairpin RNAs (shRNAs) (Genepharma, Shanghai, China) and a Lipofectamine 3000 kit (Invitrogen, Carlsbad, CA, USA) were used to transfect GSCs for loss-of-function experiments. The siRNA sequences are detailed in Table S8. The shRNA plasmids were selected and inserted into the pLVX-IRES-Puro vector for stable knockdown, with empty plasmid used as a control. The shRNA sequences were constructed according to siRNA. AZD3759 (synonyms: zorifertinib, C22H23ClFN5O3) was purchased from MCE (https://www.medchemexpress.cn/), dissolved in DMSO and diluted in DMEM/FBS to a final drug concentration of 50 μM for in vitro experiments.



RNA extraction and quantitative real-time PCR

TRIzol (Invitrogen, USA) was used to extract total RNA according to the manufacturer’s protocol. Reverse transcription was performed using a high-capacity cDNA reverse transcription kit (Toyobo, FSQ-101, Shanghai, China) according to the manufacturer’s protocol. qRT–PCR was performed using the Mx-3000P quantitative PCR system (Applied Biosystems, Foster City, USA). Relative expression levels were calculated using the 2-ΔΔCT method. The sequences of the primers are listed in Table S8.



Neurosphere formation assay

GSCs were seeded in 6-well plates at 1000 cells per well. After 1 to 2 weeks of incubation in GSC culture medium, images were obtained by microscopy, and sphere diameters were measured using ImageJ for quantitative analysis.



Extreme limiting dilution assay

GSCs were seeded into 96-well plates with a density gradient of 1, 2, 4, 8, 16, 32, 64 and 128 cells per well in 10 replicates. The number of wells with successfully formed tumor spheres was counted 7-14 days after implantation. The data were analyzed using ELDA software (http://bioinf.wehi.edu.au/software/elda/).



Immunofluorescence assay and antibodies

Cells were fixed with 4% paraformaldehyde for 30 min and treated with 0.3% Triton X100 in PBS for 7 min. Then, the cells were blocked with 5% BSA for 60 min. Then, the cells were incubated with primary antibody overnight at 4°C and washed three times with PBS. Cells were incubated with DAPI for 30 min. The images were observed using a LeicaSP8 confocal microscope (Leica Microsystems, Wetzlar, Germany). The following primary antibodies were used: γ-H2AX (9718; Cell Signaling Technology; 1:400), CD44 (3570; Cell Signaling Technology; 1:400), and SOX2 (3579; Cell Signaling Technology; 1:400).



Comet assay

Cells were diluted in PBS at a density of 3*10 (6) cells/ml. Cell suspensions were mixed with low-melting point agarose (Sigma) and transferred to precoated slides. Cells were lysed in alkaline lysis solution for 24 h at 4°C. Slides were washed with alkaline electrophoresis buffer and electrophoresed at 25 V for 30 min. After washing in dH2O, the nuclei were treated with 70% alcohol for 5 min, stained with SYBR Green dye for 20 min, and washed again. The representative images were captured leveraging a fluorescence microscopy.



Xenograft model and treatments

We constructed GSC267 cells labeled with luciferase (GSC267-luciferase) via lentiviral transfection. All animal experiments were performed with approval from the guidelines of the Institutional Animal Care and Use Committee of Qilu Hospital of Shandong University. Four-week-old male BALB/c nude mice (SLAC Laboratory Animal Center; Shanghai, China) were bred under specific pathogen-free conditions at 24°C on a 12-h day-night cycle, preparing for the establishment of an intracranial GSC in situ growth model. We randomly divided the animals housed under similar conditions into control and experimental groups. 5 × 10 (5) GSC267-luciferase cells were injected intracranially into the mice. When irradiation was necessary in animal studies, tumor-bearing mice were given four doses of IR (2.5 Gy each) within 8 to 12 days after implantation. In the dosing group, PBS or an equal volume of AZD3759 (15 mg/kg) was injected daily in the tail vein 7 days after GSC implantation. The tumor progression in vivo was measured by bioluminescence after intraperitoneal injection of 150 mg/kg luciferin; the signal was detected, and images were taken with an IVIS Lumina series III ex vivo imaging system (PerkinElmer, USA).



RNA sequencing of human tumor tissue

We obtained tumor samples from 12 patients who were treated for glioma at Qilu Hospital, Shandong University. Total RNA from tissues was isolated by using TRIzol Reagent (Invitrogen) according to the manufacturer’s instructions. The detailed information of RNA quantification and qualification, library preparation, quality control etc. were described in the Supplementary Materials and Methods.



Unsupervised clustering of SNHGs

Expression data for 25 SNHGs were extracted from the TCGA database. The ConsensusClusterPlus package was used to perform unsupervised clustering analysis. GBM patients were classified into different clusters for further analysis, and a consensus clustering algorithm was used to determine the exact number of clusters.



Gene set variation analysis

The gene sets “c2.cp.kegg.v7.4” and “c5.go.bp.v7.4” were acquired from the Molecular Signatures Database (MSigDB) v7.4 (http://www.gsea-msigdb.org/gsea/msigdb/index.jsp). The “GSVA” R package was applied to conduct GSVA. A P value less than 0.05 indicated that the difference was statistically significant.



Calculation of stemness indices

We trained the stemness index model on embryonic expression data obtained from the Progenitor Cell Biology Consortium (PCBC, https://progenitorcells.org/frontpage) dataset. Then, we applied the calculation model to GBM patients to qualify the stemness indices according to a one-class logistic regression (OCLR) algorithm.



Estimation of TME cell infiltration

Single-sample gene set enrichment analysis (ssGSEA) was used to assess the relative immune cell infiltration according to 28 immune-related gene signatures obtained from the dataset of Bindea et al. The CIBERSORT algorithm was used to quantify the level of infiltration of 22 different immune cells among pan-cancer analysis.



Identification of differentially expressed genes

DEGs among two SNHG clusters were identified based on the limma package in R software. The p value< 0.05 were considered significant criteria.



Generation of the SNHG scoring system

First, we performed univariate Cox regression analysis to calculate the prognostic value of each DEG (Table S3). The DEGs with a p value< 0.05 were extracted to construct the SNHG signature. Then, principal component analysis (PCA) was performed to construct an SNHG score model. Both PC1 and PC2 were extracted to generate a scoring system. The formula was as follows:

	

where i represents the expression of SNHG cluster-related genes.



Association analysis of the SNHG score and drug sensitivity

We obtained the transcription profile data as well as drug information (the AUC value and targeted pathways of drugs in diverse cell lines) from the CCLE and GDSC databases, respectively. Then, Spearman correlation analysis of the SNHG score and AUC value was performed to identify the potential drugs related to the SNHG score.



Statistical analysis

R 4.01 (https://www.R-project.org) was used to analyze and visualize all statistical data. One-way ANOVA and Kruskal–Wallis tests were used to make comparisons of differences between three or more groups. To analyze the correlation of patient survival and SNHG score, we classified patients into low and high SNHG score groups according to the cutoff point determined by the survminer R package. The Kaplan–Meier method was used to generate survival curves, and the log-rank test was applied to perform significance tests. A receiver operating characteristic (ROC) curve was utilized to evaluate the specialty and sensitivity of the SNHG score. The pROC R package was used to qualify the area under the curve (AUC) value. All statistical P values are two-sided, and P<0.05 was considered to indicate a statistically significant difference.




Results


Landscape of the clinical features of SNHGs in GBM

A total of 25 SNHGs were finally identified in this study. Figure 1A summarizes the common nuclear and cytoplasmic effects of SNHGs in tumor cells and the landscape of this study. Figure S1A illustrates the overall flow of this study. We first used Spearman correlation analysis to calculate the correlation of 25 SNHGs in GBM (Figure 1B and Table S1). We observed that the expression levels of SNHG family members were mostly positively correlated. The expression of most SNHGs was higher in GBM tissues in comparison with normal tissues, whereas SNHG14, SNHG28 and MEG8 exhibited higher expression in normal tissues than in GBM tissues (Figure 1C). Additionally, SNHG5, SNHG11, SNHG12, SNHG14, SNHG18, SNHG26, and SNHG28 showed higher expression in the MES subtype than in the PN subtype (Figure 1D). In terms of IDH mutations, SNHG11, SNHG18, SNHG28, and SNHG26 were highly expressed in IDH wild-type samples (Figure 1E). SNHG15, SNHG18, SNHG26, and SNHG28 showed higher correlations with unmethylated MGMT expression (Figure 1F). In the same way, a total of 17 SNHGs were analyzed for IDH status and GBM subtype in the CCGA database. MEG8, SNHG11 and SNHG18 were more expressed in GBM patients with IDH wild type than in patients with IDH mutation (Figure S2A). The expression of GAS5, SNHG1, SNHG3, SNHG12, SNHG15, SNHG16 and SNHG18 was significantly upregulated in MES subtype GBM patients (Figure S2B). The above analysis showed that SNHGs are mainly cancer-related, and most of them are significantly differentially expressed in the MES and PN subtypes, suggesting that the imbalance in the expression of SNHGs plays a significant role in the occurrence, progression and subtype determination of GBM.




Figure 1 | Landscape of Clinical features of SHNGs in GBM. (A) Article research ideas and several main mechanisms of SNHG in cancer cells. (B) The correlations between the 25 SNHGs were calculated in GBM using the Spearman correlation analysis. (*P<0.05). (C) The expression of 25 SNHGs between normal and GBM tissues in TCGA. (D) The expression of 25 SNHGs between TCGA GBM subtypes. (E) The expression of 25 SNHGs between IDH mutant and IDH wild subtypes in TCGA. (F) The expression of 25 SNHGs between methylated modification and unmethylated modification. All data are presented as the means ± SD, ns, P > 0.05, *P < 0.05, **P < 0.01, ***P < 0.001.





Screening and validation of SNHG18 in GSCs

To verify the importance of SNHGs in GBM at the experimental level, we identified the five best candidate SNHGs using the LASSO algorithm (Figure 2A). Next, we further analyzed the role of five SNHGs in PN and MES subtypes by applying logistic regression and classification tree and random forest algorithms. Finally, we selected SNHG18 as a representative gene based on the above analysis (Figures 2B–D). First, we performed q-PCR to assess the basal expression of SNHG18. As shown in Figure S3B, the expression of SNHG18 in MES GSCs was significantly higher than that in PN GSCs and NPCs. We further performed neurosphere formation assay and ELDA after knockdown of SNHG18 (Figure S3C). We observed that knockdown of SNHG18 in GSCs resulted in a significant inhibition of tumorsphere expansion (Figure 2E) and reduced sphere formation ability (Figure 2F). Subsequently, we performed IF to evaluate the effect of SNHG18 on GBM subtypes (Figure 2G). Knockdown of SNHG18 resulted in a significant decrease in the MES marker CD44 and increase in the PN marker SOX2. Finally, knockdown of SNHG18 significantly reduced the tumorigenicity of GSCs and prolonged the survival of mice in vivo (Figures S3D, E). Collectively, we reveal that the representative gene SNHG18 plays an important role in the tumorigenesis and subtype determination of GBM and GSCs.




Figure 2 | The role of SNHG18 among the SNHG family in GSCs. (A) LASSO coefficient profiles of 25 SNHGs and the optimal penalization coefficient (λ) via 10-fold cross validation based on partial likelihood deviance. (B) Multiple logistic regression analysis of the remaining five SNHGs selected by LASSO. (C) A classification tree was built to optimize the GBM subtype stratification. (D) Random-forest algorithm was utilized to screen for the most important SNHG correlated with GBM subtype. ntree: number of decision trees. (E) Cell spheres formation assay of GSC20 as well as GSC267 transfected with si-SHNG18, or si-Ctrl and column plot represented the relative spheres diameter (scale bar=50 μm). (F) Limiting dilution assay for GSC20 as well as GSC267 transfected with si-SHNG18 or si-Ctrl. (G) IF assay exhibited the level of CD44 and SOX2 in GSC20 and GSC267 transfected with si-SHNG18 or si-Ctrl (scale bar=15 μm). All data are presented as the means ± SD, ns, P > 0.05, *P < 0.05, **P < 0.01, ***P < 0.001.





Interaction patterns of 25 SNHGs

A univariate Cox regression model revealed the prognostic values of 25 SNHGs in TCGA and 17 SNHGs in CGGA for GBM patients (Figures S1C, S2C, S3A). The comprehensive landscape of SNHG interactions, gene connections and their prognostic significance for GBM patients was depicted using a network (Figure S1B). Then we classified patients with qualitatively different SNHG interaction patterns based on the expression of 25 SNHGs, and two distinct interaction patterns were eventually identified. We termed these patterns SNHGclusterA and SNHGclusterB (Figure 3A, Figures S4A, B). Prognostic analysis for the two SNHG clusters revealed a marked survival advantage for patients with the SNHGclusterB interaction pattern (Figure 3B). To explore the biological behavior between SNHG interaction clusters, we performed GSVA. In comparison with SNHGclusterB, SNHGclusterA was enriched in cancer-related pathways such as ERBB, mTOR and MAPK; immune-related pathways such as TOLL-like and NOD-like pathways etc. using KEGG signatures (Figure 3C). SNHGclusterA was enriched in the MAPK and ERBB pathways and implicated in various features of invasion and migration such as cell migration, cell matrix adhesion etc. using GO signatures (Figure 3D). We then summarized the tumor somatic mutation rates of the two clusters and observed that SNHGclusterA had a higher PETN mutation with a 32% mutation rate, while SNHGclusterB had a higher TP53 mutation rate than A (Figure 3E).




Figure 3 | Patterns of SNHGs interaction and relative biological features. (A) Heatmap showed expression of 25 SNHGs and clusters in the TCGA GBM samples. (B) Survival analyses for high SNHGclusterA and SNHGclusterB patients using Kaplan-Meier (KM) curves (P = 0.038, Log-rank test). (C, D) GSVA analysis exhibited the enrichment level of diverse biological pathways for different SNHG interaction patterns. c Utilize KEGG genesets; d Utilize GO genesets. (E) The waterfall plot presented the mutations in the top 30 genes among SNHGclusterA and SNHGclusterB.





Correlation of SNHG pattern with GBM subtype, TME and stemness

We further explored SNHGclusterA and SNHGclusterB in terms of subtype, stemness index and immune features based on the available experimental results and pathway analysis. SNHGclusterA had a higher proportion of CL subtype and MES subtype samples, while SNHGclusterB had a higher proportion of PN subtype samples (Figure 4A). GSEA also corroborated this finding: SNHGclusterA was significantly enriched for the MES subtype, whereas SNHGclusterB was enriched for the PN subtype (Figure 4D). Correlation analysis of the expression of PN/MES markers showed that SNHGclusterA exhibited higher expression of MES-type markers (Figure S4C). We calculated two indices of stemness, epigenetic features (mDNAsi) and gene expression (mRNAsi) based on the OCLR algorithm. EREG-mRNAsi (which reflects epigenetic regulation-related aspects of the mRNAsi) and EREG-mDNAsi (which reflects regulation-related aspects of the mDNAsi) parameters were also employed for comprehensive analysis (12). SNHGclusterB exhibited the dedifferentiation phenotype, while SNHGclusterA exhibited the differentiation phenotype (Figure 4B). For immune cells infiltration analysis, SNHGclusterA contained more suppressive immune features and had higher Treg infiltration, indicating that SNHGclusterA tended to be immunosuppressive subtype (Figure 4C). Additionally, we also assessed the correlation of each SNHG with immune features and the stemness index. In general, the SNHG family was negatively correlated with immunity and positively correlated with stemness (Figures S4E, F).




Figure 4 | Analysis of SNHG interaction pattern and generation of SNHGscore. (A) The proportion of two interaction patterns in the three GBM subtypes. (B) Differences in stemness indices between the SNHGclusterA and SNHGclusterB. (C) The abundance of each immune signature in two SNHG interaction patterns. (D) GSEA reveals that SNHGclusterA is enriched in MES subtype and SNHGclusterB is enriched in PN subtype. (E) Alluvial diagram showing the changes of SNHG interaction patterns, GBM subtype, Geneclusters and SNHG scores. (F) Survival analyses for high SNHGscore and low SNHGscore GBM patients (P = 0.00022, Log-rank test). (G) Differences in SNHG scores among three GBM subtypes. (H) Differences in stemness indices between the high SNHGscore and low SNHGscore groups. (I) The abundance of each immune signature in the high SNHGscore and low SNHGscore groups. (J) IF staining was performed on GBM tissue sections of patients based on tissue sequencing (scale bar=15 μm). (K) The expression of MES/PN markers in high SNHGscore and low SNHGscore groups. All data are presented as the means ± SD, ns, P > 0.05, *P < 0.05, **P < 0.01, ***P < 0.001.





Generation and functional annotation of SNHG-related gene sets

To further investigate the potential biological behavior of the two SNHG interaction patterns, we determined 168 SNHG-associated DEGs and performed unsupervised clustering analysis. We classified patients into three different genomic subtypes, which were named Gene.clusterA-C (Figure S4D, Figure S5A). Figure S5F lists the correlation of Gene.clusterA-C with the expression of each SNHG. Prognostic analysis showed that Gene.clusterB had the best prognosis, while Gene.clusterC exhibited the worst prognosis (Figure S5B). Similarly, we performed subtype, stemness index and immune cells infiltration analysis for each of these three genomic subtypes. Gene.clusterB exhibited the lowest percentage of the MES subtype, while Gene.clusterC exhibited the highest percentage of MES samples (Figure S5C). Correlation analysis of GBM subtype markers showed that Gene.clusterA and C had higher expression of MES-type markers, while Gene.clusterB had higher expression of PN-type markers (Figure S5G). From the stemness indices, Gene.clusterB had the strongest dedifferentiation phenotype and that Gene.clusterA and Gene.clusterC were biased toward the differentiated phenotype (Figure S5D). There was some similarity in immune feature trends and prognosis trends, as Gene.clusterC exhibited stronger immune activation features than Gene.clusterA and Gene.clusterB, and there was an even representation of immunostimulatory features and immunosuppressive features (Figure S5E).



Construction and evaluation of SNHG scoring system

To assess individual SNHG interaction patterns, we constructed a scoring system, which we named SNHGscore, based on interaction pattern-related genes. Individual patient attribute changes were visualized with an alluvial diagram (Figure 4E). The relationship between SNHGscore and the expression of each SNHG related genes is shown in Figure S6A. A high SNHGscore was related to a poor prognosis, and a low SNHGscore was related to a favorable prognosis (Figure 4F). To evaluate the predictive efficiency of the SNHGscore, we performed time-ROC analysis. The predictive accuracy values of the SNHGscore for OS were 0.633, 0.699, 0.701, and 0.768 at 0.5, 1, 2, and 3 years, respectively (Figure S6D). The calibration curves for 0.5-, 1-, 2-, and 3-year OS predictions were approximate to ideal performance (Figure S6E). To quantify the risk of individual GBM patients, we produced a personalized score nomogram (Figure S6F). Time-ROC and calibration curve analyses were applied to evaluate the sensitivity and accuracy of the nomogram score, respectively (Figures S6G, H). Additionally, the SNHGscore distribution between two SNHGclusters and three gene.clusters were presented (Figures S6B, C). The MES subtype corresponded to a higher SNHGscore and the PN subtype corresponded to a lower SNHGscore (Figure 4G). The stemness indices showed that a low SNHGscore tended to correspond to the dedifferentiated state and a high SNHGscore tended to correspond to the differentiated state (Figure 4H). Immune feature analysis showed that a high SNHGscore represented high immune infiltration accompanied by high immunosuppression (Figure 4I). To further verify the utility of the SNHGscore system, we applied various public databases for iterative validation. The analysis based on the CGGA database was consistent with the previous analysis of the TCGA database (Figures S7D–F). We also observed that untreated patients with a high SNHGscore had a poor prognosis, while those with low SNHGscore and treated with chemotherapy or radiotherapy had a better prognosis (Figures S7A–C). Validation with the Rembrandt, Gravendeel, Frejie and Murat cohorts showed that a high SNHGscore was associated with a poor prognosis, while a low SNHGscore was associated with a favorable prognosis (Figure S7G).

We further assessed the RNA-sequencing data of tumor tissues from GBM patients in the Department of Neurosurgery, Qilu Hospital, Shandong University to calculate each patient’s SNHGscore (Figure S7H); The results showed that tumor tissues from patients with a high SNHGscore had lower SOX2 expression and higher CD44 expression, corresponding to the MES subtype. In contrast, tissue sections from patients with a low SNHGscore exhibited opposite results (Figure 4J). The correlation analysis between SNHGscore and the expression of PN/MES markers showed that a high SNHGscore corresponded to high expression of MES markers, while a low SNHGscore corresponded to high expression of PN markers (Figure 4K).



The role of SNHG interaction patterns in anti-PD-1/L1 immunotherapy and chemotherapeutic drug selection

We assessed the role of SNHGscore in the anti-PD-L1 cohort IMvigor210 and anti-PD-1 cohort GSE78220. Survival analysis showed that patients with low SNHG scores could benefit more from immunotherapy, showing a better prognosis (Figures 5A, G). Patients with low SNHG scores were more likely to respond favorably to anti-PD-1/L1 immunotherapy than patients with high SNHG scores (Figures 5B, H). Tumor neoantigen burden, closely linked to immunotherapeutic efficacy, was also assessed. Patients with low SNHGscore had higher neoantigen burden expression, suggesting a possible better efficacy against anti-PD-1/L1 immunotherapy (Figure 5C). Indeed, we found that patients with a combination of a low SNHG score and a high neoantigen burden showed a strong survival advantage (Figure 5D). The SNHGscore was significantly positively correlated with PD-L1 expression on immune cells (ICs), with IC0, IC1 and IC2+ corresponding to progressively higher SNHG scores (Figure 5E). Among tumor cells (TCs), the TC2+ group had a higher SNHGscore than the TC0 and TC1 groups (Figure 5F).




Figure 5 | The relationship between SNHGscore and immunotherapy response and drug sensitivity. (A) Survival analyses for high and low SNHGscore patients in anti-PD-L1 immunotherapy cohort (P = 0.033). (B) Proportion of patients in the high or low SNHGscore group who responded to PD-L1 blockade immunotherapy. (C) Differences in neoantigen burden expression between high and low SNHGscore groups. (p = 0.003). (D) Survival analyses for patients receiving anti-PD-L1 immunotherapy stratified by both SNHGscore and neoantigen burden (P< 0.0001). (E, F) Differences in SNHGscore among three IC levels (E) and three TC levels (F), respectively. (G) Survival analysis for high and low SNHGscore patient groups in the anti-PD1 immunotherapy cohort (GSE78220 cohort; P = 0.0017). (H) Proportion of patients in the high or low SNHGscore group who responded to PD-1 blockade immunotherapy. (I) Drug-targeted signaling pathways that are resistant or sensitive to SNHGscore.



Next, we explored whether the SNHGscore system could be used as a predictor of antitumor drug sensitivity to guide clinical drug usage. A total of 49 drugs were identified by Spearman correlation analysis of SNHG scores with drug sensitivity (Figure S7J), (31). We also analyzed the signaling pathways of the genes targeted by these drugs (Figure 5I). The results showed that sensitizing drugs associated with a high SNHGscore mainly target the EGFR and ERK-MAPK signaling pathways. In contrast, the sensitizing drugs associated with low SNHG scores mainly target mitosis or cell cycle pathways.



The MES GSC was more sensitive to AZD3759

Based on the sequencing data of GSC cell lines at MD Anderson Cancer Center, we applied the SNHGscore system to score GSC cell lines and found that MES-type GSCs had high SNHG scores, while PN-type GSCs had low SNHG scores (Figure S7I). Subsequently, among the drugs analyzed above that were effective for cells with high SNHGscore, we selected the one that could cross the blood–brain barrier: AZD3759 (Synonyms: Zorifertinib), an EGFR inhibitor with excellent CNS permeability. AZD3759 is often used to study the treatment of brain metastases from lung cancer (32). The MES-type GSC 267 and PN-type GSC 8-11 were leveraged for experimental verification. The results of the comet assay and γ-H2AX IF staining showed that GSC 8 -11 was highly sensitive to radiotherapy and insensitive to AZD3759. In contrast, GSC267 cells were resistant to radiotherapy but sensitive to AZD3759 (Figures 6A, B). The combination of radiotherapy with AZD3759 significantly enhanced DNA damage in GSC 267 compared with that with radiotherapy alone (Figures 6C, D). This suggests that AZD3759 could enhance the sensitivity of GSC 267 to radiotherapy. Additionally, we applied the xenograft model to validate the conclusions drawn from the above fundings in vivo. Compared with radiation therapy or AZD3759 used alone, the combination of radiotherapy and AZD3759 significantly reduced tumor growth and prolonged the survival of the mice (Figures 6E, F and Figure S6I). We assumed that AZD3759 may affect the subtype of GSCs (in other words, initiating PMT) and lead to radiotherapy sensitization (11, 19). In summary, the SNHGscore system may be able to provide clinical guidance for GBM treatment selection.




Figure 6 | The MES GSC was more sensitive to AZD3759. (A) The comet assay showed the level of DNA damage in GSC267, and GSC8-11 treated with Zorifertinib or IR, respectively (scale bar=25 μm). The column plot represented the relative tail length. (B) Representative images and quantification of γ-H2A.X staining in GSC267 and GSC8-11 treated with Zorifertinib or IR, respectively (scale bar=15 μm). (C, D) comet assay (C) and IF assay(D) presented the DNA damage level in GSC267. (E) Bioluminescence imaging of tumor size of mice implanted with fluorescein-labeled GSC267. (F) H&E-stained brain sections of mice (scale bar=1 mm). All data are presented as the means ± SD, ns, P>0.05, ***P<0.001.





Predictive role of the SNHGscore system among pan-cancer

We applied the SNHGscore system to other tumors to explore the role of the SNHGscore system among pan-cancer (Table S5, S6). First, we analyzed the predictive capacity of the SNHGscore for the immunotherapy response across cancers (Figure 7A). The radar chart showed that 17 of 33 cancers showed a significant correlation between the SNHGscore and TMB. MSI was significantly associated with SNHGscore in nine tumors. Correlation analysis of CD274 and the SNHGscore showed significant relationships for up to 26 tumors, with 25 of them showing positive correlations. Analysis of stromal scores showed a strong positive correlation between the stromal score and SNHGscore for all 33 tumors. There were 29 cancers with immune scores that were strongly and positively correlated with the SNHGscore. The above results demonstrate the ability of our scoring system to accurately predict the response to immunotherapy. Next, we correlated the fractions of 22 immune cell types with the SNHGscore in each cancer (Figure 7B). We found that the fraction of immunosuppression-related immune cells was significantly associated with SNHGscore in most tumors. Of the 33 tumor types, all except ovarian serous cystadenocarcinoma (OV) showed a correlation of the stemness index with the SNHGscore. Nineteen cancers showed a negative correlation of the stemness index with SNHGscore, indicating that the trend in most tumors was consistent with that in our GBM study (Figure 7C). Finally, we analyzed the prognostic ability of the SNHGscore among pan-cancer (Figure 7D, Figure S8). The results showed that OS, disease-specific survival (DSS), disease-free survival (DFS) and progression-free survival (PFS) were positively correlated with SNHGscore in the vast majority of cancers (Table S7). Overall, the SNHGscore system performs similarly in predicting the prognosis and clinical features of patients with GBM and those with other tumors.




Figure 7 | Performance of SNHGscore among pan-cancer. (A) Radar plot of the correlation between SNHGscore and TMB, MSI, CD274 expression, stromal score as well as immune score. (B) Relationship between SNHGscore and immune cell infiltration levels in pan-cancer. (C) Correlation between the SNHGscore and stemness indices among pan-cancer. (D) OS, DSS, DFS, and PFS analyses for the SNHGscore in pan-cancer calculated by univariate Cox regression algorithm. All data are presented as the means ± SD, ns, P>0.05, *P<0.05, **P<0.01, ***P<0.001.






Discussion

There is increasing evidence that SNHG plays an integral role in tumor development by interacting with various types of proteins and RNAs (28). Although there is a single study of SNHGs in the field of GBM, there is still a lack of research on the role of SNHGs in the subtype, immunological, and stemness features of GBM (33, 34). Exploring the role of different SNHG interaction patterns in GBM will help deepen our understanding of the mechanisms of GBM progression and guide more effective therapeutic strategies.

In this study, we first explored the relevance of the SNHG family in several malignant behaviors of GBM and found that SNHGs are closely related to the GBM subtype. We then screened SNHG18 from 25 SNHGs as an entry point to validate its role in GSCs, showing that SNHG18 can affect the subtype and stemness of GSCs. From our assessment of 25 SNHGs, we demonstrated two SNHG interaction patterns: SNHGclusterA favors the MES subtype and differentiated phenotype, while SNHGclusterB favors the PN subtype and dedifferentiated phenotype. In terms of immune features, SNHGclusterA is strongly strong correlated with immunosuppressive cells such as Tregs, suggesting that patients in SNHGclusterA exhibit an immunosuppression phenotype (35, 36).

Furthermore, in our study, mRNA transcriptome differences between different SNHG interaction patterns were shown to be significantly correlated with biological pathways associated with SNHG and GBM features. These differentially expressed genes are considered SNHG-related signature genes. Similar to the clustering results of the SNHG interaction pattern, three genomic isoforms based on SNHG signature genes were identified and were also significantly associated with subtype, immune features, and stemness features of GBM. We developed a scoring system (SNHGscore) to assess the SNHG interaction patterns of individual GBM patients. SNHG interactions characterized by the MES subtype, differentiated phenotype, and immune infiltration with immunosuppression had a higher SNHGscore corresponding to a poorer prognosis. In contrast, a low SNHG score was associated with the opposite features and corresponded to a better prognosis. We assessed multiple databases, as well as our own patient-derived sequencing data and tissue section staining results, to demonstrate the accuracy of the SNHGscore. With the emergence of immune checkpoint blockade therapy, an increasing number of researchers are focusing on its use in the treatment of glioma (37, 38). The SNHGscore can be used to predict the sensitivity of patients to immunotherapy. MES-subtype glioma is generally resistant to treatments other than surgery (6, 39). We predicted dosing strategies for individuals with different scores; subsequently, we used the same GSC cell lines to experimentally validate the effects of AZD3759, which was among the drugs predicted by SNHGscore that could cross the blood–brain barrier (32, 40). MES-subtype GSC cell lines were sensitive to AZD3759, and its combination with radiotherapy significantly enhanced the damage to GSC cells. Finally, we attempted to apply the SNHGscore system to pan-cancer. Encouragingly, the SNHGscore does have a guiding role across cancers in terms of predicting immune and stemness features, the immunotherapy response and survival.



Conclusions

In conclusion, our study confirmed the extensive regulatory mechanism of the SNHG family in GBM. Comprehensive evaluation of SNHG interaction patterns in individual tumors will help us to deepen our understanding of GBM subtype, immunity, and stemness. Additionally, it will guide more effective immunotherapy and radiotherapy-chemotherapy combination strategies to treat GBM.
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In the past several years there has been a marked increase in our understanding of the pathophysiological hallmarks of glioblastoma development and progression, with specific respect to the contribution of the glioma tumor microenvironment to the rapid progression and treatment resistance of high-grade gliomas. Despite these strides, standard of care therapy still only targets rapidly dividing tumor cells in the glioma, and does little to curb the pro-tumorigenic functions of non-cancerous cells entrenched in the glioma microenvironment. This tumor promoting environment as well as the heterogeneity of high-grade gliomas contribute to the poor prognosis of this malignancy. The interaction of non-malignant cells in the microenvironment with the tumor cells accentuate phenotypes such as rapid proliferation or immunosuppression, so therapeutically modulating one target expressed on one cell type may be insufficient to restrain these rapidly developing neoplasias. With this in mind, identifying a target expressed on multiple cell types and understanding how it governs tumor-promoting functions in each cell type may have great utility in better managing this disease. Herein, we review the physiology and pathological effects of Neuropilin-1, a transmembrane co-receptor which mediates signal transduction pathways when associated with multiple other receptors. We discuss its effects on the properties of endothelial cells and on immune cell types within gliomas including glioma-associated macrophages, microglia, cytotoxic T cells and T regulatory cells. We also consider its effects when elaborated on the surface of tumor cells with respect to proliferation, stemness and treatment resistance, and review attempts to target Neuroplin-1 in the clinical setting.
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Introduction

Our understanding of tumor cell intrinsic and microenvironmental factors driving the genesis, treatment resistance and recurrence of high-grade gliomas has drastically increased in recent years. Such insight notwithstanding, the standard of care for glioblastoma (GBM) remains maximal safe surgical resection coupled with radiation and chemotherapy with the methylating agent temozolomide (1). Since 2005, the only addition to the standard of care for newly diagnosed glioblastomas has been the Optune tumor-treating fields (TTF) therapy, which extended median patient survival from 16 to approximately 20 months (2). Regardless, this aggressive multimodal treatment regimen yields a dismal 5-year survival rate of about 10% (1).

It is worth noting that the approved therapies for GBM, excluding surgical resection, all seek to target rapidly cycling tumor cells. These treatments may artificially select for cells resistant to genotoxic stressors (3, 4), and tumor cells may elicit adaptive resistance cues from cells in the tumor microenvironment (TME) (5–13). Evolution of glioma cells after treatment may explain why some therapies exhibit efficacy in newly diagnosed gliomas but lack effectiveness in the recurrent setting (14, 15). To overcome the challenges to decidedly target tumor cells, it became important to understand the manner in which non-cancerous cells in the TME contribute to the progression, treatment resistance and recurrence of high-grade gliomas. Such research has been fruitful, as we now understand that cells like tumor-associated neurons, OPCs, astrocytes, pericytes, microglia and macrophages all contribute to the pathogenesis of high-grade gliomas (16). Targeting paracrine interactions may be useful, as they would be specific to the tumor area and avoid side effects commonly associated with DNA damaging agents.

Studies on resected tumors show that microglia and macrophages can make up ~30% of the cells in a glioma biopsy (7, 9–12, 17–23). As a corollary, we now appreciate that the degree of infiltration of glioma-associated microglia/macrophages (GAM) correlates with glioma invasiveness and glioma grade (6, 24, 25). Therefore, of all the non-cancerous cells in the TME, a considerable emphasis has been placed on understanding the molecular mechanisms driving the oncogenic crosstalk between glioma cells and GAM, in order to identify druggable nodes that can be leveraged for clinical benefit. Our laboratory studies the role macrophages and microglia play in the progression of glioma. Prior work demonstrated that Neuropilin-1 (Nrp1), a co-receptor expressed on the surface of microglia and macrophages, sustains a robust neoangiogenic program as well as an immunosuppressive tumor microenvironment (21, 22, 26, 27). Deletion of Nrp1 from both myeloid cell types or from one of these cell populations mitigates tumor growth by slowing angiogenesis and relieving the immunosuppressive nature of the glioma TME. Additionally, pharmacological antagonism of the b1 domain, the domain through which transforming growth factor beta (TGFβ) and vascular endothelial growth factor (VEGF) exert the effects, mimics the functional outcomes of GAM-Nrp1 deletion which highlights that this protein may be a viable therapeutic candidate (21, 22, 26).

In addition to our studies examining the role of GAM-elaborated Nrp1, several other reports have been published looking at the role of Nrp1 in the context of other immune cells, endothelial cells, as well as the role of Nrp1 in tumor cell migration, treatment resistance, stemness, and response to ionizing radiation. Herein, we review the work describing how Nrp1 impacts on the function of multiple immune cells of the TME and on endothelial cells. The role of Nrp1 on tumor cells with respect to stemness, radiation resistance and targeted treatment resistance will also be considered. Moreover, we assess the contexts in which small molecule Nrp1 antagonists may be useful and compare them to the functional effects achieved by protein ablation or knockdown through RNA interface (RNAi). Finally, clinical attempts to antagonize Nrp1 will be reviewed as well as directions for future research.



Nrp1 in endothelial cell physiology

Nrp1 is a vascular endothelial growth factor (VEGF) co-receptor that is implicated in angiogenesis in the tumor microenvironment (28–30). As a co-receptor, NRP1 governs and modulates the signaling activity of several diverse cell surface receptors in many difference cell types (Figure 1).




Figure 1 | Schematic of NRP1 structure and interaction with various co-receptors to modulate immune cell function and targeted treatment resistance. (A) Sema3A hinders cytotoxic T cell migration into tumors and their cytolytic capability. SEMA2a also encourages macrophage migration into hypoxic tumor areas to resolve hypoxia and accelerate tumor progression. TGFβ augments Treg immunosuppressive function and myeloid anti-inflammatory polarization in a NRP1-dependent fashion. VEGF, binding to NRP1 and VEGFR1/2 increases Treg infiltration into tumors and promotes neoangiogenesis. NRP1 along with Integrin α5β1 encourages bypass signaling to support adaptive resistance to RTK therapies. (B) Therapies designed to inhibit MET, Her2 and BRAF signaling in tumor cells result in Galectin-1 release in a manner amenable to NRP1 b1 domain inhibition. Ligation of Galectin-1 to NRP1 results in EGFR and IGF1R activation and subsequent bypass signaling and acquired adaptive treatment resistance. Created using Biorender.com.



Nrp1 was first associated with embryonic vascular development when modulation in endothelial Nrp1 expression led to widespread vascular defects including hemorrhagic and leaky blood vessels (31, 32). Multiple groups detailed Nrp1 loss of function effects, including embryonic lethality associated with severe vascular deficits underpinned by unbranched and underdeveloped blood vessels (32, 33). The microenvironment of the neurovascular unit, including pericytes, astrocytes, fibrocytes, and neurons, is in a complex interplay with the endothelial cells forming the vasculature (34). Antagonism of Nrp1 may perturb the neurovascular unit and provide information on the local function of Nrp1.

Nrp1 expression has been associated with increased tumor angiogenesis through The Cancer Genome Atlas (TCGA) analysis. Nrp1 expression was increased in primary tumors when compared to normal tissue, including head and neck squamous cell carcinoma, renal clear cell carcinoma, thyroid carcinoma, stomach adenocarcinoma, and liver hepatocellular carcinoma. Nrp1 overexpression was associated with a reduction in the endothelial markers [e.g., Platelet Endothelial Cell Adhesion Molecule-1 (Pecam-1), Angiogenin, Phosphatidylinositol Glycan Anchor Biosynthesis Class F (PIGF) and matrix metalloproteinase-9 (MMP-9)], cytokines and chemokines [e.g., interleukins IL-6, IL-8, IL-1B, IL-4, transforming growth factor β3 (TGF-β3) and chemokine (C-C motif) ligand 2 (CCL2)]. Cytokines, chemokines and their receptors have been associated with promoting angiogenesis and the homing of circulating endothelial progenitor cells to sites of arterial injury. On the other hand, other C-X-C chemokines have been shown to inhibit neovascularization (35). Additional factors, such as mitogen-activated protein kinase-7 (MAPK7), tropomyosin 1 (TPM1), ribosome-binding protein 1 (RRBP1), protein tyrosine phosphatase receptor type K (PTPRK), heat shock protein 90A (HSP90A), RG24 and osteonectin/secreted protein acidic and rich in cysteine (SPARC), also normally associated with neoangiogenesis, were modulated by Nrp1 overexpression. The effects were dependent on semaphorin 4D (SEMA4D). These observations led to the conclusion that angiogenesis promoted by NRP1 results in a reduction of endothelial cell maturity (36). This term describes the transition from dependence on growth factors to the formation of stable vessel walls, partial destruction of the microvasculature, evident pericyte coverage and the presence of basement membrane (37). Anatomical annotations of relative Nrp1 expression in glioblastomas (Figure 2) illustrated that its expression was detected specifically in areas of hyperplastic blood vessels and areas of microvascular proliferation (38).




Figure 2 | Neuropilin-1 in Glioblastoma. A) Relative expression of Nrp1 across glioblastoma tumor areas. ****p < 0.0001 ANOVA, demonstrating significant differences in expression across glioblastoma tumor areas. ++p < 0.01, ++++p < 0.0001, Brown-Forsythe test compared to Nrp1 expression in hyperplastic blood vessels. ***p < 0.001, ****p < 0.0001, Brown-Forsythe test compared to Nrp1 expression in areas of microvascular proliferation. Analysis from the Ivy Glioblastoma Atlas Project data (https://glioblastoma.alleninstitute.org/).



Nrp-1 induces SEMA4D-mediated increase in angiogenesis and in vitro tube forming activity. Their experiments revealed that overexpression of Nrp1 significantly increased the expression of Sema4D, cell migration and angiogenesis. Knock-down of Sema4D decreased the expression of Nrp1 at baseline levels in the inferior mesenteric artery vascular endothelial cell line (Ealy929), but had a smaller effect when Nrp1 was overexpressed. Sema4D silencing significantly reduced Ealy929 cell migration and the angiogenic index.

In endothelial cell lines and cells [Ealy929, microvascular endothelial cells (MVECs), primary human umbilical vein endothelial cells (HUVEC)] Nrp1 overexpression was shown to result in significantly increased cell proliferation, cell migration and angiogenesis. When Nrp-1 was knocked down in the cells, significantly lower rates of proliferation, migration and angiogenesis were observed. Interestingly, Nrp1 overexpression bypassed the effects of Sema4D knockdown, bringing cell migration and angiogenesis back to baseline, suggesting that Nrp1 overexpression and resulting signaling can circumvent the need for ligand binding (36).


Biophysical properties

In a more biochemical and cell focused study, Nrp1 was associated with the formation of ternary complexes with vascular endothelial growth factor A (VEGFA) and vascular endothelial growth factor receptor 2 (VEFGR2), which resulted in increased endothelial cell migration through increased VEGFR2 activity. The experiments of Morin etal. (39) examined three states involved with Nrp1 complexes: cis, trans and a combination. In the “cis” state Nrp1 and VEGR2 are expressed on the same endothelial cell. The “trans” state involves two different cells, a tumor cell (expressing Nrp1) and an endothelial cell (expressing VEGFR2). The combination of cis and trans states describe expression of VEGFR2 on endothelial cells, while NRP1 is present on both endothelial and tumor cells (which is the most likely scenario). Interestingly, the trans state resulted in decreased tumor angiogenesis which may then lead to suppressed tumor initiation. The study, examining Nrp1 and VEGFR2 interactions in pancreatic ductal adenocarcinoma (PDAC) patients, revealed that the trans configuration of Nrp1 could lead to lack of engagement of endothelial VEGFR2 through possible disrupted signaling pathways, such as in extracellular regulated kinase (ERK). This trans localization of NRP1 with VEGFR2 ultimately suppresses tumor angiogenesis, reduces proliferation, and promotes patient survival (39). Thus, the downregulation of Nrp1 on endothelial cells may hold promising therapeutic potential.

Honing in on the VEGFR2-Nrp1 axis, King etal. (40) studied the homo-interactions of Nrp1 along with the hetero-interactions of Nrp1 and VEGFR2 (40). VEGFR2, a regulator of endothelial proliferation and migration, dimerizes and is activated when vascular endothelial growth factor A (VEGFA) binds to each subunit. VEGFA binds to Nrp1 as well and further activated VEGFR2. VEGF-165 or VEGFA-165 is a secreted isoform of VEGFA and can bind to both VEGFR2 and Nrp1 (41). Using Fluorescence resonance energy transfer (FRET) methods, NRP1 was shown to associate with VEGFR2 in both the presence and absence of the ligand VEGFA, thus supporting a ligand-independent interaction (40, 42). The association with VEGFR2 presence may lead to a decrease in NRP1 self-oligomerization. In the absence of the VEGFA-165 ligand, the dimeric fraction of NRP1 increased. The presence of the VEGFA-165 ligand resulted in an increase in NRP1 oligomer formation (40). At high NRP1 cell surface density, VEGFA-165 results in the reduction of oligomeric NRP1 molecules, as the balance shifts toward an increase of the number of Nrp1 molecules associated with the Nrp1/VEGFR2 complex. Thus, increasing ligand leads to a rearrangement of the complex. Addition of VEGFR2 to the NRP1 oligomers in the absence of VEGFA-165 leads to a rearrangement of the oligomeric complex, possibly through an increase in VEGFR2-NRP1 interactions. The binding interactions of NRP1 with VEGFR2 are an important consideration when designing therapeutics, as compounds similar to VEGFA-165 may affect NRP1/VEGFR2 complex formation and the resulting intracellular signaling.



Nrp1 in the neurovascular environment

Nrp1 has been investigated for its role in the neuroinflammatory-neurovascular axis in an autoimmune encephalomyelitis (EAE) model (43). Knockout of the endothelial Nrp1 was found to reduce EAE disease progression in a murine model with a decrease of C-X-C motif chemokine ligand 10 (CXCL10) and interferon-γ (IFN-γ) levels which was dependent on Rac1 (Ras-related C3 botulinum toxin substrate 1). Specifically, knockdown of Nrp1 in human brain microvascular endothelial cells (HBMVECs) suppressed the IFN-γ-mediated activation of signal transducer and activator of transcription 3 (STAT3) and CXCL10 through Rac1 signaling. Moreover, compared to WT controls of EAE, the endothelial Nrp1 knock-out mice displayed an intact blood-brain-barrier (BBB) and preserved tight junctions. A heterozygous deletion of Nrp1 also resulted in intact BBB integrity visualized through FITC-labeled albumin leakage analysis. When the neuro-immune environment was assessed in the EAE model, while there were no differences in the CD4+CD8-, CD4+CD8+, or CD4-CD8- T cells infiltrating the spinal cord, but there was an observed reduction in natural killer T cells in the Nrp1 knockout mice (43).

The effects of NRP1 on the neurovascular unit are critical in the context of gliomas and glioblastomas. The actual presence of intact BBB (composed of continuous endothelial cells connected by intercellular tight and adherens junctions, a basement membrane, pericytes, microglia and perivascular astrocyte end-feet) in glioblastoma patients has been debated. While in many cases the compromise of BBB has been verified using contrast dynamic contrast enhanced (DCE)-magnetic resonance imaging (MRI), not all tumor areas exhibit such compromise, and indeed some tumor areas are devoid of contrast. This becomes significant for drug delivery, since areas with intact BBB are not readily accessible by chemotherapeutics that are not BBB permeable (44). VEGF, induced by local tumoral hypoxia, drives the disruption of BBB and the formation of altered and more permeable new capillaries (45). The blood-brain-tumor-barrier (BBTB) was examined in a series of studies, and the hyperpermeability of the tumor capillaries to fluorescently labeled albumin was associated with the number of pores present was assessed: in average-size tumor about 30% of the vessels had fenestrations and about 10% had open junctions (46). When the maximal fenestration size was investigated in RG-2 glioma using different size nanoparticles, it was shown that the fenestrations are up to 250 nm, but the therapeutically relevant upper limit of BBTB pore size is approximately 11.7 to 11.9 nm (47).

The consequences of the endothelial Nrp1 knockout from Wang etal. (43) are in agreement with the subsequent work from Morin etal. (39) which indicates that the endothelial Nrp1 is a key molecule of interest in disease models, as Nrp1 overexpression on endothelia may be associated with increased migration, proliferation, and angiogenesis (39). These neovascular implications may worsen tumor progression through alterations in the Nrp1/VEGFR2 complex arrangements, expression of pro-inflammatory cytokines, and a reduction in endothelial maturation factors which would otherwise result in a static phenotype. Endothelial Nrp1 remains a key target of interest as its inhibition may result in therapeutic advances. However, considerations should be maintained regarding the plasma membrane complex formations and rearrangements from the addition of such an antagonist.




Nrp1 in neuronal physiology

Beyond endothelial signaling, NRP1 is heavily involved in neurodevelopment, neuronal survival and migration, and axon guidance (48). VEGFR2 binds to a PlexinD1/NRP1 receptor complex in neurons, forming a trimeric receptor complex for semaphorin 3A (SEMA3A) (49). Upon SEMA3A binding, tyrosine residues in the complex become phosphorylated, thereby activating a phosphatidylinositol-3 kinase/Ak strain transforming protein (PI3K/Akt) pathway. Subsequent activation of this pathway ultimately may result in axon growth.

During development, NRP1 is implicated in commissural axon guidance through VEGF signaling (50). Using an mRNA-miRNA functional analyses, Nrp1 mRNA was shown to be upregulated along with roundabout guidance receptor 1 (Robo1), EPH receptor A3A (Epha3), Unc-5 netrin receptor C (Unc5c), DCC Netrin 1 receptor (Dcc), P21 Rac1 Activated Kinase 3 (PAK3), and Lim kinase-4 (Limk4) in mature neurons associated with facilitating axon guidance (51). As the retinal ganglion cell (RGC) axons either avoid or cross the midline at the optic chiasm, VEGF164 signals through Nrp1 on contralateral RGC axons to promote chemoattraction during this process, thereby promoting contralateral growth (50).

SEMA3A signals through NRP1 and 2 to guide gonadotropin-releasing hormone (GnRH) neurons in the developing brain (52). Moreover, VEGF-164 acted as a survival cue for migrating GnRH neurons through ERK/Akt signaling, mediated by the Nrp1 neuronal receptor independently from VEGFR2. Specifically, an immortalized GnRN cell line, GN11, was used to study the role of VEGF-164 and Nrp1 on cell survival using serum withdrawal experiments. VEGF-164 administration prolonged cell survival after 24hrs periods of serum withdrawal. However, the pro-survival effects of VEGF-164 were reversed when Nrp1 was blocked using a blocking antibody. In these experiments, VEGFR2 was not detectable in GN11 cells with RT-PCR; further Cre-induced loss of VEGFR2 in the survival experiments support the idea that NRP1 mediates cell survival independently of VEGFR2. Similar experiments revealed that VEGF-164/Nrp1 signaling activated PI3K/AKT/MAPK pathways leading to increased cell survival in GnRH neurons (52).

In the context of a glioma, new emphasis has been placed on understanding the roles that neurons and neuron-secreted and tumor-secreted axon guidance molecules may play in tumor development. Netrin is one of these molecules associated with tumor invasiveness as it was shown to change non-invasive GBM cells into invading ones and lead to increased expression of GBM stem-like cell markers (53). Similarly, and relevant to NRP1, SEMA3A inhibited glioma-stem cell proliferation and stimulated invasion in a NRP1- and PlexinA1-dependent manner (54). NRP1 was also shown to function as a receptor for glial-derived neurotrophic factor (GDNF) in GBM, promoting proliferation of the glioma cells (55).


Neuronal hypoxia studies

During oxygen glucose deprivation (OGD), cultured rat cortical neurons were found to upregulate Nrp1 and Sem3A when compared to controls. However, inhibition of Nrp1 with an antagonist resulted in protection from OGD-induced cell death. It may be possible that expression of Sema3A/Nrp1 results in inhibition of axon regeneration following injury. However, there appeared to be a protective effect of Sema3A transfection in neurons exposed to similar OGD treatments (56). Thus, inhibition of Nrp1 may have protective effects in areas of hypoxia, which may be of utmost importance in an area of tumor cells as hypoxia regions are frequently present. However, considerations should be made regarding inhibition of Nrp1 with axon migration in normoxic conditions; although this may not be applicable in an otherwise developed brain.



Nrp1 in immunity; an overview of immuno-therapeutic relevance

Nrp1 is evolving as a target of interest within the realm of neuro-immunity, as its inhibition appears to be a potential therapeutic avenue with clinical promise (21). Elevated Nrp1 expression in microglia and macrophages have been linked with a poor prognosis in gliomas (27). Specifically through Kaplan-Meier survival analysis, differences between NRP1 low and NRP1 high populations were observed both in low grade and in high grade gliomas. In the low grade cohort, the NRP1 Low median survival was 114 months, while in the NRP1 High the median survival was 62.91 months (p val = 0.036). In the GBM Cohort. the patients with low NRP1 had a median survival of 13.76 months, while those with high NRP1 had a median survival of 10.42 (p val = 0.040). When both low and high grade glioma patients were combined to represent glioma of all grades, NRP1 Low median survival was 114 months, whereas the NRP1 High median survival was 15.93 months (27).



Nrp1 in microglia and macrophages

Microglia and macrophages comprise between 30% and 50% of a glioma tumor (57), (58). It has been previously found that microglial ablation in models of high grade glioma results in reduced glioma growth (57), (59). Possible mechanisms involve glioma-associated microglia and macrophages (GAMs) releasing pro-tumorigenic cytokines such as TGFβ, EGF, Il-6, and IL-1β (57) (59) while microglia alone may upregulate platelet-derived growth factor receptor (PDGFR) in both murine and human low- and high-grade glioma (57), (60). Specifically, M2-polarized microglia induce upregulation of PDGFR in glioma cells, which lead to an increase in glioma migratory capacity (60). These cell types, along with monocytes, have an associated increase in Iba1 and CD11b, respectively, across human glioblastoma classifications (27, 61). Corroborating this study, Nrp1 expression was shown to be significantly correlated with the expression of ionized calcium binding adaptor molecule 1 (Iba1) and CD11b in a glioblastoma patient cohort (27).

To investigate Nrp1 functionally our laboratory assessed the localization of Iba1with Nrp1 in from glioma I-IV patient biopsy specimens, revealing an infiltrate of Nrp1+Iba1+ cell types, GAMs. Follow up genetic ablation of Nrp1 in microglia and macrophages phenocopy results seen by pharmacological inhibition of Nrp1, which all resulted in a decrease in tumor volume and vascularity. Interestingly, Nrp1 ablation in these murine models of glioma resulted in an increase of Nrp1-Iba1+ GAMs near the tumor border. These tumor border GAMs also contained an altered immune phenotype; specifically, there was a shift towards an anti-tumorigenic phenotype, indicated by an increase in the classically activated: alternatively activated (M1:M2) ratio, assessed by CD86:CD206 ratios (21). The increase in M1:M2 ratio of the GAMs is accompanied by impaired activation of the suppressor of mothers against decapentaplegic 2/3 (SMAD2/3) pathway, evident using an Nrp1 agonist, tuftsin (the tetrapeptide TKPR, which shares homology with the C-terminal domain of VEGF and was originally described as an exclusive agonist for Nrp1 (62, 63). Tuftsin activation of Nrp1 results in an M2, anti-inflammatory, pro-tumorigenic, and pro-phagocytotic phenotype in microglia through the canonical TGFβ signaling cascade with a consequential increase in SMAD2/3 signaling. This M2 phenotype could be reversed with a Nrp1 antagonist, EG00229, resulting in an anti-tumorigenic M1 polarization (63). We utilized these compounds for in vitro assessment of SMAD2/3 following Nrp1 inhibition and activation in WT and Nrp1-KO microglial cell lines in the presence and absence of glioma associated cytokines (21). No differences were found between WT and Nrp1-KO microglia at basal states; however, WT microglia showed an increase in SMAD2/3 activation compared to no changes in Nrp1-KO microglia when treated with GL261 glioma-conditioned medium. Pre-treatment with EG00229 revealed similar results: WT microglia pre-treated with the Nrp1 inhibitor did not show an increase in SMAD2/3 signaling after treatment with glioma cytokines (21).



Nrp1 in GAMs & hypoxia

High degrees of hypoxia remain a feature of grade IV glioma (64). In the context of glioma, the cell proliferation can initially lead to regions depraved of vasculature. In response, hypoxic cells release VEGF to begin neovascularization mediated through HIF1α. While the neovascularization may be initially thought to counteract the low oxygen partial pressures, the opposite may be true. Specifically, the hypoxia-induced neovascularization may result in abhorrent, occluded vessel formation (64) (65). We recently observed that inoculating mice with syngeneic GL261 glioma stem-like cells resulted in robust tumors after 3 weeks with a markedly disorganized tumor vasculature: blood vessels had minimal patency and a small overall luminal area (66, 67). The consequence of the formation of this new vasculature includes maintenance of low oxygen partial pressures and selection for aggressive, hypoxic cancer cells (64, 66).

In 2013 Casazza et al. investigated the role of Nrp1 in the trafficking of macrophages into hypoxic areas (26). The group found that hypoxia induced Sema3A-mediated chemoattraction for tumor-associated macrophages through the VEGFR/Nrp1/PlexinA1/PlexinA4 receptor complex. Conversely, mice lacking Nrp1 in macrophages (LysM-Cre;Nrp1L/L) exhibited reduced tumor progression in models of non-CNS carcinomas: specifically, the loss of Nrp1 in macrophages resulted in 55% fewer lung metastases and 60% smaller tumors. While proliferation remained unchanged in LysM-Cre;Nrp1L/L mice, apoptosis increased. The group further showed that the vessel area in the tumor, vessel perfusion, vessel branching points, and vessel density were decreased when macrophages lacked Nrp1. The investigators further reported that tumor associated macrophages lacking Nrp1 did not traffic into hypoxic areas. Interestingly, there were nearly twice as many myeloid cells infiltrating into the tumor in the LysM-Cre;Nrp1L/L mice compared to controls, potentially due to an increase in tumor hypoxia and reduced tumor perfusion. Interestingly, the hypoxia attractants, including colony stimulating factor 1 and 2 (Csf1 and Csf2), and CCl2, were higher in LysM-Cre;Nrp1L/L mice at the end of the experiment; however, the LysM-Cre;Nrp1L/L tumor associated macrophages were mainly found in areas of normoxia and absent in areas of hypoxia (26). With regard to the expression of Nrp1 in hypoxia and normoxia, Casazza etal. (26) reported that Nrp1 is transcriptionally repressed in a hypoxic environment. These studies were conducted with bone marrow-derived macrophages (BMDMs) and isolated tumor associated macrophages, where Nrp1 was reduced by 80% and 90%, respectively. The transcriptional response was reversed when I kappa B kinase beta (IκBKβ) was deleted from macrophages. One possible mechanism could be the prevention of forming an I kappa B kinase (IκK) complex to activate the canonical nuclear factor kappa light chain enhancer of activated B cells (NF-κB) pathway, thereby repressing Nrp1 (68). However, the repression was restored when p50/p65 NF-kB subunits were overexpressed in both IKBKB-KO and hypoxia inducible factor 2α -knock out (HIF2α-KO) macrophages. Therefore, HIF2α induction leads to Nrp1 transcriptional repression through IκK-mediated activation of the canonical NF-κB pathway, achieved through activation of p50/p65 heterodimer (26). Honing further into the signaling responses, the group found that WT BMDMs migration doubled when the cells were exposed to SEMA3A while Nrp1-KO macrophages did not respond (26). Similarly, VEGF164 led to a reduction in Nrp1-KO macrophage migration by 30% when compared to WT controls. However, VEGF treatment still resulted in a response marked by phosphorylation of VEGFR1. Thus, there appeared to be a Nrp1 dependency on the action of Sema3A in the migratory response. Loss of macrophage Nrp1 also significantly reduced Sema3A-dependent VEGFR1 activation, yet knockdown of VEGFR1 in both WT and Nrp1-KO macrophages halted migration in both SEMA3A and VEGF164 treatment. Migration was also halted when PlexinA1 and PlexinA4 were silenced during VEGF164 and SEMA3A treatment in Nrp1-KO macrophages. Thus, the presence or absence of Nrp1 can lead to activated migratory signaling cascades or halted migration, respectively, at least on macrophages (26). Investigating the spatial positioning of the tumor associated macrophages with knock-out and WT macrophages, the group reported that Sema3A drives tumor associated macrophage trafficking into areas of hypoxia in a Nrp1-dependent manner. Upon entry into the hypoxic niche, Nrp1 is downregulated, thereby reducing Sema3A-mediated migratory responses, and trapping the tumor associated macrophages in the hypoxic niche (26). Overall, these data suggest that Sema3A attracts macrophages through a VEGFR1/NRP1 complex.




Nrp1 in T Lymphocytes


Nrp1 in CD4+ T lymphocytes

Nrp1 is a marker for the CD4+Foxp3+ (forkhead box P3) regulatory T cells (Tregs), the solid tumor-infiltrating CD8+ T cells, and a subset of CD4+ T cells (69). In 2002, Tordjman et al. discovered that Nrp1 interactions initiate the primary immune response in human T cell and dendritic cell (DC) populations; specifically, Nrp1 mediated contacts between DCs and T cell clusters and facilitated resting T cell proliferation. When Nrp1 was blocked with antibodies, the DC-mediated proliferation of resting T cells was inhibited by 60% and 50%, respectively, when DCs and T cells were preincubated with Nrp1 blocking antibodies. However, this preincubation had no effect on the proliferation of activated T cells. Since this discovery, investigations have been launched into the role of Nrp1 on T cell functioning within the context of tumor biology.

Bruder etal. (70) corroborated the findings of Tordjman etal. (69) by reporting that anti-Nrp1 treatment inhibited murine CD4+ T cell activation (70). However, the suppressor function of CD4+CD25+ T cells were not affected by anti-Nrp1 preincubation. Thus, the group sought to assess the suppressor activity of CD4+NrpHigh and CD4+NrpLow T cells on CD4+CD25- and CD4+CD25+ T cells, with the latter being used as a control. The results from this study revealed that only CD4+NrpHigh T cells suppressed the proliferation of naive CD4+CD25- T cells (69, 70). Moreover, Nrp1 expression paralleled FoxP3 expression in naive, regulatory, and activated CD4+ T cell populations. FoxP3 is an established marker of CD4+CD25+ Treg (71), (72). Ectopic expression of Foxp3 in CD4+CD25- T cells resulted in increased Nrp1 expression, and shifting to a Treg phenotype (70).

In cancer, infiltrating CD4+Foxp3+ T cells have been associated with suppression of an anti-tumoral response. In murine melanoma models, it was discovered that CD4+Foxp3+ T cells migrate to tumor areas through Nrp1 receptor signaling associated with VEGF ligands (73). Ablation of Nrp1 in T cells led to significantly reduced tumor volume when compared to WT controls. It was further found that populations of CD4+ T cells were significantly reduced in Nrp1-KO models when compared to controls. Interestingly, peritumoral CD8+ T cell populations remained stable and unchanged yet intratumoral CD8+ T cell populations increased with Nrp1 ablation. Thus, T cell-specific ablation of Nrp1 led to an increase in the anti-tumoral, intratumoral CD8+ T cell population while decreasing tumoral CD4+ T cell populations (73). There were no differences in the suppressive activity of Nrp1-deficient and WT CD4+Foxp3+ T cells, indicating that Nrp1 does not act in this capacity. Nrp1-KO tumors were also characterized by elevated TGFβ and Sema3A mRNA compared to controls. Moreover, WT CD4+CD25+ Treg cells expressing Nrp1 were found to migrate towards VEGF, whereas Nrp1KO CD4+CD25+ Treg cells lacked the capacity to migrate towards VEGF. These data suggest that VEGF acts an attractant cue for CD4+Foxp3+ T cells and that tumor infiltration is facilitated by Nrp1 expression. Ablation of Nrp1 leads to an increase in anti-tumoral intratumoral CD8+ T cells (73).

Moreover, Nrp1 contributes to Treg stability through Sema4a interactions leading to inhibition of the phosphatase and TENsin homolog deleted on chromosome 10 (PTEN)/Akt/Foxo (forkhead family of transcription factors) axis (74). Upregulation of this pathway was suggested to promote T cell survival, especially in areas of inflammation. The group investigated a NRP1 mutant in which the cytoplasmic post synaptic density/drosophila disc large tumor suppressor/zonula occludens-1 proteins (PDZ) domain was deleted; under these conditions, Nrp1 failed to inhibit the phosphorylation of AKT at the immunological synapse and recruit PTEN. Upon AKT activation, Foxo transcription factors are phosphorylated and subsequently translocated and sequestered from the nucleus. Thus, under normal conditions, a NRP1-SEMA4a complex inhibits the phosphorylation of Akt through PTEN signaling and leads to nuclear translocation of Foxo transcription factors, thereby promoting Treg survival through activation of Foxo targets including Foxp3 (74).

High numbers of intratumoral Nrp1+ Tregs are associated with poor prognosis and outcomes in melanoma and head and neck squamous cell carcinoma (75), as they are driving a shift towards an IFNγ-insensitive immunosuppressive phenotype for CD8+ cells that is conducive to tumor growth. Conversely, Nrp1 deficiency leads to a fragile Treg phenotype with elevated intracellular HIF1α and IFNγ leading to lifting the suppression on CD8+ T cells. It is possible that the fragile T cell phenotype is conducive to anti-programmed death-1 protein (anti-PD1) therapy whereas the robust phenotype can be resistant to PD1 immunotherapy (75).



Nrp1 in CD8+ T cells

CD8+ cytotoxic T cells have a crucial role in anti-tumor immunity and hold therapeutic promise (76). CD8+ T cells must traffic to the tumor and release cytotoxic granules and pro-inflammatory chemokines through T-cell receptor major histocompatibility complex-1 (TCR-MHC-1) mediated signaling (76). Investigating the role of Nrp1 and CD8+ T cell physiology further, Leclerc etal. (76) reported that Nrp1 may be an immune-checkpoint negative regulator of the CD8+ anti-tumor phenotype (76). Using models of human small cell lung carcinoma, the investigators found that a higher proportion of CD8+ cells, rather than CD4+ cells, were expressing Nrp1, and that SEMA3a-NRP1 interactions inhibit CD8+ cell functions. Migration studies revealed that T cell migration towards CXCL12 was inhibited when the cells were exposed to SEMA3a. Beyond migration, cytotoxic phenotypes were also impaired during activation of NRP1 by SEMA3a, thereby suggesting that the NRP1:SEMA3a axis is a negative regulator of a cytotoxic phenotype in CD8+ cells. When anti-Nrp1 monoclonal antibodies or anti-PD1 immunotherapy was used, alone or in combination, a larger infiltration of CD8+ cytotoxic T cells from combination therapy was reported, compared to either therapy alone. The combination therapy increased CD8+:CD4+ ratios and led to an increase in serine protease granzyme B, Ki67, and killer cell lectin like receptor G1 (KLRG1) in tumor infiltrating CD8+ cells. These markers are associated with cytotoxic activity, proliferation, and terminal differentiation in effector T cells, respectively. Similarly, tumor infiltrating CD8+ T cells from mice treated with the above combination therapy displayed higher efficacy in killing a colon cancer cell line, MC-38, most likely due to the increase in granzyme B expression (76).

Moreover, Nrp1 inhibition may restore an anti-tumoral state in T cells (77). While assessing biomarkers, Liu etal. (77) found that Nrp1+CD8+ tumor infiltrating lymphocytes (TIL) were characterized by increased proliferation (BrdU+ cells) and T cell activation markers, namely elevated CD44, CD69, and CD25. They also expressed lower levels of naive T cell markers, such as CD62L, CD127, and KLRG1 (77). Furthermore, a clinical trial is currently assessing the efficacy of anti-Nrp1 monoclonal antibody (ASP1948) therapy in combination with anti-PD-l therapy (Nivolumab/Pembrolizumab), expected to lead to Treg cell inhibition (NCT03565445) (78, 79). The effects of Nrp1 inhibition on CD8+ and Treg cells, or the possibility of using Nrp1 expression as a cancer biomarker make Nrp1 a promising candidate molecule for study (80).



Nrp1, stemness and resistance

Stemness describes the ability of cells to self-renew and to generate differentiated cells (81). In cancer stemness poses challenges including cancer aggressiveness and resistance to therapy.

Beck etal. (81) discovered that Nrp1 is necessary for tumor initiation in models of skin papilloma and that deletion of Nrp1 in cutaneous cancer stem cells (CSCs) inhibited VEGF-mediated promotion of stemness. Using DMBA/TPA treatment to induce papillomas, Nrp1 deficient and control mice were compared in their ability to drive tumor initiation and progression. After 25 weeks of treatment, all control mice developed skin papillomas, but none of the Nrp1 deficient mice developed a neoplasm. A marker used to describe cancer cells stemness is CD34: Nrp1 was expressed the highest in CD34+ cells when compared to normal interfollicular keratocytes, hair follicle bulge stem cells, and CD34- tumor epithelial cells. denoting a correlation of Nrp1 expression with cancer stemness. Probing the role of VEGF further, the group overexpressed VEGF while knocking out Nrp1; the results indicated tumor epithelial cells overexpressing VEGF resulted in accelerated tumor growth. However, when Nrp1 was knocked out in tumor epithelial cells with VEGF overexpression, the prior accelerated tumor growth was not observed. While tumor angiogenesis was still observed in Nrp1 knockout models, there was a lack of VEGF-mediated proliferation and no increase in CD34+ CSC population. These experiments indicate that the Nrp1-VEGF axis contributes to cancer cell stemness and tumor initiation. Interestingly, no changes in cell growth were observed when anti-Nrp1 prevented Sema interactions. This work unveiled the role of the Nrp1:VEGF axis in a stem cell niche where therapeutic intervention against Nrp1 holds the potential to reduce cancer stem cell stemness (81).

The interplay between VEGF, VEGFR2 and Nrp1 in the maintenance of glioma CSC and tumor progression was assessed (82). In comparing CD133- non-stem tumor cells (NSTC) and CD133+ CSC, CSC expressed higher levels of VEGFR2 on their cell surface (82). Highly VEGFR2-expressing CSC exhibit increased sphere formation and proliferation as well as increased VEGF secretion in vitro. Further, these cells exhibited increased tumorigenicity in vivo. However, these cells were amenable to shRNA-mediated knock down of both VEGFR2 and Nrp1. Knock down of both factors reduced proliferation and increased caspase-3/7 activity, respectively, in vitro. VEGFR2 knockdown also prolonged survival of glioma-bearing mice in vivo. Of particular note, VEGFR2 antagonism was superior to VEGF sequestration by bevacizumab in prolonging survival in vivo and enhancing response to radiation in vitro.

In a different study, VEGF-A was required for the stemness phenotype, not acting through VEGFR1/2, but rather through NRP1 (83). When Nrp1 was knocked down in models of human epidermal squamous cell carcinoma tumors, epithelial cancer stem cell spheroid formation was inhibited; tumor formation was further reduced and cancer cell migration and invasion was inhibited. qRT-PCR revealed upregulation of VEGF-A, Nrp1, and Hif1α in the epithelial cancer stem cell-derived tumors. Conversely, VEGFR1/2 were expressed at markedly reduced levels compared to that of Nrp1. Analysis with VEGF-A-siRNA and Nrp1-siRNA resulted in reduced cancer stem cell spheroid formation and migration whereas targeting VEGFR1/2 had no effect. Pharmacological inhibition with EG00229 resulted in a 25% reduction in invasion and significantly reduced tumor growth and vascularization (83).

With specific respect to the tumor cell-specific interplay between Nrp1 and hypoxia, there is one study to our knowledge that has uncovered a specific interaction between Hif1a and Nrp1. Recently in models of lung adenocarcinoma, it was shown that Hif1a knock down also reduces Nrp1 levels in two NSCLC cell lines. The HIf1a stabilizer cobalt chloride, increased Hif1a protein levels as well as levels of Nrp1 (84). In their functional studies, HIf1a knock down reduced vasculogenic mimicry, tumor cell migration, invasion and would closure in a scratch assay. These effects were all reversed by Nrp1 overexpression. Using a luciferase reporter assay and chromatin immunoprecipitation, it was shown that HIf1a binds to the Nrp1 promoter and regulates Nrp1 levels. However, it is not known whether this also occurs in glioma cells, even though Hif1a levels correlate with Nrp1 levels in glioblastoma (Figure 3).




Figure 3 | Correlation of Hif1α and Nrp1 expression in human glioblastoma. Linear regression of NRP1 expression against HIF1α. The results shown here are based upon data generated by the TCGA Research Network: https://www.cancer.gov/tcga." N=158 patients. R=0.42. p<0.0001, Pearson .



Interaction between Nrp1 and VEGF-A also mediated promotion of cancer cell stemness. In Michigan Cancer Foundation-7 (MCF-7) breast cancer cells, Nrp1-VEGF-A signals through wingless/integrated protein (Wnt)/β-catenin pathways, to confer stemness and chemoresistance (85). Activation of the Wnt/β-catenin signaling cascades have been previously associated with cancer cell invasion and motility (86). One study assessed the role of Wnt/β-catenin signaling in pediatric high-grade glioma cell lines and reported that antagonism of β-catenin/CBP (cyclic adenosine monophosphate response element binding protein) with ICG-001 resulted in reduction of cancer cell invasion and migration, as well as reduction in tumor sphere formation and proliferation (87). The RNA binding protein, Lin28B, was shown to bind to the 3’UTR of Nrp1 and stabilize the mRNA transcript, enhancing Nrp1 expression, and leading to an increase in Wnt/β-catenin signaling (88). These observations point to the broader conclusion that in VEGF-driven tumor cells where Nrp1 is highly expressed, pharmacological targeting of the b1 domain by small molecules, like EG00229, may be critical to curb tumor progression and limit CSC maintenance.

Nrp1 appears to signal through other pathways to confer stemness (89). For example, GSC-secreted Sema3C signals through a Nrp1/PlexinA2/PlexinD1 receptor complex to enhance sphere formation and GSC phenotype. Nrp1 may act as the ligand-binding receptor in the co-receptor complex with PlexinA2/PlexinD1. Experiments utilizing PlexinA2 and PlexinD1 knockdowns resulted in inhibition of Rac1 activity. While Nrp1 receptor knockdowns were not assessed, there may be an association between Sema3C -mediated glioma stemness through Nrp1/PlexinA2/PlexinD receptor binding and downstream Rac1 activation. Overall, these experiments supported the role of Rac1-mediated GSC tumorigenicity and survival through Sema3C signaling (89).

The role of Nrp1 in chemoresistance was also examined (90). While one avenue of targeting melanoma involved inhibiting the BRAF kinase, drug resistance ensued from BRAF-addicted cancer cells, mediated through downregulation of sex-determining region Y-related high mobility group box 10 protein (SOX10) via miRNA-338, which was associated with Nrp1 expression in melanoma (91). EGFR receptor expression was also similar and comparable with Nrp1 expression in the model. Gastric (GLT16) and lung cancer-derived cell lines (EBC1 and H1993) were employed and Nrp1 was downregulated by shRNA, which led to increased sensitivity to MET inhibitors. This suggested that Nrp1 mediates chemoresistance in v-raf murine sarcoma viral oncogene homolog B1 (BRAF-) and cMet-oncogene addicted cell lines. In a model of breast cancer, the same investigators examine Nrp1 levels during chemotherapy: in response to the human epidermal growth factor receptor 2 (HER2) inhibition with trastuzumab Nrp1 was increased. Similarly, the HER2 addicted cell line, SKBR3 and BT474, had higher Nrp1 expression with increasing chemoresistance to lapatinib. However, the mechanisms seen in the melanoma tumors were not observed across cancer models; for instance, SOX10 did not appear to mediate resistance in the HER2 addicted cells. Similarly, miR-338 was not affected in the breast cancer model. Thus, Nrp1 appears to promote chemoresistance in a variety of tumor models, yet the mechanisms behind resistance appear to be variable depending on the nature of the tumor (90). It is also important to note that EG00229 exhibited minimal effects on parental cells, but in cells that exhibited acquired resistance to targeted therapies, Nrp1 knock down and EG00229 treatment were sufficient to resensitize tumor cells to the targeted therapies (90). The mechanism by which Nrp1 is engaged in cells that had acquired resistance to targeted therapies seems to involve secretion of galectin-1 by treatment resistant tumor cells in an autocrine manner. Galectin 1 engages the b1 domain of Nrp1 and induces treatment resistance as a bypass signaling mechanism (92), suggesting that Nrp1 b1-domain targeting may be useful in tumors that secrete high levels of galectin-1.




Conclusions and future directions

As a co-receptor associating with multiple receptors, NRP1 can modify the signaling activity taking place in many difference cell types (Figure 1). Such cells exhibit unique functions in the initiation, progression, treatment resistance or targeting of various tumor types. The domains of Nrp1 that are engaged in these activities critically determine functional outcomes and cellular responses, especially in a tumor microenvironment as complex as that fostered by high-grade gliomas. Targeting the a1 domain to perturb semaphorin 3A binding may reduce myeloid cell migration to hypoxic tumor areas and may offset their M2-polarization all while also enhancing the cytolytic function of cytotoxic T cells. Additionally, targeting the b1 domain of Nrp1 may compromise TGFβ and VEGF effects on myeloid cells, T cells and cancer stem cells, all of which are critical effectors in tumor progression, treatment resistance and tumor recurrence. The many functions of NRP1 in high-grade tumors are complex. Therefore, further efforts must be placed in determining the manner in which NRP1 can be targeted to offset its multiple pro-tumorigenic roles, potentially reconciling the significant pre-clinical data obtained when Nrp1 is knocked out or down using shRNAs. This may allow efficient targeting NRP1 in the clinical setting to compromise CSC and possibly as adjuvants to immunotherapies that have already exhibited efficacy in a subset of patients. Combinatorial approaches may allow to augment the efficacy of therapies like PD1/PD-L1 antagonists and induce long-lasting clinical responses and hinder tumor relapse.
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Background

Synapse-associated proteins (SAPs) play important roles in central nervous system (CNS) tumors. Recent studies have reported that γ-aminobutyric acidergic (GABAergic) synapses also play critical roles in the development of gliomas. However, biomarkers of GABAergic synapses in low-grade gliomas (LGGs) have not yet been reported.



Methods

mRNA data from normal brain tissue and gliomas were obtained from the Genotype-Tissue Expression (GTEx) and The Cancer Genome Atlas (TCGA) databases, respectively. A validation dataset was also obtained from the Chinese Glioma Genome Atlas (CGGA) database. The expression patterns of GABAergic synapse-related genes (GSRGs) were evaluated with difference analysis in LGGs. Then, a GABAergic synapse-related risk signature (GSRS) was constructed with least absolute shrinkage and selection operator (LASSO) Cox regression analysis. According to the expression value and coefficients of identified GSRGs, the risk scores of all LGG samples were calculated. Univariate and multivariate Cox regression analyses were conducted to evaluate related risk scores for prognostic ability. Correlations between characteristics of the tumor microenvironment (TME) and risk scores were explored with single-sample gene set enrichment analysis (ssGSEA) and immunity profiles in LGGs. The GSRS-related pathways were investigated by gene set variation analysis (GSVA). Real-time PCR and the Human Protein Atlas (HPA) database were applied to explore related expression of hub genes selected in the GSRS.



Results

Compared with normal brain samples, 25 genes of 31 GSRGs were differentially expressed in LGG samples. A constructed five-gene GSRS was related to clinicopathological features and prognosis of LGGs by the LASSO algorithm. It was shown that the risk score level was positively related to the infiltrating level of native CD4 T cells and activated dendritic cells. GSVA identified several cancer-related pathways associated with the GSRS, such as P53 pathways and the JAK-STAT signaling pathway. Additionally, CA2, PTEN, OXTR, and SLC6A1 (hub genes identified in the GSRS) were regarded as the potential predictors in LGGs.



Conclusion

A new five-gene GSRS was identified and verified by bioinformatics methods. The GSRS provides a new perspective in LGG that may contribute to more accurate prediction of prognosis of LGGs.





Keywords: γ-aminobutyric acidergic synapses, tumor immune microenvironment, risk signature, prognostic factors, lower-grade glioma



Introduction

Gliomas are heterogeneous and invasive tumors of the central nervous system (CNS) that are derived from glial cells. Gliomas have poor prognosis (1). In 2016, gliomas were categorized as classes I–IV by the World Health Organization (WHO), and the use of the biomarkers isocitrate dehydrogenase (IDH) mutations and 1p/19q co-deletion was introduced (2). Among gliomas, diffuse low-grade (grade II) and intermediate-grade (grade III) gliomas constitute low-grade gliomas (LGGs). There are significant differences in clinical behavior and prognosis among LGGs (3). LGG patients usually experience seizures, but gliomas can also lead to neurological and neurocognitive impairment and even premature death in the course of the disease. Among LGGs, IDH has similar prognostic utility (4). The molecular subtype of the tumor determines the outcome of LGG surgical resection, which is positively correlated with the degree of tumor malignancy (5).

In the past decade, our comprehension of the molecular pathogenesis of gliomas has improved greatly. Unfortunately, however, this comprehension has not translated into better treatments for patients, which highlights the still existing gaps in our knowledge. More research studies of LGG and its biomarkers are needed to develop better treatments.

The microenvironment of gliomas contains non-neoplastic cells such as neurons, glial cells, immune cells, and vascular cells. All these cells can promote and support the growth of tumors (6). The CNS is also rich in neurotransmitters, which create a unique microenvironment for brain tumors, where neurotransmitter-mediated intracellular signaling pathways can be transduced by cancer cells and induce cancer cell growth, activation, and metastasis (7). With the progressive discovery of glioma synapses and metastatic neuronal synapses, it is believed that neurotransmitters may play crucial roles in tumor growth, and the speculation that tumor cells may stimulate their innervation has been confirmed (8, 9). It has been suggested that microenvironment interaction, especially the abnormal interaction between glial cells and synapses, is one of the neuropathological mechanisms underlying Rett syndrome, Down syndrome, spinal muscular atrophy, and other diseases (10). More and more recent studies have found that the communication between neurons and glial cells is related to several neuropsychiatric and neurodegenerative diseases, such as schizophrenia (11).

In high-grade gliomas (glioblastoma and grade III astrocytoma), glioma cells are depolarized by excitation signals from neuronal glioma synapses (NGSs), and these signals are amplified through gap junctions to promote their proliferation (12). In addition, targeting neuroligin-3, a key synaptogenic factor, significantly reduced the growth of gliomas (13). Although the role of synapse-associated proteins (SAPs) in breast metastasis and the development of high-grade gliomas has been recognized, their role in the development of LGGs is still unclear. Hence, a more systematic study of SAPs from more angles is needed to better understand their roles in LGGs.

For malignant glioma tissue with neuronal interaction, glioma cell culture is conducive to the tumor microenvironment (TME) to enhance self-proliferation and escape from immune response (14). Relevant reports have demonstrated that gliomas could control normal neuronal plasticity and developmental factors in the TME, so the abnormal connections between neurons and tumor cells could be established through glioma synapses (15). At the same time, through neuronal glioma synapse (NGS)-mediated depolarization of the calcium signaling network in glioma cells, the electrical activity of neurons can increase tumor proliferation and invasion and lead to the progression of glioma (6). Previous reports have shown that glutamatergic synapses are considered to be related to the progression of intracerebral gliomas (13).

When exploring the abnormal glutamatergic synapses in the glioma microenvironment, similar attention has also been paid to the dysregulated γ-aminobutyric acidergic (GABAergic) signaling and its role in the progression of brain tumor-associated glioma and epilepsy (16). Recently, it has been reported that B cells can release γ-aminobutyric acid (GABA), a well-known neurotransmitter molecule, which could promote the differentiation of monocytes into anti-inflammatory macrophages, thus secreting interleukin-10 (IL-10), and thereby inhibiting the anti-tumor CD8 T-cell response. The GABA secreted by B cells may become a new direction of tumor immunotherapy (17, 18). Nevertheless, GABAergic signal transduction related to gliomas has not been reported. The existing literature shows that the GABA A receptor expressed by glioma cells is functional, and that endogenous GABA A receptor activity inhibited the proliferation of glioma cells (19). In addition, after adult glioblastoma stem cells lost their tumorigenicity, the production and secretion of 4-hydroxybutyric acid (a by-product of GABA catabolism) increased, resulting in decreased cell invasiveness (20).

It can be inferred that the interaction between GABAergic synapses and the immune state has a special role in the prognosis of gliomas. To confirm this hypothesis, we developed and verified a new GABAergic synapse-related risk signature (GSRS), which may promote the understanding of glioma progression and provide a novel idea for the study of biomarkers for effective diagnosis and prognosis. Additionally, we also studied the correlation between risk signals and immune characteristics in LGG.



Materials and methods


Samples from public data

Genome-wide RNA-seq expression data as well as clinical and molecular information were collected from the TCGA database1 and used as a training dataset. WHO grade II–III gliomas were included. Any cases that had inadequate clinical or missing prognostic information were excluded.

LGG samples were selected from parts A and B of the CGGA database2. They were then integrated, standardized, and utilized as a validation dataset. Samples from patients with a 30-day survival rate or no survival data were excluded from this study because these patients were more likely to die from other life-threatening conditions (e.g., stroke and heart failure) than from the LGG.

We selected 453 LGG specimens from TCGA (training dataset) and 590 LGG specimens from CGGA (validation dataset) for further analysis. The mRNA expression data of all these LGG specimens were complete and clinical data were attached. A control collection of 1,137 normal brain samples (containing tissues from various areas of the brain such as cortex, brainstem, and cerebellum) with full mRNA-seq data was also employed. We utilized the “normalize Between Arrays” function of the R software package “limma” to reduce various batch effects when combining the mRNA-seq data of TCGA and genotype-tissue expression (GTEx), as well as CGGA parts A and B (21, 22).



Clinical tissue samples

All patients whose tissues were utilized gave their informed consent. Between March 2020 and April 2022, we obtained 5 control samples from patients with intracerebral hemorrhage and an additional 12 LGG samples. Before surgery, none of the gliomas had been treated with chemoradiotherapy. Related mRNA expression of GSRS hub genes in LGG was verified using independent samples from our institution. This protocol was authorized by the Ethics Committee of the Renmin Hospital of Wuhan University (Wuhan, Hubei, China).



Obtaining GABAergic synapse-related gene sets

A total of 31 GABAergic synapse-related gene (GSRG) sets, “GOBP_NEGATIVE_REGULATION_OF_SYNAPTIC_TRANSMISSION_GABAERGIC” and “GOBP_POSI TIVE_REGULATION_OF_SYNAPTIC_TRANSMISSION_GABAERGIC,” were obtained from the Molecular Signatures Database3.



Differentially expressed genes between normal tissues and LGGs

The GTEx and TCGA-LGG databases were applied for the training dataset. The R software package “limma” (22) was used for discovery of differentially expressed genes (DEGs) from GSRGs. The criteria were a false discovery rate < 0.05 and an absolute value of log fold change (logFC) > 1.



Protein–protein interaction network analysis

A protein–protein interaction (PPI) network with 31 GSRGs was created using the STRING database4. Nodes with interaction connection confidences > 0.4 are shown.



Genomic alterations of 31 GSRGs

Copy number variation (CNV) deep deletion, CNV amplification, missense mutations, truncating mutations, in-frame mutations, and fusions of 31 GSRGs were explored using the cBioPortal dataset5.



Construction of GSRS

The “survival” R software program was used to analyze the predictive value of GSRGs in LGG (p-value < 0.05 was the threshold for further investigation). Survival status, survival time, and expression levels of prognosis-related genes in LGG patients were calculated by the least absolute shrinkage and selection operator (LASSO) regression algorithm (23) (penalty parameter λ was selected based on 10-fold cross-validation). Then, the gene and its regression coefficient were determined based on the most suitable λ value.

The risk score was calculated according to the following formula:

Risk score = exprgene (1) × coefficientgene (1) + exprgene (2) × coefficientgene (2) + · · · + exprgene(n) × coefficientgene(n)

where n is the number of prognostic genes in the risk signature, coefficientgene is the coefficient of the gene, and exprgene is the expression value of the gene.



Principal components analysis

All LGG samples were categorized into low- and high-risk groups by the estimated median risk score. Principal components analysis (PCA) was performed on dimensionality reduction of mRNA expression data in TCGA-LGG to confirm between-group differences and CGGA.



Predictive role of GSRS

For both training and validation datasets, we assessed the prognostic relevance of the GSRS in LGG by Cox regression analysis and Kaplan–Meier survival curves. Furthermore, we computed not only the area under the receiver operating characteristic curve (AUC-ROC) for GSRS, but also other clinical risk variables for predicting the overall survival (OS) in LGG patients. Three categories of AUC-ROC for measuring the accuracy of a diagnostic technique were defined as follows: poor accuracy (0.5 < AUC-ROC ≤ 0.7), moderate accuracy (0.7 < AUC-ROC ≤ 0.9), and high accuracy (0.9 < AUC-ROC ≤ 1) (24).



Clinicopathological characteristics of GSRS

Patients enrolled in the study were classified into high- and low-risk categories in the training and validation cohorts. The chi-square test was used for difference analysis of the risk score for clinicopathological parameters such as age, gender, histology, WHO glioma grade, IDH mutational status, and 1p19q co-deletion status. A p-value < 0.05 was deemed significant.



Profiles of tumor-infiltrating immune cells

The CIBERSORT algorithm was applied to determine the abundance profile of immune cells in the low- and high-risk groups individually. The link between the proportion of tumor-infiltrating immune cells (TIICs) and risk score in the training and validation datasets was explored using Pearson correlation analysis and the Wilcoxon test. The stromal score, immune score, and tumor purity of each LGG sample were also determined using the “estimate” package, based on the ESTIMATE method (25).



Single-sample gene set enrichment analysis

The critical genes of 29 immune-related pathways were obtained from the related literature (26). According to melanoma mRNA transcripts per million (TPM) data, the single-sample gene set enrichment analysis (ssGSEA) was applied to assess the level of TIICs (27). In addition, a differential analysis of gene hallmark enrichment degree with 29 types of immune-related hallmarks was done between low- and high-risk groups. We also explored the expression levels of immune checkpoints (ICPs) and immunogenic cell death (ICD) modulators in low- and high-risk groups, given their role in cancer immunity.



Mutational status analysis

Somatic tumor mutational burden (TMB) was computed in the TCGA-LGG dataset as the total number of mutations found in each sample. Additionally, the R software package “maftools” was utilized to investigate the predictive usefulness of TMB in LGG, comparing low- and high-risk groups and calculating mutational status.



Gene set variation analysis

The Molecular Signatures Database was used to download and choose sets of marker genes that summarize and reflect unique, well-defined biological states or processes with consistent expression. The R software package “GSVA” was used to implement gene set variation analysis (GSVA) of signature gene sets in TCGA-LGG for low- and high-risk groups (28).



Verification of hub genes of GSRS

Kaplan–Meier survival curves were applied to identify the prognosis-related genes of the GSRS. Furthermore, the Human Protein Atlas (HPA) database6 was used to examine the protein levels of genes identified in normal brain and LGG tissue.



RNA extraction and quantitative real-time PCR

RNA extraction of prognosis-related genes from tissues and cells was performed using TRIzol reagent (Invitrogen, Carlsbad, CA, United States). The RNA was then tested for purity as well as concentration. A reverse transcription kit was applied in the conversion of whole samples to cDNA. Performing qRT-PCR by employing the SYBR Green system. GraphPad 7 was used to assess statistics. The results from the experimental and control groups were compared using the relative Ct technique, with GAPDH serving as an internal reference.




Results


Genetic differences of GSRGs in LGGs

Differential analysis of 31 GSRGs (Figure 1A) showed that 25 genes (Figure 1B) were differentially expressed between LGG and normal samples in the training dataset. Supplementary Table 1 includes downregulated and upregulated GSRGs and the related logFC values. Additionally, a strong correlation in expression among GSRGs was found by Spearman’s correlation analysis (Figure 1C). Furthermore, the co-expression correlation among GSRGs was confirmed by PPI network analysis (Figure 1D). Subsequently, to further explore the genomic identities of GSRGs in LGG, using mutational analysis the cBioPortal database was applied to reveal the copy number polymorphisms and somatic mutational status of GSRGs (Supplementary Figure 1).




Figure 1 | The genomic characterization of GABAergic synapse-related genes (GSRGs). (A) Heatmap for differentially expressed GSRGs; genes with red color are involved in positive regulation of GABAergic synaptic transmission, while genes with blue color mainly participate in negative regulation of GABAergic synaptic transmission. (B) Boxplot for differentially expressed GSRGs. (C) Correlation plot for GSRGs; red squares indicate positive correlation and blue squares indicate inverse correlation. (D) Protein–protein interaction network of GSRGs in the STRING database. ***p < 0.001, *p < 0.05.





Verification of GSRS

LASSO regression analysis was performed after first identifying five prognosis-related genes from the 31 GSRGs using univariate Cox analysis (Figure 2A). After validation with LASSO analysis, the best-fitting model featured the following five genes: OXTR, PTEN, SLC6A1, CA2, and CNTNAP4. These five genes and their corresponding coefficients are summarized in Supplementary Table 2. According to the mRNA expression level of each risk gene and these corresponding coefficients, the risk score for each patient was calculated (Figures 2B–D).




Figure 2 | Construction of five-gene GABAergic synapse-related risk signature (GSRS). (A) Forest plot for the survival analysis of LGG patients using a univariate Cox model after adjustment for GSRGs; red color represents p < 0.05. (B) The craft plot for partial likelihood deviance in LASSO; different colors represent different genes in GSRS. (C) Partial likelihood deviance as a function of regularization parameter λ in the training dataset. Each red point marks a λ value along regularization paths, and gray error bars represent confidence intervals for the cross-validated error rate. The left vertical dotted line marks the minimum error, whereas the right vertical dotted line marks the most significant λ value, the error of which is within 1 SD of the minimum. The horizontal row of numbers above the plot marks the gene number in each condition upon shrinkage and selection based on linear regression. (D) Radar diagram of efficiency of the five genes in GSRS; the closer the red dot is to the outside, the greater the value it represents. (E) Principal components analysis (PCA) of LGG samples in TCGA; dots in blue represent samples in high-risk groups and dots in yellow represent samples in low-risk groups. (F) Overall survival analysis of risk score for LGG patients in TCGA. (G) PCA in CGGA-LGG. (H) Survival analysis in CGGA-LGG. According to training (I) and validation (J) sets, the distribution of risk score, corresponding OS, and gene expression are listed in the picture from top to bottom.



As determined by PCA, the median of the GSRS sufficiently distinguished low-risk and high-risk clusters. Additionally, the prognoses between the low- and high-risk groups were also shown distinctly by survival analysis performed on the training and validation datasets (Figures 2E–H). Furthermore, the risk score, survival time, and risk gene expression were plotted for the GSRS of the TCGA-LGG and CGGA cohorts (Figures 2I, J). Taken together, these data showed that GSRS-based risk scores may be better predictors of prognosis in LGG patients compared to other clinical factors.



Predicting prognosis of LGGs with new risk scores

To further examine the potential role of GSRS in independently predicting prognosis, univariate and multivariate Cox analyses were performed (Figures 3A, B). We found that the risk score could be an independent predictor of OS for the TCGA-LGG cohort (p < 0.001). The risk score had a greater AUC-ROC compared to all clinical factors related to prognosis such as age, gender, histology, WHO glioma grade, IDH mutational status, or 1p19q co-deletion status. The AUCs for risk score for 1, 3, and 5 years in the training dataset were 0.885, 0.753, and 0.754, respectively (Figures 3C–E). The same conclusion was also validated by the CGGA-LGG cohort, and the hazard ratio (HR) of the risk score from multivariate Cox regression analysis was 1.056 (Figures 3F, G, p < 0.001). The AUCs for risk score for 1-, 3-, and 5-year OS in CGGA-LGG were 0.771, 0.749, and 0.741, respectively (Figures 3H–J).




Figure 3 | The prognostic value of GSRS. (A, B) In the training set, the forest plot on the left is for the univariate and multivariate Cox analysis evaluating the association of the risk score and clinical factors with patient OS. The ROC curve of risk score and clinical factors for predicting 1-year (C), 3-year (D), and 5-year (E) OS. (F, G) In the validation set, univariate and multivariate Cox analysis of risk score and clinical factors. ROC curve of risk score compared with other clinical factors for predicting 1-year (H), 3-year (I), and 5-year (J) OS.





Correlations between clinicopathological features and GSRS

For the training and validation datasets, respectively, 453 and 590 cases with valid data for age, gender, WHO glioma grade, IDH mutational status, and 1p19q co-deletion status were screened out. To explore the distribution of clinical factors among the different risk groups, chi-square tests were conducted using the R function “chisq.test”. Table 1 shows the differences between the TCGA and CGGA cohorts. GSRS-based risk scores were obtained and were significantly correlated with WHO glioma grade, IDH mutational status, and 1p19q co-deletion status in the datasets (Figures 4A, B). In particular, LGG samples with higher WHO grade, IDH wild type, or 1p19q non-co-deletion showed higher risk scores than the other samples; differences were also seen among the LGG and other samples for histology (Figures 4C–J). Therefore, the risk score values were associated with the histology, WHO grade, IDH mutational status, and 1p19q co-deletion status of LGG.


Table 1 | Correlation between five GSRS genes’ risk scores and clinicopathological factors of glioma patients in the two cohorts.






Figure 4 | The association between risk score and clinicopathological factors. Heatmap of the correlations between risk score and clinicopathological characteristics of LGG in TCGA (A) and CGGA (B) cohorts. Distribution of GABAergic synapses-related risk signature among LGG patients stratified by WHO grade, histology, IDH status, 1p/19q co-deletion status, and gender in TCGA (C–F) and CGGA (G–J) cohorts.





Profiles of tumor-infiltrating immune cells

The relative proportions of 22 types of immune cells were examined, based on calculations from the “CIBERSORT” algorithm. The results of differences between the low-risk group and high-risk group were presented as boxplots (Figures 5A, B). The low-risk group had significantly higher infiltration of native CD4 T cells and activated dendritic cells than the high-risk group. In addition, the stromal score recorded the presence of stromal cells in the tumor tissue, and the immune score indicated the infiltration of immune cells into the tumor area. The samples from the high-risk group showed higher glioma-associated immune and stromal scores than those from the low-risk group. High-risk LGG samples showed higher infiltration levels of stromal and immune cells. Furthermore, we confirmed that native CD4 T cells and activated dendritic cells were significantly negatively associated with risk scores, as shown by correlation analysis (Figures 5C–F). It suggested that the risk scores may be correlated with the prognosis of LGG patients in terms of decreased native CD4 T cells and activated dendritic cells.




Figure 5 | The correlation between tumor-infiltrating immune cells (TIICs) and GSRS. Difference analysis of 22 kinds of abundance of TIICs, immune score, and stromal score in low- and high-risk groups in training (A) and validation sets (B). Spearman’s correlation analysis between risk score and M0 macrophages and CD4 memory resting T cells in TCGA (C, D) and CGGA cohorts (E, F); each dot plot represents a subject, and the correlation is fitted into a straight blue line. R, rho; NS, Non Significance, ***p < 0.001, **p < 0.01, *p < 0.05.



Moreover, we quantitatively assessed the activities and abundances of pathways, functions, or immunocytes according to the ssGSEA scores. As expected, more infiltrating immune cells and activity of immune-related pathways were seen in samples with higher ssGSEA scores. As shown in the heatmaps (Figures 6A, C) and boxplots (Figures 6B, D), high-risk samples were correlated with higher ssGSEA scores for most immune cell types. In general, high-risk LGG patients are more likely to have a higher fraction of TIICs and more active immune-related pathways than the others. In the high-risk group, the TIICs (native CD4 T cells and activated dendritic cells) were much lower than the baseline levels.




Figure 6 | Single-sample gene set enrichment analysis (ssGSEA) of immune hallmarks. Heatmap of ssGSEA scores among low- and high-risk groups in training (A) and validation (C) sets. Boxplot of ssGSEA scores, stromal score, immune score, and tumor purity among low- and high-risk groups in TCGA (B) and CGGA (D) cohorts. NS, Non Significance, ***p < 0.001, **p < 0.01, *p < 0.05.





Correlation between immune modulators and risk score

Next, we explored gene expression levels in different risk populations, taking into account the significance of ICP and ICD regulators in anticancer immunity. There were 46 ICP-related genes identified in the training and validation datasets, and 42 of these genes were found in the TCGA and CGGA cohorts (Figures 7A, B), with different expressions in different risk groups. Critically, key ICPs such as CTLA4, PDCD1 (programmed death receptor-1 [PD-1]), and CD274 (PD-L1) were highly upregulated in the high-risk group. Similarly, there were 34 DEGs for ICD in the TCGA group and 33 DEGs for ICD in the CGGA group (Figures 7C, D). Hence, the risk score not only can show the expression level of ICPs and ICD modulators, but also can serve as a potential immunotherapy biomarker.




Figure 7 | Association between risk subtypes and ICPs and ICD modulators. Differential expression of ICP genes among the risk subtypes in (A) TCGA and (B) CGGA cohorts. Differential expression of ICD modulator genes among the risk subtypes in (C) TCGA and (D) CGGA cohorts. NS, Non Significance, ***p < 0.001, **p < 0.01, *p < 0.05.





Correlation between risk score and mutational status

Firstly, we determined the prognostic value of TMB in LGG. For the survival analysis in TCGA-LGG, the patients who had higher TMB were more likely to have a worse prognosis than those with lower TMB (Figure 8A). At the same time, the Kaplan–Meier curve of risk score combined with TMB indicated that a higher risk score and higher TMB had the worst OS, while those with lower risk score and lower TMB had the best prognosis (Figure 8B). Hence, we found an association between risk score and TMB in LGG. The difference analysis of TMB between low- and high-risk groups showed a significant positive association for TMB and risk score (Figure 8C). Subsequently, mutations were shown in low - and high-risk populations. The mutation frequencies of IDH1, TP53, and ATRX were the highest in 20 genes studied in each subtype (Figures 8D, E). These findings indicate that GSRS-based risk scores could predict the TMB and somatic mutation rates in LGGs, and the higher risk score group may have a positive anticancer immune response.




Figure 8 | Association between risk subtypes and TMB and mutation. (A) Survival analysis of TMB and OS of the patients with LGG in TCGA. (B) K–M curves of TMB combined with risk score in TCGA-LGG. (C) Difference analysis of TMB among low- and high-risk subtypes in LGG patients. (D) Top 20 highly mutated genes in the LGG low-risk group. (E) Top 20 highly mutated genes in the LGG high-risk group. ***p < 0.0001.





Conducting GSVA between different groups

GSVA was applied to score differences in pathway activity in different groups. The signaling pathways related to tumorigenesis and oncogenic transformation were mainly enriched in high-risk populations (Figure 9), including the P53 pathways and JAK-STAT signaling pathway. These results demonstrate that the GSRS-based risk score, as a new LGG biomarker, may be associated with some important cancer-related signaling pathways.




Figure 9 | Heatmap for the contribution of gene set variation analysis (GSVA) scores of KEGG in low- and high-risk groups.





Validation of hub genes of GSRS

With the training and validation datasets, we explored the prognostic value of the five-gene GSRS (Figures 10A–H) (Table 2). Expression levels of PTEN and SLC6A1 (Figures 10C, D) were positively correlated with the OS in LGGs, but the patients with higher CA2 and OXTR (Figures 10A, B) tended to have a worse prognosis based on Kaplan–Meier survival analysis. In addition, CA2, PTEN, SLC6A1, and OXTR were identified as hub genes in the GSRS. Then, the effect of expression of the hub genes on the protein level was evaluated using the HPA database (Figures 10I–K). The protein PTEN was upregulated and protein SLC6A1 was downregulated in LGGs compared to normal brain tissue, but the expression of protein CA2 was not detected in LGG. Unfortunately, there were no relevant data about OXTR available in the HPA database. In addition, real-time PCR was conducted for the clinical samples at our center (Figure 10L). We found that mRNA expressions were upregulated for CA2 and OXTR, but were downregulated for PTEN and SLC6A1 in LGG compared to normal brain tissue. These findings are in accord with those in the public database.




Figure 10 | Verification of the prognostic value and expression of hub genes of GSRS. Survival analysis of CA2, OXTR, PTEN, and SLC6A1 for gliomas in TCGA (A–D) and CGGA (E–H) cohorts. The protein expression level of CA2 (I), PETN (J), and SLC6A1 (K) in normal and LGG tissues according to the HPA database. (L) The relative mRNA expression levels of CA2, PTEN, SLC6A1, and OXTR are compared among LGG and non-tumor tissues based on real-time PCR results. ***p < 0.001, **p < 0.01.




Table 2 | K–M survival analysis of five GSRS genes in TCGA and CGGA.






Discussion

Gliomas are a type of primary brain tumor with heterogeneous traits. Our understanding of the influence of tumor driver genes on malignant progression has improved as a result of molecular pathology and epidemiological studies, but the association between glioma and the TME remains unclear (29). Preclinical evidence suggests that malignant brain tumor cells could integrate into neural circuits via actual brain tumor synapses, and that excitatory neuronal activity would promote brain tumor growth and invasion (30). Moreover, a new study confirmed that specific cell populations in glioblastoma support synaptogenesis to varying degrees (23).

Synapses also play vital roles in many ways associated with the immune system including self-tolerance, adaptive immunity, and prevention of autoimmunity (31). Furthermore, a remarkable feature of solid tumors is the special immune microenvironment, one that might advance the proliferation, invasion, and metastasis of tumor cells. However, it has been suggested that GABAergic synapses might suppress intestinal innate immunity via an insulin signal in Caenorhabditis elegans, an organism in which a completely unique mechanism by which GABAergic synapses may regulate gut innate immune responses via muscle insulin-like signal was discovered (32). Unfortunately, however, there is no specific biomarker constructed primarily according to the GSRGs and immune condition inside gliomas. Our study aimed to construct a five-gene GSRS and evaluate its prognostic role in LGGs.

We also explored the correlation between risk scores and clinicopathological variables and immune profiles. Additionally, the potential molecular mechanism that may be regulated by GSRS was predicted by GSVA. Furthermore, we verified the expression of hub genes in GSRS by real-time PCR of glioma tissues as well as the expression of protein levels in LGG.

We found that the majority of GSRGs were differentially expressed between normal and malignant tissues. Interestingly, the risk score was significantly correlated with the WHO glioma grade, which indicated that it has a high predictive power of malignant degree (33). The five-gene GSRS was developed and verified in our research. A few single-nucleotide polymorphisms (SNPs) and CNVs of GSRGs in LGG indicated that these genes might be associated with glioma progression, and that genome stability was also important in preventing malignant growth. In LGG patients, the risk signature provided a more convenient and exact predictive power than standard clinical prognostic variables. Furthermore, the most common application in clinical practice is the molecular pathologic detection of 1p/19q co-deletion and IDH type, which also could be distinguished with the risk scores. The 1p/19q non-co-deletion and IDH wild-type gliomas predicted a less responsive response to conventional chemoradiotherapy (34). As a result, chemotherapy or radiation may provide less therapeutic benefit for LGGs with higher risk scores.

Tumor-induced dysregulation of immune status may be associated with glioma progression, and the immune components in the immune microenvironment have important functions in glioma progression and prognosis (35, 36). Tumor evolution tends to escape from immune surveillance, especially the tumor-specific immunity that could be affected by the regulation of the immune-related synapse between effector T cells and antigen-presenting cells (37). In our study, M0 macrophages and CD4 memory resting T cells were significantly enriched in LGG. Although gliomas were defined as “cold tumors” with fewer infiltrating immune cells, the proportion of macrophages in the immune microenvironment of gliomas is still as high as 30% to 50% (38). It has been reported that high levels of M2 macrophages (39), neutrophils, and Treg cells in the TME were closely related to poor prognosis in gliomas. Conversely, high levels of M1 macrophages and CD8+ T cells were considered positive factors for gliomas (40). Interestingly, the Tregs and infiltration of M2 macrophages were associated with decreased tumor survival (41). These findings indicated that the patients with high risk were more likely to experience higher M2 and Treg infiltration resulting in poor outcomes. Similarly, the infiltrating level, including immune and stromal scores, was positively associated with the risk score in LGGs. This association demonstrated that a higher fraction of immune-inflammatory tumor-infiltrating cells could establish an immunosuppressive TME in high-risk groups. Hence, to some degree, consuming the number and activity of infiltrating Tregs and the repolarization of M2 into M1 macrophages could be the potential treatments for the LGGs with higher risk scores.

ICPs may inhibit the over-activation of the immune system and prevent the occurrence of allergic reactions and autoimmune diseases (42). In gliomas, common ICPs include PD-1 (43) and PD-L1 (44). Immune checkpoint blockade (ICB) therapy may block the function of checkpoints and reactivate the over-suppressed immune system (45).

It has been reported that ICD could stimulate the immune microenvironment to go from “cold” to “hot” (46). The expression of ICPs is crucial for ICB therapy and immune escape (47). Thus, to some extent, the immune checkpoint inhibitors have become the hotpots of immunotherapy for tumors (48). Hence, targeting immune checkpoint molecules (e.g., CTLA-4, PD-L1, and CD47) that provide inhibitory signals to T cells could significantly improve the survival of patients with refractory tumors. According to our constructed GSRS, the expression of vital ICPs (PD-L1, PD-1, and CTLA4) and TMB was significantly correlated with a risk score, and these indicated that high-risk gliomas were more likely to be sensitive to ICB therapy. For the expression level of ICD, there was no significant difference between the high- and low-risk groups. It is possible that immune infiltration and ICPs could represent a new research direction for predicting the effectiveness of ICB therapy in solid tumors.

When looking for putative mechanisms connected to the GSRS, we also discovered that the highly enriched terms in high-risk samples were primarily cancer-associated pathways. It was found that presynaptic neurons and postsynaptic glioma cells communicate electrochemically through AMPA receptor-dependent synapses (12). It was reported that glutamate may alter glioblastoma malignant progression by stimulating the epidermal growth factor receptor signaling pathway (49). There is relatively little literature detailing the implications of GABAergic signaling in glioma cells in particular. One available report suggests that glioma cells express functional GABA A receptors and that endogenous GABA A receptor activity reduces glioma proliferation ability (19). Apart from the aberrant GABAergic and glutamatergic activity in the glioma microenvironment, the possibilities of inhibiting malignant progression and moderating cognitive damage from radiation treatment by targeting myeloid cells have been reported (50, 51).

In summary, in our study, we constructed a novel prognostic biomarker to predict the role of ICB therapy for LGGs, which could definitely distinguish the immune status and even the malignant degree of glioma. However, the fact cannot be ignored that there are some limitations to applying just a single DEG to predict glioma prognosis, due to the heterogeneous character of this tumor type (49). Similarly, there are still difficulties in distinguishing subtypes of glioma by molecular schedules and classical biotyping methods (52). Additionally, glioma-related electrophysiological research is in the early stages, and more multicenter, prospective, and well-designed trials are greatly needed.



Conclusions

We constructed and validated a GSRS that included five GSRGs for predicting the prognosis of LGGs. Moreover, by combining immune profiles with genetic multi-omics assays, the GSRS displayed its special abilities for clarifying the mechanisms of the prognosis in LGGs.
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Features Training set TCGA RNA-seq cohort (n = 453) Validation set CGGA RNA-seq cohort (n = 590)

Low-risk score High-risk score ? Low-risk High-risk score P
(n=227) (n = 226) (n = 246) (n =344)
Age 0.002 0780
<45 144 127 172 260
>45 83 99 74 84
Gender 0913 0.025
Female 100 101 113 137
Male 127 125 133 207
Grade <0.001 <0.001
I 144 79 143 126
11 83 147 103 218
IDH status <0.001 <0.001
Wild type 10 71 36 102
Mutant 217 155 210 242
1p/19q Co-deletion <0.001 <0.001
Yes 125 31 124 96

No 102 195 122 248
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Characteristic

Gender (%)

Age [median (IQR)]

Race

WHO grade

Histological type

IDH status

1p/19q codeletion

Levels

Female
Male

Asian

Black or African American
White

G2

G3

G4

Astrocytoma
Glioblastoma
Oligoastrocytoma
Oligodendroglioma
Wt

Mut

codel

non-codel

CKS2 Expression

Low (n = 335)

143 (21.3%)
192 (28.7%)
39 (31, 49.5)
2(0.3%)
2 (1.8%)
315 (47.9%)
182 (29.7%)
117 (19.1%)
6 (1.0%)
115 (17.2%)
6 (0.9%)
91 (13.6%)
123 (18.4%)
39 (5.9%)
294 (44.5%)
109 (16.4%)
225 (33.9%)

TCGA, The Cancer Genome Atlas database; CKS2, cyclin-dependent kinase requlatory subunit 2.

High (n = 335)

141 (21.0%)
194 (29.0%)
54 (39, 63)
1 (1.7%)
20 (3%)
298 (45.3%)
34 (5.5%)
120 (19.6%)
154 (25.1%)
77 (11.5%)
154 (23.0%)
37 (5.5%)
67 (10.0%)
198 (30%)
130 (19.7%)
59 (8.9%)
271 (40.8%)

0.938

<0.001

0.125

<0.001

<0.001

<0.001

<0.001





OPS/images/fimmu.2022.881453/table2.jpg
Characteristics Total (N) Univariate Analysis Multivariate Analysis

HR (95% CI) P-value HR (95% CI) P-value
Gender (Male vs. Ferale) 483 0.979 (0.817-1.174) 0.823
Age (>60 vs. <=60) 483 2.125 (1.619-2.789) <0.001 1.193 (0.901-1578) 0218
WHO grade (G3 and Gé4 vs. G2) 483 4,843 (3.744-6.265) <0.001 3.069 (2.331-4.040) <0.001
IDH status (WT vs. Mut) 483 3.116 (2.591-3.748) <0.001 1.668 (1.362-2.043) <0.001
1p/19q codeletion (non-codel vs. codel) 483 4.410 (3.256-5.973) <0.001 2.849 (2.062-3.934) <0001
CKS2 (High vs. Low) 483 2.752 (2.279-3.322) <0.001 1.793 (1.473-2.184) <0.001

CKS2, Cyclin-dependent kinase regulatory subunit 2.
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HALLMARK_ALLOGRAFT_REJECTION
HALLMARK_COMPLEMENT
HALLMARK_E2F_TARGETS
HALLMARK_EPITHELIAL_MESENCHYMAL_TRANSITION
HALLMARK_G2M_CHECKPOINT
HALLMARK_HYPOXIA
HALLMARK_INFLAMMATORY_RESPONSE
HALLMARK_INTERFERON_GAMMA_RESPONSE
HALLMARK_MYC_TARGETS_V1
HALLMARK_TNFA_SIGNALING_VIA_NFKB
HALLMARK_APOPTOSIS
HALLMARK_COAGULATION
HALLMARK_INTERFERON_ALPHA_RESPONSE
HALLMARK_IL6_JAK_STAT3_SIGNALING
HALLMARK_ANGIOGENESIS
HALLMARK_GLYCOLYSIS
HALLMARK_KRAS_SIGNALING_UP
HALLMARK_MITOTIC_SPINDLE

GSEA, gene set enrichment analysis; NES, normalized enrichment score; FDR, false discovery rate.

NES

1.628
1.461
1.986
2.013
2.042
1.467
1.576
1.763
1.470
1.641
1.482
1.600
1.670
1.710
1.929
1.436
1.387
1.364

P-value

0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.002
0.002
0.003

p-adjust

0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.004
0.006
0.006
0.008

FDR

0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.004
0.004
0.005
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CfDNA Concentration ddPCR WES/WGS/low-depth capture NG High-depth, targeted NGS  Targeted Nanopore

Approximate VAF LoD - 0.001% (43) ~1-10% >0.01%-0.02% (29, 32) 2%-5% (59)
Enhanced assay VAF LoD - - - >1e-9 (54) ~0.001 (59)
Typical Time-to-result <thr ~5hrs 3-21+ days 3-21+ days 1-2 days

Cost $ $ $55-8583 838 $3-888
Diagnostic method up/down regulation Fluorescent probe-based Sequencing Sequencing Sequencing
Biofluid CsF Blood CSF Blood CsF Blood CsF Blood CsF Blood
Relevant Work in Glioma Diagnostics - (@6) (62-67) (18,36, 62, 63, 67,68) (24,26,29,64,60-72)  (24,70)  (29,46,58,67) (17,32,67,73) (58) -
Relevant Work in Glioma Monitoring - - (19,30, 70, 74) (19, 68, 70, 74) (17,72) - - @) ©9) (69"

JOPCR is an accurate, rapid, and cost-effective approach for both diagnostics and monitoring in both CSF and plasma, but it s limited by the number of mutations it can detect and track. NGS sequencing-based techniques can capture a
wider variety of mutations, but their cost and typical time-to-resuit make them impractical for use in applications that require rapid tum-around times such as treatment response monitoring. Targeted Nanopore Sequencing coupled with
enhanced assay design may offer the best path forward to accurate, affordable, and rapid disease characterization and monitoring. *Marcozzi et al. was not applied to gliomas but is considered relevant due to its potental utiity (59). Time and
cost metrics are highly variable and depend on the abilty to batch samples, bulk purchasing price reductions, target panel size, and available institutional resources. These estimates are based on our experience. § = <8100 USD; $ = $100-
$500 USD: 388 = $500-81000 USD: $838 = > $1.000 USD.
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