
HUMAN PREFERENCES AND 
RISKY CHOICES

Hosted by 
Petko Kusev, Paul van Schaik and 
Asgeir Juliusson †

PSYCHOLOGY

http://www.frontiersin.org/Cognition/researchtopics/Human_preferences_and_risky_ch/289
http://www.frontiersin.org/Cognition/researchtopics/Human_preferences_and_risky_ch/289
http://www.frontiersin.org/Cognition/researchtopics/Human_preferences_and_risky_ch/289
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Cognition/researchtopics/Human_preferences_and_risky_ch/289


Frontiers in Psychology October 2012 | Human Preferences and Risky Choices | 1

ABOUT FRONTIERS
Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering 
approach to the world of academia, radically improving the way scholarly research is managed. 
The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share 
and generate knowledge. Frontiers provides immediate and permanent online open access to all 
its publications, but this alone is not enough to realize our grand goals.

FRONTIERS JOURNAL SERIES
The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online  
journals, promising a paradigm shift from the current review, selection and dissemination  
processes in academic publishing. 
All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service 
to the scholarly community. At the same time, the Frontiers Journal Series operates on a revo-
lutionary invention, the tiered publishing system, initially addressing specific communities of 
scholars, and gradually climbing up to broader public understanding, thus serving the interests 
of the lay society, too.

DEDICATION TO QUALITY
Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interac-
tions between authors and review editors, who include some of the world’s best academicians. 
Research must be certified by peers before entering a stream of knowledge that may eventually 
reach the public - and shape society; therefore, Frontiers only applies the most rigorous and 
unbiased reviews.
Frontiers revolutionizes research publishing by freely delivering the most outstanding research, 
evaluated with no bias from both the academic and social point of view.
By applying the most advanced information technologies, Frontiers is catapulting scholarly 
publishing into a new generation.

WHAT ARE FRONTIERS RESEARCH TOPICS?
Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are 
collections of at least ten articles, all centered on a particular subject. With their unique mix 
of varied contributions from Original Research to Review Articles, Frontiers Research Topics 
unify the most influential researchers, the latest key findings and historical advances in a hot 
research area! 
Find out more on how to host your own Frontiers Research Topic or contribute to one as an 
author by contacting the Frontiers Editorial Office: researchtopics@frontiersin.org

FRONTIERS COPYRIGHT 
STATEMENT
© Copyright 2007-2012  
Frontiers Media SA. 
All rights reserved.

All content included on this site, 
such as text, graphics, logos, button 
icons, images, video/audio clips, 
downloads, data compilations and 
software, is the property of or is 
licensed to Frontiers Media SA 
(“Frontiers”) or its licensees and/or 
subcontractors. The copyright in the 
text of individual articles is the 
property of their respective authors, 
subject to a license granted to 
Frontiers.

The compilation of articles 
constituting this e-book, as well as 
all content on this site is the 
exclusive property of Frontiers. 
Images and graphics not forming 
part of user-contributed materials 
may not be downloaded or copied 
without permission.

Articles and other user-contributed 
materials may be downloaded and 
reproduced subject to any copyright 
or other notices.  No financial 
payment or reward may be given for 
any such reproduction except to the 
author(s) of the article concerned.

As author or other contributor you 
grant permission to others to 
reproduce your articles, including 
any graphics and third-party 
materials supplied by you, in 
accordance with the Conditions for 
Website Use and subject to any 
copyright notices which you include 
in connection with your articles and 
materials.

All copyright, and all rights therein, 
are protected by national and 
international copyright laws.

The above represents a summary 
only. For the full conditions see the 
Conditions for Authors and the 
Conditions for Website Use.

Cover image provided by Ibbl sarl, 
Lausanne CH

ISSN 1664-8714
ISBN 978-2-88919-056-0
DOI 10.3389/978-2-88919-056-0

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Cognition/researchtopics/Human_preferences_and_risky_ch/289
http://www.frontiersin.org/


Frontiers in Psychology October 2012 | Human Preferences and Risky Choices | 2

Hosted By:
Petko Kusev, Kingston University London, United Kingdom
Paul van Schaik, Teesside University, United Kingdom
Asgeir Juliusson †, City University London, United Kingdom

There are different views on what preferences for 
risks are and whether they are indicators of stable, 
underlying generic cognitive systems. Preferences 
could be conceived as an attitude towards a set of 
properties of context, memory and affect - a gauge 
of how much uncertainty one is willing to tolerate. 
This special issue aims to initiate a discussion on 
the stability of preferences for risks - as research has 
shown that different decision domains, response 
modes, and framing facilitate preference reversals. 
A consistent claim from behavioural decision 
researchers is that, contrary to the assumptions of 
classical economics, preferences are not stable and 

inherent constructs in individuals but are modified by 
levels of accessibility in memory, context, decision 

complexity, and type of psychological processing (e.g., sampling or computational “trade-
offs” in processing). For example, in a sampling-based decision-making paradigm it is argued 
that preferences are not essential for making risky decisions. The existing theoretical and 
empirical evidence reveals that human preferences are relative and unstable, undermining the 
predictions of normative theory. Recent theoretical accounts in psychology have expanded 
the debate further by offering evolutionary models of decision-making under risk. While 
most of the researcher has explored optimisation goals (traditionally assumed in economics), 
evolutionary psychology has promoted adaptation-driven processes for risky choices. 
Moreover, we have witnessed a renaissance of preferences as affect rather than as a construct 
with psycho-economical properties. Although behavioural decision research is still engaged in 
challenging the foundation of economic theory, at present, opinions seem less unified as to 
whether preferences reflect common psychological constructs. 
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The special issue will focus on human preferences and risky choices. Topics include: 

- Normative, descriptive and experience-based decision making 

- Preference reversals 

- Accessibility in memory 

- Context dependence 

-  Psychological processing:  
i) probabilities, utilities, computations and ‘trade-offs’  
ii) sampling 

- Affect 

- Evolutionary accounts
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model can completely mimic a multiplicative (“integrative”) model; 
however, even stability of parameter values over time and across 
contexts in the different models does not imply correct model 
identification, as the parameters map onto different psychological 
variables. Betsch argues and provides evidence for the conceptu-
alization of preferences as attitudes, whose stability is determined 
by behavior repetition and processing style. According to Hertwig 
and Gigerenzer, apparent inconsistencies in risky-choice behavior 
can be accounted for by decision-makers’ application of cognitive 
strategies (in particular heuristics) and the interaction of these 
strategies with the environment. Brandstätter contends that elici-
tation method strongly affects people’s choices; people use many 
strategies, one main candidate of which is the priority heuristic. 
Parducci demonstrates that range-frequency theory implies that 
judgments are not stable across contexts; as a result, the search 
for higher utility leads to reduced pleasure. Brown and Matthews 
show that, at least under certain conditions, rank-based models 
and range-based models are equivalent in that both can account 
for apparent range effects.

Yet, still other authors explore arguments for a moderation of 
computational and non-computational processes of decision-mak-
ing by other factors. They highlight the possibility that memory or 
experiences of events leak into decisions even when risk information 
is explicitly provided. In this research topic, Kusev and van Schaik 
argue and provide evidence for the idea that characteristics of (a) 
the decision-making context and (b) content, (c) the decision-maker 
(including cognitive resources and motivation), and (d) presenta-
tion format of task material (for example probability format or 
frequency format) all influence people’s psychological processing 
and subsequent risky choices. It follows then that stable behavioral 
patterns toward risk or the use of (single) psychological strategies 
do not exist. Chater, Johansson, and Hall also argue that people do 
not have risk preferences; rather, risky choices are shaped directly by 
past choices or explanations thereof. Any coherence between choices 
will be limited to those that share superficial features.

Still other researchers provide further accounts for the appar-
ent lack of stability of preferences. In this research topic, Fox and 
Tannenbaum argue that because of four specific conceptual and 
methodological challenges there is still a lack of evidence for sta-
ble and measurable risk preferences. Aldrovandi and van Heussen 
argue that the lack or degree of stability of preference in decision-
making can be explained by psychological phenomena of memory; 
various memory phenomena lead to instability of risk preferences. 
Based on evidence from their neuropsychological brain research, 
Chen, Allen, Deb, and Humphreys argue that emotions can play a 
necessary functional role in decision-making, but as a consequence, 
emotions can alter the stability of the process. According to Dickert 

There are different views on what preferences for risks are and 
whether they are indicators of stable, underlying generic cognitive 
systems. Preferences could be conceived as an attitude toward a set 
of properties of context, memory, and affect – a gage of how much 
uncertainty one is willing to tolerate. One type of computational 
“descriptive” integrative decision-making theories predicts specific 
behavioral patterns of risky preferences. An individual’s risky choice 
among two or more options is considered, where at least one option 
has an uncertain outcome1. Choices are based on the integration of 
probability and utility information into expected utilities, and trade-
off comparisons of computed outcomes. It is assumed that there are 
lawful underlying patterns of risky preferences (e.g., the shapes of 
loss aversion and probability-weighting functions), and that these 
would reflect any relevant constraints in cognitive resources. In this 
spirit, in this research topic, Lebière and Anderson demonstrate that 
their sequence-learning model, reflecting general cognitive processes 
in response to constraints inherent in the task environment, is supe-
rior for modeling risky choice in terms of capturing the stability 
that comes from previous experience. According to Luce, there are 
three inherently different types of people corresponding to their 
values of an additional utility-model parameter representing risk 
preference. Birnbaum demonstrates that the TAX model, in contrast 
to other explanations, accounts for a lack or transitivity in people’s 
choices. Pothos and Busemeyer show that quantum-probability 
theory allows the modeling of decision-making phenomena (e.g., 
the conjunction fallacy and violations of the sure-thing principle), 
which go beyond classic probability theory, because of the con-
text- and order-dependence in quantum-probability assessment. 
Jones and Oaksford provide evidence for a more stable pattern of 
preferences in transactional decision tasks than in gambles. Given 
that hypothetical gambles provide results that are internally incon-
sistent, Baron demonstrates that a monetary-difference choice task 
to measure risk preference is a good indicator of people’s utility 
function for money.

Another type of theory can be considered as “non- 
computational.” These theories argue for processing by establishing 
the role of “experience” in risky decision-making, proposing that 
choices are not based on the utilitarian integration of probability, 
and utility information, and trade-off comparisons of computed 
outcomes. However, yet (again) it is assumed that there are lawful 
underlying patterns of preferences, or people use specific processing 
and decision-making strategies. Stewart’s results of model fitting 
show that, for simple risky choices, an additive (“non-integrative”) 
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and Slovic, research on mental imagery and attention as underly-
ing processes of affective responses and other research showing 
individual differences as moderators of these processes help explain 
why people do not hold stable values for saving human lives. Vlaev 
shows and provides evidence for the idea that trade-off inconsist-
ency is a ubiquitous psychophysical anomaly, in which preferences 
between (pairs of) options are not reliable when the options are 
of the same qualitative type and/or differ on a single dimension. 
Villejoubert and Vallée-Tourangeau argue that the perspective of 
distributed cognition has the potential to provide a new way of 
conceiving of and accounting for the role of the environment in the 
construction of preference; the implication is that preferences may 
be very different when people interact with rather than respond 
to the environment.

In conclusion, the contributions in this research topic offer a 
range of explanations for stability in risky choice. We are looking 
forward to further work that comparatively tests the validity of 
these different explanations and work that integrates approaches 
to provide a better account where this seems is appropriate.
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A common view in economics and psychol-
ogy is that decision agents achieve their 
choices and express their respective prefer-
ences by computing probabilistic properties 
(probabilities and money) from a decision-
making context (e.g., von Neumann and 
Morgenstern, 1947; Tversky and Kahneman, 
1992; Starmer, 2000). In this computational 
processing, the main psychological mecha-
nism requires that decision agents are able 
to integrate economic (contextual) attrib-
utes such as money and probabilities into 
subjective values; in other words people are 
able to construct and employ psycho-eco-
nomic scales. Subsequently, when making 
a choice, decision agents are supposed to 
perform tradeoffs between the computed 
outputs (psycho-economic variables such 
as expected values) and certain monetary 
alternatives (see Kahneman and Tversky, 
1979; Tversky and Kahneman, 1992; 
Starmer, 2000). Despite the dominance 
of descriptive approach to the decision-
making (e.g., Kahneman and Tversky, 
1979; Tversky and Kahneman, 1992), 
theorists (Hertwig et al., 2004; Stewart 
et al., 2006) have recently argued for some-
what different psychological processing in 
decision-making, without computations 
(integration of attributes) and tradeoffs. 
In particular, a non-utilitarian structure 
of preferences for risk is proposed. In this 
approach, decision-making is accounted for 
by experience with sequential events, sim-
ple binary comparisons (based on context 
and memory), and a threshold mechanism 
(Hertwig et al., 2004; Stewart et al., 2006). 
However, recent research (Kusev et al., 
2009, 2011; Jones and Oaksford, 2011), 
in an effort to map the nature of human 
preferences, explored the role of decision-
making content (the influence of memory 
in precautionary decision-making – Kusev 
et al., 2009, and transactional content 
on temporal and probabilistic discount-
ing of costs – Jones and Oaksford, 2011). 
Specifically, we  distinguish the influence 

of decision-making content from that of 
decision-making context (the description 
of risk); we see the content of decision-
making as experiential (accumulative) 
cognitive storage system which represents 
(but not necessarily accurately) experienced 
events and their associate frequencies as 
these events occur over time. Accordingly, 
in this article we elaborate further on the 
interplay of  decision-making context and 
content, as well as potential “decision” 
biases as a result of sequential experience 
in decision-making.

The imporTance of decision 
conTenT and psychological 
processing
People’s behavior in the face of risk 
implies that they judge and weight the 
probability of risky events in character-
istic ways that deviate from normative 
theory. Nonetheless, both expected utility 
(EUT; von Neumann and Morgenstern, 
1947) and prospect theory (PT; Tversky 
and Kahneman, 1992) share a common 
representational assumption: people’s 
risk preferences and decisions under risk 
and uncertainty are task-independent. In 
this opinion article we pursue an oppos-
ing idea that risky choices are affected by 
decision content, even when utilities and 
probabilities are known. In contrast with 
PT (Tversky and Kahneman, 1992) and 
experienced-based decision-making (e.g., 
Hertwig et al., 2004), we suggest that people 
do not have stable preferences (Kusev et al., 
2009, manuscript in preparation); instead, 
context, accessibility to content of decision-
making, task demand, and skills determine 
choices. Accordingly, we argue that any 
assumption about a particular behavioral 
pattern for risk as well as the assumption 
of a single type of processing (e.g., compu-
tational or non-computational processing 
in decision-making) is difficult to justify. 
Indeed, in decision-making, humans might 
be able to exhibit different patterns and use 

different types of processing [e.g., comput-
ing the probabilistic information from the 
context or sampling from memory (content 
of decision-making) and context].

Our position is that the particular com-
bination of contextual factors, accessibility 
to content, demands, and skills trigger a 
particular type of processing, which then 
results in preferences. For example, task rel-
evance has been demonstrated to influence 
processing style in risky choice. Task with 
high relevance result in the application of an 
analytic processing style, but the opposite is 
true for tasks with low personal relevance, 
leading to the application of a holistic pro-
cessing style (McElroy and Seta, 2003). 
We speculate that some of the differences 
between experience-based and description-
based decision-making reflect differences in 
psychological processing (e.g., computa-
tional and non-computational processing; 
holistic and analytical psychological pro-
cessing). Commonly, as in learning about 
decisions from experience, the risky events 
in the real world are experienced sequen-
tially and separated from the context pro-
vided by subsequent events in a temporally 
extended sequence. However, some risky 
events are not experienced individually over 
time, but are reviewed retrospectively and 
can also immediately be viewed holistically 
such that any overall pattern will be imme-
diately apparent – as with learning about 
decisions from descriptions. Nevertheless, 
in both situations decision-makers refer 
to exactly the same data points in order 
to make their choices (or express their 
risky preferences). In Kusev et al. (2009), 
the empirical results and probability-
weighting fittings indicated a failure of the 
descriptive invariance axiom of EUT. For 
risky choices, people overweighted small, 
medium-sized, and moderately large prob-
abilities: respondents exaggerated risks. 
It was concluded, that exaggerated risk 
is caused by the accessibility of events in 
memory (content of  decision-making): the 
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et al., 2009; Jones and Oaksford, 2011), (c) 
the decision-maker (including cognitive 
resources and motivation; see Kruglanski 
et al., 2007) and (d) presentation format of 
task material (for example probability for-
mat or frequency format; see Gigerenzer, 
2002) all influence people’s psychological 
processing and subsequent risky choices. 
Many studies that limitations of space 
prevent us from reviewing here have dem-
onstrated the effects of these components 
and their interaction on decision-making 
(e.g., Gigerenzer, 2002) and information-
processing style (e.g., McElroy and Seta, 
2003). Thus, risky choice is context- and 
content-dependent through the influence 
of specific characteristics of four compo-
nents in decision-making behavior and 
processing.
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quency estimates for the event categories, 
indicating that participants do not make 
frequency judgments by sampling their 
memory for individual items as implied 
by other accounts such as the availability 
heuristic (Tversky and Kahneman, 1973) 
and the availability process model (Hastie 
and Park, 1986).

The first-run effect could have particu-
larly important implications for people’s 
decision-making under risk in situations 
where experienced frequency of outcomes 
is the only basis for assessing likelihoods 
(e.g., experienced-based decision-making 
research; Hertwig et al., 2004). However, 
these studies did not require people to 
make explicit judgments of frequency – 
only to make decisions where experienced 
frequency of outcomes was an input to a 
risky decision. It is therefore worth con-
sidering also asking respondents in future 
decision-making studies to explicitly 
judge the experienced frequency of types 
of event experienced in sequences, or to 
make risky decisions where the judged like-
lihood of the experienced events is input 
for those decisions. Moreover, according 
to the foundation of economic theory, 
people have stable and coherent prefer-
ences that guide their choices between 
alternatives varying in risk and reward. 
In all their variations and formulations, 
UT (von Neumann and Morgenstern, 
1947), and PT (Kahneman and Tversky, 
1979; Tversky and Kahneman, 1992) share 
this assumption. This view, for stable pre-
dictable patterns of preferences for risk, 
is shared by experience-based decision 
research, which reports (in contrast to 
PT) that probability of recently sampled 
information is overweighted (Hertwig 
et al., 2004). Nonetheless, it is possible 
that people simultaneously both overes-
timate experience-based likelihoods but 
also underweight their impact on risky 
decisions. The possibility of this sort of 
dissociation has yet to be systematically 
examined (cf. Kahneman and Lovallo, 
1993).

conclusion
In conclusion, going beyond our research 
examples of the role of accessibility and 
decision-making and sequence-influenced 
frequency judgment, our position is as fol-
lows. Characteristics of (a) the decision-
making context and (b) content (e.g., Kusev 

weighting  function varies as a function of 
the accessibility of events. This result sug-
gests that people’s experiences of events leak 
into decisions even when risk information 
is explicitly provided; variation in decision 
content produces variation in preferences 
for risk.

do experienced sequenTial 
paTTerns shape preferences?
It is difficult to imagine that our experi-
ences and associated memories do not 
shape our future choices. Indeed, the 
right question to ask is not whether this 
is plausible, but how and why preferences 
and judgments are shaped by experiences 
and their sequential pattern. Recent 
research on frequency judgments and 
memory (Kusev et al., 2011) demonstrates 
that participants do not make frequency 
judgments by sampling their memory for 
individual items; participants judged fre-
quencies relative to experienced sequential 
patterns (sequentially encountered stim-
ulus properties of the stimulus sequence 
configuration).

Traditionally, research in cognitive psy-
chology has argued that decision-makers 
are constrained by limitations of infor-
mation-processing and memory (Simon, 
1956), and hence have a propensity to 
avoid cognitive load. We argue that this, 
in turn, will encourage them to respond 
to “appropriate processing” informed by 
simple patterns (Kusev et al., 2011), deci-
sion-making content, and memory (e.g., 
Kusev et al., 2009; Jones and Oaksford, 
2011) – all psychological mechanisms 
that may account for people’s risky 
decision-making. In Kusev et al. (2011) 
a series of experiments studied relative-
frequency judgment of items drawn from 
two distinct categories. The experiments 
showed that judged frequencies of catego-
ries of sequentially encountered stimuli 
are affected by properties of the experi-
enced sequences, through the first-run 
effect, whereby people overestimate the 
frequency of a given category when that 
category was the first repeated category to 
occur in the sequence. We also found dis-
sociation between judgments and recall; 
given two types of event, respondents may 
judge one type more likely than the other 
and yet recall more instances of the latter. 
Specifically, the distribution of recalled 
items does not correspond to the fre-
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Where do risk preferences come from? How 
do we decide if it is safe to eat unpasteurized 
cheese, whether to take up paragliding or 
mini-golf as a new hobby, whether to save 
in government bonds or place our money 
in a new technology hedge fund?

Asking about the origin of risk pref-
erence in this general form requires two 
presuppositions, both of which may be 
challenged. The first presupposition is that 
there is some unitary basis to decisions 
about risk, where the nature of such risks 
(whether food poisoning, instant death, 
social embarrassment, or financial disaster) 
may vary substantially. The second presup-
position is this unitary basis determines sta-
ble risk preferences, which help determining 
our choices when faced with risk.

Regarding the first issue, Slovic (1987) 
has argued persuasively that there are many 
dimensions to the perception of risk (e.g., 
level of knowledge, feeling of control, nov-
elty), and that each dimensions influences 
decision-making differently. Moreover, 
many studies have shown that the superfi-
cial characteristics of the same underlying 
risk (e.g., whether that risk is framed as a 
gamble, investment, or insurance problem) 
leads to wildly varying, and fairly uncor-
related, choices (Vlaev et al., 2010). Results 
such as these raise the possibility that the 
process of psychological or emotional risk-
taking is divided into a multitude of differ-
ent mechanisms.

Regarding the second issue, again a wide 
variety of studies indicate that people’s risky 
choices are enormously flexible, not merely 
because of the types of framing manipula-
tion mentioned above, but in virtue of the 
range of choice options presented. It is well 
known, for example, that people are much 
more likely to choose an option that is pre-
sented as a default (Johnson and Goldstein, 
2003). Moreover, people’s risk preferences 
can be radically shifted by changing the 
range of options available. One powerful 
illustration of this, prospect relativity, has 
been found with conventional risky  gambles 

(Stewart et al., 2003), in which people are 
happy to choose, say, a low-to-middle 
option in a range of low-risk-low-return 
alternatives, while simultaneously prefer-
ring a low-to-middle option in a completely 
non-overlapping range of high-risk-high-
return options. Thus, people will happily 
generate completely inconsistent choices 
concerning preferences of their optimal 
balance between risk and return, and may, 
indeed, give such contradictory choices 
within a few minutes, in a single experi-
mental session.

One approach to these concerns is to 
try to build a highly multifaceted and flex-
ible account of risk preference. We suggest 
pursuing an alternative strategy: to aim to 
explain how people make decisions, includ-
ing decisions about risk, without drawing 
on any underlying psychological notion of 
risk attitude at all.

Suppose, for example, that people make 
decisions about whether to eat unpasteur-
ized cheese, to paraglide, or invest in a hedge 
fund, simply by copying past behaviors. For 
example, if everybody eats unpasteurized 
cheese in my community, I will probably eat 
it too. If all my friends invest in hedge funds, 
it is likely that I will do it too. There has been 
an enormous amount of research from neu-
roscience to social science, and across a wide 
range of species, which suggests that imita-
tive behavior is widespread across the bio-
logical and social world (e.g., Whiten et al., 
2004; Boyd and Richerson, 2005; Hurley and 
Chater, 2005; Raafat et al., 2009).

Note too, that we also seek to copy our 
own past behavior. Thus, if I usually play 
the lottery, I will probably play it again this 
week; if I have skied many years, I am likely 
to continue. A particularly vivid illustration 
of the degree to which our current choices 
are shaped by our own previous behav-
ior is given by the phenomenon of choice 
blindness (Johansson et al., 2005). In a typi-
cal choice blindness task, people asked to 
choose which of two options they prefer; 
they are then given what they believe to be 

their chosen alternative and asked to justify 
their selection. Crucially, on a minority of 
trials a conjuring trick is used to present peo-
ple with the non-selected option. Typically 
people do not notice that they have been 
given the “wrong” option; moreover, they 
are also able to offer elaborate reasons for 
the choice they now believe they had made. 
These verbal reports have been analyzed on 
a number of different dimensions, such as 
the level of effort, emotionality, specificity, 
and certainty expressed, but no substantial 
differences between manipulated and non-
manipulated reports was found (Johansson 
et al., 2005, 2006). The lack of differentiation 
between reasons given for an actual and a 
manipulated choice is further evidence that 
there may be an element of confabulation in 
“truthful” reporting as well. In addition to 
attractiveness choices for faces and abstract 
patterns (Johansson et al., 2008), choice 
blindness has been demonstrated for taste 
and smell (Hall et al., 2010), and even for 
moral judgments involving hotly debated 
topics in the current political debate (Hall 
et al., submitted).

From the point of view of the present 
discussion, there is also recent evidence 
that this type of manipulation affects peo-
ple’s future choices and evaluations. In a 
new version of the original choice blind-
ness experiment, the participants had to 
choose between the same pairs of faces a 
second time, as well as separately rate all 
the faces at the end of the experiment. This 
procedure revealed that the manipulation 
induced a pronounced (but to the par-
ticipants unknown) preference change, 
as they came to prefer the originally non-
preferred face in subsequent choices, as 
well as rate the face they were led to believe 
they liked higher than the one they thought 
they rejected (Hall et al., in preparation). 
Similarly, but more dramatically, it has 
been shown that that choice blindness can 
strongly influence voting intentions just a 
week before a national election (Hall et al., 
in preparation).
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financial domains, at least in experimen-
tal contexts (Kusev et al., 2009; Vlaev et al., 
2010).

To summarize, the viewpoint that we 
have developed here has close relationships 
with the idea of “constructed preferences” 
described by Slovic (1995), i.e., the idea that 
people do not necessarily choose by tap-
ping into previously established preferences 
(whether preferences concerning risk, or any 
other dimension); but that they create their 
preferences, on-the-fly, during the decision-
making process. The present perspective 
pushes this line of thinking slightly further: 
rather than viewing people as construct-
ing risk preferences, we suggest that the 
 decision-making process is best explained 
without making reference to risk preferences 
at any stage. People’s risky choices are shaped 
directly by past choices or explanations of 
those choices, by themselves and others; and 
any coherence between choices will typically 
be limited to choices which share superficial 
features, where people can directly compare 
their present with their past.
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nance as an explanation for the effect. But 
it also has some notable contemporaries, 
like Dan Ariely with his coherent arbitrari-
ness model. Work by Ariely et al. (2003, 
2006) strongly suggests that arbitrary and 
irrelevant factors cannot only influence 
participants in their assessment of the 
utility of different goods (such as when 
rumination on the digits of their social 
security number leads participants to cre-
ate wildly different anchors for how much 
they are willing to pay a bottle of wine), 
but that these factors can be maintained 
through longer decision trajectories, cre-
ating a form of “coherent arbitrariness” 
(i.e., stable market patterns of revealed 
preferences; Ariely, 2008). In the words of 
Ariely and Norton: “These results dem-
onstrate a kind of ‘self-herding’, in which 
people observe their past behavior, infer 
some amount of utility and act in accord-
ance with the inference of utility, despite 
the fact that this behavior can be based 
not on the initial choice driven by hedonic 
utility but on any host of trivial situational 
factors that impacted the first decision” 
(Ariely and Norton, 2008, p.14).

From this perspective, though, to the 
degree that people’s choices are consist-
ent, such consistency will be enforced only 
where direct comparison between domains 
is possible. And we know from research on 
analogical reasoning that comparisons 
between domains is only possible when they 
are highly similar at the superficial level; 
“deep” links between problems with differ-
ent superficial characteristics are rarely rec-
ognized (Cheng and Holyoak, 1985; Chater 
and Vlaev, 2011). This suggests that we 
might expect people to be relatively consist-
ent with regards to whether they eat, or do 
not eat, different varieties of unpasteurized 
cheese; or whether they feel it safe to engage 
in different types of winter sports; but we 
would not expect any coherence across dif-
ferent risk domains. Similarly, narrowing to 
financial risk, we might expect people to be 
able to naturally relate to different types of 
insurance product, and hence, for example, 
have a general tendency to insure, or not 
to insure, their valuables. We would not 
expect people to be able to make compari-
sons between their insurance choices and 
their choices concerning whether to par-
ticipate in lotteries, or to invest in hedge 
funds. And, indeed, behavior does seem 
to be entirely incoherent across different 

Even more pertinent to the theme of this 
special issue is an ongoing study using false 
feedback in choices between probabilistic 
and sure outcomes (Kusev et al., in prepara-
tion), in which it was found that not only 
do the participants fail to notice manipula-
tions of what level of risk they are willing 
to accept, but they also change their overall 
risk preferences for repeated choice scenar-
ios, and in some conditions even show a 
complete preference reversal for the prob-
ability levels1. Asymmetries and preference 
reversals for risk has been demonstrated 
before (see Lichtenstein and Slovic, 1971, 
2006), but this is the first time it has been 
shown to be a consequence of a manipu-
lation of prior choices, thus adding to the 
accumulated evidence that people do in fact 
not have stable preferences for risk. If they 
had, it seems unlikely that they would both 
accept a reversal of their risky choices, and, 
crucially, adjust their subsequent choices in 
line with the manipulations made.

To the degree that our current behav-
ior is driven by past behavior (including 
our verbal explanations of that behavior), 
whether our own or other people’s, then 
behavior may be shaped with no direct 
reference to risk attitudes. Note, of course, 
that the determinants of our current 
behavior include much more than mere 
copying. Indeed, while it is possible that 
some imitative behaviors and habits may 
involve the replication of behavior with 
relatively little cognitive engagement (e.g., 
Dijksterhuis et al., 2000), there are also 
many cases were the impact of past behav-
ior is mediated by an attempt on the part of 
the decision-maker to provide a coherent 
explanation of his or her previous choices. 
This will not, in general, involve mere cop-
ying; indeed, the idea that we influence 
ourselves through the actions we take and 
the choices we make has a long history 
in psychology, with Festinger’s cognitive 
dissonance (Festinger, 1957) and Bem’s 
(1967) self-perception theory as the two 
classic theoretical rivals vying for domi-

1Kusev et al. (in preparation) also contains a series of 
experiments exploring other aspects of risky choice, 
showing that not only feedback but also context, task 
demands, and assimilation of perceptual information 
influence peoples’ risky choices. The ambition of Ku-
sev et al. (in preparation) is to create a comprehensive 
theory of risky choice, but in the current paper we 
have narrowed our focus to the role of self-feedback as 
a factor in the formation of preferences for risk.
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In the early morning hours of June 20, 2011 
Ryan Dunn was driving his Porsche 911 
GTE up to 140 miles per hour through the 
Pennsylvania countryside. The car careened 
over a guardrail and into a wooded area, 
killing Dunn and a passenger in a fiery 
crash. A toxicology report later determined 
that Dunn’s blood alcohol level was more 
than twice the legal limit. Many observers 
found the accident somewhat unsurprising 
because Dunn was best known for perform-
ing dangerous stunts in the popular Jackass 
television and movie series. As one blogger 
put it: “This is the type of person he was. 
He was a risk-taker”.1 Indeed, the headline 
in the Philadelphia Daily News later read: 
“Dunn deal: Death of a risk-taker.”

The public’s response to the Ryan Dunn 
tragedy illustrates a prevalent belief that 
there are consistent individual differences 
in not only people’s risk-taking behavior but 
also in their underlying appetite for risk. 
Several industries depend on this assump-
tion. For instance, in financial services 
the “suitability doctrine” legally requires 
financial advisors to assess their clients’ 
risk preference before dispensing advice 
(Mundheim, 1965). Likewise, most social–
science disciplines traditionally assume sta-
ble and measurable individual differences 
in risk preference. However, based on our 
reading of the empirical literature, the com-
mon intuition that risk preference is a stable 
disposition may reflect more of an attribu-
tion error than empirical fact.

Four challenges to establishing 
stable risk preFerences
To date, most laboratory measurements of 
risk preference either fail to adequately pre-
dict naturalistic risk-taking or are difficult 
to interpret. A sparse literature in econom-
ics using choices among chance gambles 
has had only modest success predicting 

some forms of naturalistic risk-taking (e.g., 
Barsky et al., 1997; Pennings and Smidts, 
2000; Brown et al., 2006; Jaeger et al., 2010) 
and there are even some published failures 
(Brockhaus, 1980; Dohmen et al., 2005). For 
instance, Dohmen et al. found that willing-
ness to invest in a hypothetical chance lot-
tery predicted some forms of naturalistic 
risk-taking, but just as often yielded null 
effects – and furthermore, was less predic-
tive than a single self-reported measure of 
general risk-propensity. We suspect that 
other failed studies have landed in file 
drawers. Even careful attempts to measure 
parameters of prospect theory (Kahneman 
and Tversky, 1979; Tversky and Kahneman, 
1992), the leading behavioral model of deci-
sion under risk, have yielded disappointing 
results, both in terms of test–retest reliabil-
ity (Zeisberger et al., 2011) and prediction 
of choices among laboratory-constructed 
investments (Erner et al., 2009).

In contrast to economic measures of 
risk preference, some measures devised by 
clinical psychologists such as the Balloon 
Analog Risk Task (BART) and Iowa gam-
bling task (IGT) have had moderate suc-
cess in predicting naturalistic risk-taking. 
For instance, the BART involves pressing a 
button to insert puffs of air in a visually 
depicted balloon; each puff adds a fixed 
amount of money to an account, but if the 
balloon explodes before the participant 
cashes out, she receives nothing. Risk toler-
ance in these tasks has successfully predicted 
such behaviors as drug use, unprotected sex, 
gambling, and stealing (e.g., Bechara et al., 
2001; Lejuez et al., 2002). Although these 
results are encouraging, such clinical tasks 
are not readily decomposable into basic 
cognitive and economic constructs that 
allow for a clear interpretation of risk pref-
erence (Schonberg et al., 2011).

We suggest that the elusiveness of stable 
and measurable risk preferences arises from 
a variety of conceptual and methodologi-
cal challenges, including: (1) clearly defin-
ing risk and risk-taking; (2) segregating 

risk preference from other contributors to 
risk-taking; (3) differentiating risk prefer-
ence from related traits; and (4) accounting 
for situational influences on risk preference.

challenge 1: DeFining risk anD risk-
taking
A first challenge in identifying stable risk 
preferences is that different disciplines 
define risk – and therefore risk-taking – in 
different ways. The economics and finance 
literatures usually define risk in terms of 
variance in the probability distribution over 
possible outcomes (e.g., Markowitz, 1952). 
Thus, for economists, risk-seeking means 
a preference for a higher-variance payoff, 
holding expected value constant. In con-
trast, when clinicians and laypeople identify 
behaviors as “risky,” they invoke a broader 
meaning of the term. Behaviors such as drug 
use, drunk driving, stealing, unprotected 
sex, and hang gliding are often thought of 
as risky because such behaviors can result 
in loss or harm to oneself or others (e.g., 
Furby and Beyth-Marom, 1992). Likewise, 
interviews with experienced managers sug-
gest that they also construe risk in terms 
of exposure to possible negative outcomes, 
rather than variance over outcomes or some 
other quantifiable construct (March and 
Shapira, 1987). Psychometric studies have 
further found that that the lay conception 
of riskiness encompasses a dread dimension 
characterized by lack of control or potential 
catastrophic consequences, and an unknown 
dimension characterized by unobservable, 
unknown, or delayed consequences (Slovic, 
1987). We note that an advantage of the eco-
nomic conception of risk is that it is simple 
and easy to parameterize; a disadvantage is 
that it does not appear to coincide with natu-
ral intuitions of most risk-takers.

challenge 2: Distiling risk preFerence
Even if one accepts a particular definition of 
risk, another challenge is distinguishing risk 
preference from other direct contributors 
to risk-taking. A person may take on more 

1ht tp : / /mydisenchanted l i fe .wordpress .com/ 
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Keltner, 2001), level of arousal (Mano, 1994; 
Knutson et al., 2008), motivational state 
(e.g., aspirational versus protective focus; 
Scholer et al., 2010), feelings of security 
(Levav and Argo, 2010), and momentarily-
activated identities (Morris et al., 2008).

some reasons For optimism
Despite these substantial challenges, there 
are reasons to believe that researchers may 
establish relatively stable risk preferences 
– or at least reasonably good prediction of 
future risk-taking – in the years to come.

First, risk preferences elicited using 
chance gambles show systematic differ-
ences across demographic groups such as 
age, gender, and race (e.g., Barsky et al., 
1997; Byrnes et al., 1999; Donkers et al., 
2001), suggesting cultural and/or biologi-
cal antecedents. Indeed, there appear to be 
genetic correlates of risk preference. For 
example, there is greater convergence in 
economic risk preferences among identical 
twins than fraternal twins raised together, 
accounting for roughly 20% of the vari-
ation in risk-taking behavior (Cesarini 
et al., 2009). Genetic markers related to 
dopamine and serotonin transmission have 
also been linked to economic and financial 
risk preferences in the lab, as have baseline 
levels of testosterone (Dreber et al., 2009; 
Kuhnen and Chiao, 2009; Stanton et al., 
2011).

Second, state variables that influence risk 
preference often have stable dispositional 
counterparts. For instance, in addition to 
the finding that induced anger (fear) leads 
to more (less) risk-seeking, researchers have 
found that chronic levels of anger and fear 
have similar associations with risk-taking 
(Lerner and Keltner, 2001).

Finally, it may be that some stable indi-
vidual differences are masked by their pre-
dictable interaction with situation variables. 
For instance, individuals with higher scores 
on the Cognitive Reflection Test tend to be 
more risk-seeking for gains and less risk-
seeking for losses (Frederick, 2005). Better 
characterization of such interactions may 
improve prediction of risk-taking behavior 
(Figner and Weber, 2011).

Where Do We go From here?
To our reading, the elusive search for stable 
risk preferences has found mixed support. 
On one hand, there has been modest success 
identifying predictable differences between 

relationship between risk preference and 
risk-taking. Furthermore, some items in 
these scales explicitly involve naturalistic 
risk-taking or risk preference (e.g., “I think 
I would enjoy the sensations of skiing very 
fast down a high mountain slope” in the 
sensation-seeking scale; “I am a cautious 
person” on the Whiteside and Lynam, 2001 
impulsivity scale). Mapping out these rela-
tionships will be necessary for establishing 
the construct validity of any measure of risk 
preference.

challenge 4: situational inFluences on 
risk preFerence
Even if risk preference can be differentiated 
from related traits, there may be inherent 
limits to the proportion of variance in natu-
ralistic risk-taking that can be explained by 
such a measure. This is because a number 
of situational variables cause even simple 
economic expressions of risk preference to 
fluctuate.

First, risk preferences change systemati-
cally with reference points such as aspira-
tion levels. People tend to be risk-averse for 
gains and risk-seeking for losses of moder-
ate to high probability (the reverse is true for 
low probabilities; Kahneman and Tversky, 
1979; Tversky and Kahneman, 1992). Thus, 
they tend to be more risk-seeking when 
striving to reach a goal (Larrick et al., 2009) 
or avoid losing money (Payne et al., 1980). 
Moreover, past history can influence risk-
taking – for instance people tend to be more 
risk-seeking after experiencing gains (when 
gambling with “house money”; Thaler and 
Johnson, 1990).

Second, risk preferences vary systemati-
cally with normatively irrelevant features of 
the choice environment. Examples include 
whether options are described in terms 
of potential gains or losses (Tversky and 
Kahneman, 1986), how they are labeled 
(e.g., as an “insurance policy” or “gamble”; 
Hershey et al., 1982), how they are measured 
(e.g., through pricing gambles or choosing 
among them, Lichtenstein and Slovic, 1971; 
Harbaugh et al., 2010), and the nature of 
contrasting risks (e.g., adding a “decoy” 
gamble can increase the attractiveness of 
a dominating gamble; Huber et al., 1982).

Third, risk preferences can fluctuate 
systematically with the decision maker’s 
transitory state of mind. State variables that 
influence risk preferences include specific 
emotions (e.g., anger versus fear; Lerner and 

or less risk than his underlying preference 
would dictate (e.g., climbing a dangerous 
rock face) for a number of reasons. First, 
risk-taking could be a side-effect of pur-
suing an independent goal such as social 
approbation (e.g., responding to peer pres-
sure) or enhancing one’s self-image (e.g., a 
first ascent of a new route). Second, risk per-
ception may drive behavior independently 
of risk preference. For instance, a climber 
may simply underestimate or ignore the 
risk. Indeed, although studies have found 
substantial variation in individual risk- 
taking across life domains, such differences 
can be attributed largely to variation in the 
perceived risks and/or benefits of such 
activities (Weber et al., 2002; Hanoch et al., 
2006). Third, risk-taking behavior could 
reflect a tendency to heavily discount future 
consequences that are accurately perceived 
(e.g., favoring the immediate pleasure of 
smoking over possible long-term health 
consequences).

challenge 3: DiFFerentiating risk 
preFerence
Even if one distinguishes risk preference 
from other direct contributors to risk-
taking, this construct must be differenti-
ated from related traits that also predict 
risk-taking. One trait that has been widely 
linked to risky behavior is sensation-seek-
ing, the need for “varied, novel, complex, 
and intense sensations and experiences, 
and the willingness to take physical, social, 
legal, and financial risks for the sake of such 
experiences”(Zuckerman, 2007, p. 49). As 
this definition makes clear, sensation-seek-
ing involves a tolerance for risk; what is less 
clear is the extent that risk preferences are 
independent of sensation-seeking drives. 
A second related construct is impulsivity, 
marked by tendencies to engage in rash 
action and difficulty in inhibiting impulses 
– not surprisingly, these characteristics 
are also associated with risky behaviors 
(Steinberg et al., 2008). Third, appeti-
tive and inhibitory drives (e.g., as meas-
ured by the BIS/BAS scale of Carver and 
White, 1994) appear to predict risk-taking 
(Demaree et al., 2008). To our reading of the 
literature, the relationships between these 
measures and an underlying appetite for 
risk have not yet been resolved satisfactorily. 
For instance, some of the aforementioned 
constructs may be causal antecedents to 
risk preference; others may moderate the 
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individuals in risk-taking; on the other 
hand, there remain substantial theoretical 
challenges to establishing stable risk pref-
erences. Further research should:(a) define 
risk in a way that is crisp yet resonates with 
lay intuitions, (b) distill risk preference 
from other contributors to risk-taking, (c) 
model the relationship of risk preference to 
related traits, and (d) account for the situ-
ational factors that cause risk preferences 
to fluctuate.

This theoretical work will require inno-
vations in measurement of risk preference. 
Following Schonberg et al. (2011), we 
believe that future measurement paradigms 
must be: (1) predictively valid, (2) readily 
decomposable into basic cognitive and/or 
economic constructs, and (3) dynamic and 
affectively engaging. This work may also 
be supported by brain imaging and other 
physiological measurement methods.

This last criterion merits further com-
ment. Perhaps clinical measures of risk pref-
erence better predict naturalistic risk-taking 
than economic measures because they 
better capture the escalating tension and 
exhilaration that accompany risky pursuits. 
Some researchers have argued that anticipa-
tory emotions are crucial contributors to 
risk-taking, yet have been largely ignored 
by traditional decision-theoretic models 
(Loewenstein et al., 2001). Paradigms that 
capture the dynamic and affective nature 
of risk may improve our ability to predict 
risk-taking and help us understand its psy-
chological sources.
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There is a fundamental problem with the 
conceptualization of the individual agent in 
economics and public policy. At the heart 
of both domains is the notion that people 
should be able to make stable tradeoffs 
between different goods and quantities. 
For example, people might have to choose 
between the benefit gained investing money 
in a pension fund or in joining a gym to 
improve their health; or they may need 
to trade-off risk and return when choos-
ing a pension fund. Should policy makers 
help people make the right choices when 
faced with such difficult decisions? More 
pertinently, policy makers themselves fre-
quently need to arbitrate between dissimi-
lar options. For example, a minister may be 
forced to decide to fund hospitals rather 
than schools, and in doing so trade-off the 
health and education level of the popula-
tion. Recent theoretical and empirical work 
suggests, however, that people cannot make 
stable tradeoffs, i.e., independent of other 
available choice options or the context. This 
inability seems to reflect a basic property of 
human cognition that applies right across 
psychology, from the basic psychophysics 
of sound perception right through to high-
level cognitive processes in judgment and 
decision making.

This cognitive limitation has implica-
tions for economics and public policy 
where it raises important questions for the 
central methodologies used to measure and 
derive human preferences. Popular meth-
ods like functional measurement (Anderson 
and Zalinski, 1988) and conjoint analysis 
(Louviere, 1988; Green and Srinivasan, 1990) 
measure tradeoffs by asking respondents for 
attractiveness ratings of options (e.g., poli-
cies) consisting of pairs of attributes (e.g., a 
reduction of x% in the annual risk of death 
for £y). Ratings of this sort are useful if the 
tradeoffs are independent of other available 
options (e.g., “rationally irrelevant” factors 
like the range of values on each attribute). 
If a change from 30 to 60 min is worth a 
change from £10 to £20, then this should 
be true regardless of whether the range of 
available monetary options is from £10 

to £20 or from £1 to £200. Utility of each 
option should depend on its consequences, 
not on what other options are considered; 
yet, such independence is often not found 
(Baron, 1997).

AnomAlies in PsychoPhysics, 
choice, And VAluAtion
Preferences between pairs of options may 
often be reliable when the options are of 
the same qualitative type and/or differ on 
a single dimension. But interesting choices 
tend to be more challenging in two ways: 
they typically involve trading off between 
different dimensions and comparing quali-
tatively different types of outcome, which is 
difficult even on a single dimension (such 
as when “comparing apples and oranges”). 
This article focuses on explaining one 
prominent psychological anomaly, trade-
off inconsistency (TI), which violates the 
independence assumption of neoclassical 
economics. To illustrate TI, note that a per-
son may easily judge that eating marginally 
more calories is preferable to eating slightly 
fewer; and marginally less risk of diabetes 
is preferable to more. But deciding what to 
eat involves trading off between these, and 
other dimensions against factors such as the 
pleasure obtained from food; and people 
appear systematically inconsistent in mak-
ing such tradeoffs.

The basic underpinnings of this cog-
nitive limitation can be found in psycho-
physics. Psychophysical results indicate 
that people do not have access to mental 
representations of “absolute” magnitudes, 
at least for perceptual stimuli; and hence 
base their decisions on relative, not abso-
lute, values. For example, Garner (1954) 
asked people to choose a tone half-as-loud 
as a comparison tone. However, one group 
of people received candidate tones that 
included the half-as-loud tone but were 
mostly quiet, while another group received 
tones that also included half-as-loud tone 
but were mostly loud. In both groups, the 
recipients selected a tone in the middle of 
the range, so that the “quiet” group’s esti-
mates of the half-loudness were much lower 

than the “loud” group. The conclusion was 
that people have no grasp on absolute loud-
ness; instead, they are more influenced by 
the alternative choice options and scarcely 
at all by the comparison stimulus.

Inspired by Garner’s (1954) study and 
similar studies in psychophysics where it 
was shown that people have no grasp on 
absolute loudness (Laming, 1997), Stewart 
et al. (2003) showed that such psychophysi-
cal principles carry over to risky choice, 
where the option set (i.e., the context) 
affects peoples’ choices, because there is 
no fixed internal scale according to which 
people make their judgments of the val-
ues of certain options. In particular, when 
participants choose to trade-off risk and 
monetary return by choosing a gamble 
(“p chance of x”) from a varying range of 
options/gambles, the range (full range of 
options, only safe options, and only risky 
options) was found to almost completely 
determine the choice: people chose based 
not on absolute risk–return level, but on 
the risk–return level relative to the other 
available gambles. In parallel work on risky 
financial decisions, Vlaev et al. (2007a,b) 
found similar effects of skew and range, 
in line with the range–frequency theory 
of magnitude judgment (Parducci, 1965, 
1995). In particular, the range of options 
offered as potential saving levels and invest-
ment risks largely influenced the selected 
options, and the rank of riskiness of the 
investments affected the preferences for 
risky investment such that options with 
higher rank were considered as more risky 
and unattractive. Vlaev and Chater (2006, 
2007) report similar relativistic effects in 
strategic decision making, where people do 
not have absolute grip of the level of coop-
erativeness implicit in each social dilemma 
game and, instead, such games are assessed, 
and strategic choices are made, relative to 
the range, rank, or mean cooperativeness of 
previous games that have been encountered. 
Such relativistic responses are  inconsistent 
with an absolute measure of utility, or 
related concepts such as the value-function 
in prospect theory (Kahneman and Tversky, 
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1979) and  rank-dependent utility (Quiggin, 
1993), because these TIs cause preference 
reversals, which cannot be explained by 
classical, reference-, or rank-dependent 
utility models.

These results are related to other stud-
ies of context effects. Baron (1997) presents 
evidence that people judge the utility of a 
change or a difference as a proportion of the 
overall magnitude, even when the change 
alone is more closely related to their goal; 
and as a result, judgments are depend-
ent on the maximum magnitude on each 
attribute scale. Another classic example is 
the jacket-calculator problem of Tversky 
and Kahneman (1981, p. 457; replicated by 
Darke and Freedman, 1993), which asks peo-
ple to make a hypothetical choice between 
a jacket for $125 and a calculator for $15. 
When respondents were informed that the 
calculator is on sale for $10 at another store 
located 20 min away, most of them preferred 
the trip to save the $5, but only few respond-
ents in another condition selected to make 
the trip to save $5 on the jacket, although the 
real trade-off is about whether one would 
be willing to drive 20 min for $5. Therefore, 
people judge the utility of saving $5 as a pro-
portion of the specific money attribute, not 
on the basis of a trade-off between money 
and time (opportunity cost); which goes 
against normative choice models such as 
multi-attribute utility theory (Keeney and 
Raiffa, 1976). Similar context effects are 
caused by relative reference points in studies 
of perception of economic attributes such as 
price (Niedrich et al., 2001).

Vlaev et al. (2009) demonstrate TI in an 
incentivized auction experiment (Becker-
DeGroot-Marshack, 1964), in which partici-
pants choose to pay to avoid painful electrical 
shocks. These valuations were determined 
by two factors: recent intensities of other 
pains – medium pain provoked markedly 
higher price offers when it occurred with low 
pain rather than high pain; and immediately 
disposable income – higher offers were made 
when the endowment-per-trial was higher 
(i.e. individual ‘overall wealth’, which should 
not be affected by the small variations in the 
endowments per trial, was not an impor-
tant factor) (see Figure 1). The estimated 
consumer-demand curves for pain relief, 
which indicate the quantity of pain relief 
expected to be bought at different prices, 
also exhibited relativistic patterns – higher 
demand for relief from medium pain when 
paired with low rather than high pain. This 

is qualitative incommensurability (QI). This 
principle postulates that people are unable 
to systematically compare qualitatively 
different options or outcomes on a single 
value dimension – an assertion based on 
existing evidence that such comparisons 
are extremely difficult (Luce and Green, 
1978; Stewart and Chater, 2003). Recent 
psychophysical research has suggested 
that basic judgments of perceptual quan-
tities like loudness, qualitatively different 
stimuli cannot be consistently compared, 
even when judged on the same attribute, and 
judgments are distorted by the influence of 
previous context. Stewart and Chater (2003) 
presented participants with two different 
auditory stimuli, either pure tones or white 
noise (“buzzes”) delivered independently 
via headphones to each ear, and the task 
was to choose the loudest tone. The loud-
ness of previous items strongly influenced 
the perceived loudness of the present item, 
but this effect was reduced when items were 
qualitatively different – a previous loud 
“tone” made a present “tone” quieter, but 
not a present “buzz,” thus modifying the 
choice between them. Where this phenom-
enon occurs in relation to choices that are 
presumed to reveal preference (e.g., choice 
between using money to preserve a 80 acres 
of marshland vs. providing clean drinking 
water for 2000 people), we face a substan-
tial puzzle, because preference reversals 
will be generated by varying the previous 
items (e.g., saving 180 acres of marshland vs. 

suggests that the subjective value attributed 
to pain relief is remarkably malleable and 
people cannot establish a stable trade-off 
between money and pain (note that stable 
trade-off is assumed in economic valuation 
of pain, which informs the market price of 
analgesics, the cost-effectiveness of clinical 
treatments, compensation for injury, and 
the response to public hazards). Ariely et al. 
(2003) demonstrated similar reference-
dependence of preferences by showing that 
willingness-to-pay to avoid aversive stimuli 
is strongly biased toward arbitrary price 
anchors.

Another type of TI is due to variation in 
decision “content” (different from “context” 
or the choice set), which produces varia-
tion in preferences for risk, because peo-
ple’s knowledge of event frequencies “leaks” 
into decisions even when event likelihood 
information is explicitly provided (Kusev 
et al., 2009).

In summary, the fact that individuals 
are subject to contextual biases, and as a 
result behave inconsistently, is important. 
From this basis, this article aims to offer an 
explanatory account of such TI effects.

commensurAbility exPlAins 
inconsistent decision mAking
Trade-off inconsistency are not cognitive 
oddities – they arise systematically from 
basic properties of the cognitive system. 
A fundamental cognitive principle, which 
promises to explain the above phenomena, 

Figure 1 | Mean price offers (in pence) for the three pain levels, depending on endowment and 
context pairing (Vlaev et al., 2009). Error bars indicate standard errors of the mean. The medium pain 
provoked markedly higher price offers when it occurred with low pain in both 40 pence and 80 pence 
endowments. All pain levels received higher offers when the endowment per trial was 80 pence.
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ence should not affect her initial trade-off 
(e.g., by making her demand two apples 
for two oranges). Reference-dependent 
utility theories predict that the pleasure 
from these apples and oranges should be 
reduced, while the trade-off is preserved, 
which happens irrespective of whether 
she tries a delicious apple, orange, or any 
other fruit; because, the greater new util-
ity affects all smaller utilities by changing 
their reference points (i.e., the pleasure 
from eating apples is not calculated on a 
separate utility scale). QI predicts that the 
trade-off is likely to vary depending on the 
commensurability between two options, 
and thus can differentially undermine the 
quality of choice. Therefore, the cases in 
which QI is strong enough to lead to con-
text effects and preference reversals are 
the most intriguing.

To summarize, QI is a prominent psy-
chological anomaly that has implications 
for explaining TI in choice and valuation 
across decision domains like health, the 
environment, finance, and consumer-
spending. There are also crucial implica-
tions for normative theories of rational 
choice, consumer-theory (e.g., calculat-
ing a “commensurability index” between 
products before deriving their indifference 
curves), and the practical methodology of 
valuing non-market goods.
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clean drinking water for 1000 people). But 
then which choice reveals a person’s “true” 
preference? There is no “neutral” context in 
which psychophysical, or other, judgments 
are made. Hence, this result raises concerns 
over the extent to which contextual effects 
undermine our ability to stably trade-off 
between qualitatively different goods.

Stewart and Chater’s (2003) results 
in “perceptual choice” (see also Luce and 
Green, 1978) imply that even apparently 
similar dimensions (loudness of sounds) 
may not be commensurable. Psychophysical 
research also reveals that the decision con-
text determining choice is often the imme-
diately preceding stimuli, as in the related 
domain of absolute magnitude identifica-
tion (Stewart et al., 2005).

In “preferential choice,” most inter-
esting decisions also involve comparing 
incommensurable properties – e.g., die-
tary restraint against risk of heart disease, 
mobility maintenance in patients against 
pain avoidance, financial vs. environmental 
factors, investment risk vs. return. Consider 
a person on a diet who may find it difficult 
to assess the pleasure they may get from 
either of two 100 calorie treats: a thin sliver 
of cake, or 10 grapes; likewise, a typical 
public policy budgeting decision involve 
relating qualitatively different outcomes, 
such as heart transplants, educational pro-
grams, or air quality improvements, against 
a fixed overall budget. These choices are dif-
ficult in part due to a lack of information 
(e.g., about how health behaviors relate to 
levels of health risk; or in public policy, the 
amount of marginal health, educational, or 
environmental benefit per pound spent). 
QI implies that the problem is more fun-
damental – even with perfect information, 
basic properties of the cognitive system 
appear to show that such preferences are 
undefined.

In contrast, normative theories and 
their descriptive deviations assume that 
an attribute’s value is “translated” into a 
single underlying measure called “util-
ity,” which can be positive or negative; 
and after all attributes are independently 
“mapped” on this “common currency” 
scale, the overall utility of an option is 
determined by some additive process. To 
illustrate this point, imagine that a per-
son is indifferent between eating an apple 
and two oranges, and she tries another 
extremely delicious fruit. Normative deci-
sion theories predict that this new experi-
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Many factors point to the underlying insta-
bility of preferences in choice behavior. In 
particular, discounting reveals some effects 
not consistent with stable preferences. In 
discounting, the subjective value of a reward 
reduces as the uncertainty of or delay to 
obtaining it increases. The function relating 
subjective value to delay or probability must 
be exponential with a constant discount rate 
to respect transitivity over time, i.e., if A > B 
and B > C, then A > C (“ > ” = is preferred 
to). If the discount rate varies with value or 
time, then it is possible for transitivity to be 
violated, i.e., for preferences to be unsta-
ble. And people do show unstable, prefer-
ence reversals over time in intertemporal 
choice more consistent with a hyperbolic 
discounting function (e.g., Myerson and 
Green, 1995). Thus, while someone may 
prefer £100 for certain now rather than 
£110 tomorrow, they will prefer £110 in a 
year and a day over £100 in a year’s time. 
People discount rate is very high initially, 
more rapid than the exponential, but over 
time it decreases leading to a flatter function 
than the exponential. Consequently, the £10 
difference is almost totally discounted in the 
short term, but in a year’s time the extra day 
barely reduces the subjective value we attach 
to gaining an extra £10.

Further effects are inconsistent with the 
reasonable assumption that delay works 
by increasing uncertainty. For example, 
the magnitude of a reward seems to have 
opposite effects for uncertainty and delay. 
Amount has opposite effects on the dis-
counting of delayed and probabilistic 
rewards (Green et al., 1999). So, in temporal 
discounting people seem to discount small 
amounts more than large amounts, e.g., 
they prefer £10 now to £20 in a year but 
prefer £200 in a year to £100 now. However, 
in probabilistic discounting people seem to 
discount large amounts more than small 
amounts, e.g., they prefer £20 with a 50% 
chance to £10 for certain but prefer £100 
for certain rather than £200 with a 50% 

chance. This picture is further complicated 
by the fact that for discounting losses, there 
seems to be no effect of amount for tem-
poral discounting and inconsistent effects 
for probabilistic discounting (e.g., Mitchell 
and Wilson, 2010). These effects of amount 
not only violate the axioms of expected util-
ity theory but are also not consistent with 
descriptive decision theories such as pros-
pect theory.

Jones and Oaksford (2011) observed that 
most of these results were obtained using 
gambles, whereas most people rarely receive 
a gain or incur a loss outside the context of 
a transaction, e.g., a choice of paying £10 
now to own a commodity now or of paying 
£20 in 6 months time to own the commodity 
now. Kusev et al. (2009) showed that pre-
cautionary decision content, as in insurance 
situations, altered people’s choice behavior 
consistent with an increase in the probabil-
ity weighting function for low probability 
events in prospect theory. Similarly, Jones 
and Oaksford (2011) argued that using 
transactional problem content rather than 
gambles may alter people’s decision-mak-
ing. In particular, they suggested that this 
content may reveal more consistent effects 
of amount across temporal and probabilis-
tic discounting.

Transactions – but not gambles – will 
bring to mind previous instances of pur-
chasing different commodities for different 
amounts. In particular, people would also 
be expected to have access to a commodity’s 
rate of depreciation or appreciation and 
they would know that the more expensive 
a commodity, the lower its depreciation is 
expected to be. Indeed, for some of their 
most costly purchases, people have the 
reasonable expectation of long-run appre-
ciation. This information implies that in 
a transaction, people may discount small 
costs more than larger costs. So they will 
prefer to pay £100 now for the weekly shop 
rather than £200 in a week because its sub-
jective value in a week’s time will be far less 

than £100 if not zero. In contrast, they may 
well be happy to pay £200K for a new flat 
in 10 years rather than £100K now. The flat 
is likely to be worth more than £100K in 
10 years, and so, over time, its subjective 
value is not likely to decrease much. Jones 
and Oaksford (2011) also made the same 
prediction, more discounting for small costs 
than larger costs, for probabilistic discount-
ing with transactional content.

They report four experiments test-
ing the predicted effects of transactional 
content on cost discounting. All these 
experiments used the standard adaptive 
staircase method to zero in on people’s cer-
tainty equivalent values for three amounts 
given different delays and probabilities. 
Temporal and probabilistic discounting 
curves were generated by plotting the 
certainty equivalent value normalized by 
cost amount against delay or odds against 
loss respectively for each amount. The area 
under the discounting curves (AUC) was 
used as the dependent variable indicating 
the degree of discounting: the lower the 
area under the curve the higher the rate of 
discounting. Figure 1, Panel A shows the 
mean AUC values using transactional con-
tent for both delay and probabilistic dis-
counting in Jones and Oaksford’s (2011) 
Experiment 3, which was a replication 
of their Experiment 1. Both experiments 
showed the same pattern of discounting 
small costs more than large costs, i.e., lower 
mean AUC values for lower amounts. The 
trends were significant in all cases and 
in the same direction for both temporal 
(delay) and probabilistic discounting. 
Figure 1, Panel B shows the mean AUC 
values for their Experiment 4, which 
used gambles rather than transactions. 
For delay discounting, this experiment 
replicated previous findings of no effect 
for discounting losses. For probabilistic 
discounting of losses, a similar effect of 
more discounting for smaller amounts was 
observed. Moreover, for both the temporal 
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Nonetheless, Jones and Oaksford’s 
(2011) results show that transactions make 
transparent a factor, the differential depre-
ciation of high and low value items, that 
reveals a more stable pattern of preferences 
in people’s discounting behavior at least 
with respect to variation in cost amount. 
Consistent with standard discounted util-
ity models, these results are consistent 
with the view that time or delay affects 
decision-making by increasing uncertainty. 
Moreover, it is arguable that people’s behav-
ior with transactional problem content is 
the general case and consequently how 
they behave with this kind of content more 
indicative of the rationality, or not, of their 
behavior in the real world. A similar trend 
to seeing more of people’s decision-making 
behavior as rational or least conforming 
to the dictates of standard expected util-
ity theory emerges in Regenwetter et al. 
(2011). They point out that it is actually 
quite difficult to establish inconsistency of 
variable choice behavior with deterministic 
axioms like transitivity in expected utility 
theory. They use the example of a student 
observing their supervisor’s behavior when 
choosing between three on campus loca-
tions to meet. Choice proportions seem to 
reveal underlying intransitivity of choice 
until Regenwetter et al. (2011) reveal that 
the supervisor’s choice of location to meet 
is based on how close it is to where she 
is teaching that day. That is, there is an 
underlying consistent basis for the choice 
although the revealed preferences seem 

gain amount increases. By parity of reason-
ing, one could argue that losses implicitly 
involve corresponding gains (i.e., the possi-
bility of losing nothing). This line of reason-
ing suggests that the positive value attached 
to the possible gain increases faster than 
the negative value associated with the loss 
as the loss amount increases. In both cases, 
the implicit gain or loss associated with the 
possibility of no change in one’s financial 
position increases in subjective value, posi-
tive or negative, faster with amount than the 
subjective values attached to the possibility 
corresponding to an actual loss or gain. Such 
an account could explain the peanuts effect 
for probabilistic gains (overall subjective 
value will decrease with amount) and a mag-
nitude effect for probabilistic losses (overall 
subjective value will increase with amount).

Such an account is not consistent with 
prospect theory, in which losses loom 
larger than gains. So, such an explanation 
works for probabilistic gains, but explain-
ing the reverse effect for losses would seem 
to require gains to loom larger than losses. 
Of course, how implicit losses and gains 
behave when the focus of attention is on 
the corresponding gains and losses has not 
been explored. Consequently, much further 
work needs to be done before a complete 
account of the effects of amount on inter-
temporal choice, using transactions or gam-
bles is forthcoming. How consistent such an 
account is with current descriptive decision 
theory or with standard discounted utility 
models remains uncertain.

and probabilistic case, people discounted 
more (lower AUC values) for transactions 
than for gambles.

Like precautionary decisions (Kusev 
et al., 2009), transactions cannot be treated 
like pure gambles. A cost is not a pure loss 
because in a transaction there is always a 
linked gain associated with the purchased 
commodity. For delay discounting these 
differences result in a magnitude effect for 
transactions (Panel A) not observed for 
gambles (Panel B). Moreover, for transac-
tions this effect is paralleled for probabil-
istic discounting of costs (Panel A). This 
is the first time that such parallel effects 
of amount have been observed for proba-
bilistic and delay discounting. However, 
for probabilistic discounting, this effect 
was also observed for gambles (Panel B). 
A possible explanation is that gambles are 
described by prospects, which, like transac-
tions, emphasize an implicit linked gain.

There are some outstanding problems. 
For example, for probabilistic discounting 
with gambles, why are smaller losses dis-
counted more than larger losses but larger 
gains discounted more than smaller gains? 
Jones and Oaksford (2011) proposed the 
following possible explanation. Green et al. 
(1999) and Prelec and Loewenstein (1991) 
argued that in probabilistic discounting, 
gains implicitly involve corresponding losses 
(i.e., the possibility of wining nothing). They 
argued that the negative value attached to 
the possible loss increases faster than the 
positive value associated with the gain as the 

Figure 1 | Mean AuC values at different levels of cost amount using transactions (A) and gambles (B) taken from Jones and Oaksford’s (2011) 
experiments 3 and 4 respectively. Error bars represent SE. AUC, area under the curve; Prob, probability.
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intransitive. That is, the revealed prefer-
ences seem unstable although the latent 
preferences are stable.

In sum, there is emerging evidence that 
people’s choice behavior may be less irra-
tional or inconsistent with expected util-
ity theory and discounted utility models 
than first thought. People’s preferences are 
more stable for transactions than for gam-
bles. Our research on transactions in cost 
discounting makes a small contribution to 
this literature that suggests exploring more 
fully the effects of transactions on discount-
ing behavior when participants are asked 
to act as sellers as well as buyers, and when, 
as in real world transactions, payment and 
receipt of goods can vary more widely.
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We have been here before. In psychology 
and philosophy, character traits have been 
invoked time and again to argue that people 
should be disposed to behave consistently 
across a wide range of trait-relevant sce-
narios. Take moral behavior. In frameworks 
ranging from Aristotelian moral psychol-
ogy, virtue ethics, and Kohlberg’s (1984) 
developmental stage theory of moral rea-
soning to contemporary economic theories 
of fairness (e.g., Fehr and Schmidt, 1999), 
the same premise applies: The virtues, traits, 
and social preferences a person possesses 
and the developmental stages she has passed 
through supposedly imply consistency in 
how she will behave in morally relevant situ-
ations (see Doris, 2002). But it just isn’t so.

Seemingly inconsequential situational 
changes can give rise to consequential 
behavioral inconsistencies. In a classic study 
by Darley and Batson (1973), for instance, 
students at the Princeton Theological 
Seminary – whose current mission state-
ment lists “compassion” among its training 
objectives – failed to show exactly this qual-
ity in the face of a minor contextual change. 
The experiment required students to walk 
from one building to another. On the way, 
and believing that they were running late, 
merely 10% of the students offered help to a 
(confederate) person slumped in a doorway. 
When time was of little concern, however, 
63% of them did so. This inconsistency in 
compassionate behavior is striking given 
the seemingly minor situational change. 
Although examples of such inconsisten-
cies abound (Fleischhut and Gigerenzer, in 
press), the notion of stable virtues remains 
“deeply compelling” to most of us – not-
withstanding the fact that “much of this lore 
rests on psychological theory that is some 
2,500 years old” (Doris, 2002, p. ix).

The lore of stable and domain-general 
risk preferences arose in the twentieth 
century (for a canonical reference, see 
Samuelson, 1938), and it is at least as seduc-
tive as theories of robust and context-invar-

iant moral traits and virtues. Without the 
assumption of stable preferences standard 
utility models in many fields of econom-
ics simply would not work. Yet evidence 
against this assumption has been mount-
ing for decades (see Friedman and Sunder, 
2011). Let us give just two recent examples. 
Contrary to expected utility theory, Tversky 
and Kahneman (1992) and Tversky and Fox 
(1995) showed that, depending on domain 
(loss versus gain) and probability (low 
versus high), people behave in both a risk-
averse and a risk-seeking way. Specifically, 
they are risk-averse when the probability 
of winning is high but risk-seeking when 
it is low. In the loss domain, in contrast, 
people are risk-averse when the probability 
of losing is low but risk-seeking when it 
is high (Table 1). This “fourfold pattern” 
runs counter to the assumption of risk aver-
sion as a domain-general trait. It has been 
shown to arise in decisions from description 
(Hertwig et al., 2004), where – as is com-
mon in choices between monetary gam-
bles such as those used by Kahneman and 
Tversky (1979) – people are able to peruse 
descriptions of probability and outcome 
distributions. Outside the laboratory, how-
ever, outcomes and probabilities are rarely 
known with certainty and served up to the 
decision-maker on a platter. Consequently, 
people must often choose between options 
without having a convenient description of 
possible choice outcomes, let alone their 
probabilities. One strategy for overcoming 
such uncertainty is to sample the payoff 
distributions to learn about the options’ 
attractiveness and, based on the experi-
enced information, to come to a decision. 
In such decisions from experience (Hertwig 
and Erev, 2009) the fourfold pattern is 
reversed (Table 1; see also Hertwig, 2011). 
In other words, inferred risk preferences 
vary as a function of the mode of  decision 
 making (description versus experience) as 
well as domain (gain versus loss) and prob-
ability (low versus high).

Instability in risk preferences has also 
been found in real-world data. Starting with 
the assumption that people are expected 
utility maximizers, Barseghyan et al. (2011) 
examined whether the choice of insurance 
cover in a sample of U.S. households can be 
modeled by the same coefficient of abso-
lute risk aversion. It could not. Households’ 
inferred risk preferences proved to be unsta-
ble across highly related decision contexts, 
differing not only between auto insurance 
and home insurance but also between two 
different types of auto insurance (collision 
versus comprehensive).

How to model inconsistencies in 
beHavior
Perhaps the most common response to 
these demonstrations of unstable risk pref-
erences has been to increase the flexibility 
of expected utility theory while retaining its 
original scaffolding. Flexibility comes in the 
form of additional adjustable parameters. To 
take one prominent example, cumulative 
prospect theory (Tversky and Kahneman, 
1992) has five adjustable parameters, which 
allow both for separate value functions 
for losses and gains and for a probability-
weighting function to accommodate the 
fourfold pattern. In this approach, any fur-
ther inconsistencies in risk preferences (e.g., 
Barseghyan et al., 2011) would require addi-
tional adjustable parameters – for instance, a 
parameter that accommodates risk aversion 
as a function of different insurance domains. 
Similar attempts to “repair” expected util-
ity theory (Selten, 2001) in light of contrary 
evidence include introducing error terms 
into utility models (e.g., Hey and Orme, 
1994) and assuming stochastic prefer-
ences (e.g., the random preference model; 
Loomes and Sugden, 1995). The problems 
with this approach have become obvious. 
Parameterized repair models, which already 
assume complex computations, become 
even more opaque as-if models that cannot 
describe the underlying decision process.
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Without resorting to non-linear trans-
formations of quantities or to other adjust-
able parameters, the priority heuristic can 
correctly predict the entire fourfold pat-
tern of risk preferences in decisions from 
description and in fact logically implies it 
(Katsikopoulos and Gigerenzer, 2008). The 
key to its predictive power is the sequen-
tial activation of several classic heuristics. 
Specifically, in the domain of gains, the 
heuristic’s first consideration is the only 
one examined by the minimax heuristic, 
which embodies risk aversion through its 
policy of always selecting the option with 
the highest minimum payoff. Unlike mini-
max, however, the priority heuristic bases 
its choice on the minimum outcomes only 
when the difference between them exceeds 
an aspiration level. If this aspiration level 
is not reached, then only the second con-
sideration, the probability of the minimum 
outcome, is attended to. This considera-
tion captures the policy of the least likely 
heuristic, which embodies risk aversion by 
identifying each gamble’s worst outcome 
and selecting the gamble with the lowest 
probability of leading to the lowest payoff. 
Again, the priority heuristic takes advan-
tage of an aspiration level to “evaluate” 
whether this policy is reasonable. If not, it 
shifts gears and consults the last considera-
tion, the maximum outcomes. This is the 
home turf of the maximax heuristic, which 
chooses the gamble with the highest mon-
etary payoff, thus implementing uncondi-
tional risk-seeking.

The priority heuristic thus integrates 
three classic heuristics into one and works 
through them sequentially. As a result, it 
can produce risk-averse or risk-seeking 
choices, depending on the number of 
considerations that a particular choice 
problem requires the heuristic to exam-
ine. Moreover, depending on the specific 
sequence of successive choice problems, a 
user of the heuristic may seem to act risk-
averse one minute and risk-seeking the 
next only to switch back to what appears 
to be aversion again. This pattern of behav-
ior does not reflect unstable risk prefer-
ences, however, but rather follows directly 
from the interaction of the heuristic’s 
architecture with the choice environ-
ment. Admittedly, one could still defend 
the notion of a general risk disposition by 
arguing that risk-averse or risk-seeking 
people choose different heuristics from 

examination if probabilities differ by 1/10 
(or more) of the probability scale.
Decision rule. Choose the gamble with 
the more attractive gain (probability). 
The more attractive gamble is that with 
the higher (minimum or maximum) gain 
and the lower probability of leading to the 
minimum gain.

To demonstrate how the heuristic works, 
let us return to the fourfold pattern. Table 1 
(left panel) reports certainty equivalents 
C, which represent the amount of money 
for which a person proves to be indiffer-
ent between a risky gamble and the certain 
amount C. Consider, for instance, the upper-
left cell. The median C of $14 exceeds the 
expected value of the risky gamble ($5,100 
with a probability of 5%). People are thus 
interpreted to be risk-seeking because of 
their preference for the risky gamble over 
the sure gain of $5. This information thus 
lends itself to the construction of choice 
problems such as the following:

A: 100 with p = 0.05
 0 with p = 0.95
B: 5 with p = 1
To predict the majority choice in this 

gamble, the priority heuristic starts by 
comparing the minimum gains (0 and 5). 
The difference in the minimum gain, $5, 
does not reach the aspiration level of 10 
(1/10 of 100) and so fails to discriminate 
between the options. Consequently, the 
probabilities of the minimum gains are 
examined next. These do not discriminate 
either (1.0–0.95 < 0.10). Therefore, the heu-
ristic turns to the maximum gains (100 and 
5) and predicts that the option that offers 
the higher gain (the risky option) is chosen. 
This choice, which accords with the cer-
tainty equivalent of $14 (Table 1), implies 
risk-seeking.

It is time to move out of this theoretical 
cul-de-sac. The alternative we propose is to 
replace the concept of preferences by that 
of heuristics or, more generally, of cognitive 
strategies that give rise to diverse behavioral 
patterns. By “heuristic” we mean a strategy 
that ignores part of the information in 
order to make decisions faster and more 
accurately (Gigerenzer and Gaissmaier, 
2011). Although inconsistent behavior 
presents a problem for the notion of stable 
preferences, for the framework of heuris-
tics it does not. On the contrary, heuristics 
imply what looks like inconsistent behav-
ior and can even predict when it will occur. 
A person who consistently relies on the 
same heuristic can behave in a seemingly 
inconsistent way. The inconsistency does 
not reside, however, in the person; it arises 
from looking at behavior through the lenses 
of a theory that assumes stable preferences.

How lexicograpHic Heuristics 
imply inconsistencies
Heuristics enable one to model choices 
indicative of inconsistent risk preferences in 
terms of the sequential processing steps and 
the interactions between the heuristic and 
the choice environment. For illustration, 
consider the priority heuristic (Brandstätter 
et al., 2006, 2008), which belongs to the class 
of lexicographic rules. The heuristic is com-
posed of the following steps (for generaliza-
tion to loss gambles and multiple outcomes, 
see Brandstätter et al., 2006):

Search rule. Go through the considera-
tions in the following order: minimum 
gain, probability of minimum gain, maxi-
mum gain.
Stopping rule. Stop examination if the 
minimum gains differ by 1/10 (or more) 
of the maximum gain; otherwise, stop 

Table 1 | Fourfold pattern in decisions from description and reversed pattern in decisions from 

experience (Hertwig, 2011).

Description Experience

Probability Gain Loss Gain Loss

Low C(100,0.05)a = 

14, risk-seeking

C(−100,0.05) = 

−8, risk aversion

32, 0.1 versus 3, 1.0, 

Risk aversion (20%b)

−32, 0.1 versus −3, 1.0, 

Risk-seeking (72%)

High C(100,0.95) = 78, 

risk aversion

C(−100,0.95) = 

−84, risk-seeking

4, 0.8 versus 3, 1.0, 

Risk-seeking (88%)

−4, 0.8 versus −3, 1.0, 

Risk aversion (44%)

aC(100,0.05) represents the median certainty equivalent for the gamble to pay $100 with probability p = 0.05, 
otherwise nothing (based on Tversky and Fox, 1995).
bChoice proportions refer to the percentage of choices of the risky option in each pair of gambles (based on 
Hertwig et al., 2004; Hertwig, 2011).
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default) and the heuristic (which accepts 
the default; Fleischhut and Gigerenzer, in 
press).

conclusion
Inconsistencies in observed behavior 
have been interpreted as conflicting with 
assumed stable preferences or traits. 
According to our analysis, the problem 
lies not in the inconsistent behavior but 
in the assumed existence of preferences, 
whether stable, probabilistic, or of another 
kind. We show that a theoretical analysis 
that explains behavior as a function of 
heuristics’ interactions with the environ-
ment can do more than describe seeming 
behavioral inconsistencies post hoc; it can 
predict precisely when such inconsisten-
cies will occur.
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their adaptive toolbox. But if that were 
true, then risk-averse people should con-
sistently use minimax and risk-prone peo-
ple maximax – not the priority heuristic. 
The evidence does not support this con-
jecture (Brandstätter et al., 2006). Finally, 
note that the priority heuristic, like any 
heuristic, is not a domain-general strategy. 
It operates on explicitly stated (described) 
probabilities, and thus cannot explain the 
reversed fourfold pattern in decisions from 
experience (Table 1; for a psychological 
account of this class of decisions see, for 
instance, Gonzalez and Dutt, 2011).

How Heuristics in tHe social 
world imply beHavioral 
inconsistencies
The interaction between a heuristic and 
the environment may also be the key 
to understanding apparent behavioral 
inconsistencies in morally relevant situa-
tions. For illustration, consider the equity 
heuristic (Hertwig et al., 2002), according 
to which parents divide their resources 
among their n children equally in any given 
investment interval. The heuristic can pro-
duce both equal and unequal cumulative 
distributions of parental resources and 
thus a fairer or less fair outcome. It does 
not, however, create both equality and ine-
quality through inconsistent preferences. 
Instead, depending on the environment – 
specifically, the number of children, their 
birth order, and the size of interbirth inter-
vals – the equity heuristic implies equal or 
unequal investments across children. The 
case of organ donation illustrates how 
another simple strategy, the default heu-
ristic, can produce predominantly altru-
istic behavior in “opt-out” countries such 
as France and Austria and predominantly 
non-altruistic behavior in Germany and 
the Netherlands, where people must “opt 
in” to be donors. Again, the drastically dif-
ferent hypothetical organ donation rates 
are not a reflection of inconsistent pref-
erences or traits in neighboring societies 
but rather the product of the interaction 
between an environment (here, the legal 
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Do people have stable risk preferences? This 
important question has engaged normative 
(von Neumann and Morgenstern, 1947) and 
both computational (e.g., Kahneman and 
Tversky, 1979, 1992; Tversky and Koehler, 
1994; Birnbaum, 2008) and non-computa-
tional descriptive theories of judgment and 
decision-making (e.g., Brandstätter et al., 
2006). The above theories differ, among 
other aspects, in how they conceptualize 
decision-making in general and risk pref-
erences in particular. For instance, decision-
making under uncertainty has been thought 
of as either a rational process through which 
an agent maximize “utility” (the perceived 
goodness of an option) or a process that 
translates objective, external utility into 
stable internal, subjective value. The sta-
bility (or instability) of risk preferences 
emerges as a by-product of such processes 
and conceptualization.

Here we would like to take a step back 
and consider the question from a differ-
ent angle. A discussion about preference 
stability raises the question: where does 
the stability come from? If we start with 
the assumption that people have stable 
risk preferences, which cognitive processes 
underlie stable risk preferences? One obvi-
ous candidate for the origin of preference 
stability is memory. We need to remember – 
to some level or other – that we like some-
thing (e.g., wine) so to be able to prefer it to 
something that we like less (e.g., cider). In 
order to be able to make a choice between 
two options we at least need to be able to 
keep both options in short-term memory 
(STM) for long enough to make the deci-
sion. From a more long-term perspective 
the choices we have made – and tend to 
make – need to be remembered in order 
to reduce or avoid cognitive dissonance 
(Festinger, 1957) and develop a sense of 
self. LeDoux (1996, 2002) argues that the 
self is a representational structure emerg-
ing from integrative memory processes. 
We are one because our memory holds the 
pieces together, and it lets us integrate in the 

myriad of experiences we have, the things 
we see and the aspirations we have. Memory 
influences decision-making even when 
judgments are made “on-line” (i.e., while 
experiencing the to-be-assessed experience) 
and relying on memory becomes a relatively 
costly cognitive process (Aldrovandi et al., 
2009, 2011; for a review, see Hastie and 
Park, 1986). Accessibility – the influence 
of the most easily retrievable information 
on judgment (e.g., Kahneman and Tversky, 
1979) – is so ubiquitous in its influence on 
judgments and decision tasks, that it is gen-
erally considered as a truism (cf. Schwarz 
and Vaughn, 2002). Most approaches and 
models therefore include memory processes 
amongst the cognitive precursors of judg-
ment biases (e.g., Dougherty et al., 1999; 
Stewart et al., 2006; Weber and Johnson, 
2006).

Thus, if we accept the claim that mem-
ory has a strong influence on judgments 
and decision-making, the question is then 
whether memory processes sustain the 
stability of our preferences across situa-
tions, contexts, and stimuli? We feel that 
the answer to this question is a resounding 
“no.” In a nutshell, our memories are not 
stable, they are influenced by motivational 
and situational factors and they are highly 
malleable and changeable. Memory forma-
tion, encoding, and retrieval are susceptible 
to bias and it is increasingly accepted that 
affective states are highly reconstructive 
(e.g., Kemp et al., 2008). In this opinion 
letter, we will make three observations 
on why memory cannot sustain stability 
for risk preferences. First, we will discuss 
how memory biases how we summarize 
the quality of recent experiences – hence 
influencing our choices and leading to 
preference instability. Second, memories 
for our preferences are highly distorted and 
highly reconstructed – do we really remem-
ber what we prefer or do we prefer what 
we chose? Third, we will reflect on how 
long-term memory (LTM; what we know) 
influences STM (short-term memory; what 

we remember from a recent experience) – 
“filling in the gaps” and hence potentially 
decreasing the correspondence between 
experience and choice.

Let’s start with the discrepancy between 
experienced and remembered utility. How 
we summarize the quality of an experience 
can be very different from what we actu-
ally experienced. The work by Kahneman 
and colleagues suggests that how people 
summarize experiences in hindsight drives 
the choices they will make in the future; for 
instance, retrospective evaluations appear 
to be an important input into decisions to 
repeat (or not repeat) past experiences (e.g., 
Kahneman et al., 1993; Kahneman, 2000; 
Kahneman and Thaler, 2006). In medi-
cal settings, this influence of our memory 
can lead people to take bad choices and 
increase risk-taking. For instance, a large 
proportion of women who do not attend 
routine mammogram screening mention 
the remembered pain of previous screen-
ings as the reason for their decision (Baines 
et al., 1990; Elwood et al., 1998). More strik-
ingly, about 40% of patients who survived a 
cardiac arrest decide not to undergo future 
revival procedures – and again this choice 
was largely due to the remembered discom-
fort of the treatment (Bedell et al., 1983). 
However, would people always take these 
risks? Evidence suggests that the same cat-
egory of unpleasant and/or painful medical 
procedures can be remembered very differ-
ently, and that decisions about these can 
largely differ as a consequence. In an oft-
cited clinical study, Redelmeier et al. (2003) 
showed that adding an extra period of pain 
can actually improve the evaluation of a 
painful medical procedure. Patients under-
going colonoscopy were randomly assigned 
to either a control group, who underwent 
the standard procedure, or an experimental 
group. In the latter condition, the procedure 
was extended by leaving the apparatus in 
place for an average 2 min after the clinic 
examination was completed. This added 
experience was mildly uncomfortable – but 
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Roediger and McDermott, 1995; Norman 
and Schacter, 1997; McDermott and 
Watson, 2001). More recently, studies have 
shown similar effects of LTM on episodic 
and STM in the visual domain (Hemmer 
and Steyvers, 2009; Heussen et al., 2011). 
When people are asked to reproduce the size 
of an apple that they have seen a few seconds 
ago, they are influenced both by the aver-
age size of fruit and by the average size of 
apples. These studies suggest that the influ-
ence of semantic knowledge on current task 
performance might be more prevalent than 
previously thought. The results also suggest 
that the more inaccurate the STM for an 
experience or some information, the more 
we will resolve to use LTM to “fill the gaps.” 
In contrast, when STM is accurate (e.g., in 
primacy and recency positions), then LTM 
plays less of a role (Heussen et al., 2011). 
The ubiquity of this influence of LTM 
raises the question whether we remember 
our own preferences or we construct them 
from the norms we have experienced. Do 
I really prefer skiing on prepared slopes to 
off-piste snowboarding or is it just what 
one is supposed to prefer, given a certain 
age and responsibility? Further, decisions 
about a just-experienced event can be very 
different depending on the accuracy of our 
memory over the short term – and how 
much it needs to rely on LTM.

Recent evidence has indicated that 
people do not have stable preferences for 
risk-taking, far from it. Many factors can 
influence the extent of one’s tendency to 
take risky decisions; these include fram-
ing, accessibility in memory, and context 
among others (e.g., Kusev et al., 2009). 
Regarding the latter, a recent study has 
shown that people’s risk preferences in 
financial settings were sensitive to context, 
i.e., to financial domain (Vlaev et al., 2010). 
The valence and complexity of the financial 
scenario influenced participants’ decision-
making. Risk preferences were stable within 
financial domains – e.g., positive (salary, 
gamble to win), negative (gamble to lose 
and insurance) and positive-complex 
domain (investment and mortgage) – but 
not across them. Participants did not dis-
play stable risk preferences; rather, they 
were largely influenced by the financial 
scenario at hand.

In conclusion, the evidence reviewed here 
suggests that although memory is clearly 
involved in the processes of  judgments and 

be rather inaccurate in this respect. When 
thinking back about a choice scenario, it 
seems that people justify their decision-
making depending on what they believe 
their choice was – rather than their actual 
choice (Johansson et al., 2005; Henkel and 
Mather, 2007). Strikingly, people can go a 
full length in order to justify a choice they 
actually did not make, but were made to 
believe they did (Johansson et al., 2005). 
This meta-cognition inaccuracy about 
decisions seems also to influence memory 
for the features of the options in the choice 
scenario. Henkel and Mather (2007) showed 
that positive features are more likely to be 
remembered as associated with the chosen 
option – regardless of it being true or not 
(see also Brehm, 1956). Potentially, fuzzy-
trace theory (FTT; Brainerd and Reyna, 
1992) offers a memory-based theoretical 
framework to explain this apparent dis-
sociation between recall and judgment – 
and why people can be so inaccurate when 
thinking back about their decision-making. 
According to FTT, encountered information 
is encoded in two parallel – and independ-
ent – ways. On the one hand verbatim infor-
mation includes item-specific and episodic 
aspects of the information. On the other 
hand, people encode a gist, a “general pic-
ture” of the information where the specific 
details are somehow more blurred. As these 
two different forms of representation are 
encoded, stored, and retrieved in an inde-
pendent manner, dissociations can be easily 
observed. In the context of decision-mak-
ing, if we assume that people make choices 
mostly on the basis of the gist they encode 
about the choice scenario, then it can be 
explained how they can be so inaccurate 
about its verbatim information (a simi-
lar approach is that of the value-account; 
Betsch et al., 2001). To sum up, memory 
for our preferences is highly distorted and 
reconstructed – and these qualities make 
preferences highly unstable. Also, prefer-
ences are functional in that they can be used 
in hindsight to justify the decisions taken; 
this means, though, that preferences them-
selves are not always accessed to determine 
our decision-making. Decisions are then 
vulnerable to situational and contextual 
factors, and instability in decision-making 
under uncertainty is readily explained.

The influence of LTM on current task 
performance has been demonstrated exten-
sively in research on false memories (e.g., 

less painful than the preceding moments. 
As a result, the experimental group rated 
the colonoscopy as a whole as less pain-
ful than patients in the control group; the 
authors argued that this result was due to 
the final moments (recency in memory) 
being largely overweighed. Confirming 
the link between memory and decision-
making, the patients from the experimen-
tal group were more likely to comply with 
screening recommendations – and hence 
less likely to take the risky decision of for-
going future screening. On the same prin-
ciple, Aldrovandi et al. (2011) showed that 
simply inserting a 10-s interval between 
items presentation and evaluation largely 
reduces the impact of a negative word on the 
pleasantness rating for the list as a whole. 
A subsequent recall task showed that mem-
ory functioning was responsible for these 
evaluations – as the delay effect on judg-
ment was mediated by the drop in recall for 
the recency item (e.g., Bjork and Whitten, 
1974). One could argue that memory biases 
retrospective evaluations only with affective 
and experiential stimuli, where it is possibly 
arduous to “extract” utility for each segment 
of the to-be-assessed experience. However, 
similar biases have also been observed with 
monetary sequences (pay outs; Langer et al., 
2005), where one would expect affect to play 
less of a role and utility maximization to 
have a stronger effect. As a final and related 
point, preferences depend also on temporal 
proximity. The temporal proximity hypoth-
esis (Soman, 2003) states that early (late) 
negative instances lower prospective (retro-
spective) evaluations more than late (early) 
ones. When evaluating an unfolding event, 
either primacy – for prospective evaluations 
– or recency effects – for retrospective ones 
– are observed.

Our memories for our preferences are 
distorted and highly reconstructed – more 
in hindsight to justify the decisions than 
with foresight to determine what decisions 
we will take. Indeed, once a choice is made, 
how aware are people of the reasons that 
drove their decision-making? How much 
correspondence is there between the rea-
sons that influence decision-making and 
those reported in retrospect? If people 
“construct” (cf. Shafir et al., 1993) reasons 
in order to make a decision, it could be 
argued that such reasons are available after 
an option is selected (or rejected). Recent 
evidence seems to suggest that people can 
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decision, memory cannot be a good candi-
date to provide the stability of preferences. 
On the contrary, situational and contextual 
factors heavily influence memory processes 
and hence lead to unstable preferences. If 
preference stability does exist, memory is 
certainly not its basis.
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Decisions researchers generally agree that the 
method of elicitation – be it task format or 
response mode – has a huge impact on peo-
ple’s responses: different task formats, such 
as probabilities and frequencies (Gigerenzer 
and Hoffrage, 1995) – or decisions from 
description and experience (Hertwig et al., 
2004), trigger drastically different behavior. 
Different response modes, such as choosing, 
pricing, and matching, have been shown to 
prompt substantial discrepancies in people’s 
preferences (e.g., Lichtenstein and Slovic, 
1971; Tversky et al., 1988). While these 
streams of research have received much atten-
tion, much less is known about the effects 
of task format in decisions from descrip-
tion, which have been the staple for decision 
researchers. Here the underlying assump-
tion seems to be that task format has little or 
no effect on the choice process (Birnbaum, 
2004; Birnbaum et al., 2008). When choices 
differ across experiments, such instabilities 
can always be modeled by (a) using flex-
ible multi-parameter models that allow for 
the description of strikingly different choice 
data (see Brandstätter et al., 2008 for a dis-
cussion), or by (b) situating an editing phase 
prior to the selection phase (Kahneman and 
Tversky, 1979). In both attempts the core 
process – the weighting and summing of 
information – remains unaffected. I argue 
that both attempts seem unsatisfactory, since 
different task formats trigger fundamentally 
different choice processes in decisions from 
description. Instead of advocating single cal-
culus models I propose an adaptive tool box 
view of risky choice (Gigerenzer et al., 1999; 
Brandstätter et al., 2008). The crucial ques-
tion thus becomes: which task format triggers 
which choice process? To answer this question 
I concentrate on decisions from descriptions 
and on two fundamentally different accounts 
of risky choice: expected utility theory and 
its modifications, and the priority heuristic 
(Brandstätter et al., 2006).

Expected utility theory and its modifica-
tions are historically rooted in the work of 
Daniel Bernoulli, and these models rest on 
the assumption of weighting and summing 

of information. Examples are expected util-
ity theory (von Neumann and Morgenstern, 
1947), cumulative prospect theory (Tversky 
and Kahneman, 1992), and the transfer 
of attention exchange model (Birnbaum 
et al., 2008). Interpreted as process theo-
ries, expected utility theory, for example, 
predicts that people value payoffs with a 
utility function, multiply the utilities by the 
probabilities, sum the products, and finally 
select the gamble with the higher sum of 
weighted values. These theories, therefore, 
predict that people process information 
within each gamble, such that an overall 
evaluation for each gamble is made.

The priority heuristic, which represents a 
different class of models, builds on the work 
of Luce (1956), Simon (1957), Tversky (1969), 
and Selten (2001). It is a simple lexicographic 
semiorder strategy that implies several classic 
violations of expected utility theory that had 
previously been accounted for by modifica-
tions of expected utility theory (Brandstätter 
et al., 2006; Katsikopoulos and Gigerenzer, 
2008). Across four different data sets with a 
total of 260 problems, the priority heuristic 
predicted the majority choice better than each 
of three modifications of expected utility did. 
A process test using reaction times further 
confirmed the heuristic’s process predictions 
(Brandstätter et al., 2006).

To illustrate the heuristic, consider a 
choice between two simple gambles where 
each offers “a probability p of winning 
amount x and a probability (1−p) of win-
ning amount y.” A choice between two such 
gambles contains four reasons for choosing: 
the maximum gain, the minimum gain, and 
their respective probabilities; because prob-
abilities are complementary, three reasons 
remain: the minimum gain, the probability 
of the minimum gain, and the maximum 
gain. For choices between gambles having 
two non-negative outcomes (all outcomes 
are zero or positive), the heuristic consists 
of the following steps:

Priority rule. Go through reasons in the 
order of minimum gain, probability of 
minimum gain, maximum gain.

Stopping rule. Stop examination if the 
minimum gains differ by 1/10 (or more) 
of the maximum gain; otherwise, stop 
examination if probabilities differ by 1/10 
(or more) of the probability scale.

Decision rule. Choose the gamble with 
the more attractive gain (probability).

One-tenth of the maximum gain repre-
sents the aspiration level for gains, and 0.1 
that for probabilities1. Note, the aspiration 
level for gains is not fixed but changes with 
the maximum gain of the problem. For 
probabilities, which are bound between 0 
and 1, the aspiration level of 0.1 is fixed. The 
term “attractive” refers to the gamble with 
the higher (minimum or maximum) gain 
and to the lower probability of the minimum 
gain. The heuristic does not use any non-
linear transformations of outcomes and 
probabilities but takes both in their natural 
currencies (i.e., objective cash amounts and 
objective probabilities). Unlike the expec-
tation-type models, the priority heuristic 
predicts that people process information 
between rather than within gambles. For 
gambles involving losses, the term “gain” is 
replaced by “loss.” For gambles with more 
than two outcomes, and gambles involving 
gains and losses (“mixed gambles”), see 
Brandstätter et al. (2006).

To illustrate the conceptual difference 
between an expectation-type model such as 
prospect theory and the priority heuristic 
(for details see Brandstätter and Gußmack, 
submitted), consider the following choice 
problem (Kahneman and Tversky, 1979).

A: 6,000 with p = 0.001
  0 with p = 0.999
B: 3,000 with p = 0.002
  0 with p = 0.998

Most people (73%) chose Gamble A. 
How does prospect theory explain this 
majority choice? The standard value func-
tion is concave for gains, which implies 

1For the sake of simplicity, I disregard the idea that 
aspiration levels are rounded (for details see Brand-
stätter et al., 2006).
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between €6,000 with probability 0.001 and 
€3,000 with 0.002. Taken together,(a) sep-
arated gambles in combination with tools 
that merely measure information search 
show that people search information within 
gambles, whereas (b) neutral task formats in 
combination with tools that measure deeper 
cognitive processing suggest that cognitive 
operations akin to those of the priority heu-
ristic best explain violations of expected util-
ity theory.

Salience effectS
Salience, I propose, has a strong effect on 
choice processes. To estimate parameter val-
ues for cumulative prospect theory, Tversky 
and Kahneman (1992) used certainty 
equivalents inferred from choices. Certainty 
equivalents represent the amount of money 
at which a person is indifferent between 
taking a risky gamble or a sure amount. In 
their experiments participants made many 
similar choices between one uncertain 
prospect and many sure amounts. Hence, 
the sure amount varied, whereas the prob-
ability of the uncertain prospect remained 
constant (for a similar procedure see, e.g., 
Tversky and Fox, 1995; Kilka and Weber, 
2001; Abdellaou et al., 2005). This method 
focuses attention on the varying element 
(i.e., outcomes), while the constant ele-
ment (i.e., probability) is largely ignored. 
Why not put things the other way around? 
What would happen if participants always 
chose between the same sure amount and 
a gamble containing varying probability 
information? Prospect theory’s qualitative 
features might be quite different.

To test this conjecture one study manipu-
lated probability salience (Brandstätter and 
Kühberger, submitted). To this end, par-
ticipants estimated the probability of an 
uncertain event; then they chose between 
a risky gamble containing the estimated 
probability (i.e., you win €50 if the uncer-
tain event occurs, otherwise nothing) and a 
sure amount of equal expected value. Results 
differed markedly between the control con-
dition, which contained the same problems 
in text format, and the probability salience 
condition. Supporting previous research, in 
the control condition, participants were risk-
seeking for low probabilities and risk-averse 
for high ones. In the probability salience 
condition, the opposite pattern emerged, 
and participants were risk-averse for low 
probabilities and risk-seeking for high ones. 

 heuristic might not capture the choice pro-
cess (Glöckner and Betsch, 2008; Johnson 
et al., 2008; Glöckner and Herbold, 2011). 
Previous tests using eye-tracking or com-
puterized process tracing techniques, such 
as Mouselab, usually employed neutral 
information display matrices in which 
columns represented alternatives, and 
rows attributes (Ford et al., 1989). Such 
matrices are neutral, because they favor 
neither search between nor within alter-
natives (gambles) or attributes (reasons). 
The above studies, in contrast, investi-
gated information search by using gam-
bles that were sharply separated: gambles 
were either placed in extra boxes (Glöckner 
and Betsch, 2008; Glöckner and Herbold, 
2011) or separated by a line (Johnson 
et al., 2008). Unsurprisingly, such task for-
mats foster search within but not between 
gambles – thereby favoring expected utility 
theory and its modifications. Information 
search measured through eye-tracking or 
Mouselab, further, may not be equated with 
information processing measured through 
think-aloud protocols (Ericsson and Simon, 
1993).

To overcome this limitation, we used 
classic think-aloud protocols to measure the 
cognitive processes underlying violations of 
expected utility theory (Brandstätter and 
Gußmack, submitted). To ensure neutral-
ity in task format, we employed the same 
format as in Kahneman and Tversky (1979):

Alternative A Alternative B

 0.1% chance to  0.2% chance to  

  win €6,000   win €3,000

 99.9% chance to  99.8% chance to  

  win nothing   win nothing

What would you choose?

 A ¡ B ¡

It should be noted that this format was 
intended to support prospect theory – not 
the priority heuristic. Results show that 
across all 14 one-stage problems taken 
from Kahneman and Tversky (1979), most 
of the protocols revealed that people pro-
cess information between rather than within 
gambles – thus lending strong support to 
processes implied by the priority heuristic 
(Brandstätter and Gußmack, submitted). 
That is, it is the difference between 6,000 and 
3,000 rather than the overweighting of small 
probabilities that determines the choice 

that the larger amount of 6,000 is devalued 
more than the smaller amount of 3,000 
(i.e., compared to a linear value function). 
The standard value function, thus, predicts 
B but not A. Prospect theory must explain 
the choice of A by the overweighting of small 
probabilities. That is, the overweighting of 
0.001 (compared to 0.002) must be stronger 
than the devaluation of 6,000 (compared 
to 3,000). Because the weighting function 
is not well-behaved near the endpoints 
(Kahneman and Tversky, 1979), consider 
the other possibilities of (a) underweight-
ing, (b) linear weighting, and (c) ignor-
ing small probabilities. Underweighting of 
small probabilities (captured by an S-shaped 
rather than an inverse S-shaped probability 
weighting function) implies the choice of 
B but not of A – as does a linear weight-
ing function (due to the value function). 
Ignoring small probability outcomes pre-
dicts guessing, because the zero outcomes 
remain. None of these additional possibili-
ties, therefore, can account for the choice of 
A. The same reasoning holds for cumulative 
prospect theory, since both prospect theo-
ries are identical for two-outcome gambles. 
According to (cumulative) prospect theory, 
only the minute difference between 0.001 
and 0.002 can cause the choice of A.

For the priority heuristic, this difference 
is neglected. The heuristic first compares 
the minimum gains (0 and 0). Because they 
do not differ, the probabilities (0.999 and 
0.998 or their logical complements 0.001 
and 0.002) are compared. This difference 
falls short of the aspiration level (i.e., 
smaller than 0.1) and people are predicted 
to choose A, because of its higher maximum 
gain. Thus, the priority heuristic captures 
the majority choice by using comparisons 
between rather than within gambles.

Both the priority heuristic and prospect 
theory can model the majority choice. In the 
following I will investigate which of these 
two models better captures the majority 
choice. We will see that task format plays 
a key role in this endeavor. In the light of 
both models, I also investigate the effect of 
salience on people’s choice processes.

Different formatS–Different 
ProceSSeS
format effectS in ProceSS tracing
Soon after the publication of the priority 
heuristic, studies investigating informa-
tion search suggested that the priority 
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If winning was unlikely,  participants thought 
that they would not win anyway and selected 
the sure amount over the gamble; if winning 
was likely, they chose the risky gamble. These 
findings suggest a reference point of p = 0.5 
(i.e., winning is likely/unlikely) rather than 
reference points of p = 0 and p = 1. The fact 
that findings differ substantially for different 
task formats highlights the error in hoping to 
uncover (a) a general choice pattern under-
lying probability weighting and (b) a fixed 
order of reasons for the priority heuristic.

concluSion
Decision researchers generally agree that 
elicitation methods have a strong influ-
ence on people’s choices. Undoubtedly, in 
decisions from description, models contain-
ing many free parameters or the editing of 
a choice problem can model task format 
effects – without changing the core process 
of weighting and summing. Both attempts 
seem unsatisfactory. I presented evidence 
showing that people use the priority heu-
ristic when problems are presented in a 
neutral text format, but that they search 
within gambles when gambles are placed 
in separate boxes. Salience, further, triggers 
fundamentally different choice processes in 
decisions from description. Together these 
results suggest that people use a multitude 
of decision strategies, and the priority heu-
ristic seems to be one key candidate from the 
adaptive toolbox of risky-choice-strategies.

referenceS
Abdellaou, M., Vossmann, F., and Weber, M. (2005). 

Choice-based elicitation and decomposition of deci-

Brandstätter On the stability of choice processes

www.frontiersin.org November 2011 | Volume 2 | Article 295 | 32

http://www.frontiersin.org/
http://www.frontiersin.org/cognition/archive


Formalizing heuristics in decision-making: a quantum 
probability perspective

Emmanuel M. Pothos1* and Jerome R. Busemeyer2

1 Psychology Human Sciences, Swansea University, Swansea, UK
2 Department of Psychological and Brain Sciences, Indiana University, Bloomington, IN, USA
*Correspondence: e.m.pothos@swansea.ac.uk

One of the most influential research pro-
grams in psychology is that of Tversky and 
Kahneman’s (1973, 1983) on heuristics and 
biases in decision-making. Two character-
istics of this program are, first, compelling 
empirical demonstrations that in some 
decision-making situations naïve observers 
violate the rules of classic probability (CP) 
theory and, second, that corresponding 
behavior can be explained with simple heu-
ristics. Tversky and Kahneman’s work has 
led to a vast literature on what is the basis for 
psychological process in decision-making. 
Note that their work, however impactful, 
has not settled the debate of whether CP 
theory is suitable for modeling cognition 
or not. CP models have attracted enormous 
interest and they often do provide excel-
lent coverage of cognitive processes (e.g., 
Oaksford and Chater, 2007; Griffiths et al., 
2010; Tenenbaum et al., 2011).

The idea of heuristics is appealing. First, 
they are simple. The assumption that human 
cognition is based on heuristics partly avoids 
the computational intractability problems 
which plague some formal approaches (cf. 
Sanborn et al., 2010). Second, they often 
allow an understanding of one process in 
terms of theory developed for other cogni-
tive processes. Consider the representative-
ness and availability heuristics. According 
to the representativeness heuristic, judg-
ments of frequency are driven by similarity 
and according to the availability heuristic 
by the ease of identifying related instances 
in memory. Thus, with these heuristics, an 
explanation for decision-making becomes 
one of similarity or memory. Third, heu-
ristics often have strong empirical support. 
Tversky and Kahneman’s approach has been 
to motivate explanations based on heuristics 
by providing compelling demonstrations for 
violations of the standard approaches (in 
decision-making, CP theory). Other propo-
nents of heuristic approaches have argued 
that heuristic schemes lead to better results 
(e.g., Gigerenzer and Todd, 1999).

There is nothing wrong with heuristic 
approaches. But, there is a sense in which 
theoreticians have a bias for cognitive mod-
els based on formal frameworks, whether it 
is Bayesian probability, formal logic, or the 
quantum probability (QP) theory, which 
we discuss (cf. Elqayam and Evans, 2011). 
The properties of formal frameworks are 
interconnected. For example, all expres-
sions in classical probability theory are 
based on a handful of axioms. Thus, one 
cannot accept the psychological relevance 
of one expression, but reject another: they 
are all related to each other. By contrast, 
heuristics, however successful, are some-
what interchangeable. Postulating the 
relevance of the representativeness heu-
ristic does not necessitate the relevance 
of the availability heuristic (Pothos and 
Busemeyer, 2009a).

The QP research program in psychol-
ogy partly originated as an attempt to rec-
oncile people’s violations of CP theory in 
decision-making situations with formal 
theory and examine whether it is pos-
sible to express formally some of the key 
heuristics in decision-making. QP theory 
is a theory for assigning probabilities to 
observables (Isham, 1989). Physicists 
are happy to employ CP theory in most 
cases but they believe that, ultimately, QP 
theory is the more appropriate choice. CP 
theory works by defining a sample space 
and expressing probabilities in terms of 
subsets of this space. A key property of 
this approach is the commutative nature 
of events and subsequent order independ-
ence for probabilities assigned to the joint 
events. QP is a geometric approach to prob-
ability. Events correspond to different sub-
spaces and probabilities are computed by 
projections to these subspaces (note that 
projections have been discussed before in 
psychology; Sloman, 1993). Crucially, this 
makes probability assessment potentially 
order and context dependent and, e.g. (a 
suitable definition of), conjunction can fail 

commutativity. This and related interfer-
ence effects lead to interesting predictions 
from QP theory.

In the famous Linda experiment (Tversky 
and Kahneman, 1983), participants are told 
about Linda, who sounds like a feminist and 
are then asked to judge the probability of 
statements about her. The important com-
parison concerns the statements “Linda 
is a bank teller” and “Linda is a feminist 
and a bank teller.” The first statement is 
extremely unlikely. The second statement 
is a conjunction of the first statement and 
another one. Thus, according to CP theory, 
P(bank teller) ≥ (bank teller ∧ feminist). But, 
results violate CP theory, as most partici-
pants consider the statement “Linda is a 
bank teller and a feminist” as the more 
probable one (this is called the conjunction 
fallacy). Tversky and Kahneman’s explana-
tion was that cognitive process is not based 
on CP theory, rather, participants employ a 
representativeness heuristic. They consider 
Linda as a very typical feminist, so that the 
characterization “bank teller and feminist” 
is probable, regardless of the bank teller 
part. One could also invoke an availability 
heuristic (as Tversky and Koehler, 1994 later 
did), whereby the statement “bank teller and 
feminist” activates memory instances simi-
lar to Linda.

Figure 1 illustrates the QP theory expla-
nation of the conjunction fallacy. The state 
vector is labeled as Psi and corresponds to 
what participants learn about Linda from 
the story. One 1D subspace corresponds 
to Linda being a feminist and another to 
a bank teller. We compute the probability 
for each possibility by projecting the state 
vector onto the corresponding subspace 
and squaring the length of the projection. 
If participants are asked to evaluate the 
probability that Linda is a just bank teller or 
just a feminist this is very unlikely and likely 
respectively. In QP theory, conjunction has 
to be typically defined as a sequential opera-
tion, i.e., Prob(A ∧ B) ≡ Prob(A ∧ then B). 

www.frontiersin.org November 2011 | Volume 2 | Article 289 | 

OpiniOn Article
published: 15 November 2011

doi: 10.3389/fpsyg.2011.00289

33

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Psychology/about
http://www.frontiersin.org/
http://www.frontiersin.org/people/EmmanuelPothos/9670
http://www.frontiersin.org/Psychology/editorialboard
https://www.frontiersin.org/cognition/archive
http://www.frontiersin.org/Cognition/10.3389/fpsyg.2011.00289/full


cooperating because they imagine the other 
person is willing to cooperate as well (Shafir 
and Tversky, 1992, called this idea wishful 
thinking). One could also apply Tversky 
and Shafir’s (1992) suggestion that viola-
tions of the sure-thing principle can arise 
from a failure of consequential reasoning 
(this idea was put forward for the two-stage 
gambling task). In the known-defect situ-
ation there is a good reason to defect and 
likewise for the known – cooperate situa-
tion. But, in the unknown conditions it is 
as if the (separate) good reasons for defect-
ing under each known condition cancel out 
(Busemeyer and Bruza, 2011, Chapter 9)!

Pothos and Busemeyer (2009a,b) cre-
ated a quantum and classical model for 
violations of the sure-thing principle. Both 
models assumed that the state vector in the 
unknown case is a convex combination of 
the states in the known-defect and known-
cooperate cases. Then, there is a process of 
evolving the state according to the relative 
payoff for different options and the cogni-
tive dissonance principle. In both the QP 
and the CP case, the probability of defect-
ing is determined by this evolved state. But, 
in the classic case, whatever the process of 
evolution, the evolved representation (vec-
tor) is still a convex combination of the 
known-defect, known-cooperate cases, 
which means that the CP model is always 
constrained by the law of total probabil-
ity. By contrast, in the QP case probabili-
ties are determined from the state vector 
by a squaring operation. For example, 
|a+b|2 = a2 + b2 + a*b + b*a The last two 
terms are interference terms and they can 
be negative, so that |a + b|2 < a2 + b2, violat-
ing the law of total probability. Thus, the 
QP model allows an expression of the idea 
that individually perfectly good reasons or 
causes (high a2, high b2) can partly cancel 
each other out. Note, further, that although 
the utility representation in the quantum 
model is simple (there is a utility parameter, 
analogous to that in more standard decision 
models, like Kahneman and Tversky’s, 1979, 
prospect theory), the possibility of interfer-
ence effects would allow, e.g., a consistent 
preference for a risky option, over the sure-
thing (i.e., a stable risk preference).

These are promising results for QP the-
ory. Its features which make us optimistic 
are that probability assessment is context- 
and order-dependent, so that earlier com-
ponents in a process can affect later ones. 

similarity between the initial representation 
(the initial information about Linda) and 
the representation for a bank teller. From a 
quantum theory perspective, representative-
ness, being a similarity process, is subject to 
chain and context effects, and this is exactly 
what happens in the Linda example. An 
alternative perspective is that seeing Linda 
as a feminist increases availability for other 
related information about Linda, such that 
Linda might be a bank teller. Briefly, this 
is the quantum theory explanation for the 
conjunction fallacy (Busemeyer et al., 2011).

Quantum probability theory has been 
applied in other decision-making situa-
tions (e.g., Trueblood and Busemeyer, 1992; 
Atmanspacher et al., 2004; Khrennikov, 
2004; Aerts, 2009). We next consider an 
application which illustrates a differ-
ent aspect of the theory. According to the 
sure-thing principle, if you intend to do 
A when B is true and you intend to do A 
when B is not true, then you should still 
intend to do A if you do not know if B is 
true or not. The sure-thing principle fol-
lows from the law of total probability in CP 
theory, P(A) = P(A ∧ B) + P(A ∧ not B). 
Surprisingly, Shafir and Tversky (1992) 
reported violations of the sure-thing prin-
ciple in a prisoner’s dilemma task. In their 
experiment, the matrix of payoffs was set 
up so that participants preferred to defect, 
knowing that the other person had already 
defected and knowing that the other person 
had cooperated. However, many partici-
pants reversed their judgment and decided 
to cooperate, when they did not know the 
other player’s action. Such a finding can be 
partly explained with cognitive dissonance 
theory (e.g., Festinger, 1957), accord-
ing to which people change their beliefs 
to be consistent with their actions. Thus, 
if participants have a cooperative bias, in 
the “unknown” condition, they might be 

Assume that in decision-making the more 
probable statement is evaluated first (this 
means that more probable statements are 
more likely to be included in the decision-
making process; cf. Gigerenzer and Todd, 
1999). Then, the probability computation 
involves projecting first to the feminist ray 
and then to the bank teller ray. The first pro-
jection is fairly large, we knew this already. 
The critical point is that from the feminist 
ray, there is now a sizeable projection onto 
the bank teller ray. Thus, whereas the direct 
projection to the bank teller one was small, 
the indirect projection (via the feminist ray) 
is much larger. Such a scheme can account 
for violations of the conjunction fallacy 
(and many other related empirical results; 
Busemeyer et al., 2011).

What is the implication about psycho-
logical process implied in the quantum 
theory model? In classical probability 
theory it has to be the case that Prob(bank 
teller ∧ feminist) = Prob(feminist ∧ bank 
teller) ≤ Prob(bank teller). But in QP the-
ory, when considering possibilities which are 
represented by subspaces at oblique angles as 
in Figure 1, the assessment of any possibility 
is dependent on the assessment of previous 
possibilities. In the case of the conjunctive 
statement in the Linda problem, assessing 
the possibility that Linda is a bank teller 
depends on the previous consideration that 
Linda is a feminist. Clearly, the Linda story 
makes it very unlikely that Linda is a bank 
teller. But, feminists can have all kinds of dif-
ferent professions and, even though being a 
bank teller is perhaps not the most likely one, 
it is still a plausible profession. Therefore, 
once a participant has accepted that Linda 
is a feminist, it becomes easier to think of 
various professions for Linda, including 
that of a bank teller. That is, according to 
the quantum model, accepting Linda as a 
feminist, allows the system to establish a 

Figure 1 | A simple explanation for how QP theory can account for the conjunction fallacy.
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Consider the following experimental dem-
onstration: when undergraduate volunteers 
judged the pleasantness of winning small 
amounts of money (from 1 to 30 cents 
per trial), their successive ratings reflected 
the position of each winning in the fre-
quency distribution of their other winnings 
(Parducci, 1968).

Table 1 shows how the different distribu-
tions were skewed. Ratings of individual pay-
offs are not shown, for the present interest 
centers on the overall mean rating for each of 
the distributions. The overall mean rating on 
a 7-point scale was more than one category 
higher for the negatively skewed distribution 
(in which the higher winnings were more 
frequent), although the mean winning was 
14 cents for each distribution). More gener-
ally, negatively skewed distributions always 
yield higher overall mean judgments. This 
is entailed by my range–frequency theory of 
judgment and supported by experiments on 
various kinds of hedonic and psychophysical 
judgments (Parducci, 1995).

Range–FRequency TheoRy
The basic notion of the theory is that each 
dimensional judgment represents the place 
of what is being judged in a context of simi-
lar events that affect the judgment. This is 
represented as a compromise or weighted 
average:

J wR w Fic ic ic= + −( )1  
(1)

where J
ic
 represents the internal judgment 

(e.g., experienced pleasantness) of Stimulus 
i in Context c, R

ic
 is the proportion of the 

contextual range below i, F
ic
 is the cumula-

tive proportion of contextual representa-
tions below i in the same context, and w is 
the weighting constant, assumed here to be 
0.5, with J, R, F, and w all on 0-to-1 scales. 
From this, it follows algebraically that the 
mean of the judgments of all contextual val-
ues (winnings in this case) is proportional to 
the skewing of the contextual distribution.

When applied to this experimental dem-
onstration, the mean of all judgments (rat-
ings transformed linearly to a 0-to-1 scale) 

is predicted to be 0.58 for the negatively 
skewed distribution, 0.42 for the positively 
skewed distribution (both within 0.005 
of the empirically obtained overall mean 
judgments). This effect of the skewing of 
the contextual distribution has been dem-
onstrated for other hedonic dimensions, 
e.g., pleasantness of lemonades of varying 
sweetness, melodies of varying loudness, 
photographs of an actress simulating vary-
ing degrees of friendliness, and also for a 
variety of non-hedonic dimensions, e.g., 
size of squares, heaviness of lifted weights, 
largeness of abstract numerals. Applications 
to social planning and comparisons of life 
styles (e.g., Parducci, 1995, Chapters 12 
and 13) are more speculative because of 
the difficulty of controlling the contexts 
experimentally.

PleasuRe veRsus uTiliTy1

Returning to the judged pleasantness of 
winning different amounts of money, we 
should note that the total amount won 
was the same for both conditions of the 
demonstration experiment. Insofar as util-
ity is linear to monetary values within this 
limited range of winnings, there seems 
little to choose between the two distribu-
tions. But consider the predicted effect of 
increasing the total winnings in the 1–21 
condition by substituting 30 cents for one 
of the 21-cent trials: this extension of the 
upper endpoint of the context eliminates 
the skewing and thus reduces the mean 
judgment to 0.5 (i.e., to neutral, neither 
pleasant nor unpleasant). In this case, an 
increase in utility would have produced a 
decrease in pleasantness.

The simplest assumption would be 
that the effects of contextual skewing for 
hedonic judgments are absent for utility 
estimates. However, the lottery method for 
estimating utilities showed the usual skew-
ing effects (Zaidel, 1971), and manipulation 

of contextual ranges can reverse the choices 
(Mellers and Cooke, 1994). In the absence of 
extensive research on the effects of contex-
tual skewing upon choices, it seems intui-
tively likely that the effect would be much 
smaller for utilities.

Within any particular context, the 
order of pleasantness judgments must be 
the same as the order of utilities. It is when 
the context changes that these alternative 
measures yield profound differences. For 
example, in my computerized “Happiness 
Game” (Parducci, 1995, Chapter 8), players 
choose, on each trial, between different con-
texts (each context being the distribution of 
daily earnings of an imagined door-to-door 
salesman). The points earned by the player 
are proportional to the salesman’s pleasures, 
as measured by range–frequency predic-
tions from contextual skewing. Each context 
represents the salesman’s distribution of 
earnings in a different neighborhood, with 
the game rigged so that the distributions 
are skewed more positively for the more 
profitable neighborhoods. The longer this 
game is played, the more likely players are 
to choose the more positively skewed con-
texts – so that the points they win actually 
decrease with increased experience at play-
ing the game.

This kind of misapprehension seems 
characteristic of the profoundly sad para-
dox that maximizing utilities can some-
times minimize pleasures. We choose the 
job that pays more even when its likely 
hedonic context will be more positively 
skewed and thus yield less pleasure. A con-
temporary example is provided by the new 
PhDs, trained for research careers in aca-
demia, who flood onto Wall Street seeking 
jobs as investment bankers. If successful in 
this search, the hedonic contexts in which 
they experience pleasures and disappoint-
ments with their earnings may in many 
cases be positively skewed. The painful 
disappointments when they are earning 
less than their more successful colleagues 
will hardly be balanced by their occasion-
ally triumphant investments.

1Although pleasure and utility are often confused, 
Kahneman and Varey (1991) present a cogent discus-
sion of the conceptual differences.
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When distinguishing pleasure from util-
ity, a deeper but less resolvable difference lies 
in what is experienced. No experienced sense 
of preference is crucial to the assessment of 
utility: the choice itself indicates the prefer-
ence and hence the relative utility. However, 
it is difficult to assess the usual assumption 
that ratings of pleasantness indicate how 
much pleasure is actually experienced.

ReFeRences
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the psychology of  utility,” in Interpersonal 
Comparisons of Well-Being, eds J. Elster and J. E. 

Real life is too complex to pin down 
contexts like this. However, we should at 
least consider the discouraging paradox 
that what we prefer may often afford less 
pleasure. One hears people complain that 
they are earning more but enjoying it less. 
By definition, we choose the alternative with 
higher utility. We may even tell ourselves 
that the consequences of our choice will 
average out to be more pleasant. But the 
contextual effects of skewing, unless they 
operate in the same way for utility as for 
pleasure, may often insure a preponderance 
of unpleasantness.

Table 1 | Frequency distribution of winnings.

Skewing  frequencies

Positive       2 2 2 1  1   1    1    1    1

Negative 1    1    1    1   1  1 2 2 2      

Winnings  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
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IntroductIon
Models of decision making under uncer-
tainty should be grounded in general 
cognitive processes reflecting pervasive 
constraints from the nature of our envi-
ronment. Developing integrated models 
applicable across different tasks provides 
converging constraints that increase the 
predictiveness of models to new situations.

Decision making is such a rich discipline 
that it is often considered in relative iso-
lation, leading to entire fields devoted to 
specialized aspects and domains. Decision 
making under uncertainty can be better 
understood through the prism of general 
theories of cognition, constrained by rep-
resentations and mechanisms developed 
to account for the much broader range of 
human activities (Anderson and Lebiere, 
2003). This argument is an elaboration of 
Simon’s bounded rationality (e.g., Simon, 
1957) approach to constraining the ration-
ality of optimal decision making by the 
cognitive limitations of the decision maker. 
Further, those cognitive limitations, and 
more generally the entire decision making 
process, should be modeled in a computa-
tional framework that captures in detail not 
only the cognitive mechanisms and repre-
sentations involved (Newell, 1990) but also 
motivational processes (Kruglanski et al., 
2007; Kruglanski and Gigerenzer, 2011) as 
well as perceptual (especially attentional) 
and motor processes (Card et al., 1983) to 
reflect the constraints of the task environ-
ment. Finally, decision making involves 
not simply raw cognitive processes but 
also knowledge and strategies on how to 
approach the problem (Gigerenzer et al., 
1999). Fortunately, unified theories of cog-
nition enable the representation of declara-
tive and procedural knowledge constructs 
in a way that interacts with the constraints 
of the cognitive and perceptual processes 
to provide a rich account of performance 
in the task. Providing a detailed but unified 
computational account of those factors and 
their interaction across a wide range of tasks 
is essential for a deeper understanding of 

human decision making under uncertainty, 
as it involves general cognitive processes 
that are not limited to specific paradigms 
but take place across all human activities.

We illustrate those points by briefly 
describing a number of instances of our 
recent line of research in models of decision 
making. In particular, we want to highlight 
the importance of applying the same mode-
ling approach to widely different paradigms 
of decision making (including domains that 
are not usually considered part of decision 
making) in order to bring the maximum 
force of converging constraints onto the 
problem. Indeed, the main issue with many 
decision making tasks is not that they are 
too difficult to model, but instead that too 
many distinct models provide roughly 
equivalent accounts of the data, making it 
hard to determine which provide a funda-
mental understanding of human decision 
making processes and which are merely 
well-fitted parametric descriptions of 
human performance.

Models
Our initial model of decision making was 
applied to a task paradigm that is not tradi-
tionally considered part of decision making. 
Sequence-learning (e.g., Curran and Keele, 
1993) usually involves speeded reaction 
tasks intended to investigate the impact of 
implicit learning processes on the detection 
of event sequences. In those tasks, a par-
ticipant is exposed to a sequence of stimuli 
appearing in specific positions on a screen, 
and has to produce corresponding motor 
responses as quickly as possible. Given per-
ceptual and motor limitations such as the 
need to shift visual attention to process a 
stimulus and to prepare a motor response 
before executing it, anticipating the loca-
tion of the next stimulus and preparing the 
associated response allows for significantly 
faster reaction time. Learning in this task is 
measured by the improvement in response 
time between trial blocks in which the 
stimuli follow a repeated, deterministic 
sequence and those in which stimuli are 

randomly selected. Our sequence-learning 
model (Wallach and Lebiere, 2000; Lebiere 
and Wallach, 2001) works by building rep-
resentations (chunks) of small pieces of 
the stimulus sequence in working memory, 
storing them in long-term memory and 
retrieving them by matching to the most 
recent stimuli to predict the next item in 
the sequence. Perceptual–motor factors play 
an important role in this task as well, as the 
ability to learn the sequence and effectively 
use anticipation fundamentally depends 
upon the length of the interval between a 
response and the next stimulus. The model 
reproduces numerous behavioral measures, 
including average response times, probabil-
ity of errors and percentage of anticipatory 
actions. Constraining models using multi-
ple performance dimensions is essential to 
reducing degrees of freedom, a common 
problem in simple decision making tasks.

The essential feature of this model is 
its use of memories for specific experi-
ences. Different experiences compete to be 
retrieved for use through an activation cal-
culus that is based on the rational analysis 
of cognition (Anderson, 1990; Anderson 
and Schooler, 1991) of how the availabil-
ity of memories is determined by the sta-
tistical structure of the environment. This 
fundamental idea is that the mind makes 
micro-decisions in retrieving an experi-
ence on which to base its next action. This 
insight has played out in a series of subse-
quent applications of this model to tasks 
that similarly involves making a sequence 
of decisions and performing associated 
actions.

The approach was then applied to a clas-
sic multi-person game, paper rock scissors 
(PRS). Games constitute an excellent deci-
sion making testbed because of the natural 
competitive pressure to make the best pos-
sible decisions and maximize performance. 
PRS is a two-person game in which each 
player has to simultaneously select one of 
three options. The winner is determined by 
a circular relation between the three options, 
with no option intrinsically better than the 
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to learn the value of each option in isola-
tion despite, as in the first baseball experi-
ment, the lack of any sequential structure 
in the task. But while the recency effect 
seems to be a pervasive bias ingrained in 
human cognition, not all such cognitive 
biases are equally stable and permanent. 
Lebiere et al. (2007) showed how the very 
same recency effect in the activation of 
experiences, weighted against a longer-
term frequency effect, can explain the 
appearance and then disappearance of risk 
aversion bias in deciding between safe and 
risky choices. The recency effect initially 
dominates and leads selection away from 
risky choices, but the frequency effect then 
restores over time the balance between 
safe and risky options. This account is 
directly compatible with other sampling-
based explanations (e.g., Denrell and Le 
Mens, 2007; Le Mens and Denrell, 2011) 
but provides precise predictions of the 
time course of the learning and unlearn-
ing of the risk aversion bias as a function 
of experience.

The direct implication of our account 
of decision making under uncertainty is 
the lack of stable risk preferences. Instead, 
the model attempts to achieve the best 
possible performance under cognitive and 
task constraints (such as payoff function 
and other performance metrics) without 
explicitly considering second-order infor-
mation such as the amount of risk present 
in their decisions. In addition to the impact 
of learning and experience, cognitive factors 
influencing the level of risk assumed include 
individual differences parameters such as 
working memory capacity (Rehling et al., 
2004) and noise in memory retrieval (West 
and Lebiere, 2001) as well as information 
framing effects (Martin et al., 2011).

conclusIon
The application of the same model across 
a wide range of paradigms, from implicit 
learning of sequences to multi-person 
games in abstract and embodied settings to 
classical decision making tasks illustrates 
the predictive benefits of models based on 
cognitive architectures. Specifically, the 
cognitive constraints embedded in the 
architecture interact with the heuristic 
strategies used and the task environments 
to account for a broad pattern of results 
across multiple fields with limited param-
eter variations.

tion of pitch speed illustrates the pervasive 
nature of the biases inherited from the 
statistical structure of our environment. 
More fundamentally, it emphasizes that 
the concept of optimal decision making is 
relative to assumptions about the nature 
of the environment. For instance, prob-
ability matching, the common tendency to 
select choices in direct proportion to their 
quality, is often referred to as a suboptimal 
cognitive bias. However, that is only true if 
one assumes a fixed environment that one 
has adequately sampled. However, if one 
assumes a constantly changing environ-
ment, either independently or in response 
to our choices, probability matching can 
be an effective adaptive strategy to bal-
ance the need for constant sampling of the 
environment (exploration) with the goal to 
maximize performance given the currently 
available information (exploitation).

In the second experiment, pitch loca-
tion was varied to reflect the current sit-
uation (specifically the balls and strikes 
count) to reflect strategic pitch selection 
in actual baseball games. The model’s 
sensitivity to the context closely matched 
the strategic adaptivity of human batters. 
In both cases, the cognitive biases and 
mechanisms built into the architecture 
matched the human data a priori at least 
as well as a Hidden Markov model that had 
been trained on part of the data and could 
predict the rest a posteriori, emphasizing 
the role that cognitive constraints can 
play in modeling decision making biases 
in a principled, general basis rather than 
developing and parameterizing ad hoc, 
task-specific, models.

To demonstrate the relevance of the 
model to classical decision making para-
digms and the power of cognitive con-
straints to a priori predict performance, 
Stewart et al. (2009) submitted a version 
of the PRS model to a choice prediction 
competition. The choice model uses the 
blending mechanism (Lebiere, 1999) to 
generate continuous expectations of the 
outcome of each option, reflecting both 
their payoffs and probabilities. The model 
won the part of the competition in which 
decisions between safe and risky options 
were based on prior experience with those 
options (Erev et al., 2010). Particularly 
remarkable is the fact that the sequence-
learning model matched human perfor-
mance better than models that attempted 

others. Game theory prescribes random 
play as the optimal solution. However, 
while humans find it almost impossible to 
generate random actions, they find it quite 
natural to detect event sequences. Thus 
the sequence-learning approach is directly 
applicable to the iterated version of the 
game in which players engage in multiple 
rounds of play: the PRS model observes 
the opponent and learns small sequences 
of their moves in order to predict their next 
move, retrieves a best-matching sequence, 
and bases its move selection on that predic-
tion. The model (Lebiere and West, 1999; 
West and Lebiere, 2001) matches quite 
well both aggregate level of human per-
formance and specific characteristics such 
as the distribution of winning streaks. Its 
performance is also comparable to that 
of the best computer programs (Billings, 
2000), an indication that cognitive con-
straints on decision making can provide 
useful functionality. The main aspect of 
this and other games for purposes of deci-
sion making is that the environment is not 
static but is instead another dynamic cogni-
tive (human or model) entity adapting to 
one’s actions, thus binding the players in a 
relation of reciprocal causation exhibiting 
signal detection characteristics such as sto-
chastic resonance (West et al., 2005).

Sequential decision making is not con-
fined to abstract games or experiments but 
instead is a natural component of many 
everyday situations. The game of base-
ball, specifically the competition between 
pitcher and batter, features the same struc-
ture of repeated choice among a set of pos-
sible actions. As in PRS, the pitcher has a 
number of options at his disposal varying 
in speed, location and movement, and, as 
in sequence-learning, because of percep-
tual–motor constraints the batter needs to 
anticipate the pitcher’s choice in order to 
maximize the effectiveness of his response. 
Lebiere et al. (2003) applied the sequence-
learning approach to two experimental 
situations. In the first one, pitch speed 
varied randomly between trials. The base-
ball model exploited the impact of recency 
in the base-level activation of the chunks 
representing each pitch to reflect the ten-
dency of human batters to anticipate pitches 
similar to those they had seen recently. The 
fact that this pattern was observed in both 
humans and model despite the lack of any 
structure in the random trial-to-trial selec-
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However, work remains to be done to 
achieve true unification. Instantiations of 
the model across paradigms still require 
the modeler to implement representation 
choices that reflect the nature of the task. 
A key part of decision making involves not 
only applying given heuristics and strate-
gies, but also the metacognitive task of 
selecting among them and adopting the 
proper representation to implement them. 
Only when that aspect of decision making is 
viewed as an integral part of decision mak-
ing and incorporated in models will a true 
theory of the field be achieved.
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IntroductIon
Classical economic approaches to the study 
of preferences and risky choices assume that 
human preferences are stable and rational. 
However, subsequent empirical research 
has demonstrated that preferences are often 
constructed and that choices are influenced 
by a variety of factors that frequently deviate 
from normative decision-making models. 
While many of these studies have con-
firmed that preferences depend on presen-
tation formats, response modes, processing 
modes, mood states, attitudes, and a host 
of other moderators (e.g., Lichtenstein and 
Slovic, 2006), it should be noted that prefer-
ences are also a manifestation of a decision-
maker’s inherent values. While core values 
are often seen as relatively stable (Malle and 
Dickert, 2007), tradeoffs among those val-
ues are often ill-defined, setting the stage 
for preference reversals induced by contex-
tual factors that should not really matter 
(Lichtenstein and Slovic, 2006). But how 
do values shape our preferences and guide 
our decisions? In the present article we con-
ceptualize preferences as manifestations of 
feelings and values, and briefly describe how 
they influence behavior in certain situations 
involving risk.

Specifically, we aim to show how values 
can manifest themselves as preferences and 
influence choices in situations where people 
make decisions about others whose lives are 
at risk. Touching on issues relevant for risk 
perception and risk management as well 
as the underlying processes of valuations 
that lead to preferences, we go beyond the 
common conceptualization of risky choices 
represented as outcomes with well-defined 
probabilities. Instead, our research focuses 
on and documents people’s inconsistent 
use of values when making decisions about 
whether or not to aid other people whose 
lives are endangered.

In our culture, most people would 
endorse a normative model asserting that 
every human life is intrinsically equal in 
value. This implies a linear relationship 

between the number of people at risk and 
the amount of money one should be willing 
to contribute in order to reduce or eliminate 
that risk. However, studies of actual behav-
ior show that, descriptively, this is hardly 
ever the case (e.g., Slovic, 2007). On the 
contrary, as the number of people at risk 
increases, the marginal rate of contributions 
decreases, revealing a general insensitivity 
to large losses of life (Fetherstonhaugh 
et al., 1997). In many cases, valuations are 
actually highest for a single individual life 
and decrease when more lives are at risk 
(Kogut and Ritov, 2005; Small et al., 2007). 
In our research, we examine the underly-
ing mechanisms that can explain some 
of the deviations between normative and 
descriptive models of helping behavior. In 
the remainder of this article, we highlight 
the role that affect plays in the construc-
tion of preferences for valuing the life of 
someone at risk and focus on some of the 
affective mechanisms we believe to be cen-
tral to lifesaving decisions.

the role of affect and affect 
regulatIon In valuatIons of 
people at rIsk
Decisions in situations of risk are 
strongly influenced by affective and emo-
tional responses of the decisionmaker 
(Loewenstein et al., 2001). People often 
evaluate the risks, risk factors, and poten-
tial benefits on an affective dimension 
(Slovic et al., 2002). Charitable giving (as 
one expression of valuing other people’s 
lives) is likewise heavily influenced by our 
emotions (Andreoni, 1990; Batson, 1990; 
Slovic, 2007). In these situations, affective 
responses serve both as a way to inform the 
decisionmaker about the value they should 
place on other people at risk as well as con-
stitute a source of motivation underlying 
helping. In our research we have found that 
the motivating emotions vary in different 
stages of the valuation process (Dickert 
et al., 2011b). We show that valuations are 
constructed based on affective responses 

and follow a specific time-course that we 
model with two separate stages. According 
to this model, when confronted with the 
need to help someone at risk, people first 
consider how they feel about themselves 
to determine whether they will help or not 
(Stage 1). If they decide to help, people then 
determine the amount of help that they 
want to provide by consulting their feelings 
regarding the persons at risk (Stage 2). Thus, 
the decision to donate or not is primarily 
determined by affective responses that are 
focused on the self (e.g., how much better 
a person feels after helping someone else) 
and the amount donated is primarily deter-
mined by emotions that are focused on oth-
ers (e.g., sympathy and compassion).

As is evident from this distinction, behav-
ioral responses in the face of risk are not 
only affected by our feelings, but also exert 
an influence on them. Self-focused feelings 
may provide the basis for helping responses, 
but people also feel better about themselves 
after helping (Dickert et al., 2011c; Dunn 
et al., 2008). As such, emotion regulation 
and mood-management strategies become 
a critical component in valuations of people 
at risk. Similarly, emotion regulation also 
comes into play for other-focused emotions, 
as documented by the breakdown of com-
passion when we are confronted with large 
populations at risk (Slovic, 2010a). In order 
to better understand the role of affect (and 
affect regulation) in valuations and deter-
mine when feelings lead to an inconsistent 
use of values underlying choices, it is nec-
essary to take a closer look at the processes 
that lead to the generation of feelings.

factors InfluencIng the 
generatIon of affectIve 
responses In sItuatIons of rIsk
It is important to note that valuations of 
people at risk (and the underlying affective 
processes) are similar to other preferences in 
the sense that they are context-dependent. 
The way the risk is portrayed (e.g., by differ-
ent framing or presentation formats) greatly 
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summary
Although preferences and their underlying 
values are assumed to be stable by classical 
economic theory, empirical research has 
often shown deviations from normative 
principles and documented how preferences 
under risk are constructed and even shaped 
by seemingly irrelevant factors. What is 
remarkable about the construction of pref-
erence is its ubiquitous presence in nearly 
every decision-making domain. In accord 
with this idea, we argue that values (and 
valuations) can also be constructed and are 
therefore unstable. This is particularly evi-
dent in situations where valuations depend 
on affective responses (e.g., valuations of 
other people at risk). The research docu-
menting mental imagery and attention as 
underlying processes of affective responses 
and research showing individual differ-
ences as moderators of these processes help 
explain why we do not hold stable values 
for saving human lives. Descriptive models 
show that our responses to people at risk are 
not always rational nor immune from biases 
common to other forms of preference. We 
suggest that the processes leading up to 
inconsistencies in valuations are strongly 
related to affect and affect regulation strate-
gies. While most of us would probably agree 
that every life should be valued highly, our 
behaviors toward people in danger are often 
inconsistent with this belief.
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presentation format change the perception 
of risk for others (Dickert et al., 2011a). A 
consistent finding of these studies is that the 
concreteness and use of mental imagery in 
valuations of people at risk is moderated by 
the numerical ability of the perceiver. Lower 
numerical ability leads people to construct 
clearer mental representations and base 
their valuations on them, whereas people 
with higher numerical ability have more 
abstract mental representations that are 
not related to their valuations.

Another demonstration of how individ-
ual differences influence affective responses 
and valuations of people at risk comes 
from Kogut (2011), who has shown that 
people with a strong belief in a just world 
(i.e., those who believe the world is a just 
place) are more likely to blame others for 
their predicament and are less willing to 
provide help. Thus, their risk perception 
is prominently influenced by their general 
attitude toward blame and responsibility. 
More importantly, however, Kogut (2011) 
argues that these general attitudes influ-
ence valuations of lives particularly when 
the people at risk are depicted in a way 
that facilitates clearer mental images and 
stronger emotional responses (i.e., when 
they are identified).

attentIon
An additional precursor to the generation of 
feelings is the ability to focus one’s attention 
on the people at risk. In line with the effects 
of mental imagery, this is usually easier for a 
single individual at risk rather than a group 
of people (Hamilton and Sherman, 1996). 
In our research we have found that present-
ing similar individuals at risk as part of a 
group reduces affective responses to any 
single one of them (Dickert and Slovic, 
2009). Furthermore, affective responses 
such as sympathy toward a starving child 
decreased when the face of the child dis-
appeared from view. The nature of affec-
tive responses appears to be stronger when 
triggered by something immediate rather 
than reconstructed from memory. These 
results highlight the degree to which sim-
ple fluctuations in our attention can influ-
ence our feelings and thus our values. This 
helps explain why our responses toward 
opportunities to aid people whose lives are 
endangered are unstable and often incon-
sistent with normative principles that we 
nonetheless strongly endorse.

influences affective responses underlying 
these valuations. In our research we have 
given special considerations to processes 
related to (1) mental imagery, (2) individual 
differences, and (3) attention.

mental Imagery
Mental images are intimately related to 
emotional reactions. This is especially true 
for mental images that underlie risk per-
ceptions (Slovic, 2010a). The more vividly 
people in need are described the more likely 
we are to respond affectively and generate 
feelings underlying the valuation of their 
lives. Presentation formats that enhance 
mental imagery (e.g., showing the faces 
of people at risk and using information-
processing modes that facilitate clearer 
and more concrete mental representa-
tions) increase affective responses (Dickert 
et al., 2011a). Conversely, depicting people 
abstractly (e.g., as statistical lives rather than 
identified human beings) decreases affective 
responses and subsequent valuations (Small 
et al., 2007). In situations where a large 
group of people is at risk, it is likely that 
mental images are less concrete and emo-
tional responses less pronounced. Research 
has demonstrated that mental images (and 
the resulting cognitive and emotional pro-
cesses) are different for individuals than for 
groups (Hamilton and Sherman, 1996). It is 
easier to imagine a single person at risk than 
a group of persons. This causes affective 
responses to be strongest for a single indi-
vidual and considerably weaker as the num-
ber of people at risk increases (Kogut and 
Ritov, 2005), resulting in the  nonrational 
reaction where “the more who die, the less 
we care” (Slovic, 2010b).

IndIvIdual dIfferences
People differ in their values and attitudes 
toward risk (for themselves and others) 
as well as in their propensity to engage 
in information-processing that facilitates 
affective responses to risk. Generally more 
pro-social value orientations are related to 
feeling more distress and greater motiva-
tion to act in ways that are beneficial to 
others (Van Lange et al., 2007). Similarly, 
differences in affective reactivity, mental 
imagery, and information-processing styles 
play a role in the generation of feelings that 
underlie responses to risk. In our studies 
we have found evidence that differences in 
numerical ability together with variations in 
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What role(s) do emotions have in choice 
preference? Individuals’ choices depend on 
their memories and cognition but also on 
their current emotional state. Emotions can 
play a necessary functional role in decision-
making, but in doing this, emotions can alter 
the stability of the process. The argument 
for a necessary functional role of emotions 
is supported by converging evidence from 
neuropsychological patients with impair-
ments in either emotional responding or 
in decision-making, alongside human brain 
imaging. We also point out that functional 
brain imaging studies need to target brain 
areas responding to emotion in order to 
provide stronger evidence for emotion spe-
cifically modulating the process of decision-
making to influence choice preference.

Neuropsychological aNd fMri 
studies of the vmpfc aNd other 
braiN regioNs
Neuropsychological studies have shown 
that patients with damage to ventromedial 
prefrontal cortex (vmPFC) brain regions 
display flattened emotions, an inability 
to respond to emotional events, and less 
responsiveness to punishment (Fellows and 
Farah, 2005; Naqvi et al., 2006). In addition, 
patients with vmPFC lesions show impaired 
decision-making. It has been argued that 
this impaired decision-making reflects 
altered emotional reactivity. The “somatic 
marker hypothesis” proposes that in situ-
ations where choices could bring either 
positive reward or negative outcomes and 
losses, decision-making is modulated by the 
ability to recruit emotional feedback from 
past events (Bechara et al., 1994). The Iowa 
gambling task (IGT; Anderson et al., 1999) 
has been used to test this hypothesis and 
examine the phenomena of poor decision-
making in patients with damage to pre-
frontal cortex. Players must select a card 
from one of four decks. Each card leads to 
winning or losing money. Unknown to the 
player, some decks contain cards with higher 
gains and losses, which if repeatedly selected 

will lead to an overall loss. Over the course 
of multiple trials, typical players begin to 
avoid these high risk decks. Patients, on 
the other hand, were found to be unable to 
forgo immediate gains for long-term reward 
to win the game. The results also showed 
that patients with vmPFC damage, unlike 
healthy controls, did not produce skin-con-
ductance responses (SCRs), a physiologi-
cal measure of emotional responsiveness, 
before making choices that had negative 
outcomes. The vmPFC may therefore be 
necessary for the emotional evaluation of 
future choices. Interestingly, patients with 
amygdala damage were also found to per-
form poorly on the gambling task (Bechara 
et al., 1999; Weller et al., 2007). However, 
unlike vmPFC patients, amygdala patients 
not only failed to emotionally react in antic-
ipation of a negative choice, but failed to 
produce SCRs after negative decision out-
comes. This suggests that the amygdala is 
part of a feedback circuit that evaluates the 
emotional outcome of choices, modulating 
prefrontal regions. Emotional associations 
can thus bias choice preference. Note that 
the emotional state of the participant in 
these paradigms can change rapidly across 
trials, and the data suggest that this modu-
lates decision-making. Emotional modula-
tion of decision-making can make human 
choice contextually dependent, but this is 
at the cost of stability in decision-making, 
across different emotional contexts.

These results contrast with at least some 
of the results from functional magnetic res-
onance imaging (fMRI) studies, for instance 
Lawrence et al. (2009) carried out an fMRI 
study of healthy control participants per-
forming the IGT. The blood-oxygenation-
level dependent (BOLD) contrast was 
accessed across specific time periods within 
each choice trial. The BOLD signal (based 
on blood flow) is proportional to neural 
activity. Comparing activity at the point 
where participants found out the outcome 
of their decision (i.e., when a reward or pun-
ishment from making a choice was shown) 

revealed more activity in the caudate, 
nucleus accumbens, insula, and thalamus 
for choices which yielded a reward (win-
ning money) compared to responses which 
resulted in punishment (losing money). 
They also compared activity between trials 
where participants had to actively choose a 
card to those where participants had to select 
specified card decks. Regions of the vmPFC, 
implicated in the neuropsychological stud-
ies were more active for decision-making 
trials than for control trials. More specifi-
cally, higher BOLD activity was reported in 
bilateral areas of the medial orbitofrontal 
cortex (BA 11), as well as in regions of the 
ventral anterior cingulate cortex (BA 24 and 
32), extending to the caudate. In addition, 
when making choices that would lead to 
overall losses of money in the task, neural 
activity was found in the orbital frontal cor-
tex and insula. Other fMRI studies using 
the IGT have found similar activity in the 
medial frontal gyrus (BA 10; Fukui et al., 
2005; Windmann et al., 2006). These results 
point to a role of orbito- and medial-frontal 
cortex in relation to positive and negative 
aspects of reward in the IGT, but they do not 
necessarily demonstrate the involvement 
of emotion-based influences on decision-
making as opposed to other aspects of the 
evaluation process. Indeed, other research 
suggest that key neural regions that form 
part of the neural circuitry for emotional 
responding, namely the amygdala and hip-
pocampus, are not involved during the task 
(Li et al., 2010).

To assess whether there is a more specific 
role of emotion in the IGT, we have recently 
assessed activity in brain regions specifically 
associated with positive and negative emo-
tional responses. Participants viewed pre-
categorized images from the International 
Affective Picture System (IAPS; Lang et al., 
1997) conveying positive, negative, and 
neutral valence. Regions found to be more 
activated by positive than negative emotion, 
and vice versa, were then used as regions 
of interest for the analysis of brain activity 
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motivational state, which if affected, results 
in less goal-directed behavior (Brown and 
Pluck, 2000; Marin and Wilkosz, 2005). 
The anterior cingulum, nucleus accum-
bens, ventral pallidum, thalamus, and the 
ventral tegmental area form the core of the 
neural system recruited for motivation, 
and the nucleus accumbens, ventral palli-
dum, and thalamus have been suggested to 
modulate motivation (Marin and Wilkosz, 
2005). Marin (1996) posits that apathy 
emerges when there is damage to this cir-
cuitry. Similar neural networks including 
neural areas such as the anterior cingulate 
and nucleus accumbens are also related to 
performance on the IGT. The basal ganglia 
has also been reported to be involved in con-
veying motivational signals to and from the 
frontal cortex (van Reekum et al., 2005) for 
decision-making. Damage of the basal gan-
glia may be critical for apathy and may lead 
to impaired performance in the IGT. A clear 
future direction for research is to assess the 
role of different brain regions affected in a 
wide variety of disorders where apathetic 
symptoms may occur (e.g., in Parkinson’s 
disease in relation to the basal ganglia), to 
test for a modulating role on decision-mak-
ing which has implications on the stability 
of choice preference.

Functional magnetic resonance imag-
ing has revealed the involvement of vmPFC 
and subcortical regions in decision-making. 
This is informative about the neural areas 
affected in motivational disorders that have 
been postulated to involve similar neural 
networks. Further studies that combine 
neuropsychological analyses with func-
tional brain imaging should provide evi-
dence not only that damage to brain regions 
dealing with emotional responding can alter 
neural activity in decision-making, but also 
that emotional change acts as a mediator of 
choice preference. Any mediating effect of 
emotion will change the stability of deci-
sion-making, making choice preference 
both more labile and more flexible than 
would be the case if decisions were purely 
cognitive in nature.
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decisions are made. To evaluate whether 
this context plays a causal role in decision-
making, though, requires that further steps 
are taken, which we consider below.

apathy aNd associated braiN 
MechaNisMs
Understanding the role of emotion in deci-
sion-making that is influence by current 
emotional state on a moment to moment 
basis, strongly effecting stability of choice 
has important clinical implications. Apathy 
is a disorder of diminished motivation that 
affects every day adaptive behavior (Marin 
et al., 1994). Clinical studies have found that 
motivational loss as a result of apathy affects 
quality of life by (amongst other things) 
reducing social interactions (Resnick et al., 
1998; Reid-Arndt et al., 2007).

Njomboro (2009) examined the perfor-
mance of brain-injured patients either with 
or without symptoms of apathy. Apathetic 
patients showed reduced effects of reward in 
the IGT, and were neither strongly affected by 
high reward values in the initial stages of the 
task nor by longer-term reward outcomes as 
the task progressed. The results suggest that 
lowered emotional responding, found in apa-
thetic patients, can have a direct effect on the 
reward-mediated decision-making. Emotion 
mediates the effects of a reward, influencing 
individual’s choices, however this pathway 
may not be present in these patients.

Clinical studies have investigated the 
roles that neural structures and circuits 
play in bringing about and maintaining a 

during the IGT. A comparison was carried 
out on the percentage of change in BOLD 
signal between individuals who learned the 
task (who selected more cards from advan-
tageous card decks) and non-learners (who 
selected more cards from disadvantageous 
card decks). Example data from the region 
specific to positive emotion in the time 
period in response to choice outcome are 
presented in Figure 1.

The region of interest analysis revealed 
that activation in the left temporal pole var-
ied as a function of the type of reinforce-
ment (i.e., positive or negative outcome). 
Other results suggest that the left temporal 
pole is a crucial part of the neural network 
involved in emotional reactivity (Lee et al., 
2004; Britton et al., 2006). Thus, the results 
indicate that a critical brain area involved 
in emotional responding (the left temporal 
pole), and independently defined in rela-
tion to emotional stimuli, was differentially 
activated in the IGT. While supporting the 
case for emotion-based modulation of deci-
sion-making in the IGT, we note also that 
there was no evidence for differential acti-
vation of the vmPFC, though this was acti-
vated in our emotional localizer task (the 
IAPS). Hence, it remains unclear whether 
any involvement of the vmPFC in the IGT 
reflects emotion-based responding or other 
aspects of decision-making. Irrespective of 
this, the results indicate that brain areas 
involved in emotion are significantly active 
during decision-making, and provide a 
context for temporary instability when 

Figure 1 | Blood-oxygenation-level dependent signal change for winning- and losing-trials in the left 
temporal pole (a region specific to positive emotions i.e., positive minus neutral contrast of iAPS 
picture rating task. L, learners (who chose from advantageous card decks more frequently). NL, non-learners. 
Activity was higher for the winning trials, F(3,57) = 7.562, p < 0.001. Error bars denote SD of the group.
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1. IntroductIon
Individuals should differ in their tolerance 
for risky financial investments. For one 
thing, people face different income streams. 
A freelance writer typically faces consider-
able variability in income, and long-term 
unpredictability. These should generally 
be compensated by less risky investment. 
But a tenured professor faces little variabil-
ity or unpredictability and can thus afford 
to take more risks elsewhere, other things 
being equal. For another thing, people have 
different tastes for expenditures. Some peo-
ple value the “finer things” that money can 
buy, while others are convinced that the best 
things in life are free.

Individual differences in the taste for 
luxury should thus affect the utility func-
tion for money, e.g., income in retirement. 
Such differences can provide a test of 
methods for assessing the utility function. 
Those with no particular interest in luxu-
ries should have a concave utility function: 
a reasonable amount of money is sufficient 
and much more will not improve life that 
much. Those with more interest in luxuries 
should have utility functions closer to linear. 
The former should be more risk averse in 
investing, other things being equal, in line 
with expected-utility theory.

I have argued that we should think of 
utility as something real in the sense in 
which time and longitude are real, i.e., a 
measure based on a conception that we 
superimpose on the world (Baron, 2008), 
yet the same thing regardless of how we 
measure it. Utility is not just the output of 
a black box, such as the answer that subjects 
give to questions about hypothetical mone-
tary gambles. Such answers could be wrong, 
just as sundials are wrong about time and 
bad chronometers lead to errors in assess-
ing longitude. Yet, investment advisors often 
use hypothetical gambles to provide advice 
about saving for retirement.

Measures of risk attitude based on 
gambles are influenced by many other 
factors aside from the utility of money 

(Schoemaker, 1993; Baron, 2008). For 
example, decisions about risks are affected 
by: general beliefs about risk taking as a 
character trait, such as a desire to avoid 
being foolhardy, or timid; personality 
traits such as impulsiveness, anxiety level, 
and sensation-seeking; social pressures 
connected with these beliefs; superstition; 
anticipation of emotional reactions to 
losses, such as regret, guilt feelings (if others 
are affected), and disappointment, which 
go beyond the financial consequences in 
terms of lost purchasing power; lack of 
understanding of comparative risks and 
benefits, or the risk/benefit trade-off; mis-
perceptions of probability, such as neglect 
or exaggeration of very low probabilities; 
and isolation of individual decisions, so 
that they are not seen in the context of a 
total portfolio of income streams from 
various sources. Moreover, hypothetical 
gambles provide results that are internally 
inconsistent (Baron, 1997). More direct 
measures of utility, such as those based on 
comparison of differences, may be more 
valid, and they are at least as justifiable on 
theoretical grounds (Krantz et al., 1971; 
Baron, 2008, Chapter 4).

I report a small study suggesting that dif-
ference-based measures are more sensitive 
than gamble-based measures to the taste for 
luxuries. My approach was to ask people to 
evaluate a sample of possible expenditures, 
which I then place, post hoc, along a con-
tinuum from necessities to luxuries.

2. Method
Subjects were 77 members of a panel who 
did studies on the World Wide Web for pay. 
(Four others were omitted because they did 
the study too quickly to have read carefully.) 
Ages ranged from 20 to 76 (median 44); 
36% were male.

The study began with 36 pages about 
expenditures after retirement (defined as no 
longer working or reaching age 65, which-
ever came last). Examples of the expendi-
tures were:

owning one inexpensive car (versus no 
car);
owning a second inexpensive car (ver-
sus one inexpensive car);
owning two top-of-the line cars (versus 
two inexpensive cars);
having an extra bedroom in your home, 
for visitors;
having an extra two bedrooms in 
your home, for visitors, as opposed 
to one;
flying to see relatives (including 
children) or friends once a year;
flying to see relatives (including 
children) or friends five times per year 
(as opposed to once);
hiring someone to clean your home 
once per week;
hiring someone to maintain a garden 
or lawn;
hiring a chauffeur or cook;
being able to hire a personal assistant or 
nurse if you need assistance for health 
reasons;
being able to buy appropriate presents 
for friends and relatives on holidays, 
birthdays, etc.;
donating $1,000 to charity each year (as 
opposed to less than $100);
donating $10,000 to charity each year 
(as opposed to $1,000).

The order was fixed but reversed for half the 
subjects. Order had no effect on any meas-
ures of interest and is ignored. (And likewise 
for the order of question types described 
later.) After each item, the subject answered 
the following:

How does this affect what is important 
to you about your life as a retiree or 
senior?

*	 I don’t care about this at all.
*	 This would be nice, but it would have 

little effect.
*	 This would have a noticeable effect.
*	 This would have a large effect.
*	 This is absolutely essential.
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The variance of the risk measure was 
lower than that of the difference measure 
(0.062 versus 0.118, p = 0.0060 for the dif-
ference, p

rep
 = 0.96). This result implies that 

people differ more in their utility functions 
than what we would assume from their risk 
preferences.

Several other studies attempted to repli-
cate this result. One did so successfully with 
students. But another, also with students, 
failed to find a significant effect when the 
utility measures (gamble and difference) 
came before the luxury measures. Although 
I made no direct comparison of studies, it is 
possible that the luxury measures are help-
ful in thinking about the utility of money 
in retirement, thus benefiting the difference 
measure but not the gamble measure, which 
may still focus people on the risk itself.

4. conclusIon
Asking people about risk preferences using 
hypothetical gambles may lead to choices 
that fail to maximize their expected util-
ity. In particular, some people may have 
substantial utility for luxuries, so that they 
ought to be willing to take risks in hopes of 
being able to afford those luxuries. Others 
have no use for luxuries and have no con-
flict with the single goal of trying to insure 
a no-frills retirement. These two extreme 
types do not seem to be differentiated by 
their risk attitude as assessed from hypo-
thetical gambles. But, if we ask them about 
their utility for money using a method of 
comparing differences, the results do reflect 
their different tastes. The use of direct ques-
tions about utility could lead to financial 
advice. For example, a risk lover with no 
interest in luxuries might be told, “Why take 
risks? What are you going to do if you make 
a lot of money? Do you care that much?” 
Of course, risk itself has consequences for 
utility in terms of anxiety, regret, and dis-
appointment over the long term, so these 
factors should be considered too.

More generally, the present results cast 
doubt on the use of hypothetical gambles 
to measure utility functions, and they sug-
gest that the use of a simplified measure 
based comparison of differences is feasible. 
Researchers often talk about “von Neuman/
Morgenstern utility” as if it were some spe-
cial sort of thing that is related specifically 
to gambles. Yet, our interest in utility stems 
from the idea that it is a measure of good-
ness, that is, the extent to which our goals 

the subject rated items as essential when 
they received such high ratings from oth-
ers, and as unnecessary when others gave 
them low ratings. A low slope indicated a 
tendency toward smaller differences in rat-
ings between “essential” and “inessential” 
items (as determined from other subjects’ 
ratings), hence to have higher than average 
relative utility for the luxury items, which 
were, presumably, those that most subjects 
rated as less than essential. A low slope 
should predict a less concave (more linear) 
utility function for money.

The other two measures were simply the 
mean responses to the difference items and 
the gamble items, where one indicates that 
the subject accepted the gamble or thought 
that the difference between the intermedi-
ate and high amounts was larger than the 
difference between the low and interme-
diate amounts. These means would be 0.7 
(between the third and fourth response 
option) for those who were risk neutral 
and had linear utility functions (assuming 
that these subjects would be indifferent 
when the intermediate value was equidis-
tant from the high and low values, so that 
they would respond randomly). Numbers 
lower than 0.7 indicated risk aversion or 
concave utility.

The means were 0.22 for the gambles and 
0.42 for the difference measures. Subjects 
were generally risk averse and had concave 
utility functions. The difference between 
gambles and difference measures was sig-
nificant, which indicates that risk aversion 
cannot be explained entirely in terms of the 
utility function as measured by difference 
judgments. Indeed, the two means were 
uncorrelated across subjects (r = 0.11, 
p = 0.34).

Of greatest interest were the corre-
lations of these two measures with the 
necessity-fever measure. As hypoth-
esized, the correlation between slope, the 
necessity-fever measure, and the differ-
ence measure was negative and signifi-
cant (r = −0.41, p = 0.0002). However, the 
correlation between necessity fever and 
the gamble measure was essentially zero 
(r = 0.05, slightly in the wrong direction). 
It is unlikely that this result is due to the 
unreliability of the gamble measure itself, 
as the 10 items had a reliability (α) of 0.88. 
Moreover, the two dependent correlations 
(0.05 and −0.41) were significantly different 
(p = 0.0008).

The last 20 items consisted of 10 items 
about direct utility measurement and 10 
about risk. Five of the utility items were of 
this form:

Which would have a greater effect on 
what is important to you about your 
life as a retiree or senior?

*	 The difference between a household 
annual (pre-tax) income of $40,000 and 
[$50,000, $60,000, $70,000, $80,000, 
$90,000], or

* The difference between [$50,000, 
$60,000, $70,000, $80,000, $90,000] 
and $120,000.

The figures in brackets were for the interme-
diate value, which increased from $50,000 
to $90,000 over the five pages (or decreased, 
for half the subjects). Then the sequence 
was repeated, again with $40,000 as the 
lowest income, but with all other differ-
ences from $40,000 multiplied by 3, so that 
the steps were in increments of $30,000 
instead of $10,000 and the top income was 
$280,000 instead of $120,000. (Order of 
the two sequences was reversed for half the 
subjects.)

The other 10 pages (which came first for 
half the subjects) were of the form:

Supposed you had a choice of two invest-
ments for retirement. Each would pro-
vide your sole income during your entire 
retirement at the given rate (the same 
for all years). Which would you choose?

*	 This one would pay [$50,000, $60,000, 
$70,000, $80,000, $90,000] per year 
(in current dollars) throughout your 
retirement.

* This one has a 50% chance of paying 
$40,000 per year and a 50% chance of 
paying $120,000.

The numbers used, and the orders, were the 
same as for the difference question. Because 
of this matching, I could directly compare 
the subject’s risk attitude to the prediction 
of expected-utility theory.

3. results and dIscussIon
I calculated three measures for each subject. 
One, which I call necessity fever, was the 
slope of the linear regression of the sub-
ject’s ratings (0–4) of the 36 expenditure 
items on the mean ratings of all the sub-
jects. A high positive slope indicated that 
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another way to look at them is to say that 
the term “preference” is somewhat ambigu-
ous between “what I choose now” and “what 
is best for me.” Responses to gambles may 
reflect the former but not the latter.
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are achieved. If responses to gambles do not 
measure utility in this sense, we have bet-
ter alternative measures. To define utility in 
terms of responses to gambles is like defin-
ing time in terms of the output of a sundial.

To be sure, it is possible that other meas-
ures using hypothetical decisions with 
probabilistic outcomes could do better 
than the gambles used here. For example, 
Kusev et al. (2009) and Jones and Oaksford 
(2011) found that utility functions differed 
depending on whether the choices were 
gambles, precautions, or transactions. It 
is also possible that the direct judgment 
method used here has other problems that 
would render it less useful in other contexts.

The present results might be taken as 
a sign that utility is unstable, and that, 
therefore, risk preferences are unstable. Yet 
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How is information integrated across the 
attributes of an option when making risky 
choices? In most descriptive models of 
decision under risk, information about 
risk, and reward is combined multiplica-
tively (e.g., expected value; expected util-
ity theory, Bernouli, 1738/1954; subjective 
expected utility theory, Savage, 1954; 
Edwards, 1955; prospect theory, Kahneman 
and Tversky, 1979; rank-dependent util-
ity, Quiggin, 1993; decision field theory, 
Busemeyer and Townsend, 1993; transfer 
of attention exchange model, Birnbaum, 
2008). That is, (some transform of) prob-
ability is multiplied by (some transform of) 
reward to give a value for a risky prospect, 
and the prospect with the maximum value 
is then chosen.

Here I argue that information inte-
gration in risky decision-making may be 
additive. Integration is additive in other 
domains and, if cognitive processes are 
shared, integration may be additive in 
risky choice too. Further, although valua-
tions of risky prospects show multiplicative 
integration of risk and reward, integration 
is additive for judgments of attractiveness 
and, if risky decisions are based on attrac-
tiveness rather than valuation, integration 
in risky choice may be additive. Finally, 
I show that, for simple risky choices, an 
additive model can mimic a multiplicative 
model, and vice versa. Implications for the 
assessment of the stability of risky prefer-
ence are profound – stable parameters in 
the multiplicative model will correspond 
with different stable parameters in the 
additive model and, further, the mode of 
integration itself may vary from time to 
time or context to context.

Judgments of non-risky 
prospects
In a wide variety of decisions that do not 
involve risk, the additive model describes 
people’s valuation of options better than 
the multiplicative model. For example, 
people average across descriptive adjec-

tives when judging the likeability of a 
person (Anderson, 1981). In consumers’ 
decision-making, information is averaged 
over attributes (Troutman and Shanteau, 
1976). Prior expectancies are averaged with 
perceptual experiences in judging the qual-
ity of a wide variety of products (Dougherty 
and Shanteau, 1999). Preferences for sand-
wich and drink lunches involve an additive 
combination of information (Shanteau and 
Anderson, 1969). When pretending to be 
Father Christmas, children combine deserv-
ingness and achievement information addi-
tively to decide what present a child should 
receive (Anderson and Butzin, 1978). To the 
extent that common cognitive processes 
operate in all decisions, the additive model 
may also be operating in decisions involv-
ing risk.

Judgments of risky prospects
Buying prices, selling prices, bids, and 
certainty equivalents are often used to 
value risky options. For example, Tversky 
(1967a,b) had inmates give the minimum 
price for which they would sell an oppor-
tunity to play a simple gambles of the form 
“p chance of x otherwise nothing.” Tversky 
found that there was a p by x interaction 
when predicting price but not logarithm 
of price and thus Tverksy rejected the 
additive model and concluded that his 
data were well described by a subjective 
expected utility model with a power law 
utility function and a subjective prob-
ability function. This finding has been 
replicated with more complicated gam-
bles of the form “p chance of gaining x 
and q chance of loosing y” (Anderson and 
Shanteau, 1970), when risks and rewards 
were presented as verbal phrases (e.g., “a 
somewhat likely chance to win a watch”) 
rather than as numbers (Shanteau, 1974), 
and for strength-of-preference judg-
ments for pairs of gambles (Mellers et al., 
1992a). In contrast, ratings of favorable-
ness, attractiveness, and the likelihood of 
playing are better described by an additive 

model (Sjöberg, 1968; Levin et al., 1985; 
Mellers et al., 1992b; Mellers and Chang, 
1994). Multiplicative integration for valu-
ations and additive integration for attrac-
tiveness has been found within the same 
experiment (e.g., Mellers et al., 1992a; 
Mullet, 1992).

It is not obvious to me whether choices 
will be more closely linked to valuation or 
attractiveness judgments. To the best of my 
knowledge, no one has explicitly compared 
additive models with multiplicative models 
using choice data. It may be that an additive 
model proves successful.

the importance of a complete 
choice model
The information integration process can-
not be considered in isolation from other 
cognitive steps. For example, because the 
logarithmic transform turns summing into 
multiplying [log(a) + log(b) = log(ab)] and 
an exponential transform turns multiplying 
into adding [exp(a) exp(b) = exp(a + b)], 
one must model the possible transforma-
tion of choice attributes into their subjective 
value, the integration of these values, and 
the translation of integrated values into a 
choice. In some circumstances multiplica-
tive and averaging processes are equivalent. 
For example, Massaro and Friedman (1990) 
show that when information is combined 
additively in a perceptron (Rosenblatt, 
1958) as a linear sum of input activations 
and a subsequent sigmoid transform is 
applied, this model is equivalent, for the 
case of two responses, to the (multiplica-
tive) fuzzy logic model (Oden and Massaro, 
1978).

mathematical specification of the 
model
In the following modeling I show that 
a multiplicative and additive model can 
mimic one another. The valence V(p

i
, 

x
i
) of a simple risky outcome G

i
 of the 

form “p
i
 chance of x

i
 otherwise nothing” 

is given by
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the model is  completely multiplicative, the 
log likelihood is −201.308. This means that, 
whatever mode of integration one chooses 
for the model, it can be completely compen-
sated for by varying the degree of determin-
ism in the choice rule. The more additive the 
model, the higher the value of φ needed to 
compensate. This result holds for a purely 
additive base model and a purely multipli-
cative base model. In short, with choices 
between these simple gambles, one cannot 
discriminate between additive and multipli-
cative models of decision under risk.

discussion
This special issue is about the stability, or 
otherwise, of risky preferences across time 
or context. To assess the stability of prefer-
ences, one can identify and fit a model of 
risky choice to data from two or more times 
or contexts and then compare parameters 
across times or contexts (see Zeisberger 
et al., 2011, for a review). Here, I have sug-
gested that information integration in risky 
choice may be additive rather than multi-
plicative. I have shown that, for two-branch 
choices with one non-zero branch, addi-
tive and multiplicative models can mimic 
one another. There are two implications 
of these findings for the stability of risky 
preferences. First, even if some parameter 
value are stable over time, this does not 
mean that correct model has been identi-
fied. Because an additive model can mimic 
a multiplicative model, stable parameters 
from the multiplicative model map on to 
stable—but different—parameters in the 
additive model: the data do not discrimi-
nate between models, and the parameter 
values from a particular model cannot be 
directly interpreted outside of the model. 
Second, even if there is stability in the utility 
and weighting functions (but see Stewart, 
2009, for demonstrations of malleability), 
there may be variation in information inte-
gration over time or context. For example, 
Ordóñez and Benson (1997) find people 
switch integration rules under time pres-
sure, and Mellers et al. (1992b) find that the 
mode of integration depends on the range 
of probabilities used in the question set.

In closing, I note that the ability of addi-
tive and multiplicative models to mimic one 
another offers an explanation for the success 
of the decision by sampling model I have 
proposed elsewhere (Stewart et al., 2006) in 
accounting for risky choice. In the model, 

 otherwise nothing” that can be constructed 
using probabilities .1, 0.3, 0.5, 0.7, and 0.9 
and amounts 20, 40, 60, 80, and 100. (In 
modeling, amounts were scaled for conveni-
ence by dividing by 100 so that amounts lay 
on the same interval, roughly, as probabili-
ties.) Raw data take the form of the prob-
ability of choosing Gamble 1 according to 
the base model.

Figure 1 shows how the fit of the model 
to these data varies with the parameter 
choice. Fit is calculated as the likelihood 
that the model could generate the data. 
Obviously the base model which generated 
the data fits best. But other models fit well 
too. The panels in Figure 1 shows the likeli-
hood surfaces as model parameters deviate 
away from the best fit. High points on the 
surface represent good model fits. Figure 1A 
show how such simple choices do not con-
strain the forms of the utility and weighting 
functions very well. The broad flat maxi-
mum on the likelihood surface shows that, 
although γ = 1/2 and β = 2/3 provides the 
best fit, these parameters can vary consid-
erably with only a minimal effect on the 
model fit (see Zeisberger et al., in press). 
This is not of central concern here, but is 
quite often overlooked in modeling deci-
sion-making under risk. Figure 1B show 
how the model fit is affected by switching 
the mode of information integration. As 
w3

 = 1 − w
1
 − w

2
 (without loss of generality), 

the points in the horizontal plane represent 
all possible mixtures of information inte-
gration. At the leftmost corner of the plot 
where w

1
 = w

2
 = 0 and w

3
 = 1 (i.e., a purely 

multiplicative model) the fit is somewhat 
compromised. The other two corners of the 
surface represent a model where only prob-
ability is weighted or where only amount is 
weighted, and are also similarly badly fit-
ting. But for a ridge in the middle of the 
surface (the area colored red), quite large 
variation in the information integration has 
a small effect. Figure 1C shows the most 
important result. Here, the error surface is 
plotted as a function of φ, the determinism 
parameter in the Luce choice rule, and w

3
 

[I constrained w
1
 = w

2
 = (1 − w

3
)/2 here]. 

There is a ridge of roughly equal likelihood 
which passes through the base model at 
φ = 1, w

3
 = 1/3 where the log likelihood 

of the data given the model is −200.972. 
At one end, where w

3
 = 0 and the model 

is completely additive, the log likelihood is 
−201.060. At the other end, where w

3
 = 1 and 

V p x w s p w U x w s p U xi i i i i i( , ) ( ) ( ) ( ) ( ),= + +1 2 3

 (1)

where s(.) is the subjective probability func-
tion and U(.) is the utility function and 
the subscript i indexes different gambles. 
Without loss of generality, I constrain the ws 
to be in the range 0–1 and w

1
 + w

2
 + w

3
 = 1. 

The restricted model with w
1
 + w

2
 = 1/2 and 

w
3
 = 0 is the additive model. The restricted 

model with w
1
 = w

2
 = 0 and w

3
 = 1 is the 

multiplicative model.
To provide a complete model of choice, 

I use Luce’s choice rule to give the prob-
ability of choosing gamble G

i
 from a set of 

N gambles.

P G
V p x

V p x
i

i i

j j
j

N( )
( , )

( , )

,=

=
∑

φ

φ

1  

(2)

φ is a free parameter which produces chance 
responding when φ = 0 and increasingly 
deterministic as φ increases. Utility is 
assumed to be a power function of money:

U x xi i( ) ,= γ

 
(3)

where γ is a free parameter greater than 
zero. When 0 < γ < 1, the utility function is 
concave. Subjective probability is assumed 
to follow the form suggested by Wu and 
Gonzalez (1996):

s p
p

p p
i

i

i i

( )
( )

,/=
+ −( )

β

β β β
1

1

 

(4)

where β is a free parameter greater than 
zero. When 0 < β < 1, the subjective prob-
ability function has an inverse-S-shape.

model mimicry
To illustrate how additive and multiplicative 
models can mimic one another, I generated 
data from a base model with γ = 1/2, β = 2/3, 
φ = 1, and w

1
 = w

2
 = w

3
 = 1/3. The exact 

parameter values are not crucial to the argu-
ment. These values are loosely based on the 
well established findings of a concave utility 
function, an inverse-S-shaped probability 
weighting function, and probability match-
ing. These particular w parameters give the 
subjective value of a gamble as the sum of 
the subjective probability, subjective utility, 
and their product.

The choice set used is the set of all pos-
sible choices of the form “p

1
 chance of x

1
 

otherwise nothing” or “p
2
 chance of x

2
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attributes are selected and compared to 
other attributes in memory. Favorable com-
parisons are counted in an accumulator, 
and the prospect whose accumulator gets 
to threshold first is selected. Because, for 
each prospect, favorable comparisons are 
counted in a single accumulator, informa-
tion about how well an amount compares to 
other amounts memory is effectively com-
bined additively with information about 
how well a probability compares to other 
probabilities in memory. For example, the 
subjective value of a simple gamble like a 
“30% chance of winning $100” is effectively 
the proportion of probabilities in memory 
less than 30% (because the target 30% will 
compare favorably to these) plus the pro-
portion of amounts in memory less than 
$100 (because the target $100 will compare 
favorably to these). Despite the decision by 
sampling model combining risk and reward 
information additively, it is able to fit, for 
example, the classic paradoxes in Kahneman 
and Tverksy (1979) prospect theory paper 
(see Stewart and Simpson, 2008; Stewart, 
2009) because it can vary in the degree of 
determinism in responding by altering the 
threshold to which accumulators race. In 
short, psychologically plausible process 
models of risky decision-making need not 
have an explicit multiplicative integration 
of information to provide a good descrip-
tive account.
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To what extent are preferences for risk – 
and for other economic quantities – stable, 
and to what extent are they malleable and 
context-dependent? Judgments and choices 
are strongly influenced by the context of 
available options in both the laboratory 
and the real world (e.g., Parducci, 1995; 
Sharpe et al., 2008), and this applies both 
to choices between risky options and more 
generally (Stewart et al., 2003). What cog-
nitive processes underpin these contex-
tual influences? According to the decision 
by sampling model (DbS: Stewart et al., 
2006), judgments of a stimulus in a con-
text depend solely on the relative ranked 
position of the stimulus within the remem-
bered or experienced context of judgment. 
The claim that only relative ranked position 
matters appears, however, to contradict 
both empirical data and an earlier model 
of judgment, range frequency theory (RFT: 
Parducci, 1965, 1995), according to which 
the position of a stimulus with respect to 
the highest and lowest stimuli in the con-
text (its range position) also matters. Here 
we show that a purely rank-based approach 
can account for apparent range effects 
when the relative memorability of contex-
tual items, as independently determined by 
a memory model (Brown et al., 2007), is 
taken into account.

Such a demonstration is important for 
several reasons. In particular, it is impor-
tant to understand whether the skew of a 
distribution (e.g., the degree of inequality 
of an income distribution) influences the 
judgments of items (e.g., individuals’ own 
incomes) within that distribution. If judg-
ments are based solely on relative rank (as 
DbS claims), there should be no effects of 
distribution skewness – yet such effects 
are frequently observed. For example, 
there is a tension between the claim that 
income inequality within a society influ-
ences various indices of societal well-being 
(e.g., Wilkinson and Pickett, 2009) and the 
claim that individuals are primarily or solely 

concerned with the ranked position of their 
income (Boyce et al., 2010). Here we address 
this tension directly.

The Decision by Sampling model 
assumes that, when making a judgment, 
people draw a sample from memory, the 
choice environment, or both. They then 
compare, ordinally, the to-be-judged stim-
ulus with each sample item. Consider the 
problem of determining one’s wage satis-
faction. According to DbS, one might call 
to mind two individuals who get paid less 
(Nlower

 = 2), and three individuals who get 
paid more (N

higher
 = 3). That is, one is the 

i’th most highly paid person out of n, where 
i = 3 and n = 6. The resulting estimate of 
one’s relative ranked position, F

i
, is accord-

ing to DbS simply:

F
i

n

N

N Ni = −
−

=
+

=1

1
0 4lower

lower higher

.

 

(1)

Crucially, such a judgment can be 
based on cognitively basic ordinal binary 
comparisons.

The rank-based process in DbS explains 
how changes in the distribution of contex-
tual items will influence judgment. Consider 
for example a positively skewed set of wages, 
with many relatively low earners and few 
relatively high earners. Such a distribution is 
illustrated in Figure 1A, along with a range-
matched negatively skewed distribution. If 
satisfaction comes from a wage’s relative 
ranked position in its context, the function 
relating satisfaction to wage will be concave 
for a positively skewed distribution, because 
relative ranked position will rise faster with 
income at the lower part of the distribu-
tion. As one moves higher up the positively 
skewed distribution, it becomes progres-
sively more expensive to buy each additional 
increment in relative rank. And indeed, par-
ticipants’ judgments are described by just 
such a concave function, with a correspond-
ing convex function being associated with 
a negatively skewed distribution (Figure 

1C). The judgments are taken from Brown 
et al. (2008) and are here normalized to lie 
between 0 and 1. Figure 1B shows a second 
pair of distributions designed to examine 
relative rank effects – the highlighted item 
pairs have the same absolute value, are 
located in distributions matched for mean 
and endpoints, and hence differ only in 
their relative rank within their respective 
contexts. Again, the satisfaction associated 
with each hypothetical wage is influenced 
by its relative rank (Figure 1D). More gen-
erally, DbS has been used to explain why 
apparent utility curves have the shape they 
do (e.g., the concave relationship between 
utility and money arises because of the posi-
tively skewed distribution of financial gains 
in the environment) and more specifically 
to give a process-level account of why mod-
els such as Prospect Theory (Kahneman 
and Tversky, 1979), work well descriptively 
(Stewart et al., 2006; Stewart, 2009).

Although numerous studies appear 
consistent with the relative rank princi-
ple in DbS, additional effects of the range 
position of stimuli are often observed. 
DbS was motivated partly by, and inherits 
much of the support for, an earlier – and 
highly  influential – account of contextual 
judgment: RFT. Although less oriented 
toward providing a process-level account, 
and focused more on experimental rather 
than remembered contexts, RFT shares with 
DbS the assumption that the relative ranked 
position of an item within its context will 
affect its judgment. However, unlike DbS, 
RFT predicts that the position of an item 
with respect to the highest and lowest 
stimuli will also affect its judgment. Here 
we aim to reconcile the apparent presence 
of range effects (as postulated by RFT) with 
the purely rank-based processes of DbS. In 
RFT, Mi

, the subjective psychological mag-
nitude of x

i
, (where x

i
 is the ith largest in a 

set of n stimuli) will be given by:

M wR w Fi i i= + −( )1  
(2)
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position of the stimulus. In Eq. 2, w is a 
weighting parameter which is often estimated 
at approximately 0.5 for physical judgments.

Range frequency theory has been highly 
successful as a descriptive account of judg-
ments in context (Parducci, 1995). However, 
an important part of RFT’s success comes 
from its inclusion of a range-based as well as 

by Eq. 1 above (although DbS assumes a 
retrieved rather than experimentally pro-
vided context).

Thus (according to RFT), the subjective 
magnitude of a stimulus in a context will 
depend on (a) the position of the stimulus 
along a line joining the lowest and highest 
points in the set and (b) the rank ordered 

where R
i
 is the range value of x

i
:

R
x x

x xi
i

n

= −
−

1

1  
(3)

and F
i
 is the relative ranked ordinal posi-

tion (or “frequency value”) of the item in 
the ordered set, as used in DbS and given 

Figure 1 | Comparison of the predictions of rFT and the combined 
DbS-SiMPLe model (see text for details). (A) Positively and negatively 
skewed wage distributions. (B) Bimodal and unimodal wage distributions. 
(C,D) Fit of RFT and DbS-SIMPLE to wage satisfaction judgments. (e,F) 

Predictions of DbS-SIMPLE model with high memory discriminability,  
and fit of RFT to those predictions. (g,H) Predictions of DbS-SIMPLE model 
with low memory discriminability, and fit of RFT to those  
predictions.
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c = 2.11, t = 0.47, s = 4.24 for all four (posi-
tive, negative, unimodal and bimodal) 
distributions. Despite not including any 
range-based component, the model fits the 
data as well as does RFT (solid green line) 
– fits were not statistically distinguishable 
on the illustrative data, although we note 
that the combined model has additional 
parameters. The reason for the combined 
model’s behavior is as stated above – the 
items in relatively crowded regions of 
stimulus space are less distinctive and 
hence contribute less to the rank-based 
comparison process in DbS than they 
would if they were equally likely to enter 
(or carried equal weight within) the 
sample.

To explore the combined (SIMPLE + DbS) 
model, we derived its predictions under 
various assumptions about memory dis-
criminability, then examined how well RFT 
would fit the model’s behavior. We first set 
c to a large number, with the result that all 
items could be perfectly discriminated and 
all contributed to the rank-based judg-
ment. Results are shown in Figures 1E,F, 
where it is evident that strong rank effects 
are produced – as expected, because items 
are equally discriminable and all contribute 
to judgment. The solid lines show the SSE-
minimizing fit of RFT to the data generated 
from the model; the estimated value of w 
was 0 (i.e., RFT accommodated the fact that 
only rank-based comparison occurred).

Figures 1G,H show the predictions of 
the model when c = 1.8 (left column) and 
1.6 (right column). Parameters t and s were 
set at 0.8 and 5 respectively for both pairs 
of distributions. The best-fitting version of 
RFT estimated w = 0.95, indicating that the 
output of the rank-based model was inter-
preted by RFT as a predominantly range-
based model.

In summary, apparent range effects can 
emerge from a purely rank-based judgment 
model when item discriminability is accom-
modated. Thus apparent range effects need 
not support RFT over purely rank-based 
accounts. Moreover, effects of distribution 
skew (e.g., income inequality) need not be 
inconsistent with the operation of purely 
rank-based judgments. Finally, we note 
that although the SIMPLE + DbS model 
behaves similarly to RFT under the condi-
tions described above, the models are not 
formally identical and can make different 
predictions.

ηi j

cdi j

,
,= −

e
 

(5)

where η
i,j

 is the similarity between items 
i and j and d

i,j
 the distance between them 

(here, the distance along the dimension of 
judgment that separates the two items – 
e.g., a difference in wages). We assume that 
the probability of an item being included 
in a sample used for judgment will depend 
on its retrievability. In SIMPLE, the retriev-
ability of an item will depend on its dis-
criminability, where the discriminability 
of item i is inversely proportional to its 
summed similarity to every other poten-
tially available stimulus. Specifically, the 
discriminability of the trace for item i, D

i
, 

is given by:

Di

i k
k

n=
( )

=
∑

1

1

η ,

 

(6)

where n is the number of available 
response alternatives (this will be just the 
number of available potential comparison 
stimuli). Discriminability is converted into 
predicted recall probability by taking into 
account the possibility of omissions. If D

i
 

is the discriminability given by the pre-
ceding equation, the recall probability P

i
 

is given by:

P
e

i s D ti
=

+ − −( )
1

1
,

 

(7)

where t is the threshold (such that if dis-
criminability is below a threshold an item 
cannot be retrieved) and s determines the 
slope of the transforming function (effec-
tively, how noisy the omission threshold is).

We now illustrate, using the wage sat-
isfaction data, how a DbS model can give 
rise to apparent range effects when supple-
mented by this model of memory distinc-
tiveness and retrieval. The model assumes 
that the probability of each item being 
included in the sample that determines 
judgment is predictable from the SIMPLE 
model (Eqs 5–7 above). The satisfaction 
with each wage was assumed to be based 
purely on the relative rank of each wage 
within its context (as in Eq. 1), but with 
each item weighted by the probability of it 
being included in the sample.

The fit of the model to the wage satis-
faction data (Figures 1C,D) is shown as 
a dashed red line. Parameter values were 

a  rank-based component. For example, the 
solid green lines in Figures 1C,D show the fit 
of RFT to the wage satisfaction judgments. The 
estimated values of w that led to this fit were 
0.32 (C) and 0.43 (D), suggesting that both 
range and rank affect judgment (see Eq. 2).

It might therefore appear to be a serious 
limitation of DbS that it predicts only effects 
of relative rank and not additional effects 
of range (and hence, as noted earlier, of 
skew). Here, however, we argue that appar-
ent range effects could reflect the reduced 
psychophysical discriminability of items in 
relatively crowded regions of psychological 
space, as predicted by models of memory. 
For example, the SIMPLE model of memory 
(Brown et al., 2007) views memory retrieval 
as a discrimination task. An important 
dimension along which discrimination 
occurs is assumed to be temporal (Brown 
et al., 2009), as is needed to explain forget-
ting, but here we focus on the dimension 
along which judgment must be made (e.g., 
the amount of a wage). Central to the model 
is the notion of distinctiveness (intuitively: 
items are viewed as distinctive, and hence 
discriminable in and retrievable from mem-
ory, to the extent that they occupy relatively 
isolated locations in multidimensional psy-
chological space).

We first provide an intuitive example. 
Consider the median wage (20) highlighted 
in the following context of wages: [5 10 15 20 
23 24 25]. If all contextual items are included 
in the sample, the relative ranked position of 
20 will be 0.5 [Nlower

/(N
higher

 + N
lower

) = 3/6]. 
Suppose however that the three wages above 
the median are less distinctive in memory 
(because they are close to one another), 
and that each has a probability of being 
included in the sample of just 0.5. The 
judgment of the median wage will then be 
(N

lower
)/(N

higher
 + N

lower
) = 3/4.5 = 0.67. This 

falls between the relative ranked position 
of 20 (which was 0.5) and the range posi-
tion of 20 (which, by Eq. 3, is 0.75). Thus, 
a purely rank-based account such as DbS 
may be able to account for apparent range 
effects when the distinctiveness and hence 
availability in memory of contextual items 
is incorporated. We illustrate with a basic 
implemented model.

According to the SIMPLE model, the 
confusability of any two items in memory 
will be a reducing exponential function of 
the distance between them in psychologi-
cal space:
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Whereas some people regard models of 
risky decision making as if they were sta-
tistical summaries of data collected for 
some other purpose, I think of models as 
theories that can be tested by experiments. 
I argue that comparing theories by means 
of global indices of fit is not a fruitful way to 
evaluate theories of risky decision making. 
I argue instead for experimental science. 
That is, test critical properties, which are 
theorems of one model that are violated by 
a rival model. Recent studies illustrate how 
conclusions based on fit can be overturned 
by critical tests.

Elsewhere, I have warned against draw-
ing theoretical conclusions from indices 
of fit (Birnbaum, 1973, 1974, 2008a): Fit 
changes under monotonic transformation 
of the dependent variable and scaling of 
stimuli. An index of fit depends on experi-
mental design; it depends on parameters 
and how they are estimated. Different 
indices can lead to opposite conclusions. A 
wrong model can achieve a “good” fit, and 
it can even fit better than the model used to 
generate the data. I will not add here to this 
list of problems; instead, I argue in support 
of traditional science.

A theory is a set of statements satisfying 
five philosophical criteria: (1) it is deduc-
tive in that the phenomena to be explained 
can be derived from the theory; (2) it is 
meaningful; that is, it can be tested (poten-
tially falsified); (3) predictive: if we knew 
the theory, in principle, we could have 
predicted the events to be explained; (4) 
causal: it specifies in principle how to alter 
the phenomena via manipulation; and (5) 
general: premises used in a theory are laws; 
they are not assumed or denied from case 
to case.

In deduction, when premises are true, 
conclusions must also be true. However, 
if a conclusion is assumed (or empirically 
established), it says nothing about the 
truth of the premises. Therefore, we cannot 
“prove” a theory via experiments. However, 
if implications deduced from a theory are 
false, we know the theory is false. So we can 

test a theory by testing its theorems. A test 
is an opportunity to disprove, but failure to 
disprove does not prove a theory.

The term “model” refers to a special 
case of a theory that also includes all of the 
operational definitions and simplifying 
assumptions needed to apply a theory to a 
particular paradigm.

The classic paradoxes of Allais (1953) are 
examples of critical tests. These paradoxes 
lead expected utility (EU) theory into self-
contradiction. They do not require us to esti-
mate any parameters from data, nor do we 
need to compute an index of fit, because the 
“paradoxical” behavior, if real, shows that 
no parameters will work. Models proposed 
to account for these paradoxes include pros-
pect theory (PT; Kahneman and Tversky, 
1979), cumulative prospect theory (CPT) 
(Tversky and Kahneman, 1992), and the 
transfer of attention exchange (TAX) model 
(Birnbaum, 1999).

Because people often make different 
responses when the same choice problem is 
repeated, it is useful to distinguish instability 
of preference due to random error from that 
due to a false theory. The true and error model 
assumes that different people may have dif-
ferent “true” preferences when presented with 
a given choice problem, that different choice 
problems may have different error rates, and 
that some individuals may have more “noise” 
in their data than others (Birnbaum, 2008c, 
Appendix D; Birnbaum and Gutierrez, 2007). 
This model provides a neutral standard for 
testing critical properties, such as Allais par-
adoxes and new paradoxes that distinguish 
between CPT and TAX.

The original version of PT had a number 
of problems that required a list of “editing 
rules,” added to excuse the model from 
potential evidence against it. For example, 
PT implied that people would violate sto-
chastic dominance in cases where all pos-
sible consequences of one gamble are better 
than the best consequence of the other. So 
a rule was added to say that people satisfy 
dominance whenever they detect it, but 
it did not say when people detect it. CPT 

solved this problem, because it implies that 
people always satisfy stochastic dominance, 
apart from random error.

A configural weighting model (Birnbaum 
and Stegner, 1979), implies that dominance 
is not always satisfied. A simple version of 
this model was fit to risky decisions, where 
it was renamed the TAX model, and a rec-
ipe was constructed for choices in which 
the model predicts a violation (Birnbaum, 
1997). Here is an example:

Urn A contains: 85 Tickets to win $96
5 Tickets to win $90
10 Tickets to win $12

Urn B contains: 90 Tickets to win $96
5 Tickets to win $14
5 Tickets to win $12

One ticket will be drawn randomly from the 
chosen urn, to determine the prize. Which 
urn would you choose? According to CPT, 
people should prefer B. One need not esti-
mate any parameters, because CPT makes 
this prediction for any set of parameters and 
any monotonic value and probability weight-
ing functions. Although TAX can satisfy sto-
chastic dominance (EU is a special case of 
TAX), it violates dominance in this choice 
for plausible parameters (Birnbaum and 
Navarrete, 1998; Birnbaum, 2004a, 2005, 
2008b).

A critical property is a theorem of one 
theory that is violated by a rival. In this 
case, CPT with any parameters implies 
people must choose B (apart from random 
error), but TAX with parameters predicts 
A. Such choices have now been tested with 
thousands of people, using a dozen formats 
for presenting choices. About 60–70% of 
undergraduates violate CPT by choosing A 
instead of B, contrary to stochastic domi-
nance, in a single choice of this type. When 
corrected for unreliability of responses, the 
estimated rate of “true” violation is even 
higher (Birnbaum, 2004b, 2008b, Table 11).

According to the TAX model, the util-
ity of the gamble is a weighted average 
of the utilities of the consequences, with 
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weights that depend on probability and 
on the ranks of the consequences. Because 
the weighting function for probability is 
negatively accelerated, a branch with five 
tickets (0.05) ends up getting relatively 
more weight compared to its objective 
probability, which causes A to appear bet-
ter because the 0.05 branch to win $90 in 
A (and the 0.05 branch to win only $14 in 
B) get more weight.

Other critical tests also refute CPT. 
Empirical studies of 12 theorems of CPT 
show that neither version of PT can be 
retained as descriptive of risky decision 
making (Birnbaum, 2008b,c).

Brandstätter et al. (2006) proposed the 
priority heuristic (PH) based on an index 
of fit assessing how this model performed 
in describing the data used to generate 
the model. The PH is a variant of a lexi-
cographic semiorder (LS) used by Tversky 
(1969) to describe violations of transitivity. 
They claimed PH was more often correct 
in predicting modal choices than either 
CPT or TAX, both of which are transi-
tive models. But these conclusions reverse 
when parameters are estimated instead 
of fixed in advance; they reverse when we 
consider different sets of data, and most 
important: they reverse when we examine 
critical properties designed to test these 
theories.

The family of LS, including PH, must 
satisfy interactive independence. People 
should make the same decisions in these 
two choices:

Choice 1:
Urn C contains 90 tickets to win $100

10 tickets to win $5
Urn D contains 90 tickets to win $50

10 tickets to win $20
Choice 2:
Urn E contains: 10 tickets to win $100

90 tickets to win $5
Urn F contains: 10 tickets to win $50

90 tickets to win $20

According to PH, people should choose D 
(over C) and F (over E) because the low-
est consequence is better and the differ-
ence ($15) exceeds threshold. According 
to any member of the LS family (with dif-
ferent orders of examining the attributes, 
different psychophysical functions on the 
attributes, and different thresholds) a per-
son should either choose C and E or D and 

F, or be indifferent in both, but she should 
not switch, except by error, because any 
attribute that is the same in both alterna-
tives (here probability is the same) should 
have no effect. Instead, the true and error 
model indicated that 63% of those tested 
switched their true preferences from C to 
F (after correcting for preference instabil-
ity due to random error), demonstrating 
an interaction between probability and the 
prizes (Birnbaum, 2008c).

Other critical tests also refute LS and 
PH (Birnbaum, 2008c, 2010). PH may 
have looked “good” by means of an index 
of fit applied to certain studies using fixed 
parameters, but it has not been successful 
in predicting new results.

If a critical test is satisfied, it does not 
mean that the theory that implies it is “vali-
dated,” “confirmed,” or “proved.” It merely 
means that the theory that implies it can be 
retained. However, the greater the number of 
interesting predictions that a theory makes 
that are satisfied, the more we are likely to bet 
on its predictions in the future. Thus, confi-
dence in a theory can grow by induction, but 
scientific theories are always open to revision 
or refutation based on new evidence.

Does testing theories via critical proper-
ties mean that there is no role for model-
fitting and parameter estimation? No. These 
serve two important functions: First, we 
should try to learn from our data where a 
model fits poorly, in order to devise new 
tests that have the potential to refute the 
model. Second, parameters are used to 
devise new tests between rival models.

For example, PH was devised to account 
for previously published data, such as those 
of Tversky (1969) who reported viola-
tions of transitivity consistent with a LS 
(Brandstätter, et al., 2006, 2008). Transitivity 
is the assumption that if A is preferred to 
B and B is preferred to C, then A should 
be preferred to C. Because PH can account 
for violations of transitivity and models like 
EU, CPT, and TAX cannot, transitivity is a 
critical property that has the potential to 
refute both CPT and TAX.

Just as the TAX model had been used 
to construct a test of stochastic domi-
nance where violations of CPT should be 
observed, PH has been used to design new 
tests of transitivity to search for predicted 
violations of TAX and CPT that satisfy this 
critical property.

Birnbaum and Gutierrez (2007) and 
Regenwetter et al. (2010, 2011) carried out 
such tests, using designs similar to those of 
Tversky (1969), but they were not able to 
find much, if any, evidence for the predicted 
intransitive behavior. Birnbaum and Bahra 
(2007) devised three interlaced designs in 
which PH predicted violations of transitivity. 
Although they found evidence that perhaps 
as many as 4% of participants were partly or 
momentarily intransitive, they were not able 
to refute transitivity for the vast majority 
of cases. The PH was correct in predicting 
modal choices in only 18 of 60 new choices 
devised to test its predictions (30%).

This case illustrates how conclusions based 
on an index of fit can be ephemeral. What 
looks good by an index applied to selected 
data can look horrible when that model and 
its parameters are used to predict the results 
of a new study testing critical properties.
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Attitudes guide behavior. The social-
cognitive approach to decision-making 
has been building on this assumption 
for almost a century (Allport, 1935). In 
this field, the model of reasoned action 
(Fishbein and Ajzen, 1974) was probably 
the most influential advance in describ-
ing the relation between attitudes and 
behavior. Accordingly, attitudes are the key 
predictor of behavioral intentions. They 
are formally described as a function of a 
linear integration of evaluations and prob-
abilities (beliefs). The attitudinal part of 
the model dovetails with the subjectively 
expected-utility (SEU) approach to risky 
decision-making (Edwards, 1954). In line 
with attitude–behavior models, preferences 
are stable attitudes toward behaviors.

After its formation, an attitude can be 
stored in memory in association with the 
attitude object (e.g., Fazio, 1990; Wilson 
et al., 2000; Betsch, 2005). Attitude stor-
age opens the path to stability. If a person 
re-encounters an attitude object, she can 
look up her attitude in memory and use 
it for subsequent judgment and choice. 
Individual preferences should be stable to 
the extent that the person relies on stored 
attitudes.

This so-called “file-drawer” notion 
(Wilson and Hodges, 1992), however, has 
been challenged by empirical evidence. 
Attitudinal responses in risky and non-
risky choice domains were shown to be 
susceptible to a variety of task conditions. 
Krosnick and Schuman (1988) showed that 
response order, question wording and for-
mat systematically affect attitude judgments 
irrespective of their subjective importance, 
extremity, and certainty. In a similar vein, 
empirical violations of the axioms of deci-
sion theory challenged the notion that 
preferences are stable (e.g., framing effect, 
Tversky and Kahneman, 1981).

The temporary construal approach, in its 
extreme version, assumes that individu-
als always construct attitudes on the spot 
(Schwarz, 2000). In this view, stability is a 
function of the situation. In stable  situations 

the sample of information (salient stim-
uli, activated knowledge) is invariant. 
Consequently, attitudinal judgments and 
behaviors are expected to be stable. If the 
situation changes, however, the sample of 
information changes as well and so will atti-
tudes and behaviors. Accordingly, attitudes 
are transient constructions. Therefore, pref-
erences cannot be stable.

The focus on variability, however, is 
prone to yield an un-representative picture 
of human behavior. Numerous examples of 
behavioral rigidity can be cited, both from 
everyday observation and controlled stud-
ies. Individuals regularly obey norms, repeat 
their routines, and fancy the same things 
two days in a row. Correspondingly, there 
is a bulk of psychological research demon-
strating stability, especially in the field of 
learning. In their famous demonstrations of 
the Einstellung-Effect, Luchins and Luchins 
(1959) showed that only a few implementa-
tions of a problem-solving strategy suffice to 
induce a tendency to maintain the strategy 
even when less costly strategies are adequate. 
In recurrent risky choices, prior experience 
fosters maintenance of behavioral options 
(Betsch et al., 2001) and decision strategies 
(Bröder and Schiffer, 2006), even following 
changes in the pay-off structure that ren-
der the routine a maladaptive choice. A few 
behavior repetitions (less than 10) suffice to 
induce counter-intentional relapse errors1 
in subsequent choice (Betsch et al., 2004). 
In research on attitude– behavior models, 
Bentler and Speckart (1979), for instance, 
suggested including past behavior as an 
additional predictor in the Fishbein–Ajzen 
model.

How is it possible that there is evidence 
for both variability and stability in behav-
ior? Many studies on variability employ 
tasks and judgment domains in which 
individuals lack behavioral experience. In 
contrast, studies on stability often assess 

behavior in recurrent tasks. It is widely 
acknowledged, however, that experience 
matters. Decisions based on experience 
yield different results from those in one-
shot situations (e.g., Hertwig et al., 2004). 
Thus, one might conclude that preferences 
should be labile in new situations and sta-
bilize with behavioral experience.

Note, however, that the behavioral 
invariance observed in recurrent and 
experienced-based situations is not a suf-
ficient condition for inferring preference 
stability. According to attitude theory, pref-
erential stability requires that the attitude 
remains stable and guides choice. Repetitive 
experience, however, could merely result 
in increasing the association between a 
stimulus and a response. If this were the 
case, we would expect stability in recurrent 
situations and variability when situations 
change in the sense that the learned stimu-
lus is no longer present. Explaining stability 
in stable situations does not necessitate the 
assumption of a stable attitude because it 
is the stimulus situation and not the atti-
tude that might induce stable responses. 
Stimulus-directed choice is likely to occur 
if a behavior has been repeated so frequently 
in the past that it has been “frozen into 
habit” (James, 1890/1950; Verplanken and 
Aarts, 1999). Habits are responses that are 
instantiated automatically upon recogniz-
ing the associated stimulus. Indeed, there is 
evidence that highly frequent behavior rep-
etition can outperform attitudes and inten-
tions (Ouellette and Wood, 1998). On the 
other hand, the fact that habits are imple-
mented in a stimulus-directed fashion with-
out involving goals and intentions (Wood 
and Neal, 2007) does not speak against the 
possibility that attitudes can also become 
stable with behavior repetition and may 
systematically guide intentional decisions.

Two conditions must be met to justify the 
assumption that repetition paves the way to 
preference stability. First, previous behav-
ior must increase the association between 
an attitude and an object. Accordingly, 
response latencies for attitude judgments 

1A relapse error occurs if the actor performs a routine 
behavior against his or her intention to deviate from 
this routine.
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r = 0.66). For infrequent behaviors, a reverse 
pattern for old (r = 0.70) and new situations 
(r = 0.59) was obtained.

Not only the predictive power of past 
choices but also the predictive power of 
attitudes seems to stabilize with behav-
ior repetition over time and situations. 
Generalization indicates that behavior 
repetition appears to stabilize preferences 
beyond creating mere stimulus–response 
associations. Hence, one might conclude 
that stability in preferences is a function of 
behavioral repetition and storage processes.

Attitude research, however, suggests 
that consolidation of attitude–behavior 
relations in memory is not a sufficient con-
dition for stability because the cognitive 
processes at the time of decision matter as 
well. Individuals can use different styles of 
thinking involving more or less delibera-
tive effort (Evans, 2008). Economists often 
assume that individuals must think care-
fully to arrive at good (rational) decisions 
(Hertwig and Ortmann, 2001, for a discus-
sion). Thus, violations of the axioms of 
rationality (e.g., preference reversals) may 
be attributed to shallow thinking under 
flawed incentive structures.

Does thorough thinking foster stabil-
ity? When considering theorizing and 
empirical results from attitude research, 
one arrives at the opposite prediction. In 
his MODE-model, Fazio (1990) assumes 
that reliance on stored attitudes increases 
the less a person is motivated and able to 
think carefully about the decision. Under 
high motivation and in the absence of 
constraints, the individual is expected to 
engage in a new assessment of risks and 
benefits. In line with this prediction, indi-
viduals have been found to change prefer-
ences when “thinking too much” (Wilson 
and Schooler, 1991). Accordingly, individ-
uals should be more likely to rely on prior 
attitudes if they make decisions without 
investing much cognitive effort (Betsch 
and Glöckner, 2010).

From the social-cognition approach, we 
can conclude that preferences (attitudes) 
can indeed stabilize and yield stability in 
judgment and decision-making under 
certain conditions. Stability is probably a 
joint function of memory and judgment 
processes. We should expect stability to 
increase with behavior repetition in the past 
and when individuals do not think much 
before making their decisions.

were found to decrease with increasing fre-
quency of prior activation of the attitude 
object (Fazio et al., 1986). Most important, 
studies using a conceptual priming tech-
nique show that activation of an attitude 
object can result in automatic activation of 
attitudes (Fazio et al., 1986).

Second, if it is truly the attitude that can 
guide behavior in intentional decisions, 
than we should observe a generalization of 
the preferred behavior to conditions that 
deviate from those under which the behav-
ior has been learned. Generalization should 
occur especially for frequent compared to 
infrequent behaviors because in the for-
mer the behavior–attitude association is 
strong. Such transfer effects could not eas-
ily be accounted for by a stimulus–response 
model.

The following demonstration provides 
evidence of a generalization of strong atti-
tudes. Sixty undergraduates from various 
majors at the University of Erfurt received 
vignettes involving food choices in every-
day settings. Half of the behaviors were 
frequently performed in the past, such as 
drinking coffee or tea at breakfast. Others 
were infrequent such as foreign meals 
offered on the exchange-students day. 
Measures of attitudes toward the alterna-
tives (nine-point rating scale: dislike–like) 
and choices were assessed twice with a 
2-week delay in between. At the second 
assessment, participants were randomly 
assigned to two conditions. Half of the par-
ticipants received descriptions of new situ-
ations mostly atypical of everyday settings. 
The other half received the same descrip-
tions that they were exposed to at the first 
assessment. Even though the situations dif-
fered between the two conditions, the set of 
alternatives was identical.

Mean correlations (r) between attitudes 
and choices over vignettes were generally 
above 0.50 and significant – both within 
and between the two times of measure-
ment. First-time attitudes and choices were 
equally strongly associated with second-
time choices. These results indicate that atti-
tude–choice relations were quite strong and 
stable over time. More revealing, however, 
are the results from a comparison of old and 
new situations. For frequent behaviors, the 
correlations between the first-time attitudes 
and choices and second-time choices were 
substantially larger in new (mean r = 0.90) 
as compared to old situations (mean 
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Psychological research has firmly estab-
lished that risk preferences are transient 
states shaped by past experiences, current 
knowledge, and feelings as well as the char-
acteristics of the decision environment. We 
begin this article with a brief review of evi-
dence supporting this conception as well as 
different psychological theories explaining 
how preferences are constructed. Next, we 
introduce the distributed perspective on 
human cognition and show how it may 
offer a promising framework for unify-
ing seemingly incompatible accounts. We 
conclude by suggesting new directions for 
better capturing the essence of preference 
construction in laboratory research.

On the PsychOlOgy Of human 
Preferences and risky chOices
Psychologists have long assumed that core 
cognitive processes such as memory, percep-
tion, and attention are inherently construc-
tive – they are the product of the content 
of thoughts and the situation within which 
people are embedded when they think 
(Bartlett, 1932; Neisser, 1967). Risk prefer-
ences are no exception. As Lichtenstein and 
Slovic (2006, p. 1) put it: “in many situations 
we do not really know what we prefer; we 
must construct our preferences as the situa-
tion arises.” Scholars often situate the origins 
of the concept of preference construction in 
Simon’s (1956, 1990) focus on the bounded 
capacities of the human information-pro-
cessing system on the one hand, and the 
shaping properties of the environment 
within which decisions are made, on the 
other. In Simon’s words “Human rational 
behavior … is shaped by a scissors whose 
two blades are the structure of task environ-
ments and the computational capabilities of 
the actor” (Simon, 1990, p. 7).

The notion that preferences are con-
structed is supported by a body of evidence 
that is both vast and varied. Lichtenstein 
and Slovic’s (1971) work on preference rever-
sals demonstrated the key role of response 
mode – bidding for a bet vs. choosing a 

bet – in shaping preferences for risky gam-
bles. The work of Tversky and Kahneman’s 
(1981) on choice framing illustrated how 
the superficial framing of the description 
of options can cause a reversal in risk prefer-
ences – from risk-seeking preferences in a 
choice between options framed with losses 
to risk-averse preferences when the same 
choice is framed with gains. More recently 
research has shown that preferences may 
also depend on how outcomes are expe-
rienced – either as a descriptive summary, 
or through actual sampling (Hertwig et al., 
2004). Meanwhile, the impact of transient 
states such as affect and feelings on risk 
judgments (Slovic et al., 2002) further cor-
roborates the conception of preferences as 
situated in time and space.

Several theories have been proposed 
to explain how preferences and associ-
ated decisions may be constructed. Some 
conceive preference construction as result-
ing from the impact of the environment 
on individuals’ strategy choice or repre-
sentations. The ecological approach (e.g., 
Brighton and Todd, 2009) proposes that 
the mind is endowed with an “adaptive 
toolbox” containing purpose-built simple 
decision heuristics that exploit the struc-
ture of the information in the immediate 
environment. The choice goals framework 
(Bettman et al., 1998) also assumes that 
individuals possess a repertoire of choice 
heuristics, acquired through experience or 
training. From these perspectives, an envi-
ronment with a particular information 
structure will shape cognition by inviting 
the application of the decision heuristic that 
is most adapted to this structure. Similarly, 
accounting for risky choice framing, pros-
pect theory (Kahneman and Tversky, 1979) 
suggests that the environment affects risk 
preferences and decisions through its 
impact on individuals’ representations – as 
opposed to its impact on strategy  selection 
– as decisions outcomes may be repre-
sented as gains or losses, depending on the 
reference point made salient in the task 

environment. Meanwhile, other  theories 
characterized preference construction as 
an internal process where the role of the 
individual’s immediate environment is less 
prominent. Svenson’s (1996) differentiation 
and consolidation (DiffCon) theory posits 
that construction occurs through cycles of 
alterations of the decision task’s mental 
representation in order to single out the 
alternative of choice. Search for dominance 
structure (SDS) theory (Montgomery, 
1998) offers a similar conception where 
preferences are assumed to arise from the 
restructuring of the mental representation 
of attribute information to identify the 
dominant alternative. Svenson (1996) does 
note that context and decision structure may 
influence the decision rules that are elicited. 
Montgomery (1998) adds that “individual 
may also intervene in the external world to 
increase the support for the to-be-chosen 
alternative” (p. 287, emphasis added) but 
he does not specify what those interventions 
may be, what might be intervened upon, or 
by which mechanisms such interventions 
may result in increased support.

While these theories stress important 
features of the constructive process of 
preferences, we also believe that they offer 
an incomplete view of this process because 
they omit an essential aspect of how people 
may naturally construct their preferences: 
through their actions on their immediate 
environment. In the next section of this 
article, we present a theoretical framework 
that places interactivity at the forefront of 
efforts to understand choice preferences.

BeyOnd situated cOgnitiOn: 
cOgnitiOn distriButed
A group of cognitive scientists, initially 
drawn from cognitive ergonomics and 
anthropology, have lobbied for a shift in 
the main unit of analysis to understand 
thinking (e.g., Hollan et al., 2000). They 
reject a traditional model of the mind 
where cognition is sandwiched between 
perceptual inputs and behavioral outputs 
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from and transform their representation 
of the information; whereas a dynamic one 
may better support the development of a 
productive representation of the problem 
information.

Concretely, better understanding how 
preferences may be constructed in the 
physical world will involve designing exper-
imental settings where participants are no 
longer limited to alter the information 
presented to them mentally. This, we sur-
mise, will lead to a revision of the amount 
of information that people are actually 
capable of computing when constructing 
preferences. For example, a canonical rep-
resentation of the information in choice 
framing tasks such as the Asian Disease 
problem (Tversky and Kahneman, 1981) 
requires taking into account all outcomes 
of concurrent decisions. Such a bias-free 
representation has been previously ruled 
out as psychologically implausible, assum-
ing that it would exceed human computa-
tional capabilities (Kahneman and Tversky, 
1984). Maule and Villejoubert (2007) 
surmised that participants might instead 
mentally switch between a gain-framed 
representation and a loss-framed repre-
sentation, in a similar manner to the per-
spective-switching occurring when people 
are presented with ambiguous figures such 
as the Necker cube. Choice behavior would 
then be determined by the dominant repre-
sentation at the moment of choice. Taking 
a distributed-cognition approach to study 
choice framing, one could use playing cards 
presenting a positive or negative outcome 
associated with each of two alternatives. 
Probabilities of outcomes would be pre-
sented as the relative proportion of positive 
and negative outcomes. This would enable 
participants to manipulate, spread, arrange 
and rearrange the cards, and perhaps con-
trast losses and gains while constructing 
their preference. Importantly, rather than 
constrain thinking, the manipulability 
afforded by the material presentation of 
the information would instead support – 
if not augment – people’s computational 
abilities. In such a situation, the mental 
switch of focus between a gain-framed 
and a loss-framed representation (Maule 
and Villejoubert, 2007) could then be sup-
ported by the physical presentation of the 
information and thus, considerably reduc-
ing the mental efforts required for switch-
ing focus. Moreover, this would make the 

expressions into true equations. Moreover, 
whereas numeracy predicted performance 
in the paper-and-pencil group, perfor-
mance was best predicted by visuo-spatial 
reasoning skills in the interactive group. 
These results suggest that different types of 
resources and skills were recruited in the 
interactive and non-interactive versions of 
the task, respectively.

The distributed-cognition perspective 
may also offer a novel way to conceive the 
role of the environment in the construc-
tion of preferences. The theoretical frame-
works reviewed earlier assume that the 
environment shapes cognitive activity. In 
experiments used to test these approaches, 
however, the environment is often pre-
sented in a two-dimensional, fixed presen-
tation akin to the non-interactive version 
of the matchstick algebra task, offering 
linguistic or numerical information that 
is presented in essentially inflexible and 
intangible formats. These environments 
severely limit individuals’ natural tendency 
to think with their eyes and hands. The 
distributed-cognition perspective could 
offer a new window onto the process of 
preference construction, focusing on the 
coupling between people’s cognition and 
the strategic and opportunistic manipula-
tion of the information populating their 
immediate physical space. As Weller et al.’s 
(in press) study illustrates, adopting a dis-
tributed perspective on cognition does not 
necessitate studying cognitive activities in 
naturalistic settings. In fact, we believe that 
the potential of this approach resides in its 
promise to better capture the essence of 
cognitive processes in general, and pref-
erence construction in particular, within 
laboratory settings.

Adopting a distributed-cognition per-
spective also highlights a potentially inva-
lid assumption underpinning alternative 
accounts of preference construction, such 
as SDS theory (Montgomery, 1998) and the 
DiffCon theory (Svenson, 1996) reviewed 
above – and more generally, numerous the-
ories accounting for higher level cognitive 
processes – namely, the assumption that 
the mental restructuring of a rigid pres-
entation of the informational landscape 
is equivalent to the physical restructur-
ing of this landscape, in the individual’s 
immediate environment. It is not: an 
inflexible physical problem presentation 
exerts gravity on people’s effort to depart 

(to adapt Hurley, 2001). Instead they argue 
that cognition is the product of a distributed 
system that reflects the dynamic meshwork 
of resources internal to the reasoner (such 
as cognitive capacities, acquired knowledge) 
as well as resources external to the reasoner 
(such as artifacts, people, cultural beliefs; 
Kirsh, 2009, 2010; Hutchins, 2010). A key 
notion in the systemic perspective is that 
people interact with external resources to 
augment and facilitate thinking. From a 
distributed-cognition perspective, think-
ing is the product of embodied and embed-
ded mental and physical activities. In other 
words, people do not just “think with their 
heads,” they also “think with their eyes and 
hands” in an environment that affords inter-
action. This results in an extended cognitive 
system (Wilson and Clark, 2009), akin to 
an ecological niche (cf. Laland et al., 2000) 
enabling people to exceed the capacities of 
their unaided, non-extended mind.

People act upon their environment 
when they think, and more specifically 
when they evince a preference, in a rich 
and varied manner; yet this activity is rarely 
the focus of research. People, generally, do 
not choose their homes or their cars from 
written descriptions. Rather, they walk in 
potential flats, project and sketch furniture 
placement, open and close wardrobes, sit on 
the terrace to help simulate what it would be 
like to live in the place. In other words, they 
do not only adapt to their environment, 
they actively shape, manipulate, and inter-
act with it to support their decision-making.

The distributed perspective has been 
the subject of ethnographic analysis “in 
the wild” (Hutchins, 1995), but it can also 
guide more controlled experimental work 
(Fioratou and Cowley, 2009; Weller et al., in 
press). For example, we recently examined 
performance on matchstick algebra prob-
lems which present participants with a false 
algebraic equation made of matchsticks 
and require them to move one matchstick 
to form a true equation (Knoblich et al., 
1999). Adopting a distributed-cognition 
perspective, we compared performance on 
the traditional paper-and-pencil version of 
the task with performance in an interactive 
version where participants could physically 
manipulate the matchsticks, using a modi-
fiable, three-dimensional, physical presen-
tation of the equation. Participants in the 
interactive group were significantly more 
likely to achieve insight to transform these 
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process of restructuring directly accessible 
to the researcher, through the observation 
and coding of the actions and eye-gazes 
executed by the decision-makers.

To conclude, Simon’s (1956, 1990) 
emphasis on the major shaping role played 
by the environment within which decisions 
are made has often been used to explain 
how preferences are constructed. Simon’s 
argument has often been summarized 
as focusing on the “interaction” between 
individuals’ mental activities and their 
immediate environment (e.g., Brighton 
and Todd, 2009, p. 339; Lichtenstein and 
Slovic, 2006, p. 23; Bettman et al., 1998, p. 
187). However, interactivity as such never 
figures in either Simon’s (1956, 1990) 
account or in subsequent theoretical efforts. 
Some have developed theories explaining 
how decision-makers may select choice 
heuristics that are fitted to the structure of 
the environment. Others have stressed the 
importance of the mental restructuring of 
the information in preference construction. 
In this article we sought to illustrate how 
neither approaches can fully account for the 
essence of preference construction as it may 
occur in natural settings. We propose that 
this is because past research has neglected 
an important aspect of cognition – viz., how 
interactions with the world may influence 
and support mental processes. Whether, 
under what conditions, and by which pro-
cesses, freeing up decision-makers’ hands 
may indeed affect the way they construct 
their preferences, may thus prove to be an 
important new avenue for research.
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1 Who knoWs a utility 
representation
Repeatedly it is alleged that this or that 
theory concerns a decision maker maxi-
mizing some utility function. But, as I 
have been at pains to discuss, the repre-
sentation is not a creature of the deci-
sion maker but of the scientist studying 
the decision maker’s behavior “The 
representation theorems go in only one 
direction: from behavioral and structural 
properties to numerical representations. 
The behavioral properties embody the 
scientific information that we, as scien-
tists, have about the decision maker. It 
is the scientist, not the decision maker, 
who formulates both the properties (axi-
oms) and the representation. The decision 
maker exhibits the behavior which, pre-
sumably, arises from some fairly complex 
neuronal processes…” (Luce, 2000, p. 25). 
This observation holds far more broadly 
than just in decision making.

2 uniqueness of the 
representation
Uniqueness of representations is, of 
course, a very well trodden topic. The 
gist is that in addition to proving a rep-
resentation theorem, one must also for-
mulate a uniqueness theorem – how do 
the several representations relate? In most 
of the popular measurement theories, the 
uniqueness falls into one of Stevens’ (1946, 
1951) well known classification: nominal, 
ordinal, interval, log-interval, ratio, and 
absolute scales (see Krantz et al., 1971; 
Luce et al., 1990).

As I recently came to realize, when we 
are dealing with a preference weak order ≥ 
and a binary operation ⊕, such as the con-
catenation of two sums of money, for which 
0 money is an identity of ⊕ and ⊕ is com-
mutative, associative, and monotonic in ≥, 
things are not really quite as simple as has 
been long believed.

Recall that Hölder (1901) proved in 
this context the existence of an additive 
representation

c c c

c c

( ) ( ) ( )

( ) ( )

x y x y

x y

⊕ = ⊕ + ⊕
= + ,

0 0

 

(1)

which is unique up to a ratio scale.
A century later it was recognized that, in 

the context of utility theory, we also have 
the interplay between value and risk, which 
means that multiplication as well as addition 
is in play. See, e.g., (3) below. So the mapping 
should be into 〈R, ≥, +, ×〉, in which case the 
full set of polynomial (p-additive) represen-
tations are (see Luce, 2000, p.151, § 4.4.6)

c

c c dc c d

( )

( ) ( ) ( ) ( )

x y

x y x y

⊕
= + + = − , , .1 0 1

 
 (2)

Of course, d = 0 is Hölder’s original 
solution. The other two are quite different 
in that they are absolute scales (see Luce, 
2010a). Here is the reason: when d ≠ 0, (2) is 
equivalent to

1 1 1+ = +( ) +( ).dc dc dc( ) ( ) ( )x y x y⊕

But this expression is not invariant under 
any transformation of c other than the 
identity. The fact they are absolute scales 
has several important implications.

3 some implications of the 
p-additive representation
3.1 three types of people
There are three inherently different types of 
people corresponding to their values of d. 
The following simple behavioral criterion 
to decide a particular person’s type was 
reported by Luce (2010a).

Let (x, p; y, 1 − p) denote the gamble 
where x occurs with probability p and y with 
probability 1 − p and suppose, as is true in a 
great many theories of utility, that

U x p y p U x W p

U y W p

, ; , −( ) =
+ − ,

1

1

( ) ( )

( ) ( )
 

(3)

where ψ has been replaced in this context by 
U for utility, W is a strictly increasing sub-
jective probability function, and W(0) = 0. 
Further, assume that

W p W p( ) ( )+ − = .1 1  
(4)

Find the probability p
1/2

 with subjective 
probability 1/2, i.e., such that for the repre-
sentation (3) and for all x > y
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I assume that W(p) = p is satisfied for 
p = 0, p = p

1/2
, possibly for p = 1, but not 

elsewhere. Note that it follows that relative 
to the line f(p) = p, the weighting func-
tion W must be either S-shaped or inverse 
S-shaped. See Section 3.4 of Luce (2000) 
for a summary of empirical estimates which 
seem to agree with this prediction.

Then the criterion for d is that for all 
x > x′ > y > y′
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Observe that under the ordering con-
straint on the consequences, the gamble 
on the left has a greater variance than the 
one on the right. For that reason, the three 
d types are called, respectively, risk-seeking 
(d = 1), risk-neutral (d = 0), and risk-averse 
(d = −1). It would not surprise me that in 
the academic population, which is the 
source of many experimental respondents, 
risk-averse types will predominate except, 
perhaps, in schools of business.

It has yet to be shown empirically that 
this classification holds up in the population. 
But should it, one simply should not aver-
age data over people without, at the least, 
dealing with the three classes separately. 
Indeed, really only the d = 0 types should 
ever be averaged. Individual  differences are 
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non-negative real numbers (Luce, under 
review). Indeed, the only exceptions that I 
know of involve what can be called binary 
senses that involve the close interaction of 
the two ears and of the two eyes. The binary 
theory coupled with certain loudness and 
brightness data simply rule out the two 
d ≠ 0 cases.

Thus, when we ask a respondent to 
match subjective intensities of one modality 
to those of another modality, then, because 
of the three values of d arise for all but the 
binary attributes, we get a complex of pre-
dicted results (Luce, under review, Table 1). 
This fact suggests an extensive experimental 
program to be done.

4 closing remarks
I have made a strong claim here, namely, 
that a slight mathematical oversight – map-
ping just into addition when, for other 
theoretical reasons, multiplication is also 
involved – has put us on a misguided course 
for over a century. And that course may, in 
a number of ways, have been scientifically 
misleading.
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3.2 utility forms of risk types
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(Luce, 2010a). Note that for d  = 1, this 
function is bounded from below by −1 and 
unbounded from above, whereas for d = −1 
it is unbounded from below and bounded 
by 1 from above.

3.3 interpersonal comparisons of utility
Because the d ≠ 0 scales are absolute, inter-
personal comparisons become meaningful, 
although for a mix of −1 and 1 types, only in 
the common interval (−1,1) (Luce, 2010a). 
No such comparisons can be made involv-
ing risk-neutral types of people. If correct, 
this makes sense of the fact that classical 
utility theorists have found interpersonal 
comparisons impossible (e.g., Robbins, 
1938; Harsanyi, 1977; Elster and Roemer, 
1991; Hammond, 1991; Binmore, 2009) 
although most of us intuit that we regu-
larly make such comparisons. And just how 
many of us are risk-neutral?

3.4 psychophysical scaling in general
As I have thought more about subjective 
intensity scales, I have come to realize that 
many other attributes of subjective intensity 
closely resemble the utility theory of risk 
except that most are defined only on the 
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