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We focus here on impulsive phenomena and Quiet-Sun features in the solar transition region, observed with the Interface Region Imaging Spectrograph (IRIS) at 1,400 Å (at formation temperatures of Te ≈ 104–106 K). Summarizing additional literature values we find the following fractal dimensions (in increasing order): DA = 1.23 ± 0.09 for photospheric granulation, DA =1.40 ± 0.09 for chromospheric (network) patterns, DA = 1.54 ± 0.04 for plages in the transition region, DA = 1.56 ± 0.08 for extreme ultra-violet (EUV) nanoflares, DA = 1.59 ± 0.20 for active regions in photospheric magnetograms, and DA = 1.76 ± 0.14 for large solar flares. We interpret low values of the fractal dimension (1.0 ≲ DA ≲ 1.5) in terms of sparse curvi-linear flow patterns, while high values of the fractal dimension (1.5 ≲ DA ≲ 2.0) indicate quasi-space-filling transport processes, such as chromospheric evaporation in flares. Phenomena in the solar transition region appear to be consistent with self-organized criticality (SOC) models, based on their fractality and their size distributions of fractal areas A and (radiative) energies E, which show power law slopes of [image: image] (with [image: image] predicted), and [image: image] (with [image: image] predicted). This agreement suggests that brightenings detected with IRIS at 1,400 Å reveal the same nonlinear SOC statistics as their coronal counterparts in EUV.
Keywords: methods, statistical -fractal dimension -sun, transition region -solar granulation -solar photosphere, fractal dimension, statistical
INTRODUCTION
There are at least three different approaches to quantify the statistics of nonlinear processes with the concept of self-organized criticality (SOC) and fractality: (i) microscopic models, (ii) macroscopic models, and (iii) observations of power laws and scaling laws. The microscopic SOC models consist of numerically simulated avalanches that evolve via next-neighbor interactions in a lattice grid (Bak et al., 1987; Bak et al., 1988), also called cellular automatons, which have been quantized up to numerical limits of [image: image] cells per avalanche process. The macroscopic models describe the nonlinear evolution of (avalanching) instabilities with analytical (geometric and energetic) quantities, which predict physical scaling laws and power law-like occurrence frequency size distributions. The third category of SOC approaches includes observations with fitting of power law-like distribution functions and waiting time distributions, which provide powerful tests of theoretical SOC models. A total of over 1500 SOC-specific publications have been identified with the NASA/ADS database, while the seminal paper by Bak et al. (1987) was cited over 4,000 times. For brevity, we mention a few textbooks only (Bak 1996; Aschwanden 2011; Pruessner 2012), and a recent collection of astrophysical SOC reviews, presented in the special volume Space Science Reviews Vol. 198 (Aschwanden et al., 2016; McAteer et al., 2016; Sharma et al., 2016; Watkins et al., 2016). Some pioneering work has been reported from fractal analysis of chromospheric network cells and (super-)granulation (Berrilli et al., 1998; Ermolli et al., 1998; Consolini et al., 1999; Criscuoli et al., 2007; Ermolli et al., 2014; Giorgi et al., 2015).
In this paper we focus on SOC modeling of impulsive events detected in the solar atmosphere, as observed with the Interface Region Imaging Spectrograph (IRIS) (De Pontieu et al., 2014), while solar flare events observed in hard X-rays, soft X-rays, and Extreme-Ultraviolet (EUV) have been compared in recent studies (Aschwanden 2022a; Aschwanden 2022b). Large solar flares observed in hard and soft X-rays show typically electron temperatures of Te ≈ 5–35 MK, while coronal nanoflares observed in EUV have moderate temperatures of Te ≈ 1–2 MK. Hence it is interesting to investigate transition region events, which are observed in a different temperature regime (Te ≈ 104–106 K) than coronal phenomena. In the previous study with the same IRIS data, it was found that the power law index of the energy distribution is larger in plages (αE > 2), compared to sunspot dominated active regions (αE < 2) (Vilangot Nhalil et al., 2020).
If both coronal and transition region brightenings exhibit the same SOC behavior and are produced by the same physical mechanism, one would expect the same fractal dimension and power law slope of the occurrence frequency size distribution, which is an important test of the coronal heating problem.
The content of this paper contains a theoretical modeling, an observational section, a discussion, and conclusions.
THEORETICAL CONSIDERATIONS
In the following we define two theoretical definitions of the mono-fractal dimension, namely the Mean Euclidean Fractal Dimension (Theoretical considerations) and the SOC-Inferred Fractal Dimension (Theoretical considerations), which provide a test of the predicted fractal dimension.
The mean Euclidean fractal dimension
The definition of the fractal dimension DA for 2-D areas A is also called the Hausdorff dimension DA0 (Mandelbrot 1977),
[image: image]
or explicitly (normalized at i = 0),
[image: image]
where the area A0 is the sum of all image pixels I (x, y) ≥ I0 above a background threshold I0, and L0 is the length scale of a fractal area. A structure is fractal, when the ratio DAi is approximately constant versus different length scales Li and converges to a constant for the smallest length scales L↦0. The method described here is also called the box-counting method, because the number of pixels are counted over an area A0 and length scale L0.
In analogy, a fractal dimension can also be defined for the 3-D volume V,
[image: image]
or explicitly
[image: image]
The valid range for these two area fractal dimensions is 1 ≤ DA ≤ 2 and 2 ≤ DV ≤ 3, where D = 0, 1, 2, 3 are all possible Euclidean dimensions.
We can estimate the numerical values of the fractal dimensions DA and DV from the means of the minimum and maximum values in each Euclidean domain,
[image: image]
and correspondingly,
[image: image]
The 2-D fractal dimension DA is the most accessible SOC parameter, while the 3-D fractal dimension DV requires information of fractal structures along the line-of-sight, either using a geometric or tomographic model, or modeling of optically-thin plasma (in the case of an astrophysical object observed in soft X-ray or EUV wavelengths).
We find that the theoretical prediction of DA = (3/2) = 1.50 (Eq. (5)) for the fractal area parameter A is approximately consistent with the observed values obtained with the box-counting method, [image: image] (Table 1).
TABLE 1 | Fractal Dimension obtained from power law slope fits (PL) and from the box counting (BC) method for 12 IRIS datasets.
[image: Table 1]The SOC-Inferred fractal dimension
The size distribution N(L) of length scales L, also called the scale-free probability conjecture (Aschwanden 2012; Aschwanden 2014), which essentially is the standard expression for the probability conservation in a power law distribution,
[image: image]
where d is the Euclidean space dimension, generally set to d = 3 for most real-world data. Note, that this occurrence frequency distribution function is simply a power law, which results from the reciprocal relationship of the number of events N(L) and the length scale L. Since the fractal dimension DA for event areas A is defined as (Eq. 1),
[image: image]
we obtain the inverse function L(A),
[image: image]
and the derivative,
[image: image]
so that we obtain the area distribution N(A) by substitution of L (Eq. 9) and the derivative dL/dA (Eq. 10) into N(L) (Eq. 7),
[image: image]
which yields the power law index αA, for d = 3,
[image: image]
Vice versa we can then obtain the SOC fractal dimension DA from an observed power law slope αA (Table 1), by inverting αA (DA) in Eq. 12,
[image: image]
Using the theoretical value αA = 7/3 ≈ 2.33 (Table 2), we expect a value of [image: image] (Eq. 13), which is identical with the prediction of the mean Euclidean dimension [image: image] (Eq. 5) based on the mean of the extremal maximum and minimum values. This is an alternative method (Eq. 13) to calculate the fractal area dimension, in contrast to the mean Euclidean method (Eq. 5), which we call the SOC-inferred fractal dimension, because it uses the (power law) size distribution of areas that are defined in SOC models.
TABLE 2 | Parameters of the standard SOC Model, with fractal dimensions Dx and power law slopes αx of size distributions.
[image: Table 2]OBSERVATIONS
This is a follow-on study of previous work, “The power-law energy distributions of small-scale impulsive events on the active Sun: Results from IRIS” (Vilangot Nhalil et al., 2020). Although both studies use the same IRIS dataset, the former study (Vilangot Nhalil et al., 2020) analyzes the power law size distributions of event energies αE, which is important for the assessment of coronal heating requirements, while the new study analyzes the fractal dimensions DA of impulsive events, which allows us to discriminate different physical mechanisms from the photosphere up to the transition region and corona. We call these small-scale impulsive events simply “events”, which possibly could be related to “nanoflares” or “brightenings”. In the previous study, 12 IRIS datasets were investigated with an automated pattern recognition algorithm, yielding statistics of three parameters, namely the event area A (in units of pixels), the event (radiative) energy E (in units of erg), and event durations or lifetimes T (in units of seconds). IRIS has pixels with a size of 0.17′′ ≈ 0.123 Mm, which have been rebinned to Lpixel = 0.33′′ ≈ 0.247 Mm. The pixel size of areas thus corresponds to [image: image] Mm2 = 0.06076 Mm2. The range of event areas covers A = 4–677 pixels, which amounts to length scales of [image: image] pixels, or L = (2–26)*0.247 Mm ≈ (0.5-6.4) Mm = (500-6400) km. The date of observations, the field-of-view (FOV), the cadence, and the NOAA active region numbers are listed in Table 1 of Vilangot Nhalil et al. (2020), for each of the 12 IRIS datasets.
The automated pattern recognition code was run with different threshold levels of 3, 5, and 7 σ in the previous event detection method of Vilangot Nhalil et al. (2020), from which we use the 3-σ level here. The values in Table 2 of the paper by Vilangot Nhalil et al. (2020) demonstrate that the fractal dimension is stable for different thresholds, as well as for noise filtering applied with diverse thresholds.
We use Slitjaw images (SJI) of the 1,400 Å channel of IRIS, which are dominated by the Si IV 1394 Å and 1,403 Å resonance lines, formed in the transition region. Vilangot Nhalil et al. (2020) compared also images from the SJI 1330 Å channel, which is dominated by the C II 1,335 Å and 1,336 Å lines, originating in the upper chromosphere and transition region at formation temperatures of Te ≈ 3 × 104 K and Te ≈ 8 × 104 K (Rathore and Carlsson 2015; Rathore et al., 2015).
Size distributions
Our first measurement is the fitting of a power law distribution function [image: image] of the event (or nanoflare) areas A, separately for each of the 12 IRIS datasets, as shown in Figure 1. The area of the event is a combination of all the spatially connected 3-σ pixels throughout their lifetime. The lowest bin was discarded in the histogram when a visible deviation from a power law was apparent. The number of events amounts to 23,633 for all 12 datasets together, varying from 65 to 4,725 events per IRIS dataset (Table 1). The power law slope fits vary from the lowest value αA = 2.14 (dataset #1) to the highest value αA = 2.83 (dataset #4), having a mean and standard deviation of (Figure 2, top panel).
[image: image]
The area size distributions are shown superimposed for the 12 IRIS datasets (Figure 2, top panel), which illustrates almost identical power law slopes in different IRIS datasets.
[image: Figure 1]FIGURE 1 | Size distributions of flare areas A for 12 datasets observed with IRIS SJI 1400 Å in different active regions.
[image: Figure 2]FIGURE 2 | Power law fits to the size distributions of three SOC parameters: the event area A (top panel), the radiative energy E (middle panel), and the time duration (bottom panel). Individual fits to each of the 12 IRIS datasets are indicated with thin line style, while the fit to all events combined is indicated with thick line style, and the power law slopes are given in each panel.
Fitting the energy size distributions, [image: image], yields the following mean for all 12 IRIS datasets (Figure 2, middle panel),
[image: image]
Fitting the duration size distributions, [image: image], yields the following mean for all 12 IRIS datasets (Figure 2, bottom panel),
[image: image]
We will interpret these power law slopes in terms of SOC models in Size distributions.
The box-counting fractal dimension
The next parameter that we are interested in is the fractal dimension. A standard method to determine the fractal dimension DA of an image is the box-counting method, which is defined by the asymptotic (L↦0) ratio of the fractal area A to the length scale L, i.e., DA = log(A)/log(L), also called Hausdorff (fractal) dimension. We test the fractality by varying the pixel sizes (or spatial resolution) by powers of two, i.e., Li = 2i = [1, 2, 4, 8] for i = [0, 1, 2, 3]. In order to normalize to the same number of events for each spatial resolution, the fractal (Hausdorff) dimension is defined by (e.g., Hirzberger et al., 1997),
[image: image]
where Li is the observed length scale, and Ai is the observed fractal area, measured at different spatial resolutions. If the fractal dimension DA,i stays more or less constant for different spatial resolutions Li = [1, 2, 4, 8], then the dimension DA,i is said to be “fractal”.
It has been pointed out that the detection of small-scale impulsive events requires a careful subtraction of event-unrelated background noise in the IRIS 1400 Å data (Vilangot Nhalil et al., 2020). The main effect of background subtraction is the related change in the fractal area, which causes a sensitive bias: If too much background is subtracted, the fractal area is smaller and the resulting fractal dimension is too small, and vice versa when the estimated background is under-estimated. At times and locations where no impulsive events occur, the flux distribution of an image shows a Gaussian distribution function (due to the random noise), while a heavy-tail occurs during active times (due to SOC-generated avalanches). In the case of a dominant noise component, a Gaussian can be fitted to the size distribution function, which yields a mean Iavg and a standard deviation Isig. A 1-σ threshold can then be defined by,
[image: image]
which separates the linear noise fluctuations (at I (x, y) ≤ Ithr) from the nonlinear avalanches (at I (x, y) ≥ Ithr). The calculation of a fractal dimension is then obtained from the ratio log (Ai22i)/log (Li2i) (Eq. 17), where the area Ai includes a count of all pixels with a flux value above the threshold, i.e., I (x, y) > Ithr, and the length scale Li is the number of pixels that measure the length scale of a SOC avalanche.
We show the fractal dimensions measured with Eq. 17, for each of the 12 IRIS datasets and the 4 spatial resolutions DA0, DA1, DA2, and DA3 in Table 1, which reveal a very narrow spread of values DA for the fractal dimension, with a mean and standard deviation of a few percents (Table 1),
[image: image]
Note, that the values obtained from different IRIS datasets and with different spatial resolutions are all consistent among each other and do not show any systematic dependency on the spatial resolution. Moreover, they are consistent with the theoretical expectation of the mean Euclidean dimension [image: image] (Eq. 5) and the SOC-Inferred value [image: image] (Eq. 13),
[image: image]
The fractal nature of the 12 IRIS datasets is rendered in Figure 3 and 4, where the black areas correspond to zones with enhanced emission, and the white areas correspond to the background with weak emission. The successive reduction of spatial resolution is shown in Figure 4.
[image: Figure 3]FIGURE 3 | Intensity maps of 12 different active regions, observed with IRIS SJI 1400 Å. Black color indicates emission, and white color indicates the faint background.
[image: Figure 4]FIGURE 4 | The IRIS dataset 8 is shown with different spatial resolutions of 128, 64, 32, and 16 bins, which demonstrates the scale-free definition of the Hausdorff dimension DH = 1.33. Black color indicates emission, and white color indicates the faint background.
An example of a theoretical fractal pattern with a close ressemblance to the observed transition region patterns of dataset #8 is shown in Figure 5, which is called the “golden dragon fractal” and has a Hausdorff dimension of DA = 1.61803.
[image: Figure 5]FIGURE 5 | This numerically calculated fractal pattern is called a golden dragon and has a Hausdorff dimension of DA = 1.61803. (https://en.wikipedia.org/wiki/List_of_fractals_by_Hausdorff_dimension). Note the similarity with dataset #8 in Figure 4.
Fractal dimensions across the solar atmosphere
In Table 3 we compile fractal dimensions obtained from photospheric, chromospheric, and transition region fractal features, which may be different from coronal and flare-like size distributions. The fractal dimension has been measured in photospheric wavelengths with the perimeter-area method, containing dominantly granules and super-granulation features (Roudier and Muller 1986; Hirzberger et al., 1997; Berrilli et al., 1998; Bovelet and Wiehr 2001; Paniveni et al., 2005, 2010), which exhibit a mean value of (Table 3),
[image: image]
Although this mean value is averaged from different solar features (granular cells and supergranular cells), as well as from different atmospheric heights (photospheric and chromospheric Ca II K data), the fractal dimension varies only by a small factor of ±7%. We have to be aware that photospheric emission originates from a lower altitude than any transition region or coronal feature. The relatively low value obtained for granulation features thus indicates that the granulation features seen in optical wavelengths are almost curvi-linear (with little area-filling topologies), which is expected for sparse photospheric mass flows along curvi-linear flow lines.
TABLE 3 | The fractal dimensions of granules, plages, active regions, nanoflares, and large flares. Different methods are indicated with the acronyms (LA = Linear-area; PA = perimeter-area, and C = box counting. Mean values and standard deviations of each group are indicated with bold numbers. Studies based on the Ca II K line extend over both the photospheric and chromospheric zone.
[image: Table 3]A second feature we consider are plages in the transition region, measured with IRIS 1400 Å (Vilangot Nhalil et al., 2020), which have formation temperatures of [image: image] K in the lower transition region, exhibiting a mean value of (Table 3),
[image: image]
A third feature is an active region, observed in photospheric magnetograms and analyzed with the linear-area method (Lawrence 1991; Balke et al., 1993; Lawrence and Schrijver 1993; Meunier 1999; Janssen et al., 2003; Meunier 2004; Ioshpa et al., 2008), or with the box-counting method (McAteer et al., 2005). The mean value of fractal dimensions measured in active regions is found to be (Table 3),
[image: image]
Apparently, active regions organize magnetic features into quasi-space-filling, area-like geometries.
Nanoflare events constitute a fourth phenomenon, which has been related to the SOC interpretation since Lu and Hamilton (1991). Nanoflares have been observed in EUV 171 Å and 195 Å with the TRACE instrument, as well as in soft X-rays using the Yohkoh/SXT (Solar X-Ray Telescope) (Aschwanden and Parnell 2002), which show a mean value of (see Table 3),
[image: image]
Nanoflares have been observed in the Quiet Sun and appear to have a similar fractal dimension as impulsive brightenings in active regions measured in magnetograms.
For completeness we list also the fractal dimension measured in large solar flares, for M-class flares, X-class flares, and the Bastille Day flare (Aschwanden and Aschwanden 2008a), as observed in the EUV, which all together exhibit a mean value of (Table 3),
[image: image]
This is the largest mean value of any measured fractal dimension, which indicates that the flare process fills the flare area almost completely, due to the superposition of many coronal postflare loops that become filled as a consequence of the chromospheric evaporation process.
Thus, we can distinguish four groups with significantly different fractal properties in photospheric, chromospheric, transition region, and coronal data (Table 4). A first group has a very low fractal dimension (DA ≈ 1.2) that indicates curvi-linear features produced by super-granulation flows, a second group with chromospheric (network) features has a mean of (DA ≈ 1.4), a third group with intermediate fractal dimensions (DA ≈ 1.54) includes active region features in the photosphere, plages in the transition region, and EUV nanoflare events, and a fourth group with high values of fractal dimenions (DA ≈ 1.8) that includes large (M- and X-class) flares, likely to be caused by area-like topologies of magnetic reconnection and chromospheric evaporation processes.
TABLE 4 | Summary of solar phenomena, solar location, and range of fractal dimensions. Studies based on the Ca II K line cover both the photospheric and chromospheric zone.
[image: Table 4]DISCUSSION
Basic fractal dimension measurement methods
A fractal geometry is a ratio that provides a statistical index of complexity, and changes as a function of a length scale that is used as a yardstick to measure it (Mandelbrot 1977). There are four integer values of Euclidean dimensions d = [0, 1, 2, 3]: zero-dimensional point-like structures (d = 0), one-dimensional linear or curvi-linear structures (d = 1), two-dimensional area-like structures (d = 2), and three-dimensional voluminous structures (d = 3). All other values between 0 and 3 are non-integer Euclidean dimensions and are called fractal dimensions.
Basic methods to measure fractal dimensions include the linear-area (LA) method, the perimeter-area (PA) method, and the box-counting (BC) method. The LA method calculates the ratio of a fractal area A to a quasi-space-filled (encompassing) quadratic area with size L2. Similarly, the PA method yields a ratio of the encompassing curve length or perimeter length (P = πr in the case of a circular boundary). The box-counting method uses a cartesian (2-D or 3-D) lattice grid [x, y] and counts all pixels above some threshold or background, and takes the ratio to the total counts of all pixels inside the encompassing coordinate grid. These three methods appear to be very simple, but are not unique. The resulting fractal dimensions may depend on the assumed level of background subtraction, or on the spatial resolution, if not properly normalized. The encompassing perimeter depends on the definition of the perimeter (square, circle, polygon, etc.). Multiple different geometric patterns may cause a variation of the fractal dimension across an image or data cube. Temporal variability can modulate the fractal dimension as a function of time. Detailed discussions and examples of the topics of the background subtraction, the spatial resolution, the selection of the field-of-view, and the temporal stability are discussed in almost all references that are listed in Table 3. The detailed incorporation of a fractal measurement method differs in each study.
Theoretical values of fractal dimensions converge by definition to a unique value (e.g., DA = 1.61803 for the golden dragon fractal, Figure 5), while observed data almost always exhibit some spatial inhomogeneity that gives rise to a spread of fractal dimension values across an image.
Granulation in photosphere
A compilation of fractal dimensions measured in photospheric, chromospheric, and coronal wavelengths is given in Table 3. The solar granulation has a typical spatial scale of L = 1,000 km, or a perimeter of P = πL ≈ 3000 km. Roudier and Muller (1986) measured the areas A and perimeters P of 315 granules and found a power law relation P ∝ AD/2, with D = 1.25 for small granules (with perimeters of p ≈ 500–4,500 km) and D = 2.15 for large granules (with p = 4,500–15, 000 km). The smaller granules were interpreted in terms of turbulent origin, because the predicted fractal dimension of an isobaric atmosphere with isotropic and homogeneous turbulence is D = 4/3 ≈ 1.33 (Mandelbrot 1977). Similar values (DA = 1.30 and DA = 1.16) were found by Hirzberger et al. (1997), Ermolli et al. (1998), and Berrilli et al. (1998). Bovelet and Wiehr (2001) tested different pattern recognition algorithms (Fourier-based recognition technique FBR and multiple-level tracking MLT) and found that the value of the fractal dimension strongly depends on the measurement method. The MLT method yielded a fractal dimension of DA = 1.09, independent of the spatial resolution, the heliocentric angle, and the definition in terms of temperature or velocity. Paniveni et al. (2005) found a fractal dimension of DA ≈ 1.25 and concluded, by relating it to the variations of kinetic energy, temperature, and pressure, that the super-granular network is close to being isobaric and possibly of turbulent origin. Paniveni et al. (2010) investigated super-granular cells and found a fractal dimension of DA = 1.12 for active region cells, and DA = 1.25 for quiet region cells, a difference that they attributed to the inhibiting effect of the stronger magnetic field in active regions. Averaging all fractal dimensions related to granular datasets we obtain a mean value of DA = 1.23 ± 0.09, which is closer to a curvi-linear topology (DA ≳ 1.0) than to an area-filled geometry (DA ≲ 2.0).
The physical understanding of solar (or stellar) granulation has been advanced by numerical magneto-convection models and N-body dynamic simulations, which predict the evolution of small-scale (granules) into large-scale features (meso- or super-granulation), organized by surface flows that sweep up small-scale structures and form clusters of recurrent and stable granular features (Hathaway et al., 2000; Berrilli et al., 2005; Rieutord et al., 2008; Rieutord et al., 2010).
The fractal multi-scale dynamics has been found to be operational in the quiet photosphere, in a quiescent non-flaring state, as well as during flares (Uritsky and Davila 2012).
The fractal structure of the solar granulation is obviously a self-organizing pattern that is created by a combination of subphotospheric magneto-convection and surface flows, which are turbulence-type phenomena.
Transition region
Measurements of the fractal dimension and power law slope of the size distribution in the transition region have been accomplished with IRIS 1400 Å observations of plages and sunspot regions (Vilangot Nhalil et al., 2020; and this work, see Table 3). Fractal dimensions of transition region features were evaluated with a box-counting method here, yielding a range of DA ≈ 1.54 ± 0.04 for the 12 datasets of plages in the transition region listed in Tables 1 and 3. The structures observed in the 1,400 Å channel of IRIS are dominated by the Si IV 1394 Å and 1,403 Å resonance lines, which are formed in the transition region temperature range of T = 104.5–106 K, sandwiched between the cooler chromosphere and the hotter corona. Apparently, the fractal dimension is not much different in plages with sunspots (DA = 1.58 ± 0.05), or in field-of-views without sunspots (DA = 1.52 ± 0.09), (Table 3).
One prominent feature in the transition region is the phenomenon of “moss”, which appears as a bright, dynamic pattern with dark inclusions, on spatial scales of L ≈ 1–3 Mm, which has been interpreted as the upper transition region above active region plages and below relatively hot loops (De Pontieu et al., 1999). Besides transition region features, measurements in chromospheric (Quiet-Sun) network structures in the temperature range of T = 104.5–106 K yield fractal dimensions of DA = 1.30–1.70 (Gallagher et al., 1998). Furthermore, a value of DA ≈ 1.4 was found for so-called Ellerman bombs (Georgoulis et al., 2002), which are short-lived brightenings seen in the wings of the Hα line from the low chromosphere. In addition, a range of DA ≈ 1.25–1.45 was measured from a large survey of 9342 active region magnetograms (McAteer et al., 2005). Measurements of SOHO/CDS in EUV lines in the temperature range of Te ≈ 104.5–106 revealed a distinct temperature dependence: fractal dimensions of DA ≈ 1.5–1.6 were identified in He I, He II, OIII, OIV, OV, Ne VI lines at log (Te) ≈ 5.8, then a peak with DA ≈ 1.6–1.7 at log (Te) ≈ 5.9, and a drop of DA ≈ 1.3–1.35 at log (Te) ≈ 6.0 (see Figure 11 in Gallagher et al., 1998). The temperature dependence of the fractal dimension can be interpreted in terms of sparse heating that produces curvi-linear flow patterns with low fractal dimensions of DA ≲ 1.5, while strong heating produces volume-filling by chromospheric evaporation with high fractal dimensions DA ≳ 1.5.
In recent work it was found that the concept of mono-fractals has to be generalized to multi-fractals to quantify the spatial structure of solar magnetograms more accurately (Lawrence and Schrijver 1993; Cadavid et al., 1994; Lawrence et al., 1996; McAteer et al., 2005; Conlon et al., 2008; Giorgi et al., 2015).
Photospheric magnetic field in active regions
A number of studies investigated the fractal dimension of the photospheric magnetic field, as observed in magnetograms in the Fe I (6,302 Å, 5,250 Å) or Ni I (6,768 Å) lines. Meunier (1999) evaluated the fractal dimension with the perimeter-area method and found DA = 1.58 for super-granular structures to DA = 1.58 for the largest structures, while the linear size-area method yielded DA = 1.78 and DA = 1.94, respectively. In addition, a solar cycle dependence was found by Meunier (2004), with the fractal dimension varying from DA = 1.09 ± 0.11 (minimum) to DA = 1.73 ± 0.01 for weak-field regions (Bm < 900 G), and DA = 1.53 ± 0.06 (minimum) to DA = 1.80 ± 0.01 for strong-field regions (Bm > 900 G), respectively. A fractal dimension of DA = 1.41 ± 0.05 was found by Janssen et al. (2003), but the value varies as a function of the center-to-limb angle and is different for a speckle-reconstructed image that eliminates seeing and noise.
A completely different approach to measure the fractal dimension D was pursued in terms of a 2-D diffusion process, finding fractal diffusion with dimensions in the range of D ≈ 1.3–1.8 (Lawrence 1991) or D = 1.56 ± 0.08 (Lawrence and Schrijver 1993) by measuring the dependence of the mean square displacement of magnetic elements as a function of time. Similar results were found by Balke et al. (1993). The results exclude Euclidean 2-D diffusion but are consistent with percolation theory for diffusion of clusters at a density below the percolation threshold (Balke et al., 1993; Lawrence and Schrijver 1993).
Other methods to analyze fractals in the photospheric magnetic field in active regions focus on the scaling behavior of the structure function, applied to the longitudinal magnetic field (Abramenko et al., 2002), which can discriminate between weak and fully developed turbulence. Both SOC and intermittent turbulence (IT) appear to co-exist in the solar corona, since power-law avalanche statistics as well as multi-scaling of structure functions are observed simulaneously (Uritsky et al., 2007). Moreover, stochastic coupling between the solar photopshere and the corona indicate an intimate spatial connection (Uritsky et al., 2013).
Coronal flares
Although this study is focused on the fractal geometry of transition region features observed with IRIS, we compare these results also with coronal values. The fractal dimension of coronal events has been measured for 10 X-class flares, 10 M-class flares, and the Bastille-Day flare (Aschwanden and Aschwanden 2008a; Aschwanden and Aschwanden 2008b). Interestingly, these datasets exhibit relatively large values of the fractal dimension, with a mean and standard deviation of DA = 1.76 ± 0.14. They show a trend that the largest flares, especially X-class flares, exhibit the highest values of DA ≲ 1.8–1.9 (Table 3). If we attribute flare events to the magnetic reconnection process, the observations imply that the flare plasma fills up the flare volume with a high space-filling factor, which is consistent with the chromospheric evaporation process.
Phenomena of smaller magnitude than large flares include microflares, nanoflares, coronal EUV brightenings, etc. Such small-scale variability events are found to have a mean fractal dimension of DA = 1.56 ± 0.08 (Table 3), which is compatible with those found in M-class flares, but clearly has a lower fractal dimension than large flares, i.e., DA = 1.76 ± 0.14 (Table 3).
Self-organized criticality models
The generation of magnetic structures that bubble up from the solar convection zone to the solar surface by buoyancy, observed as emerging flux phenomena in form of active regions, sunspots, and pores, can be statistically described as a random process, self-organization with (SOC) and without (SO) criticality, percolation, or a diffusion process. Random processes produce incoherent structures, in contrast to the coherent magnetic flux concentrations observed in sunspots. A self-organization (SO) process needs a driving force and a counter-acting feedback mechanism that produces ordered structures (such as the convective granulation cells; Aschwanden et al., 2018). A SOC process exhibits power law size distributions of avalanche sizes and durations. The finding of a fractal dimension of a power law size distribution in magnetic features alone is not a sufficient condition to prove or rule out any of these processes. Nevertheless, the fractal dimension yields a scaling law between areas ([image: image]) or volumes ([image: image]), and length scales L that quantify scale-free (fractal) processes in form of power laws and can straightforwardly be incorporated in SOC-like models.
If we compare the standard SOC parameters measured in observations (Figure 2) with the theoretically expected values from the standard SOC model (Table 2), we find that the power law slopes for event areas A agree well [image: image] versus [image: image] (Figure 2), while the power law slopes for the radiated energy E agree within the stated uncertainties, [image: image] versus [image: image] (Figure 2), but the power law slopes for the time duration T disagree [image: image] versus [image: image] (Figure 2). The latter disagreement is possibly caused by the restriction of a constant minimum event lifetime (either 60 s or 110 s) that was assumed in the previous work (Vilangot Nhalil et al., 2020). The interpretation of these results implies that transition region brightenings have a similar statistics as the SOC model, at least for active regions, nanoflares, and large flares, with a typical fractal dimension of DA ≈ 1.54 ± 0.04, but are significantly lower for photospheric granulation (DA ≈ 1.23 ± 0.09), which implies the dominance of sparse quasi-linear flow structures in the photosphere and transition region.
CONCLUSION
Our aim is to obtain an improved undestanding of fractal dimensions and size distributions observed in the solar photosphere and transition region, which complement previous measurements of coronal phenomena, from nanoflares to the largest solar flares. Building on the previous study “Power-law energy distributions of small-scale impulsive events on the active Sun: Results from IRIS”, we are using the same IRIS 1,400 Å data, extracted with an automated pattern recognition code during 12 time episodes observed in plage and sunspot regions. A total of 23,633 events has been obtained, quantified in terms of event areas A, radiative energies E, and event durations T. The results can be summarized as follows:
1. Fractal dimensions, measured in solar images at various wavelengths and spatial resolutions, cover a range of DA = 1–2. We can organize the 7 types of solar phenomena and their range of fractal dimensions in Table 4, which can be subdivided into 4 non-overlapping groups: Granules and super-granules have a fractal dimension of (DA ≈ 1.2), chromospheric magnetic features and networks have a fractal dimension of (DA ≈ 1.4), active regions, plages, and coronal nanoflares have a mean fractal dimension of (DA ≈ 1.5), and large flares have the highest range (DA ≈ 1.8). Low values of the fractal dimension (DA ≈ 1) are consistent with curvi-linear flow patterns, while large values are consistent with space-filling features produced by chromospheric evaporation in large flares. A mean value DA ≈ 1.5 has been found to represent a useful approximation in standard SOC models.
2. We calculate a power law fit to the size distribution [image: image] of event areas A, and find a mean value of aA = 2.51 ± 0.21 that agrees well with the value aA = 2.33 expected from the theoretical SOC model. Consequently, brightenings in plages of the transition region are consistent with generic SOC avalanches.
3. Based on the power law slope αA we derive the fractal dimension [image: image], which yields a mean observed value of [image: image] and approximately matches the theoretial mean value of DA = 1.5. Alternatively, we obtain with the standard box-counting method an observed value of DA = 1.54 ± 0.04.
4. Synthesizing the measurements of the fractal dimension from photospheric, chromospheric, transition region, and coronal data we arrive at 7 groups that yield the following means and standard deviations of their fractal dimension: From these 7 groups we can discriminate four (Table 4) non-overlapping ranges with significantly different fractal dimensions, which imply different physical mechanisms: Low values of the fractal dimension (DA ≈ 1.2) indicate curvi-linear granulation flows; larger values (DA ≈ 1.4) align fractal structures with chromospheric network cells; intermediate values of (DA ≈ 1.54) are characteristic for brightening events in the Quiet Sun and transition region; while large values (DA ≲ 2.0) are consistent with quasi-space-filling features produced by chromospheric evaporation in large flares.
The analysis presented here demonstrates that we can distinguish between (i) physical processes with sparse curvi-linear flows, as they occur in granulation, meso-granulation, and super-granulation, and (ii) physical processes with quasi-space-filling flows, as they occur in the chromospheric evaporation process during solar flares. IRIS data can therefore be used to diagnose mass flows in the transition region. Moreover, reliable measurements of the fractal dimension yields realistic plasma filling factors that are important in the estimate of radiative energies and hot plasma emission measures. Future work on fractal dimensions in multi-wavelength datasets from IRIS and AIA/SDO may clarify the dynamics of coronal heating events.
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We report on observations of highly-varying Si IV 1402.77 Å line profiles observed with the Interface Region Imaging Spectrograph (IRIS) during the M-class flare from 18 January 2022 at an unprecedented 0.8 s cadence. Moment analysis of this line observed in flare ribbon kernels showed that the intensity, Doppler velocity, and non-thermal broadening exhibited variations with periods below 10 s. These variations were found to be correlated with properties of the Gaussian fit to a well-resolved secondary component of the line redshifted by up to 70 km s−1, while the primary component was consistently observed near the rest wavelength of the line. A particularly high correlation was found between the non-thermal broadening of the line resulting from the moment analysis and the redshift of the secondary component. This means that the oscillatory enhancements in the line broadening were due to plasma flows (away from the observer) with varying properties. A simple de-projection of the Doppler velocities of the secondary component based on a three-dimensional reconstruction of flare loops rooted in the kernel suggests that the observed flows were caused by downflows and compatible with strong condensation flows recently predicted by numerical simulations. Furthermore, peaks of the intensity and the trends of Doppler velocity of the Gaussian fit to the secondary component (averaged in the ribbon) were found to correspond to one of the quasi-periodic pulsations (QPPs) detected during the event in the soft X-ray flux (as measured by the Geostationary Operational Environmental Satellite, GOES) and the microwave radio flux (as measured by the Expanded Owens Valley Solar Array, EOVSA). This result supports a scenario in which the QPPs were driven by repeated magnetic reconnection.
Keywords: solar flares, solar atmosphere, solar ultraviolet emission, solar transition region, solar magnetic reconnection
1 INTRODUCTION
Spectroscopic observations of solar flare ribbons provide a wealth of information about the transfer of energy between the site of energy release in the corona and the lower atmosphere of the Sun (see e.g., the review of Fletcher et al., 2011). A typical manifestation of this process are Doppler shifts of spectral lines which formation region is affected by upflows and downflows of plasma (see e.g., Doschek et al., 1980; Canfield et al., 1987; Brosius, 2003) along magnetic field lines forming as a consequence of magnetic reconnection, the driver of solar flares (see Section 1 in Shibata and Magara, 2011). The upflows, which can be identified as blueshifts of lines forming at coronal and flare temperatures (log (T [K]) [image: image]), are due to the chromospheric evaporation (e.g., Acton et al., 1982; del Zanna et al., 2006; Brosius, 2013). In this process, the deposited energy heats plasma at chromospheric heights which consequently expands at speeds sometimes reaching hundreds km s−1 (see e.g., the review of Milligan, 2015), and fills flare loops. The downflows, observable as redshifts of lines formed at lower temperatures in the chromosphere and the transition region (log (T [K]) [image: image]), are due to the process termed chromospheric condensation (e.g., Fisher et al., 1985; Warren et al., 2016; Graham et al., 2020). Chromospheric condensation occurs below the expanding region and the speeds of the downflows driven by the expansion are typically an order of magnitude lower than those of the evaporation, reaching a few to few tens km s−1. Therefore, while the evaporation can in some cases lead to complete blueshifts of hot lines (e.g., Young et al., 2015; Dudík et al., 2016; Polito et al., 2016), the condensation-induced downflows are often only observed as modest redshifts or enhancements in red wings of cooler lines (Tian et al., 2015; Warren et al., 2016; Brosius and Inglis, 2018; Yu et al., 2020a; Lörinčík et al., 2022). The Doppler shifts indicative of the evaporation and condensation evolve in time. Apart from a slight delay between the visibility of the earliest traces of the condensation and the evaporation, the absolute values of the corresponding red and blue Doppler velocities drop over tens and hundreds of seconds, respectively (Graham and Cauzzi, 2015; Graham et al., 2020).
Another widely-discussed observable which traces the energization of the lower solar atmosphere is the broadening of line profiles. Apart from the thermal and instrumental broadening, line profiles are often subject to excess non-thermal broadening (e.g., Dere and Mason, 1993; Harra et al., 2013; Stores et al., 2021). In flares, the non-thermal broadening is usually attributed to unresolved turbulent motions in the emitting region or a superposition of multiple sources of Doppler-shifted emission along the line-of-sight (e.g., Milligan, 2011; Doschek et al., 2014; Warren et al., 2018). Non-thermal broadening and its origins have been studied in observations of the Interface Region Imaging Spectrometer (IRIS; De Pontieu et al., 2014) sometimes supplemented with flare simulations performed using the RADYN code (Carlsson and Stein, 1992, 1995, 1997; Allred et al., 2015). The high spectral, spatial, and temporal resolutions of IRIS are well suited to study highly-varying flare spectra (for a summary of results of IRIS see the review of De Pontieu et al., 2021). For example, Polito et al. (2019) showed that the superposition of flows alone cannot account for broad profiles of the Fe XXI 1354.1 Å line observed in flare ribbon. Jeffrey et al. (2018) discovered an increase and oscillations of non-thermal broadening of the Si IV 1402.77 Å line in a ribbon which formed during a small B-class flare. Since these occurred prior to the impulsive phase of the flare determined from the trend of the X-ray emission, the authors conclude that the turbulence contributed to plasma heating. This is supported by the observed ≈ 10 s period of the oscillations which corresponds to the timescale of the dissipation of turbulent energy predicted to range between 1 and 10 s (Kontar et al., 2017). Oscillations of both excess width and intensity of the same line of Si IV with periods between 5 and 10 s were also reported in the analysis of two microflares of Chitta and Lazarian (2020). The authors proposed that the turbulence acts as a triggering mechanism of fast magnetic reconnection. The broadened profiles are also often subject to Doppler shifts (e.g., Jeffrey et al., 2018), in some cases clearly attributed to the evaporation and condensation (e.g., Milligan, 2011; Li Y. et al., 2015; Polito et al., 2015). This indicates that these processes might act simultaneously.
The results of these studies suggest that turbulence plays an important role during the deposition of the energy released during flares in the lower solar atmosphere, possibly contributing to the heating itself. To our knowledge, in IRIS observations the signatures of the turbulence as well as high-frequency (p < 10 s) oscillations of properties of lines formed in the transition region have only been studied in datasets containing spectra observed during small flares (see e.g., the references above) and active region brightenings (Gupta et al., 2018). This is most-likely caused by the scarcity of major flare events observed by recent instrumentation at a cadence that would allow for the investigation of these phenomena. Thanks to the recent development of very high-cadence IRIS observing programs, new opportunities for advances in this topic are now possible as IRIS has routinely been observing transient solar activity at a sub-second cadence, starting in Fall 2021. In this work we detail high-frequency oscillations of properties of the Si IV 1402.77 Å line, including its non-thermal broadening, observed during the M-class flare from 18 January 2022.
This manuscript is structured as follows. In Section 2 we briefly describe the investigated event. Analysis of spectroscopic and imaging data is detailed in Sections 3, 4. In Section 5 we focus on relating the time evolution of spectra observed by IRIS to features visible in SXR and microwave radio lightcurves. A brief summary of our results is provided in Section 6.
2 18 JANUARY 2022 FLARE
2.1 Data
In this paper we focus on spectroscopic observations with IRIS of the 18 January 2022 M1.5-class flare. The IRIS instrument observes solar spectra in two far ultraviolet (FUV) bands at 1,331.6 Å—1,358.4 Å and 1,380.6 Å—1,406.8 Å and a near ultraviolet (NUV) band at 2,782.6 Å—2,833.9 Å. These bands contain a multitude of lines formed across the solar atmosphere at temperatures ranging between log T [K] = 3.7 and 7. The spatial and spectral resolutions in the FUV band, containing the Si IV 1402.77 Å line that we analyze here, reach 0.33” and 0.026 Å, respectively. The pixel size of IRIS is 0.167”. This flare was captured in the sit-and-stare mode with spectral and spatial summing of 2. This event is the first major (GOES-class) flare IRIS observed at an unprecedented sub-second cadence of 0.8 s. The exposure time employed in this observation is 0.3 s.
The spectrograph datacube is accompanied by a series of imaging observations from the IRIS Slit-Jaw Imager (SJI) at 2,796 Å. The analyzed flare is further studied using imaging data from the Atmospheric Imaging Assembly (AIA; Lemen et al., 2012) on-board the Solar Dynamics Observatory (SDO; Pesnell et al., 2012) and the Extreme Ultraviolet Imager (EUVI; Wuelser et al., 2004; Howard et al., 2008) on-board STEREO-A. Apart from the spectroscopic data we also investigate SXR lightcurves obtained by the Geostationary Operational Environmental Satellite (GOES) and microwave emission measured by the Expanded Owens Valley Solar Array (EOVSA; Gary et al., 2018).
2.2 Description of the event
Figure 1 presents context observations of this event. Panel (A) depicts the soft X-ray flux measured in the two passbands of the GOES-16 satellite corresponding to 0.5–4 Å (red) and 1–8 Å (blue). According to this panel, the onset of the flare corresponded roughly to 17:00 UT, its impulsive phase lasted between ≈ 17:20 and ≈ 17:40 UT when the flux peaked. At this point the flux started to drop during the gradual phase lasting roughly until 20:00 UT when another small flare elsewhere on the disk occurred.
[image: Figure 1]FIGURE 1 | Context observations of the 18 January 2022 flare. Panel (A) displays the evolution of the soft X-ray flux measured in the 0.5–4 Å (red) and 1–8 Å (blue) channels of the GOES satellite. Imaging observations of the flare in AIA 171 Å during the onset, impulsive, and gradual phases of the flare is shown in panels (B–D). The bottom row of the figure details the flare during its impulsive phase. Panel (E) shows flare ribbons observed in AIA 304 Å. Panels (F) and (G) detail hot flare emission as observed in AIA 131 Å and AIA 193 Å, respectively.
The second row of this figure contains observations of the flare after its onset [panel (B)] as well as during its impulsive [panel (C)] and gradual [panel (D)] phases in the 171 Å filter channel of AIA which is primarily sensitive to plasma emitting at log T [K] = 5.8 (Lemen et al., 2012). The flare occurred in NOAA 12929 active region, which was located relatively close to the western limb at solar x ≈ 800”. The magnetic field configuration of this active region is outlined using the green and magenta contours in panel (B), indicating the strength of the line-of-sight (LOS) component of the photospheric magnetic field as measured by the Helioseismic and Magnetic Imager (HMI; Scherrer et al., 2012) onboard SDO. The contours correspond to ± 200 G with the green contours corresponding to the positive polarity flux concentrations. During the impulsive phase of the flare [panel (C)], a pair of ribbons was observed to form, one to the south and one to the north. The comparison of panels (B) and (C) reveals that the southern ribbon was spatially coincident with the positive polarity flux concentrations while the northern one corresponded to the negative polarity flux. Here we further focus on spectra formed in the southern ribbon during the impulsive phase of the flare, also shown as observed in AIA 304 Å (log T [K] = 4.7), panel (E) when it crossed the slit of IRIS (white dashed line). Figure 1F shows an arcade of flare loops imaged in the AIA 131 Å (log T [K] = 7.0) which was forming at roughly the same time as shown in panel (E). The hot emission of the developing flare loop arcade is also shown in panel (G) where it is imaged in the AIA 193 Å. During flares, this channel is primarily sensitive to Fe XXIV emission peaking at log T [K] = 7.25 (see e.g., O’Dwyer et al., 2010).
A detailed view of the ribbons as well as the arcade of flare loops is provided in Figure 2. The structure of the ribbons is illustrated in the 2,796 Å SJI images during the time period that we focus on in this manuscript. The SJI data were averaged over five consecutive exposures to suppress the noise. An animation consisting of non-averaged full-cadence SJI observations of the ribbons is available online. The bright portion of the southern ribbon was composed of a series of small kernels. The time evolution of this ribbon, as depicted by the first row of Figure 2 and the accompanying animation, was characterized by the motion of the kernels roughly directed from the solar east [panel (A)] towards the solar west direction [panel (E)], crossing the slit between ≈ 17:34 and ≈ 17:37 UT [panels (C), (D)]. AIA 131 Å observations of the flare arcade [panels (F–I)] show several well-defined flare loops originating from these kernels. These flare loops are further discussed in Section 4. The white arrow plotted in panels (D) (and (H)) points toward the kernels (and flare loop footpoints) which, when passing through the slit, led to a major increase of the intensity, Doppler velocity, and broadening of the Si IV 1402.77 Å line (Section 3.1.1). We discuss this in the following Section.
[image: Figure 2]FIGURE 2 | A pair of flare ribbons [panels (A–E)] and an arcade flare loops [panels (F–I)] observed in the SJI 2796 Å and AIA 131 Å during the impulsive phase of the flare. White dashed line marks the position of the IRIS slit at 17:35 UT. The white arrow plotted in panels (D) and (H) points to kernels (top row), resp. flare loop footpoints (bottom row) which spectra are analyzed in this manuscript. Animated version of the SJI observations is available online. The animation covers the period between 17:30 and 17:40 UT.
3 HIGH-CADENCE INTERFACE REGION IMAGING SPECTROGRAPH OBSERVATIONS OF THE SI IV 1402.77 Å LINE
In this manuscript we detail characteristics of the Si IV 1402.77 Å line formed in the solar transition region. It was shown that especially in stronger flares the Si IV spectra can be affected by opacity effects (Kerr et al., 2019; Zhou et al., 2022). These are usually studied using the intensity ratio of the 1,402.77 Å line with the Si IV 1393.75 Å line, predicted to be ≈ 2 when Si IV is formed under optically thin conditions (see e.g., Mathioudakis et al., 1999; Gontikakis and Vial, 2018). As was recently reported by Zhou et al. (2022), this ratio is also a function of wavelength, yielding different values across profiles of the two Si IV lines and large deviations in line centroids containing dips or reversals found in flare loops. Since we focus solely on ribbon spectra in which we did not observe typical spectral features associated with strong opacity effects (see also Yan et al., 2015; Joshi et al., 2021), we assumed the line to be optically thin. The dataset we use also does not contain the Si IV 1393.75 Å line for which we could not investigate the variations of the intensity ratio of the two Si IV lines, if any.
3.1 Moment analysis
3.1.1 Maps of moments
We begin the analysis of the Si IV 1402.77 Å line by inspecting maps of the total line intensity (which is dependent on the peak intensity and the width of the profile), the Doppler velocity (vD), and the non-thermal broadening (vnt) as a function of time. These quantities were determined by calculating the moments of this line in the wavelength range of λ0 ± 0.6 Å which contained the entire profile even in the pixels where the Si IV line was the broadest. Prior to the calculation of the moments, the FUV continuum averaged outside of this wavelength range was subtracted from the observed spectrum. To obtain the Doppler velocities we used the reference wavelength of 1,402.770 Å (Sandlin et al., 1986). Note that in this section as well as the remainder of the manuscript we only focused on pixels where the summed intensity exceeded 10 DN. The non-thermal broadening was calculated using the formula (see e.g., Testa et al., 2016):
[image: image]
There, w1/e is the 1/e observed width of the line obtained as [image: image] of the fitting Gaussian, winst stands for the instrumental broadening of 3.9 km s−1 (De Pontieu et al., 2014), and wth is the thermal broadening which, for Tion = 80,000 K, equals roughly 6.9 km s−1 (De Pontieu et al., 2015).
These maps, shown in Figures 3A–C, cover the time interval between 17:24–17:44 UT when the Si IV emission in the southern ribbon was detectable. The map of the integrated intensity [panel (A)] shows a brightening along the ribbon persisting roughly between ≈ 17:34 and ≈ 17:37 UT, corresponding to the period when the bright kernels crossed the slit of IRIS (Section 2.2). This brightening has a relatively short onset, peaks at ≈ 17:35 UT, and then diminishes gradually over the next 2 minutes. The map of the Doppler velocity [panel (B)] indicates that, in the ribbon under study, the line was usually redshifted with the highest Doppler velocities corresponding to ≈ 40 km s−1. The spatial and the temporal distribution of the Doppler velocities is less homogeneous than that of the intensities. The largest redshifts are found in two regions, one visible after ≈ 17:34 UT at Y ≈ 171” and the other approximately 3 minutes later at y ≈ 169”. These two spatio-temporal regions are even more evident in the vnt map [panel (C)], suggesting that the line exhibited major non-thermal broadening in two separate episodes.
[image: Figure 3]FIGURE 3 | Maps of the integrated intensity [panel (A)], Doppler velocity vD [panel (B)], and the non-thermal broadening vnt [panel (C)] of the Si IV 1402.77 Å line resulting from the moment analysis. Arrows plotted in the zoomed-in inclusions indicate datapoints examined in Figures 4, 5, with the black arrow corresponding to the pixel position 84. Panel (D) details the spatial distribution of Si IV line profiles which exhibited red wing enhancements. The individual pixels, color-coded according to the representative groups to which these profiles belong (displayed in the last row of the figure), are plotted atop of line intensity contours corresponding to 10 (light-grey), 70 (grey), and 140 DN (black).
The inclusions plotted in Figures 3A–C provide zoomed-in views of the maps during their initial increase after ≈ 17:34 UT induced by the passage of the kernels through the slit detailed in Section 2.2. The grey and black arrows plotted therein indicate cuts used to investigate the time evolution of spectra at different pixels along the slit where the kernel emission was detected.
3.1.2 High-frequency variations of line moments
Figures 4A–C shows variations of the summed intensity (grey), Doppler velocity (vD, magenta), and the non-thermal broadening (vnt, green) at three slit positions corresponding to the pixels indexed 83–85 (Solar Y = 170.92–171.59”) in the level 2 data cube. The time period shown corresponds to the initial increase of the intensity, and the first and second moment with a duration of roughly 80 s. These three curves exhibit an overall increase followed by a decrease, best visible in the intensity trends at the pixel positions 84 and 85. While lasting for only slightly more than a minute, in what follows this trend will be referred to as the long-term evolution (see Section 5).
[image: Figure 4]FIGURE 4 | Panels (A–E) detail the time evolution of the total intensity (resp. intensity amplitude, grey), the Doppler velocity (magenta), and the non-thermal broadening (green) of the Si IV 1402.77 Å line. The curves plotted in panels (A–C) were obtained at 3 different pixel positions along the slit, 83 through 85, via the moment analysis. The time evolution of these quantities at the pixel position 84 (black arrow in Figures 3A–C) obtained via two-Gaussian fitting is detailed in panels (D) and (E). The first Gaussian (G1) is shown in panel (D), while the second Gaussian is shown in panel (E). Magenta arrows in panels (B) and (E) highlight selected enhancements in the Doppler velocity determined from the moment analysis and Gaussian fitting, respectively. The orange symbols plotted in panel (E) mark the instants of observations of profiles displayed in panels (F–J). There, the observed profiles are plotted in black, the Gaussian fits to the near-at-rest and secondary redshifted components are plotted in blue and red, respectively, and the total fit to the profiles are in grey. In top-right corner of each panel, reduced chi-squared statistic of the respective fit is listed).
Apart from the long-term evolution, these plots contain a pattern consisting of brief enhancements (peaks) of the three properties of the line occurring at a relatively-high frequency. This pattern, a characteristic of the short-term evolution, can be distinguished in all pixel positions plotted in Figures 4A–C. Unlike the long-term evolution, these enhancements are the most pronounced in the vD (magenta) and vnt (green) curves that exhibit very similar trends, with only some of them having a counterpart in the intensity curve (grey). The heights of these peaks are the largest at the pixel 84 plotted in panel (B) for the vD curve. Magenta arrows were used to indicate some of the peaks along this curve in panel (B). The period of the variations of vD and vnt estimated by counting the peaks between 17:34:30 and 17:35:30 UT is around 7 s. The intensity exhibits fewer oscillations than the other two quantities (six as opposed to nine), leading to an estimated period of ≈ 10 s.
As stated in Section 1, quasi-periodic broadening during a flare of the Si IV 1402.77 Å line, with a period of ≈ 10 s, was first reported by Jeffrey et al. (2018). A comparison of the upper panel of Figure 3 therein and our Figure 4B reveals that the trends exhibited by the non-thermal broadening are very similar. In both events the non-thermal broadening of the line had grown and exhibited oscillations before the peak of the intensity. In Jeffrey et al. (2018) these oscillations also preceded the increase of the 6–12 keV X-ray flux measured by RHESSI, whereas the long-term evolution we report on (Section 5) was co-temporal with the increase of the SXR flux measured by GOES. The lifetime of the oscillations of vnt in the event analyzed here was also longer, as they persisted even after the peak of the line’s intensity (see e.g., Figure 4B). Another important difference in the properties of the line between the two events is that the oscillations in broadening reported by Jeffrey et al. (2018) had no counterpart in the Doppler velocity and the intensity of the line. This finding motivated us to investigate whether the short-term evolution of the curves in Figures 4A–C could simply be related to the motion of smaller kernels (not seen in Figures 2A–E) through the slit. Lightcurves produced using full-cadence 2,796 Å SJI observations at and near the location where the resolved kernels entered the slit (Section 2.2) however did not exhibit enhancements relatable to the short-term evolution of properties of the Si IV line (not shown). This may be caused by the fact that the emission measured in the 2,796 Å SJI filter is dominated by the chromospheric Mg II k line formed below the formation region of Si IV.
3.2 Two-component profiles of the Si IV 1402.77 Å line
Inspired by De Pontieu and McIntosh (2010), we investigated whether the oscillations could be caused by quasi-periodic appearance of strongly Doppler-shifted components in the wings of the line, and their effect on the overall moments of the spectral line. We found that a portion of profiles observed in the analyzed ribbon exhibit two well-defined components. These profiles showed a larger spectral separation than that found in more typical flare observations of Si IV profiles consisting of a superposition of near-at-rest and Doppler-shifted components (e.g., Li Y. et al., 2015; Warren et al., 2016; Yu et al., 2020a; Lörinčík et al., 2022).
A brief statistical analysis of the profiles, performed using the k-means clustering implemented in the scikit-learn library, revealed that approximately 35% of the profiles observed in the ribbon between 17:34 and 17:38 UT consisted of a primary component close to the rest wavelength of the line and a secondary redshifted component. The pixels where these spectra were found are plotted in Figure 3D atop of the intensity contours corresponding to 10, 70, and 140 DN (light-grey, grey, and black, respectively). After clustering [image: image] profiles into 30 representative groups we found four groups which contained a majority of these profiles. The mean spectra belonging to these groups (Nr. 9, 12, 18, 29) are displayed in the bottom row of Figure 3. The presence of the redshifted component was typically indicated by a pronounced red wing of the line. The strength of this component was varying in both time and space. Profiles with the strongest secondary component are found in the group Nr. 9 (red), while relatively-weaker secondary components are present in profiles in groups Nr. 29 (magenta) and 12 (green). The group Nr. 18 (blue) contains roughly 18% of the observed two-component spectra. The principal characteristic of the profiles of this group is the high separation of the two components as well as the strength of the secondary component, in some pixels even dominating the primary one (see also Figures 4G–I). A comparison of Figures 3C,D shows that these profiles occurred in the two regions characterized by increased vnt.
3.2.1 Gaussian fitting of line profiles
In order to precisely determine the properties of the spectra, the profiles observed in the ribbon were fitted using two Gaussians; one for the primary (‘G1’) and the other for the secondary redshifted (‘G2’) component. The fitting was performed using an automatic fitting routine iris_auto_fit included in the SolarSoft package. The time evolution of the intensity amplitudes (grey), Doppler velocities (vD, magenta) of the centroids of the Gaussians, and their non-thermal broadening (vnt, green) at the pixel position 84 (Solar Y = 171.25”, black arrow in Figures 3A–C) are plotted in Figures 4D,E. The time interval detailed in this figure was selected to depict the short-term evolution of the parameters of the Gaussians and corresponds to panels (A–C) of the same figure. The orange symbols in panel (E) mark instants of observations of spectra plotted in Figures 4F–J. These were selected as a representative sample of the spectra we analyze in this manuscript. A visual inspection of these profiles confirms that these spectra are indeed double-peaked and do not have a central reversal (c.f. Figure 4, Zhou et al., 2022), a manifestation of opacity effects in Si IV.
As is clear from panel (D), the redshift of the G1 (magenta) initially dropped from vD ≈ 15 km s−1 to roughly 7 km s−1 and stayed at this latter value during the remaining of the analyzed period. Similarly, vnt (green) showed only negligible variations until ≈ 17:35 UT when it started to progressively decrease. On the other hand, the intensity amplitude (grey) exhibited an overall increase during this time interval, with a few enhancements peaking at approximately 17:34:30, 17:34:45, and 17:35:08 UT. The properties of the G2 [panel (E)] varied significantly more than those of the G1. Oscillations qualitatively similar to those of the short-term evolution of the moments of the full line can be clearly seen in the vD curve between 17:34:25 and 17:34:50 UT, eventually reappearing ≈ 20 s later [magenta arrows in panel (E)]. During two major enhancements peaking at 17:34:33 and 17:34:46 UT, vD reached nearly 70 km s−1. This is interesting as redshifts of transition region lines in flare ribbons exceeding 50 km s−1 are generally rare, a few exceptions were presented e.g., by Tian et al. (2015); Zhang et al. (2016); Li et al. (2017). Note that panels (B) and (E) of Figure 4 show that the maximal Doppler shifts resulting from the moment analysis and fitting of the redshifted component, respectively, differ by nearly 40%. This means that, because of the relative positions of centroids of the two components, the moment analysis systematically decreases the measured values of vD (see also Tian et al., 2015; Lörinčík et al., 2022). We suggest this may be the reason why large redshifts (typically derived from moments or single-Gaussian fits) of cool lines are only rarely reported. Exceptionally high Si IV redshifts, in some cases exceeding 100 km s−1, have also been reported in IRIS observations of flare loops (e.g., Tian et al., 2014; Zhou et al., 2020; Yu et al., 2022). These features are attributed to downward-oriented reconnection outflows. Since the ribbon we analyze here was not obscured by flare loops (Figure 2) it is very unlikely that the reconnection downflows could explain the observations we report on here. vnt exhibited three clear enhancements between 17:34:25 and 17:34:50 UT, two of which had a counterpart in the vD curve. The highest number of short-term enhancements was exhibited by the intensity amplitude. This curve also exhibits long-term evolution consisting of an initial growth approximately until 17:35 UT, later followed by its decrease, similar to the total intensity for the full profile.
On both long- and short-term scales, the parameters of the G2 follow trends comparable to those exhibited by the moments of the full spectral profile. Of particular interest is the striking similarity between the time evolution of the integrated intensity of the line (Figure 4B) and the amplitude of the G2 (Figure 4E). Similarly, the enhancements visible in vD of the G2 can easily be associated to those exhibited by the moments. On the other hand, only two enhancements of the non-thermal broadening of the G2 show a counterpart in vnt determined from the moment analysis (at 17:34:37 and 17:34:45 UT).
3.2.2 Correlation analysis
We analyzed further the dependence between the moments of the full Si IV 1402.77 Å line and the double Gaussian fits using scatter plots. Pairs of scatterplots plotted in Figure 5 detail relations between line properties determined via the moment analysis of the full line shown on the vertical axes and the three parameters of the G1 and G2 shown on the horizontal axes (blue and red columns, respectively). The data points (colored dots) plotted in these panels represent spectra corresponding to all of the cuts plotted in Figures 3A–C, for those locations where the integrated intensity in a given pixel exceeded 10 DN. The transparency of the dots depends on the total intensity of the profile, from the weakest spectra (transparent dots) to the strongest ones (opaque dots). In each panel, the Pearson correlation coefficient (ρ) for the respective scatter plot is shown.
[image: Figure 5]FIGURE 5 | Scatterplots detailing the relation between Si IV 1402.77 Å line properties determined via the moment analysis (vertical axes) and the parameters of the two Gaussians fitting its spectra (horizontal axes). In each panel, the Pearson correlation coefficient calculated in the respective scatterplot is listed.
Panels (A–C) of Figure 5 detail the relations between the non-thermal broadening resulting from the moment analysis (vnt, MA) and the three properties of the Gaussian fits. This column of panels indicates that vnt, MA exhibits the highest correlation with the Doppler shift of the G2 with ρ = 0.86 [panel (A)]. vnt, MA shows a moderate correlation (ρ = 0.56) with vnt of the G1, whereas the correlation with the vnt of the G2 is weak, reaching only ρ = 0.19 [panel (B)]. Only a very weak linear relation (|ρ| ≈ 0.1) between the vnt, MA and the amplitudes of the Gaussians is indicated by the scatter plots in panel (C). These results imply that the enhancements seen in the vnt, MA curve are induced by varying redshifts of the line’s secondary component rather than being due to a real broadening of the profile itself. This is in analogy with the results of De Pontieu and McIntosh (2010), who proposed that quasi-periodic oscillations of intensity, velocity, and width of coronal lines, previously attributed to magnetoacoustic waves, could also be driven by quasi-periodic blueshifts induced by upflows at footpoints of coronal loops.
Regarding other notable results from the correlation analysis, the vD values from the moment analysis show a relatively-high correlation with those of the G2 with ρ = 0.77 [panel (D)]. On the other hand, we found no correlation (ρ ≈ 0) between vD from the moment analysis and vD of the G1. According to panel (E), vD from the moment analysis is also moderately correlated with the non-thermal broadening of the G1 (ρ = 0.53). At the same time, no correlation with the broadening of the G2 was found. Finally, as seen in panel (F), the integrated intensity exhibits a slightly higher correlation with the amplitude of the G2 (ρ = 0.97) than with that of the G1 (ρ = 0.85).
3.2.3 Observations and modeling of double-peaked Si IV line profiles
The results of the correlation analysis presented in the previous section indicate that the short-term evolution of the Si IV 1402.77 Å line, which is characterized by quasi-periodic enhancements of its broadening as well as other properties, cannot be addressed by the presence or development of lower-atmospheric turbulences alone. We believe this is the case, despite the apparent similarity between the results of Jeffrey et al. (2018) and our observations of oscillatory signatures of the Si IV 1402.77 Å line spectra. In Jeffrey et al. (2018), the quasi-periodicity in broadening of apparently single-peaked profiles was interpreted in terms of the development of turbulence. However, in contrast to our results, the oscillatory trends reported by Jeffrey et al. (2018) were only observed in the broadening of the line. The authors concluded that time trends in which the bulk velocity does not exhibit oscillations can only be reproduced when multiple interacting Alfvén waves, representing velocity fluctuations, are present in the Si IV emitting region. We should also note that in their work individual or multiple components of the Si IV profiles were not discussed, so it is unclear whether those played a role.
Profiles qualitatively similar to those we discuss here can be found in the analysis of Brannon et al. (2015). In multiple instants detailed in their Section 3.3 and Figure 7, two components of the Si 1,402.77 Å exhibited a separation comparable to that we report on in Section 3.2.1. In Brannon et al. (2015), the component located closer to the rest wavelength showed weak Doppler shifts, in certain instants even blueshifts, which exhibit quasi-periodic variations similar to those of the secondary redshifted component analyzed therein. These are interpreted via elliptical waves propagating along reconnected field lines leading to minor oscillations of flare loops along the LOS. The discussed mechanisms expected to produce such waves are the Kelvin-Helmholtz or the tearing mode instability in the flare current sheet (see also Tian et al., 2016). However, during the time period analyzed in the current paper (Section 3.2.1 and detailed Figure 4), the Doppler velocity of the G1 did not exhibit short-term evolution relatable to that of the G2. This indicates that the two components of the Si IV line were not affected by a common physical mechanism such as, for example, the instability-induced oscillations of flare loops. We hypothesize that the high short-term variability (timescales [image: image] s) of the parameters of the G2, dominating the G1 in terms of affecting the moments of the Si IV 1402.77 Å line, suggests that the redshifted component mimicked the transient nature of Si IV spectra known from other analyses of flare ribbon emission. On the other hand, the negligible variations of vD and vnt of the G1 indicate that the primary component was less affected by the energy transport between the reconnection site and the lower atmosphere.
Double-peaked profiles of IRIS lines are consistent with recent numerical simulations (calculated with the RADYN code) of the response of a flare atmosphere to heating by accelerated (non-thermal) electrons. Kowalski et al. (2017) showed that a model atmosphere that is heated using a high non-thermal energy flux of F = 5 × 1011 erg cm−2 s−1 contains two emitting layers in the chromosphere, one existing due to the ongoing condensation and the second, stationary, underneath it. Even though the spectra synthesized using parameters of this atmosphere were double-peaked, we cannot immediately apply the results of this modeling to our observations. This is because, first, the authors did not provide predictions for the transition region emission and second, energy fluxes of this order of magnitude are more typical for stronger (X-class) flares (see e.g., Kennedy et al., 2015; Kleint et al., 2016; Graham et al., 2020). We plan to focus on reproducing double-peaked Si IV spectra using models with electron beam parameters constrained by HXR observations in the future. Still, these results illustrate that under specific conditions spectra of cool lines observed by IRIS might originate in two regions with distinct physical environments. Provided the Si IV line is formed under optically thin conditions, this could address the observed properties of the two-component Si IV line profiles. Recent extensions to the runs of Kowalski et al. (2017) showed that both the energy flux and the duration of the heating significantly affect the velocity profile of the chromospheric condensation in time, including its maximal velocity. As indicated in Figure 2 of Kowalski et al. (2022), in one particular model these velocities reach up to more than 100 km s−1 at the maximum gas mass density. To our knowledge, no observational support for condensation speeds of this order of magnitude has yet been presented. Whether the redshifts of the Gaussian fitting the secondary component of the line observed up to 70 km s−1 can be related to the condensation speeds resulting from this numerical simulation is discussed in Section 4. According to the models, the condensing plasma cools very rapidly and the condensation speeds of this order of magnitude last only for a brief period of time ([image: image] s), subsequently dropping to ≈ 25 km s−1 during the following ≈ 9 s. The observed short-term evolution of vD of the G2 (Figure 4E) consists of enhancements with a typical span between 3 and 7 time bins (2.4–5.6 s), indicating the downflow durations of the same order of magnitude as predicted by the model. We finally note that apart from the large redshifts of the secondary component, the signatures of the response of the lower solar atmosphere to non-thermal particles were likely manifested in the increased vnt. During the period analyzed in Figures 4D,E, vnt of the G2 was typically 2–3 times as large as that of the G1, what well corresponds to the observations of Brannon et al. (2015).
4 EFFECTS OF PROJECTION ON OBSERVED CONDENSATION SPEEDS
As stated in Section 3.2.1, the Si IV 1402.77 Å line does not typically exhibit Doppler velocities as large as those of the centroid of the Gaussian fit to the redshifted component in our observations. The occurrence of Si IV redshifts at speeds of up to [image: image] km s−1 is particularly interesting because the flare we report on occurred fairly close to the solar limb roughly at μ = 0.58. It is thus of interest to consider whether the viewing geometry and observed velocities along the line-of-sight could be compatible with the velocities of the condensation-induced field-aligned downflows recently predicted by Kowalski et al. (2022).
We address this issue by determining the viewing angles α of the flare loops within the flare loop arcade which are rooted at or close to the kernels which crossed the slit of IRIS during the analyzed period (Figure 2). We define α as the angle between two vectors illustrated in Figure 6. The first observer vector points along the LOS of IRIS to the center of the disk. Since the angular distance between the kernel and the center of the disk is negligible compared to the distance between IRIS and the Sun, for simplicity we assume the vector to be pointing to the kernel itself. The second loop vector points from the kernel toward the closest loop coordinate above the flare loop footpoint. Essentially, the loop vector is a tangent to the lowest segment of the reconstructed loop. The calculation of the viewing angle α was done in the Heliocentric Earth Equatorial (HEEQ) coordinate system after a conversion of the heliographic loop coordinates using formula (2) in Thompson (2006).
[image: Figure 6]FIGURE 6 | Cartoon demonstrating our definition of the angle α between the observer vector pointing along the LOS of IRIS to the flare loop footpoint (flare kernel, red star) and the loop vector directed from this footpoint to the nearest flare loop coordinate, i.e., a tangent to the loop footpoint. The zoomed inclusion on the left indicates two possible source regions of the observed spectra, one corresponding to the condensation layer (black arrows) and the other to the underlying stationary chromosphere (contoured bar). The maroon, yellow, and dark-blue contours indicate the source of the microwve emission measured by EOVSA.
The loop reconstruction was performed using the ssc_measure routine included in SolarSoft. This method is used to trace loops from imaging observations of two instruments, returning the Stonyhurst heliographic longitude, latitude, as well as the radial distance of the traced loop coordinates (see e.g., Nisticò et al., 2013). To do so we used observations of the flare loop arcade carried out in the AIA 131 Å and EUVI 195 Å filters during the impulsive phase of the flare. Even though the EUVI 195 Å filter is primarily sensitive to plasma radiating at coronal temperatures (log T [K] = 6.2), the evolution and the morphology of the arcade of flare loops was similar to that observed in the AIA 131 Å (also compare Figures 1F,G). This is due to the temperature response of this channel, which, similarly as the AIA 193 Å channel, contains a secondary peak at log T [K] [image: image] (see Figure 11 in Wuelser et al., 2004). During our observation, the angular separation between SDO and STEREO-A was roughly 35°. As seen in panel Figure 7C, in this projection, EUVI observed the arcade at the solar limb which we also indicated in panel (B) using the yellow line. Most of the flare loops were oriented along the LOS of EUVI, which only let us use this instrument to constrain the height of the loops and their inclination from the vertical. Extracting the overall geometry of the individual loops among the arcade was thus largely contingent on the AIA 131 Å image. The AIA 131 Å data used for the tracing were therefore first averaged over 10 consecutive frames to suppress the noise and then sharpened using the Multi-Scale Gaussian Normalization (MGN; Morgan and Druckmüller, 2014). Still, portions of flare loops above their footpoints in the northern ribbon were obscured by the arcade. Even though the tracing of these loop segments was rather uncertain, this did not pose a limitation to our study as their viewing angles α are, for the most part, affected by the curvature and the orientation of the loops above the southern ribbon. Each of the loops we were able to trace was defined by 5–10 manually-selected loop coordinates which we consequently interpolated using a third-order spline interpolation. Lastly, the conversion of the heliographic loop coordinates to the coordinate frames of AIA and EUVI, necessary for the visualisation of the loops, was performed using functions for transformations of coordinate frames implemented in sunpy (SunPy Community et al., 2020).
[image: Figure 7]FIGURE 7 | Flare loops traced using stereoscopic observations of the flare arcade from the AIA 131 Å and EUVI 195 Å during the impulsive phase of the flare. Panel (A) shows these loops plotted in a blank image and lists the viewing angles α of these loops. Panels (B) and (C) show the loops replotted atop of snapshots from AIA and EUVI. The yellow line plotted in panel (B) indicates the location of the solar limb from the observing point of the STEREO-A spacecraft.
Five flare loops traced and reconstructed in 3D using the method described above are shown in Figure 7. The loops are replotted on top of a blank image [panel (A)] as well as AIA 131 Å [panel (B)] and EUVI 195 Å [panel (C)] snapshots acquired at the same time as those used for tracing of the loops. In the legend plotted in panel (A), the viewing angles α of the traced loops are listed. The smallest viewing angle of 33° corresponds to the magenta loop (leftmost): its portion just above the southern footpoint seems to be tilted towards the solar east direction. The largest viewing angle is that of the red flare loop, for which the lowest segment was nearly perpendicular to the LOS of IRIS with α = 86°. The viewing angles of the cyan, blue, and lime loops range between α = 44–52°. Using the estimated viewing angles of the flare loops rooted in the kernel, we can now estimate the field-aligned flows along the loop legs by deprojecting the Doppler velocities obtained from the centroids of the Gaussian fits to the secondary redshifted component of the line. The field-aligned flow velocity corrected for the viewing angle of the loop can simply be obtained as vD,corr. = vD/cos(α). During the period detailed in Figure 4E the Doppler velocity of the G2 vD ranged between 30 and 70 km s−1. By using the average viewing angle of α = 52° we obtain vD,corr. of 49–114 km s−1. The upper limit of this range is close to the maximal condensation speeds recently predicted in RADYN simulations (see Figure 2 in Kowalski et al., 2022). We note that the average value of α was significantly affected by the red flare loop with its large viewing angle that is far above the threshold of roughly 48° that would lead to a value of vD,corr. that is within the constraints of the models.
To wrap up the analysis of the viewing angles of the flare loops, even though our 3D reconstruction of flare loops was limited by several factors such as the orientation of the flare loop arcade along the LOS of EUVI, we were still able to trace several flare loops and estimate the corresponding field-aligned flows along the legs of these loops. These were found to be possibly consistent with those predicted in RADYN simulations.
5 MICROWAVE AND SXR EMISSION DURING THE 18 JANUARY 2022 FLARE
5.1 Sources of radio emission
The EOVSA sun-as-a-star microwave dynamic spectrum after removing the pre-flare background (Figure 8A) reveals several broadband impulsive bursts detected during this flare. The brightest microwave burst occurred at 17:37 UT and its flux density was over 150 sfu (solar flux units). The timing of the burst is denoted by the shaded vertical stripe in Figure 8A. The EOVSA images of the burst at frequencies between 3 and 18 GHz are plotted in Figure 8C using filled 95% contours overlaid on the AIA 1600 Å snapshot from the corresponding time. The contours were color-coded in radio frequency ν from red to blue with increasing frequency. The EOVSA sources at different frequencies appear to be distributed along a line with their higher-frequency end (blue colors) oriented toward the flare arcade.
[image: Figure 8]FIGURE 8 | EOVSA dynamic spectroscopic imaging of the looptop microwave source of the 18 January 2022 flare. Panel (A) shows EOVSA total (sun-as-a-star) power microwave dynamic spectrum of the flare in 1–18 GHz. In panel (B), reconstructed flare loops also shown in Figure 7 are overplotted atop of AIA 131 Å image. The red dashed curves denote the supra-arcade fan structure. The same flare loops and fan structure are indicated in panel (C) with the AIA 1600 Å snapshot in the background. Between the apices of the two solid flare loops, sources of EOVSA microwave emission at 17:37 UT are plotted as contours corresponding to the 95% of the peak brightness at each frequency (decreasing from blue to red). Panel (D) presents the microwave brightness temperature spectrum TB(ν) (red circles) obtained in the region denoted using the red box in panel (C). Each TB(ν) value at a given frequency ν represents the maximum brightness temperature within the region. The red solid curve is the best-fit model based on non-thermal gyrosychrontron emission. The vertical white shaded area indicates the frequency range excluded from the spectral fit. The best-fit magnetic field strength B and the power-law index δ of the non-thermal electron energy distribution are also shown.
The highest-frequency source was located at the top of the flare arcade, enclosed by the two leftmost flare loops described in Section 4 and plotted in Figure 7. These loops connect the northern ribbon with the brightest kernels in the southern ribbon, where the Si IV line observed by IRIS exhibited features consistent with the reconnection-induced chromospheric condensation (Section 3.2.3). The location and orientation of the source in height was also consistent with the supra-arcade fan structure seen in the 131 Å image (red dashed lines in Figures 8B,C). The latter has been commonly regarded as an observational indication of magnetic reconnection occurring above the flare arcade (McKenzie and Hudson, 1999). The location of the microwave source can be interpreted using the standard solar flare model (Masuda et al., 1994), in which the microwave emission is produced by the flare-accelerated electrons trapped in the newly-reconnected magnetic field lines that later form flare loops. The accelerated electrons propagate downward along the flare loops and, upon colliding with the chromosphere, lead to the development of downflows (Section 1) with signatures such as those we report on here. The dispersion of the EOVSA sources above the flare arcade can be attributed to the decrease of the coronal magnetic strength with height (for further discussions on EOVSA microwave spectroscopy see Gary et al., 2018; Chen et al., 2020a, etc.)
The non-thermal nature of the microwave source was further affirmed by microwave spectral analysis. To investigate the nature of the microwave source, we derived the microwave brightness temperature spectrum TB(ν) of the microwave source at 17:37 UT. In Figure 8D, we show the microwave spectra (red circles) derived from the red box in Figure 8C at 17:37 UT. Each TB(ν) value in the spectrum represents the brightness temperature maximum within the region at a given frequency ν. The spatially-resolved microwave spectrum exhibited characteristics of incoherent non-thermal gyrosynchrotron emission produced by non-thermal electrons gyrating in the coronal magnetic field [compare our Figures 8D,E g. Figure 4E in Chen et al. (2020b), see also Bastian et al. (1998)]. We have therefore adopted the gyrosynchrotron (GS) forward fit method described in Fleishman et al. (2020) to fit the brightness temperature spectrum TB(ν) using an isotropic non-thermal electron source with a power-law energy distribution. We restricted our spectral fit to frequencies above 2 GHz only, as the spectrum below 2 GHz contains contributions from coherent radiation (Bastian et al., 1998). From the spectral fit, we obtained the magnetic field strength of 160 G and the non-thermal power-law index of 2.8. We note that the uncertainties of the best-fit parameters are not well constrained without a more in-depth evaluation, e.g., Monte Carlo analysis, which was beyond the scope of this study. Nevertheless, the microwave spectrum above 2 GHz favors a non-thermal electron source presumably associated with particle acceleration-driven energy release in the flare.
5.2 Comparison of SXR, radio, and UV lightcurves
During the time period under examination, time derivatives of the SXR and microwave radio flux exhibited several enhancements which can be related to the long-term trends exhibited by Si IV spectra observed by IRIS.
Figure 9A shows the time derivative of the SXR flux observed in the 1–8 Å channel of the GOES-16 satellite (blue) and the sun-as-a-star microwave emission measured by EOVSA averaged over frequencies between 2.4 and 5.0 GHz (orange). To suppress the noise (also see Section 5.3), both time derivatives were produced using data smoothed over 15 s with a moving boxcar. In the period between 17:28 and 17:42 UT, the GOES time derivative exhibits numerous enhancements (blue arrows), the most prominent one starting roughly after 17:33 UT, peaking at 17:35 UT, and decreasing until 17:36 UT. This peak, as well as peaks present at 17:28:30 and 17:31 UT, correspond to at least three enhancements visible in the EOVSA time derivative (cf. blue and orange curves). In panels (B) and (C) of the same figure, these time derivatives are compared with the properties of fits of the two components of the Si IV line. These panels detail the period between ≈ 17:33–17:39 UT when the Si IV emission was enhanced (Section 3.1.1) which increased the reliability of the fits to its components. The properties of the two Gaussians were averaged along the slit pixels crossing the ribbon, in this period corresponding to Solar Y = 166”—176”.
[image: Figure 9]FIGURE 9 | Panel (A) demonstrates quasi-periodic pulsations (QPPs, blue arrows) observed during the impulsive and peak phases of the flare. The blue curve is the time derivative of the GOES SXR flux in its 1–8 Å channel, while the orange curve corresponds to the microwave radio emission averaged in the range of 2.4–5 GHz observed by EOVSA. Panels (B) and (C) compare a section of these lightcurves [lime box in panel (A)] with properties of fits of two Gaussians fitting spectra of the Si IV 1402.77 Å line. The grey filled curve represents time variations of the observed intensity, while the magenta curve corresponds to the Doppler velocity vD averaged in the ribbon. The GOES and EOVSA data plotted in this figure were produced using data smoothed with a 15 s boxcar.
According to Figure 9B, the Doppler velocity (magenta curve) exhibited a sharp increase approximately between 17:33:40–17:34:30 UT, peaking at vD ≈ 16 km s−1. This redshift later decreased, returning to its pre-increase values ranging between 5–10 km s−1. The average intensity (amplitude × width, grey curve) of the G1 started to increase after 17:33:40 UT, peaked between ≈ 17:35 and 17:37 UT, and later slowly dropped. The increase of the average intensity corresponds to that of the EOVSA time derivative and reaches the maximum simultaneously with both EOVSA and GOES lightcurves (c.f. grey, orange, and blue curves). After peaking, both EOVSA and GOES lightcurves exhibit a decrease that is not visible in the properties of the G1. The enhancement of the intensity of the G2 was relatively shorter (Figure 9C). After its onset after 17:34:20 UT and peak at 17:35 UT, the average intensity dropped to ≈ 50% of its peak value during the following minute, remained roughly constant until 17:37:20 UT at which point it started to decrease. The peak of vD of this component occurred roughly 20 s prior to the peak of the intensity. In a trend similar to that of the average intensity, vD exhibited a decrease until 17:36 UT when it slightly rose again with a minor peak at 17:37:10 UT, and finally dropped. These curves show several interesting similarities with the EOVSA and GOES lightcurves. By starting to rise at 17:34:10 UT, peaking at 17:35 UT, and progressively dropping till 17:37:40 UT, the trend of the EOVSA lightcurve well matches that of the average intensity of the G2. The initial increase of the GOES time derivative observed before 17:35 UT resembles that of vD. On the other hand, the peak of the GOES lightcurve corresponds to the peak exhibited by the average intensity at 17:35 UT.
5.3 Quasi-periodic pulsations
Quasi-periodic enhancements are observed during flares across many passbands, typically at SXR, HXR, and microwave wavelengths. They are usually termed quasi-periodic pulsations (QPPs; see e.g., the review of Nakariakov and Melnikov, 2009, and references therein). QPPs are observed over a wide range of periods, from milliseconds to several minutes. From Figure 9A alone it was rather hard to estimate the period of QPPs in this flare. The QPPs visible in the GOES time derivative in Figure 9A exhibited four major and roughly ten minor peaks between 17:28–17:42 UT, from which we estimate their period to 1–3 min.
Numerous physical mechanisms have been associated with the generation of the QPPs (see e.g. the review of Zimovets et al., 2021). McLaughlin et al. (2018) divide these mechanisms into oscillatory and self-oscillatory processes. The oscillatory category includes for example natural MHD oscillations in flare loops and loops surrounding them or driving of periodic QPPs by external MHD waves. The self-oscillatory processes concern for example periodic or repetitive magnetic reconnection. The duration and periods of QPPs driven by the self-oscillatory processes are given by the timescales of the energy release during the reconnection. As summarized by Hayes et al. (2019), current observations do not provide conclusive answers on the origin of the driver of QPPs, noting that various processes possibly act in different flares and their phases.
We hypothesize that the QPPs we report on, notably the prominent one peaking approximately at 17:35 UT, were most likely driven by magnetic reconnection. Our study provides twofold evidence for this scenario, in both cases dealing with signatures of non-thermal electrons in multi-wavelength observations presented in Sections 3–5. First, the SXR time derivative of GOES data reaches a maximum simultaneously with the time derivative of the EOVSA microwave emission which features are consistent with a non-thermal electron source (Section 5.1). This observable has also been reported by Yu et al. (2020b) who claimed that the correspondence between microwave and X-ray bursts supports a scenario in which the 5-min period QPPs observed therein were entirely driven by the reconnection. Second, the presence of the accelerated particles is indicated by the double-peaked Si IV 1402.77 Å spectra observed by IRIS. The peak of the intensity trend of the redshifted component, most-likely existing as a consequence of the chromospheric condensation (Section 3.2.3), corresponds to those of the EOVSA and GOES time derivatives. It ought to be noted that similar conclusions were reached by Li D. et al. (2015) who reported on simultaneous observations of 4-min period QPPs and peaks in redshifts as well as broadening of C I, O IV, Si IV, and Fe XXI lines observed by IRIS. We also speculate that if these QPPs were generated by MHD waves or oscillations in or near the reconnection site, the two components of the Si IV line would exhibit similar time evolution. For example, the quasi-periodic enhancements would likely be visible in the Doppler shifts of both components (as in Brannon et al., 2015) which we did not observe.
Note that apart from the long-term evolution of the two Gaussians, namely of the G2 fitting the redshifted component, we also observed oscillatory signals in the spectral properties of the Si IV line on timescales below 10 s (Section 3). Given the apparent correlation of the low-frequency oscillations of Si IV with the GOES and EOVSA signals, it is tempting to speculate whether such a correlation also explains the signals with shorter periods. The GOES time derivative did indeed exhibit omnipresent high-frequency oscillations, best visible in Figures 9B,C. However, the amplitudes of these oscillations were usually reaching a few 10–9 W m−2 s−1, while σ of this curve in the same time interval was around [image: image] W m−2 s−1. We could thus not distinguish whether these oscillations were induced by the flare or were simply signatures of the noise (see Simões et al., 2015, for SXR irradiance noise analysis using data from older GOES satellites). Since IRIS captures only a few kernels at one time under the slit, and the flare extends over a larger FOV than IRIS can capture, it is quite possible that the full-disk GOES signal mixes information from several sources at any time, thus leading to ”solar” noise that would not be expected to be correlated with the spectral properties IRIS observed in the few kernels. The relations between high-frequency oscillations in Si IV spectra and SXR flux time derivatives deserve attention of future studies, especially those analyzing flares with short impulsive phases where fast rise time of GOES SXR flux is translated into relatively-higher values of the time derivatives (although such observations would still be limited by the full-disk nature of the signal).
6 SUMMARY AND CONCLUSION
In this manuscript we presented observations of the 18 January 2022 M-class flare, the first major flare the IRIS satellite observed at a sub-second cadence. We primarily analyzed trends exhibited by the intensity, Doppler velocity vD, and non-thermal broadening vnt of the transition region Si IV 1402.77 Å line in one of the ribbons during the impulsive phase of the flare. We paid particular attention to short-term evolution (scales of seconds) that these quantities, determined via the moment analysis, showed when the slit crossed the ribbon. The intensity of the line exhibited high-frequency oscillations with an estimated period of 10 s. The period of oscillations seen in vD and vnt was roughly 7 s. A substantial portion of profiles observed in the analyzed ribbon yielded double-peaked spectra. The primary component of the line observed close to its rest wavelength exhibited modest redshifts below vD = 15 km s−1. The redshifts of the secondary component were higher, temporarily reaching vD ≈ 70 km s−1. For a brief period of time the two components showed a high separation ([image: image] km s−1), making the components well-resolved. The time evolution of the total intensity as well as vD and vnt resulting from the moment analysis was correlated with parameters of the Gaussian fit to the redshifted component of the line. Of particular interest was a strong correlation we found between vnt resulting from the moment analysis and vD of the redshifted Gaussian. This suggests that the signatures of the oscillatory enhancements in the broadening of the line were driven by quasi-periodicities in the downward-oriented motions of plasma visible in the secondary component of the line. This result, combined with other properties of the Si IV spectra observed in this event (see below), suggests that the oscillations of line broadening do not appear to be caused by plasma turbulence in the same way as in Jeffrey et al. (2018) (Section 3.2.3). At the same time, the properties of the primary component did not exhibit oscillatory trends comparable to those of the secondary component. Because of the inherently different behavior of the two components we proposed that the quasi-periodic patterns were not induced by oscillations of flare loops driven by instabilities in the reconnection region, an interpretation used by Brannon et al. (2015) for another flare that also exhibited rather rare double-peaked Si IV spectra.
Apart from the large redshifts, the likely origin of the secondary component was indicated by the broadening of the Si IV line. The fact that vnt of this component exceeded that of the primary component by a factor of 2–3 suggested that the redshifted component existed due to an ongoing energization by magnetic reconnection, compatible with Brannon et al. (2015). Based on the different behaviour of both redshifts and broadening of the two components we speculate that the Si IV emission possibly originated from two regions at the flare footpoints with different physical conditions, in line with RADYN simulations of Kowalski et al. (2017). Our results appear to be compatible with a scenario in which the relatively-broader redshifted component could be linked to the condensation region and the relatively-narrower primary component to the underlying stationary region. Confirming this scenario would however require a proper simulation of the transition region emission. Nevertheless, the highest redshifts of the secondary component are consistent with the maximal velocities of chromospheric condensation (⪆100 km s−1) recently found in RADYN simulations (Kowalski et al., 2022). The estimated field-aligned condensation speeds were found by estimating viewing angles of flare loops anchored in the analyzed kernels based on a simple flare loop reconstruction in 3D.
Finally, we found that long-term trends (scales of minutes) of the intensity and Doppler shift exhibited by the secondary component were well matched by one of the QPPs observed in time derivatives of SXR (GOES) and microwave radio (EOVSA) fluxes. This result hints that the driving mechanism of the QPPs observed during this flare was repeated magnetic reconnection that also led to the formation of the secondary component of the Si IV line through the chromospheric condensation. Both EOVSA and GOES time derivatives also showed high-frequency oscillations. The question whether these enhancements were manifestations of high-frequency QPPs relatable to the oscillations of Si IV line properties remains to be answered in the future.
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White-light stellar flares are now reported by the thousands in long-baseline, high-precision, broad-band photometry from missions like Kepler, K2, and TESS. These observations are crucial inputs for assessments of biosignatures in exoplanetary atmospheres and surface ultraviolet radiation dosages for habitable-zone planets around low-mass stars. A limitation of these assessments, however, is the lack of near-ultraviolet spectral observations of stellar flares. To motivate further empirical investigation, we use a grid of radiative-hydrodynamic simulations with an updated treatment of the pressure broadening of hydrogen lines to predict the λ ≈ 1800 − 3300 Å continuum flux during the rise and peak phases of a well-studied superflare from the dM3e star AD Leo. These predictions are based on semi-empirical superpositions of radiative flux spectra consisting of a high-flux electron beam simulation with a large, low-energy cutoff (≳ 85 keV) and a lower-flux electron beam simulation with a smaller, low-energy cutoff (≲ 40 keV). The two-component models comprehensively explain the hydrogen Balmer line broadening, the optical continuum color temperature, the Balmer jump strength, and the far-ultraviolet continuum strength and shape in the rise/peak phase of this flare. We use spatially resolved analyses of solar flare data from the Interface Region Imaging Spectrograph, combined with the results of previous radiative-hydrodynamic modeling of the 2014 March 29 X1 solar flare (SOL20140329T17:48), to interpret the two-component electron beam model as representing the spatial superposition of bright kernels and fainter ribbons over a larger area.
Keywords: flares–stars, flares -sun, near-ultraviolet, habitability and astrobiology, spectroscopy
1 INTRODUCTION
Rapidly rotating, magnetically active M dwarf (dMe) stars occasionally flare with energies that are factors of 100–10,000 greater than the most energetic solar flares that have been observed in the modern era. These so-called “superflares” provide insight into the physics of extreme plasma conditions attained in stars (Osten et al., 2007; Testa et al., 2008; Osten et al., 2010, 2016; Karmakar et al., 2017) and possibly also the young Sun (Ayres, 2015; Maehara et al., 2015; Namekata et al., 2021). Further afield, observations of these superflares are widely used in the characterization of the high-energy radiation environments in the habitable zones of low-mass stars (Smith et al., 2004; Segura et al., 2010), which are a primary target for exoplanet transit spectroscopy (e.g., Scalo et al., 2007; Belu et al., 2011; Barstow et al., 2016; Barstow and Irwin, 2016; de Wit et al., 2018; Fauchez et al., 2019) with the James Webb Space Telescope (JWST). The JWST and future extremely large telescope facilities provide a means to determine whether exoplanets in or around the habitable zone of low-mass stars retain atmospheres in the presence of high fluxes of stellar energetic particles and X-ray and extreme ultraviolet (XEUV) flare radiation. The evolution of the atmosphere of Mars is thought to have undergone significant mass loss due to coronal mass ejections and XEUV heating from the Sun (Jakosky et al., 2018), which motivates investigations into the evolution of exoplanetary atmospheres that are much closer to stars that are highly magnetically active for billions of years (West et al., 2008).
Segura et al. (2010) simulated the impact of a superflare event on a non-magnetic, but otherwise Earth-like, exoplanet atmosphere in the habitable zone of the dM3e flare star AD Leo. They found that planetary ozone is largely depleted due to chemical reactions (e.g., Scalo et al., 2007) that follow from incident scaled-up fluxes (Belov et al., 2005) of solar energetic protons. More recent simulations have considered the effects of repeated flaring and particle events after such a superflare has occurred (Howard et al., 2018; Tilley et al., 2019). Howard et al. (2018) and Tilley et al. (2019) discuss the role of UV-C1 (λ = 2000 − 2800Å), and in particular the wavelengths λ = 2400 − 2800 Å, from repeated flaring in germicidal radiation surface fluxes following an ozone-depletion event. Recently, Abrevaya et al. (2020) conducted laboratory measurements of survival curves of microorganisms through exposure to a UV-C radiation flux inferred from optical observations of a superflare from the dM5.5e star Proxima Centauri (Howard et al., 2018).
The transient (Loyd et al., 2018a) and secular (Venot et al., 2016) effects on ozone biosignature photochemistry caused by ultraviolet flares is an ongoing subject of research, especially in light of the lack of direct observations of stellar energetic proton fluences and exoplanetary magnetic field properties (see discussion in Tilley et al., 2019). Loyd et al. (2018a) demonstrate that assumptions of the ultraviolet continuum shape during flares can affect ozone photolysis rates (see also Howard et al., 2020), while effects spanning several orders of magnitude on other important atmospheric constituents (CH4, H2O, O2) are expected. Significant effort has been invested into the empirical characterization of the quiescent and flaring spectra of low-mass stars in the far-ultraviolet wavelength region of λ = 1100 − 1800 Å through the MUSCLES, Mega-MUSCLES, and HAZMAT treasury programs with the Hubble Space Telescope (Shkolnik and Barman, 2014; Loyd and France, 2014; Froning et al., 2019; Loyd et al., 2018b; France et al., 2020; Wilson et al., 2021, and see also Feinstein et al., 2022). However, much still remains unknown about the spectral characteristics of transient, impulsive-phase, near-ultraviolet (NUV) enhancements in flare radiation from λ ≈ 2000 − 3300 Å (e.g., Robinson et al., 2005; Hawley et al., 2007; Brasseur et al., 2019; Fleming et al., 2022), which is thought to account for a large percentage (≈25%) of the λ = 1200 − 8000 Å radiated energy (Hawley and Pettersen, 1991). The largest X-ray solar flare of Sunspot Cycle 24 was recently studied in spatially integrated light at continuum wavelengths through a Δλ ≈ 300 Å bandpass around λ ≈ 2000 Å (Dominique et al., 2018).
Many studies of stellar flares have utilized photometry from high-precision missions of Kepler, K2, and TESS, which observe through broad white-light bandpasses in the optical and near-infrared. Photochemistry and habitability calculations often use extrapolations to shorter ultraviolet wavelengths by assuming a T ≈ 9000 − 10, 000 K blackbody spectrum (e.g., Günther et al., 2020); this assumption has also been widely employed for calculations of bolometric energies in statistical analyses (e.g., Shibayama et al., 2013; Yang et al., 2017). We refer the reader to Howard et al. (2020) and Brasseur et al., 2022, submitted to ApJ) for discussions about several unprecedented problems raised by recent studies of multi-wavelength broadband photometry of stellar superflares.
Very few stellar flare spectral observations exist with near-ultraviolet coverage and contemporaneous optical spectra (Hawley and Pettersen, 1991; Robinson et al., 1993; Wargelin et al., 2017; Kowalski et al., 2019b) that would facilitate detailed tests of and improvements upon blackbody modeling of flares. However, ground-based spectra suggest that the NUV flare continuum has non-negligible contributions from Balmer continuum radiation (Kowalski et al., 2010, 2013, 2016). Most recently, Kowalski et al. (2019b) analyze λ ≈ 2500 − 7400 Å flare spectra and photometry over two events from the dM4e star GJ 1243. Detailed modeling demonstrates that a T = 9000 K blackbody fit to the blue-optical continuum at λ ≈ 4000 − 4800 Å underpredicts the NUV flare flux by factors of 2 − 3 during these two events; the discrepency was tied to a moderately-sized jump in the continuum flux around the Balmer limit, a confluence of Fe II emission lines through the NUV, and the bright Mg II h and k resonance lines (see also Hawley et al., 2007). These “hybrid flare” (HF) or “gradual flare” (GF) (see Kowalski et al., 2013) events exhibit the largest Balmer jumps that have been detected spectroscopically in dMe flares, and Kowalski et al. (2019b) argue that other dMe events that are categorized as “impulsive flare” (IF) events according to their broadband time evolution, smaller Balmer jumps, and hotter blackbody fits to the optical (Kowalski et al., 2013) and U-band (λ = 3260 − 3940 Å) continua (Fuhrmeister et al., 2008) yet require spectroscopic investigation at shorter wavelengths. The optical spectral properties of impulsive-type M dwarf flares are crucial in our understanding of fundamental flare physics because they are not reproduced in simulations with typical, solar-type electron beam (Allred et al., 2006) or intense XEUV radiation fields (Hawley and Fisher, 1992); large continuum optical depths are required in the flare chromosphere (e.g., Livshits et al., 1981; Kowalski et al., 2015) or photosphere.
In this paper, we present radiative-hydrodynamic model predictions of the NUV flare continuum during the Great Flare of AD Leo (Hawley and Pettersen, 1991), a particularly well-studied, impulsive-type superflare. The optical emission line data have previously been modeled in detail in Hawley and Fisher (1992) using NLTE, X-ray backwarming calculations and in Allred et al. (2006) with electron beam heating with the RADYN code. However, comprehensive models of the powerful optical continuum radiation and the broadening of the hydrogen Balmer line series have not yet been addressed. The multi-wavelength spectra of this event have been widely utilized for empirically-driven models of exoplanet photochemistry and surface UV dosages (Segura et al., 2010; Venot et al., 2016; Ranjan et al., 2017; Tilley et al., 2019; Estrela et al., 2020).
This paper is organized as follows. In Section 2, the AD Leo Great Flare spectrum and photometry data that are used for model fitting are briefly reviewed. Section 3 describes the radiative-hydrodynamic flare models, which are fit to the Hγ emission line in the spectrum corresponding to the rise and peak phases of the Great Flare (Section 4). We calculate the Balmer line merging in the spectral region around the Balmer limit (Section 4.3) to further justify our two-component model fitting approach. We consider the FUV spectrum during the early impulsive phase and independently fit to the observed continuum distribution of the Great Flare in order to make a new continuum model prediction for the NUV wavelength range that was not observed during this time (Section 4.4). The interpretation of the results is discussed in Section 5 in terms of the spatial distribution of intensity in an image of a well-studied solar flare; we present new calculations for habitable zone UV-C fluxes in Section 5.2. We conclude in Section 6.
2 OBSERVATIONS
2.1 The 1985 April 12 great flare of AD Leo
The Great Flare of AD Leo was a large-amplitude, superflare event with an energy of nearly 1034 erg emitted in the U band. The available data are the broadband UBVR photometry and the optical spectra covering λ = 3560 − 4400 Å at a resolving power of R ≈ 1240. The exposure times of the spectra varied between one and 3 minutes (see Hawley and Pettersen, 1991, for details). Here, we model the spectrum that integrated over most of the rise and first peak, labeled as the “542s” spectrum in Hawley and Pettersen (1991) and “S# 36” in the analysis of Kowalski et al. (2013)2. The light curve of the U band is shown in Figure 1 with the integration time of the rise/peak spectrum indicated.
[image: Figure 1]FIGURE 1 | The U-band light curve (right axis) of the Great Flare of AD Leo and the full-width (left axis) of the Hγ emission line from Hawley and Pettersen (1991). The U-band flux is normalized to quiescence. The start and stop times of the exposure corresponding to the rise/peak phase spectrum is indicated with two vertical dotted lines.
The Great Flare exhibits all of the spectral and light curve characteristics of a highly “impulsive-type” stellar flare, according to the “IF” classification in Kowalski et al. (2013). Specifically, the blue-optical spectra were fit with a color temperature of T ≈ 11, 600 K, and the small Balmer jump in the U band suggests that Balmer recombination radiation is important at shorter wavelengths (Figure 9 of Kowalski et al., 2013). During the early impulsive phase, a FUV spectrum (described below) constrains the peak of the continuum to the U band with a turnover toward shorter wavelengths that was found to be most consistent with a T = 8500 − 9500 K blackbody among the models that were available at the time (Hawley and Fisher, 1992). Hawley and Pettersen (1991) analyzed the highly broadened, symmetric wings of the Balmer series, which were attributed to the Stark effect. The full-width evolution of the hydrogen Balmer Hγ emission line from Hawley and Pettersen (1991) is reproduced in Figure 1. The rise/peak spectrum corresponds to the first observation that exhibits very broad Hγ wings.
The AD Leo Great Flare was observed with ultraviolet spectroscopy with the International Ultraviolet Explorer (IUE). A FUV spectrum was observed in the short-wavelength channel (SWP; λ = 1150 − 2000 Å), which integrated over the first 900 s of the flare (up until 4:55 UT) and included 41 min of quiescence. The fluxes in the major emission lines and in the continuum longward of 1780 Å saturated the detector. NUV spectral observations in the long wavelength band (LWP; λ = 1900 − 3100 Å) of IUE started at 5:00 UT, which is about midway during the second, fast decay phase in the U-band light curve in Figure 1. The LWP observation from 5:00–5:20 UT was split into five sub exposures, each 3 − 8 min in duration (see Figure 1 of Hawley and Pettersen (1991) for the λ = 2000 Å and 2800 Å continuum flux evolution over the first set of five sub-exposures). In the flare, some emission lines in the NUV were saturated as well (see Segura et al., 2010, for details about how these data have been utilized by interpolation and binning). Since there were no NUV spectra covering the rise and peak phases, we do not consider the IUE/LWP spectra further in this study. For detailed descriptions of the reduction and analyses of the IUE spectra, we refer the reader to Hawley and Pettersen (1991).
2.2 The 2014 March 29 X1 solar flare
The 2014 March 29 GOES class X1 flare (SOL20140329T17:48) is one of the best-observed and most-widely studied solar flares from Sunspot Cycle 24 (e.g., Heinzel and Kleint, 2014; Aschwanden, 2015; Battaglia et al., 2015; Young et al., 2015; Rubio da Costa et al., 2016; Rubio da Costa and Kleint, 2017; Woods et al., 2017; Kleint et al., 2018; Polito et al., 2018; Zhu et al., 2019). The flare was observed by the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al., 2014) with FUV and NUV longslit spectroscopy (see, e.g., Kleint et al., 2016; Kowalski et al., 2017a, for detailed descriptions of these spectra). Narrow-band (Δλ ∼ 4 Å), slit jaw images (SJI) in the NUV at Mg II 2796 (SJI 2796) and at 2830 Å (SJI 2832) are available for contextual information about the flare brightenings that cross the IRIS slit. For this study, a level-2, SJI 2832 image at 17:46 UTC is retrieved from the IRIS data archive hosted at the Lockheed Martin Solar and Astrophysical Laboratory3. The SJI 2832 image corresponds to the early impulsive phase of the hard X-rays at E ≥ 25 keV and has been analyzed in Kowalski et al. (2017a). The IRIS slit location stepped through the ribbons in this flare, resulting in a cadence of 75 s for the raster and SJI 2832 images. Following previous analyses (e.g., Kowalski et al., 2017a), we convert the level-2 data in units of DN s−1 pix−1 to an equivalent, constant intensity value, [image: image], over the SJI bandpass using the time-dependent effective area curves (Wülser et al., 2018) provided by the IRIS mission.
X-ray imaging data from the Reuven Ramaty High-Energy Solar Spectroscopic Imager (RHESSI; Lin et al., 2002) were retrieved from the new RHESSI data archive4. We use the 6–12 keV and 50–100 keV imaging over the time-interval of 17:45:58.7 to 17:46:32.0. We refer the reader to Battaglia et al. (2015) and Kleint et al. (2016) for higher temporal and spatial resolution analyses of the RHESSI data for the 2014 March 29 flare.
3 RADIATIVE-HYDRODYNAMIC FLARE MODELS
To model the rise/peak phase spectrum of the AD Leo flare, we use results from a grid of radiative-hydrodynamic (RHD) models calculated with the RADYN code (Carlsson and Stein, 1992, 1995, 1997, 2002; Allred et al., 2015). All of the details about the simulation setup will be described in a separate paper (Kowalski et al. in preparation), but a brief summary is presented here. To simulate flare heating, we model the energy deposition from a power-law distribution (hereafter, “beam”) of electrons, which is calculated in a 1D magnetic loop of half-length 109 cm, a constant surface gravity of log10 g/[cm s−2] = 4.75, and a uniform cross-sectional area. The effective temperature of the starting atmosphere is Teff ≈ 3600 K (see the Appendix of Kowalski et al., 2017b, for details regarding the starting atmosphere). The equations of mass, momentum, internal energy, and charge are solved on an adaptive grid with the equations of radiative transfer and level populations for hydrogen, helium, and Ca II. The electron beam is injected at the loop apex with a ramping flux to a maximum value at t = 1 s, followed by a decrease until t = 10 s according to the pulsed injection profile prescription in Aschwanden (2004). The heating rate as a function of depth is determined by the steady-state solution to the Fokker-Planck equation for energy loss and pitch angle scattering due to Coulomb collisions using the module that was further developed into the FP code (Allred et al., 2020). The heating rate is recalculated at every time-step in the radiative-hydrodynamic simulation (see Allred et al., 2015). In this first generation of models, return current electric fields and magnetic mirroring forces (Allred et al., 2020) are not considered. However, hydrogen Balmer line spectra (Hα, Hβ, Hγ) are properly modeled using the Doppler-convolved, TB09 + HM88 line profile functions (Smith et al., 1969; Vidal et al., 1970, 1971, 1973; Hummer and Mihalas, 1988; Tremblay and Bergeron, 2009), which accurately capture the pressure broadening from ambient, thermal electrons and ions in the density regimes of flare chromospheres (Kowalski et al., 2017b, 2022).
Stellar flare hard X-ray emission is below current detection limits, except in the most energetic events (e.g., Osten et al., 2007, 2016), and millimeter/radio observations at optically thin frequencies have been reported only recently (MacGregor et al., 2020). The paucity of direct constraints on accelerated electrons in stellar flares thus necessitates a grid of models covering a large parameter space of electron beam heating. Our grid of M dwarf flare models includes a large range of low-energy cutoff (Ec) values: 17, 25, 37, 85, 150, 200, 350, and 500 keV. All of the selected models from the grid are calculated for injected electron beam number fluxes with hard power-law indices of δ = 2.5 − 4, which are consistent with available stellar flare constraints (Osten et al., 2007; MacGregor et al., 2018, 2020, 2021). The peak injected beam energy flux densities (hereafter, “flux”) span four orders of magnitude: 1010 (F10), 1011 (F11), 1012 (F12), and 1013 (F13) erg cm−2 s−1. For this study, we select five models with maximum (“m”) injected beam fluxes of 1013 erg cm−2 s−1 (“mF13”), low-energy cutoffs of Ec = 37, 85, 150, 200, and 500 keV, and a power-law index of δ = 3; these are referred to as the mF13-37-3, mF13-85-3, mF13-150-3, mF13-200-3, and mF13-500-3 models, respectively5. These models are especially notable because they reproduce T ≈ 10, 000 K color temperatures in the blue-optical wavelength range and small Balmer jump ratios, as reported in many M dwarf flare spectral observations (e.g., Mochnacki and Zirin, 1980; Fuhrmeister et al., 2008; Kowalski et al., 2013, 2016). The justification for selecting these high-flux models will be discussed further in Section 4.2.
The mF13-37-3 model is a recalculation of the RADYN simulation from Kowalski et al. (2016) (see also Kowalski et al. (2015)) with a pulsed beam flux injection. The atmosphere in the new model follows a similar evolution with the development of a dense (ne = 5 × 1015 cm−3), cool chromospheric condensation at t ≈ 2.2 s. The mF13-85-3 and mF13-150-3 models produce relatively small amounts of coronal heating and relatively fast upflows ([image: image] km s−1) in the flare chromosphere because most of the beam energy is deposited into the deep chromosphere. Without magnetic mirroring and return current electric field forces, long-lasting chromospheric condensations do not develop as in the mF13-37-3 model. However, large ambient electron densities (ne ≈ 1 − 7 × 1015 cm−3) are attained due to thermal ionization of hydrogen by the beam heating in low-lying chromospheric layers (see the Appendices of Kowalski et al., 2017b, for a description of several, similar large, low-energy-cutoff models). These charge densities refer to the atmospheric (ambient/thermal) proton and electron densities that pressure broaden the hydrogen lines that we model in Section 4.2 and Section 4.3. The nonthermal electron densities are many orders of magnitude smaller in the chromosphere. The large, low-energy-cutoff models represent a semi-empirical approach in the spirit of the static flare atmospheres of Cram and Woods (1982), but the RADYN models include time-dependent atmospheric thermodynamics that are calculated self-consistently with beam heating.
In addition to the F13 models, a lower beam flux that has been used to model IRIS NUV spectra of a solar flare (Kowalski et al., 2017a) and the broadening of the hydrogen Balmer series (Kowalski et al., 2022) has been injected into our M dwarf atmosphere for a duration of 15 s. The electron beam parameters (Ec = 25 keV, δ = 4, flux of 5 × 1011 erg cm−2 s−1) for this model (“c15s-5F11-25-4”) were selected to be consistent with those that were inferred through the collisional thick target modeling of RHESSI hard X-ray data of the 2014 March 29 solar flare (Kleint et al., 2016). Similar to the analogous simulation in the solar atmosphere, a dense chromospheric condensation develops by t ≈ 4 s with densities of ne ≈ 5 × 1014 cm−3. We also calculate a model (m5F11-25-4) with a shorter, pulsed injection profile in the same form as for the pulsed F13 beams. Several other models that are considered in this work are two intermediate flux models (mF12-37-3 and m2F12-37-2.5) with hard power-law distributions (δ = 2.5 and 3) and intermediate low-energy cutoff values (Ec = 37 keV). A similar model to the mF12-37-3 beam was analyzed in Namekata et al. (2020), who found satisfactory agreement between the broadening of the hydrogen Balmer α emission line in the model and in the observation of a superflare event from AD Leo.
The parameters of the RHD models that are used in the remainder of this work are summarized in Table 1.
TABLE 1 | RADYN electron beam heating models.
[image: Table 1]4 MODEL SPECTRUM ANALYSIS
We leverage the new hydrogen pressure broadening profiles that have been incorporated into RADYN to examine the models that reproduce the Balmer jump strength and blue-optical continuum color temperature. The Balmer Hγ emission line broadening and nearby blue-optical continuum fluxes of the Great Flare are the focus of our modeling analyses (Section 4.1 and Section 4.2). In Section 4.3, we extend the detailed calculations to spectra of the entire Balmer line series.
4.1 Average model line-to-continuum ratios
We first describe a simple method that allows comparisons of 1D loop models to the Great Flare spectra, which are not spatially resolved. Over an exposure time of 180 s, we reasonably expect that many sequentially ignited, spatially distinct, Δt = 10 s pulses accumulate flare radiation in the spatially unresolved, observed flare spectrum. For each RHD model, we thus calculate a coadded spectrum from the radiative surface flux spectra at every Δt = 0.2 s by temporal averaging over the duration given by tend in Table 1. These coadded spectra are used in all analyses, unless otherwise indicated.
Several coadded F13 model spectra around the Hγ emission line are normalized to the observed continuum flare-only flux averaged over λ = 4155 − 4185 Å in the Great Flare (Figure 2). With an older, less accurate prescription of hydrogen line pressure broadening, Kowalski et al. (2015) found that a coadded F13 model with a double power-law beam distribution and Ec = 37 keV was an adequate model of the early/mid rise phase of a giant flare from the dM4.5e star YZ CMi. As Figure 2 clearly demonstrates, the mF13-37-3 model profile with the updated hydrogen broadening is far too broad even though times when the chromospheric condensation is not extremely dense and the emission lines are relatively narrow are included in the coadd. The coadded mF13 spectra from the models with large, low-energy-cutoffs (Ec = 85 − 150 keV) adequately account for some or all of the flux in the Hγ wings, but these models of deep flare heating vastly under-predict the relative Hγ line-peak flux.
[image: Figure 2]FIGURE 2 | Comparisons of several F13 model spectra of Hγ directly from RADYN (and thus have relatively coarse wavelength sampling in the far wings) to the Great Flare rise/peak phase spectrum. Each model has been scaled to the observed continuum flux, C4170’. The mF13-37-3 model prediction is far too broad, while the mF13-85-3 and mF13-150-3 models do not exhibit an amount of broadening that exceeds the observation in the line wings. The dashed line shows a detailed continuum spectrum that is interpolated to the wavelengths over the Hγ line.
To quantitatively assess the models, we calculate several quantities from the detailed Hγ line profiles and the continuum spectra. Specifically, we calculate the continuum-subtracted, preflare-subtracted, line-integrated flux over the Hγ emission line (hereafter, [image: image]), the preflare-subtracted flux6 at λ = 4170 Å (hereafter, C4170’), and the ratio of these quantities (Table 1). The 5F11 and F12 models produce ratios that are far too large compared to [image: image]/C4170’ ≈ 20 that is calculated from the Great Flare observation (Kowalski et al., 2013), while the ratios from the F13 models with large low-energy cutoffs are too small. This motivates linear superpositions of two RHD model components–one high-flux (F13) component and one lower-flux (5F11 or F12) component–to comprehensively reproduce the observed line-to-continuum ratios, the shape of the Hγ wing broadening, and the Hγ emission line peak flux.
4.2 Two-component model fits to the Hγ line in the AD Leo great flare
A linear superposition of a high flux (F13), large low-energy cutoff beam component and a lower flux (5F11, F12, or 2F12), smaller low-energy cutoff beam component is represented by the equation (Eq. 1),
[image: image]
where [image: image] is the model flux at Earth. The filling factor, X, is the exposure-time-averaged fraction of the visible hemisphere of the star that is flaring with the temporal coadd of the radiative surface flux spectrum, Sλ, calculated from each RHD model component. Rstar = 3 × 1010 cm is the radius of AD Leo, and d = 1.5 × 1019 cm is the distance to the star. The preflare model surface flux spectrum is subtracted to give the flare-only, model surface flux spectra, [image: image], in Equation 1. To mitigate systematic errors in the far wings of the Hγ line (Figure 2), which are coarsely sampled at 31 wavelength points in the RADYN calculation, we recalculate7 the emergent surface flux spectra using a Feautrier solver on a 327 point wavelength grid with the frequency-independent, non-LTE source function from RADYN and a four-point, third-order interpolation of the line profile opacity from the Appendix of Vidal et al. (1973). The emergent radiative flux spectra of Hγ are time-averaged over the duration of each simluation, convolved with a Gaussian with a full-width-at-half maximum that corresponds to the instrumental resolution of 3.5 Å, and binned to the wavelengths of the Great Flare spectra.
We perform an inverse-variance-weighted, linear least-squares fit of the two parameters XF13 and X5F11 to the observed spectrum around the Hγ line. The model surface flux spectra are the basis functions in the nλ × 2 design matrix, Λ. The maximum likelihood (ML) estimates of the parameters are given by the standard matrix equation (Eq. 2),
[image: image]
where [image: image] is the observed nλ × 1 flare-only flux at Earth (hereafter dropping the vector notation) as a function of wavelength and the nλ × nλ covariance matrix C is populated with independent, Gaussian uncertainties, which are estimated from the data, [image: image]. The wavelength range from λ = 4320 − 4361 Å is used in the fits, which are performed for all combinations of two models from the grid. The models in Table 1 are among the combinations with the lowest values of χ2 and were thus chosen as the focus of this study. Figure 3 shows the result of one of the best fits with [image: image] for 21 degrees of freedom (dof). The quality of this fit is representative of many such results with two RHD component spectra consisting of a high-flux, large low-energy cutoff beam and a lower-flux, smaller low-energy cutoff beam. In the right panel of Figure 3B, we show likelihood contours for this fit to visualize typical uncertainties on the maximum-likelihood estimates of the parameters. The comparisons of the inferred filling factors of the high-flux (e.g., F13) and lower-flux (e.g., 5F11) models in each fit will be more useful in comparison to solar flare data (Section 5.3), and therefore we report values of [image: image]. For the model combination in Figure 3, the best-fit parameters and standard error propagation give Xrel = 2.28 ± 0.08. The value of [image: image]C4170’ = 19.9 is remarkably consistent with this measured quantity from the observed flare spectrum.
[image: Figure 3]FIGURE 3 | (A) A representative example of a satisfactory, two-component (mF13-85-3, m5F11-25-4) RHD model fit to the observed Hγ line profile and nearby continuum flux in the Great Flare of AD Leo. (B) Constant joint-likelihood contours for the model fit in the left panel. The maximum-likelihood estimates of the parameters and 1σ, Gaussian marginal uncertainties are [image: image] and [image: image] with a correlation coefficient of ρ = −0.53.
The results for several representative combinations of models in Table 1 with small values of χ2 are presented in Table 2, indicating a range of values of Xrel ≈ 1.5 − 10. Since these fits include only the Hγ line data for this flare, the relatively small differences in the various χ2 values in Table 2 are not strictly indicative of a global minimum. The vast majority of all model combinations from the entire grid, however, result in χ2 values far in excess of those shown in Table 2. We think that an exploratory approach to the model grid predictions is more productive than an effort to find one model that best satisfies all constraints from the data, given the many assumptions in the RHD modeling (e.g., specific choice of low-energy cutoff values in the grid, assumptions of constant-area loop geometry and a constant power-law index value over each pulse). The small values of χ2 are thus most informative for limiting the vast parameter space for further comparisons of our general modeling paradigm to the multi-wavelength data of the Great Flare.
TABLE 2 | Least-squares fitting results for Hγ.
[image: Table 2]4.3 Models of the balmer limit
In order to robustly extrapolate the models of this flare to the NUV wavelength range that was not observed during most of the impulsive phase, the Balmer jump strength in the observation should be satisfactorily reproduced. However, many linear combinations of two models in the RADYN flare grid produce small Balmer jump ratios that are consistent with the measured range (χflare ≈ 1.7 − 1.9; Kowalski et al., 2013) from the spectrum of the Great Flare. For supplementary constraints, we compare the details of the merging of the Balmer series at λ = 3646 − 4000 Å. The last visible Balmer emission line is often used as an indication of the electron density, and Hawley and Pettersen (1991) discusses that the Balmer lines up to and including H15 or H16 are resolved in the Great Flare spectra. Thus, our RHD model combinations should reproduce this salient property.
We use the RH code (Uitenbroek, 2001) with a 20-level hydrogen atom and the occupational probability modifications to the bound-bound and bound-free opacities that account for level dissolution at the Balmer limit (Dappen et al., 1987; Hummer and Mihalas, 1988; Nayfonov et al., 1999; Tremblay and Bergeron, 2009). The RH calculation setup is the same as described in Kowalski et al. (2017b). These calculations are intensive because they involve a large numerical convolution at each atmospheric depth, and not every time-step in all models readily converges to a solution. To demonstrate a representative solution with the two-component modeling approach from the previous section, we use atmospheric snapshots from the mF13-150-3 simulation at t = 0.0, 0.4, 1.0, 2.0, 4.0, 6.0, 8.0, 9.8 s and a snapshot from the m5F11-25-4 simulation at t = 0.8 s. The F13 model spectra are coadded, and the preflare spectrum is subtracted from the two model components. We then use the equation (Eq. 3),
[image: image]
to solve for Xrel given [image: image]. The total two-component model flux spectrum is scaled to the continuum flare flux, C4170′, in the observed spectrum. For the two-component model combination above, a value of Xrel ≈ 3.9 is obtained, which is close to 4.5 that is obtained from fitting the Hγ line profile (Table 2). We convolve the flare model with the spectral resolution of the data and show the result against the observations in Figure 4, which demonstrates consistency with the observed Balmer jump flux ratio, the detailed merging of the line series wings, and in the bluest visible Balmer line. Without the additional narrow-line flux from the 5F11, the highest balmer line in emission is H13, which is inconsistent with the observations. Without the continuum and Balmer wing flux from the F13 model, the Balmer jump ratio and the [image: image] value from the 5F11 model are far larger (Table 2) than measured from the observed spectrum.
[image: Figure 4]FIGURE 4 | (A) RH calculations with non-ideal opacity effects at the Balmer limit. A linear superposition of the mF13-150-3 model, averaged over its duration, and the m5F11-25-4 model at t = 0.8 s is shown for the combination that is constrained by a value of [image: image] that is measured from the observed spectrum. The individual component model calculations are shown: the m5F11 contributes to the narrow hydrogen line flux, the highest order Balmer lines, and optically thin Balmer continuum flux in addition with the optically thick Balmer continuum flux from the F13. The mF13 model accounts for nearly all of the optical continuum flux and far wing radiation. (B) The pseudo-continuum from the merging of the Balmer H8—H15 line wings, the dissolved level continuum between the lines, the fading of the emission line fluxes into the dissolved-level continuum at λ < 3700 Å, and the bluest Balmer line (H15) are adequately reproduced in the RHD model superposition. The wavelengths of the hydrogen series and a helium I line noted by Hawley and Pettersen (1991) are indicated.
4.4 Broadband continuum fitting
In this section, we fit the observed continuum fluxes from the FUV to the red-optical during the early impulsive phase of the AD Leo Great Flare to compare to the results from fitting to the Hγ spectrum (Table 2) and high-order series merging (Section 4.3).
Figure 5 shows a comparison of the detailed continuum fluxes for several combinations of the models that satisfactorily explain the early-impulsive phase, blue-optical spectrum of the Great Flare of AD Leo. A representative RHD model combination (mF13-150-3, m5F11-25-4 (t = 0.8s)) from Section 4.3 exhibits a peak at λ ≈ 2350 − 2400 Å followed by a turnover toward shorter wavelengths. Qualitatively, these properties are consistent with FUV constraints of this superflare and other, smaller flares from AD Leo (Hawley et al., 2003), but the IUE/SWP observation allows a more detailed comparison. To adjust the flux calibration of the data for the different exposure times between the early-impulsive phase, IUE/SWP spectrum (t < 900 s in Figure 1) and the λ > 3560 Å ground-based spectrum (t = 542 ± 90 s in Figure 1; see Section 2), we apply the relative scaling between the U-band and the FUV continuum flux at λ ≈ 1600 Å within the first 900 s of the flare that is presented in the upper left panel of Figure 11 of Hawley and Fisher (1992). The relative scale factor (1.3) is used to adjust the lower envelope of the SWP continuum flux relative to a synthetic U-band flux that we calculate from the blue-optical spectrum. The scaled and original IUE/SWP spectra are shown in Figure 5. We also include the V- and R-band photometry from the same figure in Hawley and Fisher (1992) and apply the scaling in the same way as for the FUV continuum. We calculate two-parameter, linear least-squares fits to the seven flare-only flux measurements of the continuum in the Great Flare8. Minimizing χ2 (Section 4.2) gives several combinations of models with very large low-energy cutoffs (Ec = 350 − 500) as the XF13 model component superimposed with the m2F12-37-2.5 model spectrum. Note, the m2F12-37-2.5 model is the only simulation in our RADYN grid with such a hard, δ < 3, electron beam power-law index.
[image: Figure 5]FIGURE 5 | (A) Models of the early-impulsive phase broadband continuum flux distribution of the Great Flare of AD Leo compared to the IUE/SWP spectrum, optical ground-based spectrum, and broadband V and R photometry. All observed fluxes have been adjusted to the synthetic U-band flux according to the broadband distribution at t = 0 − 900 s in Figure 11 of Hawley and Fisher (1992). The wavelength-binned, flare-only fluxes that are used to fit the models are indicated by square symbols with a best-fit, two-component RHD model continuum spectrum shown as the solid red line. Other model predictions are scaled to the observations as follows: the blackbody functions are scaled to the R band flux observation, and the other two RHD models are scaled to the average continuum flux at λ = 4155 − 4185Å. (B) Individual model components in the best-fit mF13-500-3 + 11.9× m2F12-37-2.5 combination, which compares the relative contributions to the spectral luminosity of the continuum radiation in the Great Flare. The m2F12-37-2.5 model component is also shown without scaling by the best-fit filling factor to facilitate direct comparison to the radiative surface flux of the mF13-500-3. (C) Best-fit Hγ line profile model using the mF13-500-3 and m2F12-37-2.5 flux spectra gives a similar value of Xrel as for the fits to the broadband continuum fluxes.
The best-fit superposition of the mF13-500-3 and m2F12-37-2.5 radiative flux spectra is shown in Figure 5A (top panel) with Xrel ≈ 11.9. Notably, this fit comprehensively accounts for the slope of the lower-envelope of the FUV flare spectrum, the Balmer jump strength, and the optical continuum constraints. The middle, left panel of Figure 5B shows the contributions of the individual model components to the spectral luminosity of the flare continuum from the 'panel (A). The mF13-500-3 accounts for most of the FUV continuum luminosity, whereas the Balmer jump in the m2F12-37-2.5 contributes a larger fraction in the NUV and in the U band. At optical wavelengths, relative contributions to the blue continuum spectral luminosity are about equal, but the lower beam-flux model is larger toward near-infrared wavelengths. The comparisons of the surface flux spectra without adjustments by the best-fit filling factors emphasize that the F13 model is the much brighter source at all wavelengths. A fit using these two model component to the observed Hγ line profile (Section 4.2) is shown in Figure 5C (bottom, right panel); the fit is excellent and, moreover, returns a similar, independent estimate for the parameter Xrel = 9.6 (Table 2).
The fully-relativistic electron beam parameters of the mF13-500-3 beam are rather extreme, but they are not without precedent and sufficient semi-empirical necessity. Kowalski et al. (2017b) used a superposition of three RADYN simulations to model the decay phase spectra of a superflare from the dM4.5e star YZ CMi. A RADYN model with a constant electron beam energy flux injection of 2 × 1012 erg cm−2 s−1, a low-energy cutoff of Ec = 500 keV, and a power-law index of δ = 7 was used to explain the spectra of a secondary flare event, which exhibit features that are similar to an A-type star photospheric spectrum: namely, broad Balmer lines and a Balmer jump “in absorption” (see also Kowalski et al., 2012, 2013). Secondary flare events in the decay phase of a large flare from the young G-dwarf, EK Dra, were reported in Ayres (2015) to exhibit a response in only the FUV continuum. Finally, we note that increasing the value of Xrel after the peak flare phase may be able to explain the relatively rapid nature of the FUV continuum radiation that has been reported in other M dwarf flares (Hawley et al., 2003; MacGregor et al., 2020).
5 DISCUSSION
5.1 Summary of fitting results
We fit the Great Flare impulsive phase (rise/peak) spectrum using simulations of electron beam heating from a new grid of RADYN flare models. The data require two, independent RHD model components, resulting in relative filling factors (Xrel) of the components between [image: image], with the lower beam flux model component exhibiting the larger filling factor. The time-evolution of the simulated atmosphere and emergent radiative flux spectra over each heating pulse is included in these comparisons to the data. Several examples of fits were presented and discussed. The shape of the Hγ line profile far into the wings and nearby continuum flux constrains combinations of a high-flux model (F13) with large low-energy cutoff values (Ec = 85 − 500 keV) and a lower-flux model (5F11–2F12) with smaller low-energy cutoff values (Ec = 25 − 37 keV). In the (mF13-85-3, m5F11-25-4) spectral luminosity, most of the Hγ wing broadening and blue-optical continuum radiation is attributed to the F13 model component. In the (mF13-200-3, mF12) model fits, most of the blue-optical continuum luminosity is due to the F13 spectrum, but much of the wing broadening can be attributed to the lower beam flux, F12, component. This is qualitatively consistent with the modeling results from Namekata et al. (2020), who found that similar F12 electron beam models produce satisfactory agreement in the broadening of the Hα line in a superflare. In their work, however, detailed comparisons to the spectra of the blue-optical continuum radiation were not possible.
We examined the prediction of one of the fits to the Great Flare Hγ line against the spectrum of the hydrogen series at the Balmer limit; there is remarkable agreement with the highest-order Balmer line in emission and with other features in the rise/peak spectrum (Figure 4). Models are also independently fit to the broadband photometry and spectral distribution during the first 900s of the Great Flare, and the superposition of spectra from the mF13-500-3 (or mF13-350-3) and the m2F12-37-2.5 RHD model components gives an excellent fit; moreover, this fit results in about the same relative filling factor as inferred from the Hγ line profile fitting. For this combination of models, the relative contributions to the optical continuum luminosity are comparable, but the Ec = 500 keV model dominates the FUV flare luminosity. In all model combinations, the F13 model component produces the brightest continuum surface flux.
In this section, we use the results from the fits to discuss the implications for models of the NUV radiation environment of the habitable zones of low-mass flare stars (Section 5.2). Then, we examine a high-spatial resolution image of a widely-studied X-class solar flare to speculate on the origin of these two spectral components in terms of solar flare phenomenology (Section 5.3). We show how the relative filling factors of the two model components are consistent with the relative areas of solar flare kernels and ribbon intensities, respectively, in the impulsive phase of this solar flare. In Section 5.4, we discuss further empirical investigation to anchor the two-component continuum and Hγ broadening models of stellar flares in reality.
5.2 The NUV radiation field in habitable zones of low-mass, flare stars
The detailed RHD models provide insight into the magnitude of the possible systematic errors for the inferred NUV radiation field in the habitable zones of low-mass flare stars. The RHD spectra in the NUV reveal that simple extrapolations from flare photometry in the red-optical and near-infrared (e.g., from the Kepler or TESS bands) that do not account for the Balmer jump strength, may result in rather large systematic modeling errors. We scale a T = 9000 K and T = 10, 000 K blackbody to the observed R-band flux of the Great Flare in Figure 5A (top panel). Compared to the RHD models, the blackbody models under-predict the λ = 1800 − 3646 Å flare-only flux by factors ranging from 1.2 to 2.0. The peaks and slopes of the UV and U-band continuum spectra are largely in disagreement as well. Scaling all models to a common RHD continuum flux at a redder continuum wavelength, λ = 7810 Å, that is closer to the central wavelength of the TESS white-light band (Figure 5) generally results in larger underestimates of the NUV continuum flare-only flux by factors up to 2.6. The inadequacies of single-temperature, blackbody models are even more evident at λ = 1100 − 1800 Å and in the expected amount of Lyman continuum fluxes at λ ≲ 911 Å (not shown) that are present in the RHD model spectra.
The recent laboratory experiments of Abrevaya et al. (2020) measured survival curves of microorganisms that were irradiated by sustained fluxes of monochromatic NUV light at λ = 2540 Å. In the worst-case scenario of direct irradiation, they found that a large UV-C flux from a superflare in the habitable zone (d = 0.0485 au; Anglada-Escudé et al., 2016) of the dM5.5e star Proxima Centauri fails to terminate biological function in a small but non-negligible fraction of the initial sample. The UV-C flux9 of 92 W m−2 was calculated by scaling a T = 9000 K blackbody curve to the peak magnitude change in the Evryscope g′ bandpass as described in Howard et al. (2018); we refer the reader to Law et al. (2015) and Howard et al. (2019) for details about the Evryscope survey. We estimate that the peak B-band (λ = 3910 − 4890 Å) luminosity of the Great Flare of AD Leo was at least a factor of three larger than the g′-band (λ ≈ 4050 − 5500 Å) peak luminosity of the Proxima Centauri superflare. If a flare as luminous as the Great Flare (and the same in all other regards) were to occur on Proxima Centauri, the RHD models in Figure 5 predict UV-C, impulsive-phase, habitable-zone fluxes of 800 − 1000 W m−2. This range is rather similar to the habitable-zone, UV-C fluxes inferred in Howard et al. (2020) using extrapolations from much higher temperature blackbody fits to broadband optical and near-IR photometry. As Howard et al. (2020) discuss, it would be interesting for laboratory experiments to determine whether there is an upper limit to the UV-C flux at which a microbial population achieves a steady-state survival fraction.
The pioneering study of Segura et al. (2010) combined the multi-wavelength AD Leo flare spectra for empirically-driven photochemistry and surface UV dosage modeling of an Earth-like planet in the habitable zone at d = 0.16 au from a dM3 star. In their approach, Segura et al. (2010) used the first IUE/LWP (NUV) spectrum available (starting at 5:00 UT in Figure 1) to bridge the blue-optical and IUE/SWP spectra during the early impulsive phase in the first 900 s of Figure 1. This approach assumes that the peak impulsive-phase NUV flare spectrum is the same as that at the end of the fast decay and start of the gradual decay phase in this event. At longer wavelengths, this assumption is not consistent with analyses of more recent, time-resolved spectra (Kowalski et al., 2013). However, we think that this approach is reasonably justified given the vagaries inherent in such spectral observations with relatively long exposure times that are not contemporaneous within the Great Flare.
Our scaling of the IUE/SWP spectrum (Figure 5) follows a different approach and is consistent with the relative surface fluxes at λ ≈ 1600 Å and the U band that are shown in the upper left panel of Figure 11 of Hawley and Fisher (1992) and in Table 5 of Hawley and Pettersen (1991). In the IUE/LWP decay phase spectra of the Great Flare, the ratio of the λ = 2800 Å to λ = 2000 Å continuum fluxes is [image: image] (Hawley and Pettersen, 1991, see also Segura et al. (2010)), which effectively force the FUV continuum flux to a lower value relative to the fluxes at longer wavelengths in the NUV and U band. In our best-fit (mF13-500-3, m2F12-37-2.5) continuum flux model of the early impulsive phase (Figure 5), the λ = 2800 Å to 2000 Å continuum flux ratio is only 1.3. Thus, one expects the wavelength-integrated, UV-C flux of this model combination to be a factor of [image: image] larger than the empirical model of Segura et al. (2010), assuming equal top-of-the-atmosphere fluxes at λ ≈ 2800 Å. However, further comparison reveals that the Segura et al. (2010) composite flare spectrum is similarly flat at λ ≳ 2400 Å. This effect is apparently due to the large number of blended (and saturated) Fe II and Mg II emission lines, which are generally much more prominent relative to the flare continuum radiation in the decay phase (Kowalski et al., 2019b). This coincidence is fortuitous for many follow-up studies (e.g., Venot et al., 2016; Tilley et al., 2019) that have adopted the composite NUV flare spectra from Segura et al. (2010) for photochemistry modeling: the pseudo-continuum of blended, saturated lines in the decay phase of the Great Flare mimics the shape of our RHD model continuum distribution that best reproduces the available observations in the rise and peak phases.
5.3 A solar flare “kernel + ribbon” interpretation of the great flare rise/peak phase
In this section, we argue that the results from the two-component model RHD fits are ostensibly consistent with the relative areas of high-intensity and medium-intensity sources in the impulsive phase of well-studied solar flare. The IRIS SJI 2832 image during the impulsive phase of the 2014 March 29 X1 solar flare is shown in Figure 6. We calculate the areas corresponding to several intensity ranges in the SJI 2832 image: [image: image] erg cm−2 s−1 sr−1 Å−1 (faint threshold), 4 − 8 × 106 erg cm−2 s−1 sr−1 Å−1 (medium threshold), and [image: image] erg cm−2 s−1 sr−1 Å−1 (bright threshold). The bright threshold selects the pixels corresponding to the bright kernel (which is referred to as BK#1 in Kowalski et al., 2017a), and the medium threshold corresponds to the elongated ribbons on both sides of the brightest kernel10. In Figure 6, the dashed contour outlines the faint threshold area, the green-colored pixels correspond to the medium threshold pixels, and the purple and white pixels isolate the bright threshold kernel. We sum the exclusive areas within these three intensity ranges, and the equivalent circular areas that correspond to the assumed stellar footpoint geometry (Eq. 1) are illustrated in the bottom left of the figure. The ratios of these areas are ≈ 25:5:1 for the faint:medium:bright areas, respectively. Coincidentally, the ratio of medium:bright areas is 5:1, and the ratio of faint:medium brightness areas is also 5:1. These ratios are very similar to the areal ratios (Xrel; Table 2) that we inferred between the higher flux and lower flux models through our spectral fitting to the AD Leo Great Flare. Thus, we attribute the two model components as representing a bright kernel–or several bright kernels–and fainter ribbons over a larger area.
[image: Figure 6]FIGURE 6 | IRIS SJI 2832 image during the hard X-ray impulsive phase of the 2014 March 29 solar flare. The spatial resolution of the IRIS image is 0.′′4 (0.′′167 pix−1; 724 km arcsec−1). The projected, exclusive areas of 2.3 × 1017, 3.9 × 1016, and 8.6 × 1015 cm2 correspond to the intensity ranges indicated in the figure below the equivalent circular areas. Note, an excess image formed by subtracting the image from 150 s earlier reveals much fainter emission; in this case, an excess threshold value of 6 × 105 erg cm−2 s−1 sr−1 Å−1 (Kowalski et al., 2017a) show that the faintest parts of the ribbons extend over an area of [image: image] cm2. The RHESSI X-ray contours are plotted at 25, 50, 75, and 90% of the maxima.
The two RHD model components could also represent the faint-intensity and medium-intensity areas, respectively, which exhibit an areal ratio of 5:1. To justify this interpretation as the less plausible analogy for stellar flares, we bring in analyses of a solar, RADYN flare model (“c15s-5F11-25-4.2”) from Kowalski et al. (2017a) and Kowalski et al. (2022). Kowalski et al. (2017a) synthesized the SJI 2832 intensity from this model, accounting for the emission lines and continuum response in this bandpass. At the brightest times of the 5F11 model (t ≈ 4 s), they calculate a synthetic SJI 2832 intensity of [image: image] erg cm−2 s−1 sr−1 Å−1, which is consistent with the brightest pixels in Figure 6. Since this study, a detailed identification of the emission lines that contribute to the SJI 2832 data in solar flares has been presented (Kowalski et al., 2019a, see also Kleint et al., 2017), and several updates to the atomic physics of Fe II have been implemented (which are to be described elsewhere in detail). The new calculations result in fainter emission line flux but similar redshift evolution of the Fe II lines. Averaging the solar c15s-5F11-25-4.2 model from Kowalski et al. (2022) over a simulated SJI 2832 exposure time of 8 s, so as to be directly comparable to the brightest pixels in the data in Figure 6, results in a synthetic model intensity of only [image: image] erg cm−2 s−1 sr−1 Å−1. This intensity is above the medium-intensity threshold area corresponding to the green-colored ribbon pixels in Figure 6, but it is not nearly as bright as the most intense pixels. The IRIS raster clearly “steps over” the brightest kernel11 in Figure 6 (see Figure 1 in Kowalski et al. (2017a) and the discussion in Kleint et al., 2016). Thus, the 5F11 electron-beam, solar flare modeling with a small, low-energy cutoff is apparently most appropriate for the medium-intensity ribbons instead of the fainter ribbons that extend beyond the hard X-ray contours or the brightest pixels at the centroid of the hard X-ray contours. The faintest ribbon intensity in the impulsive phase12 may correspond to locations of impulsive energy deposition by thermal conduction (Battaglia et al., 2015; Ashfield et al., 2022) and/or XEUV backheating over a large area (Fisher et al., 2012). The latter has been investigated in detail with 1D non-LTE models for the Great Flare data (Hawley and Fisher, 1992); we speculate that radiative backheating from an arcade of hot loops (e.g., Kerr et al., 2020) may account for additional Ca II K line flux in the model spectra in Figure 4A (top panel).
Is there evidence that a much stronger source of heating than a 5F11 beam contributes to the brightest SJI 2832 kernel pixels in this solar flare? Using an even brighter intensity threshold of [image: image] erg cm−2 s−1 sr−1 Å−1 to mask the solar flare kernel in Figure 6 gives an area of 3.3 × 1015 cm−2, or four IRIS pixels. Dividing this area into the nonthermal electron power (8 × 1027 erg s−1) above 20 keV that is inferred through standard collisional thick target modeling in Kleint et al. (2016) gives an injected electron beam flux of 2 × 1012 erg cm−2 s−1 (2F12). This is not as high as the maximum injected beam fluxes in the F13 models, but it is much larger than typically considered in solar flare RHD modeling. This line of reasoning implies that a much higher beam flux model is a more appropriate collisional thick target inference for the brightest SJI 2832 kernel in this solar flare. For these large beam fluxes, however, the standard assumptions in collisional thick target modeling of the hard X-ray footpoints are not applicable when the ambient coronal densities are small (Krucker et al., 2011). Although the RHESSI sources are largely unresolved (with a spatial resolution of 3.′′6, or 5.4 × 1016 cm2 at the Sun; Battaglia et al., 2015), the spatially integrated hard X-ray and IRIS SJI 2832 powers provide upper limits on necessitated modifications to the thick-target physics (e.g., Kontar et al., 2008; Brown et al., 2009; Kontar et al., 2012; Hannah et al., 2013; Alaoui and Holman, 2017; Allred et al., 2020) that are implemented in future modeling of the heterogeneous atmospheric response within the hard X-ray source contours. Graham et al. (2020) investigated the deficiencies in chromospheric condensation model predictions of the red-wing asymmetry evolution of Fe II flare lines in IRIS spectra. Resolving the disagreements, and drawing on implications for the standard collisional thick target inferences of beam parameters, would greatly enhance the realism of the analogous stellar flare RHD component with small low-energy cutoff values.
5.4 Future observational constraints
Graham et al. (2020) used two intensity thresholds in faster-cadence SJI 2796 imaging of a different X1 solar flare to quantify newly brightened areas as a function of time. The ratios of these areas are [image: image], and the areal evolution is rather similar to the timing of the spatially integrated, hard X-ray emission peaks from Fermi/GBM. Further verification of the heterogeneity between kernel and the medium-brightness ribbon pixels are clearly needed from solar flare spectral observations. One such unexplored constraint is the NUV and FUV continuum evolution from IRIS flare spectra. In Figure 5A (top), we show the locations of two continuum windows in the IRIS spectra around λ ≈ 2826 Å and λ ≈ 1349 Å. The two spectral components obtained from our fits exhibit distinct, time-dependent C2826′/C1349′ emergent intensity ratios. A detailed investigation of the relative continuum intensities for a large sample of solar flares would help to determine the heterogeneity of the atmospheric response between the brightest kernels and nearby bright ribbons.
Reality checks could also be attained through spatially resolved characterization of the hydrogen Balmer line broadening along the slit length of observations of solar flares with the Visible Spectropolarimeter (ViSP; de Wijn et al., 2022) on the Daniel K. Inouye Solar Telescope (DKIST; Rimmele et al., 2020). Our stellar flare phenomenological modeling paradigm (Section 5.3) implies that the continuum-subtracted effective widths of the Hγ emission line (Kowalski et al., 2022) from the emergent intensity spectra of the brightest kernels should exhibit much larger effective widths (Table 1, rightmost column) than the medium-brightness ribbon component. In solar observations, the pixels with the largest Hγ effective widths should also show the brightest blue-optical continuum intensity. A statistical classification of hydrogen line spectra should reveal distinct components that correlate with timing and position along the solar flare ribbons, similar to the groupings that were reported for a large sample of Mg II flare lines in IRIS spectra (Panos et al., 2018).
On the stellar side, high-cadence spectral observations of low-mass stellar flares at λ = 1800 − 3200 Å during the impulsive phase would clarify how the NUV continuum flux peaks and turns over into the FUV in events like the Great Flare, which exhibits a small Balmer jump and a highly-impulsive, broadband temporal evolution. The Cosmic Origins Spectrograph on the Hubble Space Telescope provides such an opportunity: the G230L grating with a central wavelength at λ = 3000 Å gives simultaneous spectral coverage at λ = 1700 − 2100 Å and λ = 2800 − 3200 Å, which would provide the necessary observations to test the RHD models. Recently, Kowalski et al. (2019b) reported on flare spectra from the Cosmic Origins Spectrograph (using a different central wavelength) and constrained the peak continuum flux to the U band. It was argued that these events are gradual-flare (GF) events with large Balmer jumps and large line-to-continuum ratios, which are in stark contrast to the measured quantities from the Great Flare optical spectra. We briefly comment that our two-component modeling can readily reproduce the properties of these gradual-type flare events as well. For example, a two-component model consisting of the mF13-150-3 and the m5F11-25-4 spectra with Xrel ≈ 90 results in a Balmer jump ratio of 3.9 and a value of [image: image], which are consistent with the quantities from HST-1 in Kowalski et al. (2019b). A parameter study of the detailed hydrogen line broadening and NUV spectra are planned as the subject of Paper II in that series.
6 SUMMARY AND CONCLUSION
We have comprehensively modeled the multi-wavelength spectra during the rise and peak phase of the Great Flare of AD Leo (Hawley and Pettersen, 1991). We have shown that fitting two RHD spectral components to the detailed properties of the hydrogen series using an updated treatment of the pressure broadening, combined with a mechanism that heats deep chromospheric heights to T ≳ 104 K, is readily feasible with satisfactory statistical significance. This semi-empirical modeling approach accounts for the evolution of height- and wavelength-dependent emission line and continuum opacities in the flare atmosphere, which is self-consistently calculated in response to high-flux electron beam heating. A simulation (Kowalski et al., 2015, 2016) with a large electron beam flux and the largest low-energy cutoff value range (≲ 40 keV) that is inferred from solar flare data (Holman et al., 2003; Ireland et al., 2013) produces a dense chromospheric condensation and hydrogen Balmer wings that are far too broad compared to the observation. Models that exhibit a large (≳ 85 keV), low-energy cutoff and high electron beam flux ([image: image] erg cm−2 s−1) are able to explain the observed continuum distribution and highly broadened Balmer line wings that are within the constraints of the Balmer Hγ–H16 emission line series. Large, low-energy cutoffs are sometimes inferred in the so-called “late impulsive peaks” in solar flares (Holman et al., 2003; Warmuth et al., 2009), and significant progress has been made to improve the hard X-ray modeling of these events beyond the physics in the standard collisional thick target model (Alaoui and Holman, 2017).
A second, lower electron beam flux model exhibiting more similarities to nonthermal electron parameters that are typically inferred in collisional thick target modeling of hard X-ray data of solar flares (e.g., fluxes of 5 × 1011 erg cm−2 s−1, low-energy cutoffs of Ec ≈ 25 keV) is necessary to fit the narrower hydrogen Balmer emission peak fluxes and account for the bluest Balmer line in the AD Leo Great Flare spectrum. We suggest that this second component represents heterogeneity of nonthermal beam injection and the differences between bright, larger area ribbons and brightest kernel morphologies that are readily seen in the impulsive phase of solar flare imagery. However, further verification is needed from solar observations: specifically, comparisons of hydrogen spectra at different locations in early flare development are critical. The implementation of this two-component, semi-empirical RHD modeling approach to Balmer line profiles of other M dwarf flares with higher resolving-power, echelle observations is underway (Kowalski et al., 2022, ApJ that is currently in the bibliography; Notsu et al., 2022; in preparation) and will further constrain plausible linear combinations of RHD model spectra.
The effects of transient UV radiation during flares is a relatively new topic in the study of exoplanet habitability (e.g., surface dosages) and atmospheric photochemistry (e.g., ozone photodissociation). These studies would benefit from new NUV spectral observations of stellar flares. The semi-empirical combination of RHD model spectra that are fit to the Great Flare observations predict unexpected properties of the NUV continuum spectra of impulsive-type M dwarf flares with small Balmer jumps, highly broadened Balmer lines, and small line-to-continuum ratios. We conclude that small Balmer jumps, which appear as relatively small deviations from a T = 9000 K or T = 10, 000 K blackbody fit to optical data in some flares, actually are consistent with much more energetic sources of ultraviolet radiation than previously thought were possible from solar and stellar chromospheres.
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FOOTNOTES
1According to the World Health Organization, the ultraviolet is comprised of three bands: UV-C (λ = 1000 − 2800 Å), UV-B (λ = 2800 − 3150 Å), and UV-A (λ = 3150 − 4000 Å). We follow Abrevaya et al. (2020) and other recent studies of the biological impact of UV flares and denote the continuum radiation at λ = 2000 − 2800 Å as UV-C; the ultraviolet radiation at λ = 1000 − 2000 Å is also known as the very ultraviolet (VUV).
2Segura et al. (2010) refers to the spectrum at 915 s as the peak spectrum; this is S# 39 in the labeling scheme of Kowalski et al. (2013) and corresponds to the second, lower-amplitude peak in the impulsive phase.
3https://iris.lmsal.com/search/.
4https://hesperia.gsfc.nasa.gov/rhessi_extras/flare_images/image_archive_guide.html.
5A corresponding grid of models is calculated using a constant beam flux injection; these models are indicated with a “c”-prefix, such as cF13-85-3.
6Following traditional use, we denote flare-only quantities with a prime-symbol, and we refer to an observed spectral/monochromatic/specific flux density at Earth as the “flux”; we use “spectral luminosity” to refer to the luminosity per unit wavelength.
7All analyses have been performed on both the original 31-wavelength array and the 327-wavelength array.
8Instead of U and B-band photometry used for model fitting in Hawley and Fisher (1992), we use C3615’, C4170’, and C4400’ calculated from averages of the continuum fluxes at Δλ ≈ 30 Å around λ = 3615, 4170, 4400Å, respectively.
9For continuity with these studies, we momentarily express quantities in S.I. units.
10The medium threshold approximately corresponds to the “high thresh” area calculated from the excess intensity images in Kowalski et al. (2017a).
11We further confirm this by inspecting the Mg II slit jaw images: though large regions of the ribbon are saturated, most of the saturation occurs away from the slit.
12The next SJI 2832 image corresponds to the beginning of the fast decay phase of the hard X-rays, and the faint intensity threshold clearly selects a large area in the “wakes” of the bright ribbons. In these wakes, the emission lines may exhibit broad, nearly symmetric profiles as the red-wing asymmetries have coalesced with the line component near the rest wavelength (Graham et al., 2020) while the flare continuum intensity is still at a detectable level in the IRIS NUV spectra (Kowalski et al., 2017a; Panos et al., 2018; Zhu et al., 2019).
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Magnetic reconnection is a dynamic process that occurs in solar flares in a tenuous and hot environment. High-cadence, high-spatial resolution spectroscopic observations with the Interface Region Imaging Spectrometer (IRIS) have provided a unique window into the reconnection process that occurs during solar flares. IRIS has observed many consequences of the reconnection process, including detailed observations of outflows that are thought to be indicative of reconnection, possible observations of the termination shocks that are predicted by-products of reconnection, and observations of flare ribbons which are imprints of the reconnection process in the chromosphere. This paper will review these observations and put them in the context of flare models that predict reconnection signatures.
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1 INTRODUCTION
The standard reconnection model of flares predicts that reconnection happens in the current sheet region above an arcade of flare loops. There are many possibly observable consequences of this process. As the magnetic fields reconfigure, outflows form emanating from the reconnection point. These flows impinge on the already reconnected flare loops below, potentially causing termination shocks. The energy released from the reconnection process is deposited in the flare ribbons, which demarcate the boundary between the closed magnetic flux of the flare loops and the open flux above.
Some manifestations of these reconnection signatures have been previously observed. Outflows due to reconnection have been identified in images (e.g., Savage et al., 2010, 2012; Yu et al., 2020) and with spectroscopic observations (e.g., Wang et al., 2007; Hara et al., 2011). Some possible evidence for a termination shock in flares has been found by the Solar Ultraviolet Measurements of Emitted Radiation (SUMER; Wilhelm et al., 1995), which observed a large blue shifted wing in the Fe xxi 1354.08 Å line in the region above the flare loops (Innes et al., 2003). The EUV Imaging Spectrometer (EIS; Culhane et al., 2007) on the Hinode mission observed similar large enhancements in the blue and red wings of the Fe xxiv line (Imada et al., 2013). These flows were similar in magnitude and were interpreted as flows downstream of the termination shock. Flare ribbons are straightforward to observe, and their motion has frequently been used to estimate the rate of the reconnection happening in the corona (e.g., Qiu et al., 2004, Qiu et al., 2010).
The Interface Region Imaging Spectrograph (IRIS; De Pontieu et al., 2014) has unprecedented spatial resolution and temporal cadence, allowing for a clearer view of reconnection processes. IRIS obtains spectra from the chromosphere, transition region, and corona with 0.33–0.4 arcsec spatial resolution, up to two-second temporal resolution, and 1 km/s velocity resolution over a field-of-view of up to 175 arcsec × 175 arcsec. IRIS is an imaging spectrograph with a scanning slit with three spectral passbands in the ranges 1332–1358 Å, 1389–1407 Å, and 2783–2834 Å. The most useful lines for flares are the Fe xxi 1354 Å line, formed at about 10 MK, which is an ideal temperature for observing flare loops and the reconnection region, and chromospheric (Mg II h 2803 Å and Mg II k 2796 Å) and transition region (Si IV 1393.76/1402.77 Å) lines which are useful for observing flare ribbons. IRIS also has four slit-jaw imagers (SJIs), which observe in four different passbands (C II 1330 Å, Si IV Å 1400, Mg II k 2796 Å, and Mg II wing 2830 Å) with a field of view up to 130 arcsec × 175 arcsec and a spatial resolution of 0.33 arcsec/pixel. The mission’s achievements can be found in a recent review paper by De Pontieu et al. (2021).
Many of the spectroscopic observations mentioned above contained blends of Doppler shifted and stationary lines, requiring careful analysis and interpretation. The high spatial resolution of IRIS means that often important features in flares, such as upflows from chromospheric evaporation, are completely separated from any stationary component, making them easier to identify. Similarly, the fast temporal cadence means that evolution of the spectra is captured in fast-moving events such as flares. Below we will review some of the IRIS observations of reconnection outflows, termination shock signatures, and flare ribbons that have increased our understanding of the reconnection process.
2 RECONNECTION OUTFLOWS
One of the basic hallmarks of reconnection is bi-directional outflows from the reconnection point. Because of its sensitivity to the Fe xxi line, high time cadence and high spatial resolution, IRIS is capable of detailed observations of such outflows during a flare. For example, Tian et al. (2014) observed a strong redshift in the Fe xxi line during a C1.6 flare that occurred at about 17:19 UT on 2014 April 19 (SOL 2014-04-19T17:19 UT), as shown in Figure 1. This observation is unique in that the Fe xxi line is completely red-shifted, with no hint of a stationary component, as indicated by the green lines in Figures 1B,E. The location of the redshifted line is near the cusp of a hot flare loop as seen by the 131 Å channel of the Atmospheric Imaging Assembly (AIA; Lemen et al., 2012) on the Solar Dynamics Observatory (SDO), as shown in Figure 1D, which is also sensitive to hot plasma from the Fe xxi line. Its location strongly suggests that the redshifted Fe xxi emission is due to reconnection outflows. The initial detection of the outflows in IRIS is weak in intensity, but indicates that the redshifted velocity is as high as 300 km/s. The velocity decreases with each subsequent observation, likely because the reconnection site is moving upwards, away from the location of the slit.
[image: Figure 1]FIGURE 1 | Panel (A) shows the 2014 April 19 flare in the IRIS 1400 Å slit jaw imager. Panels (B,C) show images of the spectra along the slit in various spectral windows. Panel (D) shows the location of the slit and points of interest superimposed on an AIA 131 Å image. Panels (E,F) show the spectra along the green and blue lines in the spectral windows of Panels (B,C), respectively. From Tian et al. (2014).
Another example comes from the observation of a small eruption at the limb of the Sun that was observed by IRIS and AIA on 2014 May 1, starting at 1:35 UT (Reeves et al., 2015). As the small filament erupts, it impinges on magnetic field lines above, where coronal rain is visible pre-eruption. The IRIS slit is located such that red shifts of 100–200 km/s are observed in the Si iv 1393.76 Å line due to outflows from the reconnection between the small filament and the overlying fields. Plane-of-sky velocities of ∼300 km/s are observed in the AIA 171 Å channel. The combination of line-of-sight velocities from IRIS and plane-of-sky velocities from AIA gives a complete picture of the speed of the outflow, which works out to be 320–360 km/s. Reconnection outflows are thought to be a significant fraction of the Alfvén speed (e.g., Forbes et al., 2018), which is often taken as about 1000 km/s in the corona. Furthermore, reconnection is verified in this case by heated plasma in the region where the filament contacted the overlying field, as observed by the AIA 131 Å channel and thin-Be images from the X-ray Telescope (XRT; Golub et al., 2007) on Hinode.
A spectacular example of bi-directional outflows observed by IRIS during a reconnection event was reported by Chen et al. (2016) during a filament eruption that commenced at ∼15:35 UT on 2014 August 29. IRIS was scanning across a filament on the limb with an 8-step raster program when brightenings were observed in the 1330 Å slit jaw image during the slow rise phase of a filament eruption. Spectra of the Si iv 1393.76 Å line in raster positions 5–7 clearly show opposing flows in the region where this brightening occurred just prior to the rapid phase of the filament eruption and subsequent C4.3 flare, as shown in Figure 2. These outflows were interpreted as evidence of tether-cutting reconnection, where reconnection below a filament causes an instability and eruption (e.g., Moore et al., 2001). In this case, the legs of two filaments reconnected to form one filament, in the process allowing the upwards magnetic pressure to overcome the overlying magnetic tension and causing the eruption.
[image: Figure 2]FIGURE 2 | Panels (A–C) show the intensity, Doppler shift, and line widths, respectively, as a function of time from Gaussian fits to the Si iv 1393.76 Å line in positions 5–7 of the IRIS raster scan during a prominence eruption that occurred on 2014 August 29. Panels (D–F) show the same quantities, but in raster positions 1–3 for comparison. The GOES X-ray plot is shown on the panels with the Doppler shift measurements. The boxes and the arrows point to the region of interest where the opposing Doppler shifted flows are seen in raster positions 5–7. Similar signatures are not seen at raster positions 1–3. From Chen et al. (2016).
Even though IRIS has excellent spatial resolution, some reconnection events may create outflows at spatial scales such that IRIS is not able to separate red shifted from blue shifted flows. In this case, broadened spectral lines will be observed with IRIS. Several studies have observed broadened Si iv profiles and attributed them to superimposed bi-directional reconnection outflows in the same pixel. A convincing example of this phenomenon was presented by Li et al. (2017), who observed broadened Si iv 1402.77 Å line profiles outside of the flare ribbons during an unusual X-shaped M2.3 flare that occurred at 15:24 UT on 2014 November 9. The line profiles in this case have relatively symmetric wings that are well fit by Gaussian functions ranging in peak velocities from ±60—± 150 km/s, as shown in Figure 3. These profiles are taken from locations that are in regions where separators are expected to form, according to topological modeling. The authors interpret these line profiles as being due to reconnection happening low in the solar atmosphere as the chromospheric ribbons converge on the X-point between the ribbons.
[image: Figure 3]FIGURE 3 | Left panels (A) show Si iv profiles during the 2014 November 9 flare as a function of time. Middle panels (B) show C ii and right panels (C) show Mg ii. Yellow profiles are from the time marked with the symbol (plus sign or triangle). White profiles are from a quiet Sun region. On the Si iv panels, red curves are Doppler shifted components, green dotted lines are stationary components, and dashed magenta lines are the total fit to the spectra. From Li et al. (2017).
A few other examples of broadened profiles in the Si iv 1402.77 Å line indicative of reconnection have been found. One was presented by Zhang et al. (2021), who studied a jet related to a C3.4 flare that occurred at about 9:00 UT on 2015 October 16. The Si iv broadenings are made up of red and blue shifted components ranging from a few tens of km/s up to 170 km/s, and they are observed at the expected location of the reconnection current sheet that is thought to form underneath the erupting minifilament causing the jet. Another example was found by Xue et al. (2018), who studied a small scale reconnection event in AR 12571 that occurred at 2:38 UT on 2016 August 08. Two cusp-shaped loops formed, with a linear feature in between, which is interpreted as the location of a current sheet. The line profiles of the Si iv 1402.77 Å line are red shifted at the ends of the linear feature, and blue shifted in the middle. The line profiles are to be broadened along the linear feature when compared to other bright regions. This broadening is likely due to superimposed reconnection outflows, given the shape of some of the line profiles. Turbulence in the current sheet region could also contribute to the broadening of the line profiles, as shown by recent modeling (Ruan et al., 2022; Shen et al., 2022; Shibata et al., 2022). For both of the above examples, the line profiles contain clear indications that the profiles are due to multiple separable components, so an increase of spatial and spectral resolution of 2–3 times might be able to completely separate components from opposing flows.
3 TERMINATION SHOCKS
Termination shocks are often predicted as the consequence of reconnection outflows impinging on flare loops below the reconnection site, but clear evidence of these structures is scant. Recent modeling has suggested that IRIS should be able to observe evidence of these termination shocks. Guo et al. (2017) used a MHD model of the reconnection process to simulate IRIS Fe xxi line emission due to a termination shock in a flare located at disk center. They find that when a termination shock is present, there is enhanced emission in the red wing of the Fe xxi line because of the compressed plasma in the region downstream of the shock. The enhancements are on the order of 200–300 km/s, well within the observing capability of IRIS.
High resolution observations from IRIS have allowed for the possible detection of these predicted signatures of termination shocks in flares. Polito et al. (2018) examined an X1 flare that occurred at 17:35 UT on 2014 March 29, shown in Figure 4. Faint red shifts of the IRIS Fe xxi line of ∼250 km/s are observed along with a strong stationary component near the tops of the flare loops, as shown in Figure 4C. These velocities are well within the range of those predicted by Guo et al. (2017). Some of these red shifts are accompanied by simultaneous blue shifts of a similar magnitude. Given the orientation of the flare, the authors speculate that these flows are deflection flows that are associated with a termination shock at the loop tops, as indicated in the diagram in Figure 4. These Doppler shifts are co-located with 30–70 keV hard X-ray sources observed by the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI; Lin et al., 2002), indicating that particle acceleration may be taking place, further strengthening the assertion that a termination shock is present. Similar Fe xxi line profiles were observed by Tian and Chen (2018) which may also be due to a termination shock, although the authors interpreted the flows as reconnection outflows since that was a common interpretation of red shifted flows observed in the reconnection region at the time (e.g., Wang et al., 2007; Tian et al., 2014).
[image: Figure 4]FIGURE 4 | Panels (A,B) show the IRIS 1400 Å slit jaw image and SDO AIA 131 Å image, respectively, of the 2014 March 29 X flare. Symbols indicate locations where mainly red shifts (diamonds) or both blue and red shifts (triangles) are observed. Red and blue contours are RHESSI images formed in the 6–12 keV and 30–70 keV energy intervals, respectively. Panel (C) shows an example spectrum that includes both a red shift and a blue shift, from the location of the orange triangle in panels (A,B). The inset shows a zoom in to the blue side of the spectrum, where line blends are identified. Panel (D) shows a diagram of the deflection flows around the termination shock that may be responsible for the observed Doppler shifts. Adapted from Polito et al. (2018).
A pair of studies by Cai et al. (2019) and Cai et al. (2022) examines the supra-arcade fan region in the 2017 September 10 flare, and finds possible evidence for a termination shock. The IRIS 1330 Å slit jaw data show an increase in intensity as a function of height in the supra-arcade region. The ratio of the intensities over the increase is consistent with a shock with a temperature of 7–11 MK and a Mach number of 1–2.5 (Cai et al., 2019). Additionally, a clear discontinuity in the intensity of the Fe xxi line is observed as a function of height, further indicating a compressed interface. Across the discontinuity in intensity, increases in Doppler velocity and Doppler width of the Fe xxi line as a function of height are observed. Spectroscopic data from the Hinode/EIS Fe xxiv 255.10 Å and Fe xxiii 263.76 Å lines indicate a temperature and density discontinuity in the same location as the discontinuity seen in the Fe xxi intensity (Cai et al., 2022).
A more detailed analysis of the IRIS Fe xxi spectra in the supra-arcade region of this same event was performed by (Reeves et al., 2020). They find oscillations in the Doppler shift of the Fe xxi line at various locations above the intensity enhancement studied by Cai et al. (2019) with periods of 340–450 s. These periods are not correlated with loop length, ruling out standing slow mode waves (e.g., Wang et al., 2003) as the cause. One possible explanation for the oscillations is that they are due to the oscillating backflow from colliding termination shocks, as modeled in 2D by Takasao and Shibata (2016) and in 3D by Shibata et al. (2022).
4 FLARE RIBBON OBSERVATIONS
IRIS is incredibly well-suited to study the ribbons formed at the footpoints of loops during flares. For example, it has been conclusively shown that IRIS can fully resolve blue shifted plasma at the flare ribbons in Fe xxi (e.g., Polito et al., 2015, 2016). Many studies have examined at the details of the energy deposition in the ribbons with IRIS (for a review see De Pontieu et al., 2021), but this section will focus on studies of ribbons that draw a direct connection between the observed emission at the flare ribbons the details of the reconnection process itself.
The high spatial resolution of IRIS means that there are many pixels that show brightenings in ribbons during flares. Thus it is possible to perform statistical studies on the spectral line profiles to obtain a clearer picture of the reconnection process. For example, Graham and Cauzzi (2015) examined the line profiles in 81 pixels encompassing the flare ribbons of an X1.6 class flare that occurred on 2014 September 10 (SOL 2014-09-10T17:45). They found that the Fe xxi line profiles along the flare ribbon show remarkably similar characteristics–completely blue shifted profiles with strong initial upflows of about 300 km/s. Line profiles of Mg ii are also very similar, showing red shifts of up to 40 km/s, indicating chromospheric condensation. The brightening ribbons are a manifestation of the energy release process higher in the corona, so the fact that all of the ribbon line profiles are so similar could indicate that the energy release process occurring in the current sheet is remarkably uniform. Another possibility, however, is that the chromospheric evaporation process is somehow decoupled from the initial energy release, and is more dependent on the local conditions in the chromosphere. Recent modeling seems to indicate that the first possibility is more likely–Graham et al. (2020) found that varying the parameters of the input electron beam in simulations of this flare led to differences in the modeled spectral profiles that were not observed.
The detail provided by IRIS observations of flare ribbons allows for some interesting potential interpretations of the flare ribbon emission and its connection to the reconnection process occurring in the corona. For example, Brannon et al. (2015) analyzed the substructure in a flare ribbon observed with IRIS on 2014 April 18 that peaked at 13:03 UT. The observations have a relatively high cadence of about 10 s, and analysis of the Si iv 1403 Å line profiles indicate that there is a sawtooth pattern of alternating red shifts and blue shifts along the ribbon with a period of about 140 s. The intensity oscillates as well, out of phase with the Doppler shifts. This pattern propagates along the slit with a phase velocity of ∼ 15 km/s. Their interpretation of these observations is that instabilities that form in the current sheet region propagate down to the flare ribbons and cause oscillatory motions that appear as alternating Doppler shifts. An alternate view of the same flare was presented by Brosius and Daw (2015), who interpret the IRIS data as being evidence for bursty reconnection followed by subsequent deposition of energetic particles in the chromosphere. This interpretation accounts for the alternating Doppler shifts, but does not account for the phase velocity. Modeling indicates that a tearing mode instability in the current sheet with an asymmetric shear flow can explain both the oscillations and the phase velocity observed by IRIS (Parker and Longcope, 2017).
Another interesting example comes from French et al. (2021), who used high-cadence IRIS slit jaw images to examine the growth of the intensity in flare ribbons at different spatial scales in a B class flare that occurred on 2016 December 6. In this study, the intensity along the ribbon is used to calculate a fast Fourier transform (FFT), resulting in a power spectrum in the spatial domain for each time. As the ribbon intensity brightens to its peak, an exponential rise in power is seen at all spatial scales. The exponential growth starts initially at a spatial scale of 1.75 Mm, and then other shorter and longer spatial scales follow, indicating that both a cascade and an inverse cascade process are occurring. The start and end times of the exponential growth as a function of spatial scale is plotted in Figure 5. Models show that the cascade and reverse cascade occurring together can be caused by a tearing mode instability due to the simultaneous coalescence and collapse of plasmoids (Tenerani and Velli, 2020). Thus the flare ribbons may be mirroring the effects of a tearing mode instability in the flare current sheet. Exponential growth at the 1.75 Mm spatial scale begins before non-thermal velocities are detected, suggesting the tearing mode is the driver of plasma turbulence.
[image: Figure 5]FIGURE 5 | Left panels show the IRIS 1400 Å slit jaw images and SDO/AIA 131 Å images at two times during the 2016 December 6 flare. The right panel shows the start and end times of the period of exponential growth in power as a function of spatial scale. Adapted from French et al. (2021).
Naus et al. (2022) used the high resolution imaging of the IRIS Slit Jaw Imager (SJI) to examine the flare ribbons of the same flare observed by Brannon et al. (2015) and compared the results to hard X-ray footpoint emission observed by RHESSI and the Gamma-ray Burst Monitor (GBM) on Fermi. They find that in the later phase of this event the largest widths of the ribbon fronts and most intense bursts of UV emission are co-temporal and co-spatial with the hard X-ray emission, as shown in Figure 6. This observation implies that the hard X-rays are activated when the flare ribbon width is increasing quickly, an indication that the reconnection is bursty. The authors speculate that this burstiness could be caused by the formation of magnetic islands in the current sheet, consistent with the interpretation of Parker and Longcope (2017) that a tearing mode instability is present in this events. A model where particles are accelerated in magnetic islands would naturally lead to the close correlation between the UV brightness and the hard X-ray emission.
[image: Figure 6]FIGURE 6 | Panels (A,B) show the IRIS 2796 Å and 1400 Å slit jaw images, respectively, of the 2014 April 18 flare. White symbols indicate the newly brightened ribbon fronts. Panel (C) shows time distance diagrams of the ribbon intensity in the 2796 Å and 1400 Å images along a cut perpendicular to the ribbon. The height of the white bars corresponds to the width of the newly brightened part of the ribbon along the cut. The white line is the light curve of the hard X-ray emission in the 24–51 keV range from Fermi/GBM, and vertical dotted lines indicate the times of hard X-ray bursts. Adapted from Naus et al. (2022).
In the flare observed by Naus et al. (2022), the ribbon width enhancements precede the peaks in the UV emissions and hard X-rays by 30–120 s, indicating a timescale for the energy release process during reconnection, and that non-thermal electrons might be trapped in the corona before hitting the chromosphere. Several studies have found broadened Mg ii profiles consistently appear at the leading edge of flare ribbons (Xu et al., 2016; Panos et al., 2018; Panos and Kleint, 2021). These spectral signatures similarly precede the brightest emission in the UV and X-rays, indicating that they are the near UV signature of the reconnection occurring in the current sheet. Some possible explanations for the broadened profiles are turbulence or to the superposition of unresolved downflows at different heights in the chromosphere. However, more modeling is needed in order to understand exactly what these profiles mean for the energy release in the current sheet.
5 CONCLUSION
Thanks to its high spatial and temporal resolution, IRIS observations have led to several advances in the study of reconnection. IRIS has conclusively shown that fast outflows of up to ∼400 km/s occur during the reconnection process in flares, and the bi-directional outflows that are expected as part of the reconnection have also been clearly observed by IRIS. Some evidence for termination shocks in flares has also been found in IRIS observations, and it has become clear from IRIS observations that there are complicated dynamics occurring in the region above the flare loop tops. Flare ribbons are also proving to be a rich area of study, and IRIS observations of these regions are shedding light on the nature of the reconnection process.
While much progress in understanding the reconnection process has been made thanks to IRIS, there is still work to do. In particular, it is difficult to directly observe the region where reconnection is taking place with a spectroscopic instrument like IRIS simply because it is challenging to place the slit in the proper location at the right time during an eruption. Several serendipitous measurements of this region have occurred (e.g., Tian et al., 2014; Reeves et al., 2020), but much more progress will be made in understanding the reconnection process with the launch of the Multi-slit Solar Explorer (MUSE), which will combine high resolution (0.33 arcsec) context imaging with a 37-slit EUV spectrograph that has a resolution of 0.167 arcsec along the slits, covering the area of an active region with a cadence as fast as 12 s (Cheung et al., 2022). This configuration will guarantee that there will be spectroscopic coverage of areas of interest with both high spatial resolution and a fast cadence during flares, undoubtedly increasing our understanding of the reconnection region. Additionally, the upcoming EUV High-Throughput Spectroscopic Telescope (EUVST) on the Solar-C mission (Shimizu et al., 2020) will provide high spatial and temporal resolution spectroscopy in the EUV with a broad temperature coverage from the chromosphere (20,000 K) to hot plasma observed in flares (20 MK). This capability will provide data to discriminate between different models of energy deposition in flare ribbons and diagnostics of directly heated plasma in the reconnection region. High resolution spectropolarimetery of the photosphere, chromosphere, and low corona from the new Daniel K. Inoue Solar Telescope (Rimmele et al., 2020) will be able to diagnose changes in pre- and post-eruption magnetic fields, identifying flare triggering mechanisms and providing information about magnetic field changes as a function of height in the solar atmosphere (Rast et al., 2021). The future is indeed bright for studying reconnection physics in solar flares.
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Solar flares are transient yet dramatic events in the atmosphere of the Sun, during which a vast amount of magnetic energy is liberated. This energy is subsequently transported through the solar atmosphere or into the heliosphere, and together with coronal mass ejections flares comprise a fundamental component of space weather. Thus, understanding the physical processes at play in flares is vital. That understanding often requires the use of forward modelling in order to predict the hydrodynamic and radiative response of the solar atmosphere. Those predictions must then be critiqued by observations to show us where our models are missing ingredients. While flares are of course 3D phenomenon, simulating the flaring atmosphere including an accurate chromosphere with the required spatial scales in 3D is largely beyond current computational capabilities, and certainly performing parameter studies of energy transport mechanisms is not yet tractable in 3D. Therefore, field-aligned 1D loop models that can resolve the relevant scales have a crucial role to play in advancing our knowledge of flares. In recent years, driven in part by the spectacular observations from the Interface Region Imaging Spectrograph (IRIS), flare loop models have revealed many interesting features of flares. For this review I highlight some important results that illustrate the utility of attacking the problem of solar flares with a combination of high quality observations, and state-of-the-art flare loop models, demonstrating: 1) how models help to interpret flare observations from IRIS, 2) how those observations show us where we are missing physics from our models, and 3) how the ever increasing quality of solar observations drives model improvements. Here in Paper one of this two part review I provide an overview of modern flare loop models, and of electron-beam driven mass flows during solar flares.
Keywords: solar flares, solar atmosphere, solar chromosphere, UV radiation, sun, numerical modelling, radiation transfer
1 INTRODUCTION
Understanding the physical mechanisms responsible for, and at play during, solar flares still remains one of the most important open issues in astrophysics. These energetic events release a tremendous amount of magnetic energy, which can be [image: image] ergs, resulting in efficient particle acceleration and are often associated with the ejection of coronal material (e.g., Emslie et al., 2012). Flares and coronal mass ejections (CMEs), together solar eruptive events (SEEs), both strongly influence space weather making understanding flare processes a practical necessity as well as an interesting scientific problem. It is generally believed that the stressed magnetic field reconfigures via magnetic reconnection, liberating energy (e.g., Priest and Forbes, 2002; Shibata and Magara, 2011; Janvier et al., 2013). The primary energy release site is the solar corona, though it is possible that energy release also takes place elsewhere. Following reconnection, this energy manifests in various physical forms, such as the acceleration of vast numbers of particles (up to 1036 electrons per second!), direct heating of the corona, mass flows, coronal mass ejections (CMEs), and possibly magnetohydrodynamic (MHD) waves.
Ultimately, a significant fraction of this energy is transported to the lower solar atmosphere, that is the transition region, chromosphere, and potentially even deeper to the temperature minimum region and photosphere. Intense heating and ionisation occurs, producing the broadband enhancement to the Sun’s radiative output that characterises the flare (e.g., Benz, 2008; Fletcher et al., 2011). An expansion of chromospheric layers occurs, driving mass flows both upwards into the corona (chromospheric evaporation) filling it with chromospheric material, and downwards to deeper layers (chromospheric condensation). The mass-loaded and heated coronal loops subsequently emit strongly, forming bright flare loops that often appear as part of a large scale arcade structure due to propagation of magnetic reconnection. The strength of a flare is defined by the flux of soft X-rays (primarily emitted from flare loops), as observed by the 1-min data from the X-ray Sensor B (1-8Å) on board NOAA’s Geostationary Operational Environmental Satellite (GOES/XRSB) satellites. On a logarithmic scale flares are classified as [A, B, C, M, X], from weakest to strongest, with sub-divisions of, e.g. M1-10. Sub-A class (Glesener et al., 2017; Cooper et al., 2021) flares have been observed, as have flares [image: image] X10 (e.g., Emslie et al., 2012).
In the standard model of solar flares the dominant means by which energy is transported from the coronal release site to the chromosphere and transition region is thought to be by via directed beams of non-thermal particles, accelerated out of the thermal background. It is common to mainly consider non-thermal electrons in flare models given the volume of evidence of their presence in the lower atmosphere, but comparable energies (roughly within an order of magnitude) in flare accelerated protons have been observed (Emslie et al., 2012). Due in large part to the lack of physical constraints on the distribution of those protons they are typically omitted in flare models, and we concentrate primarily on electrons, however there is evidence in three flares of energetic protons near flare ribbons (Hurford et al., 2003; Hurford et al., 2006). Once in the denser chromosphere these energetic particles undergo Coulomb collisions, thermalising and heating the plasma, accompanied by the production of hard X-rays via bremsstrahlung (e.g., Brown, 1971; Emslie, 1978). A substantial body of evidence supports the important role that non-thermal electrons play in transporting flare energy, with a great many observations of hard X-rays, for example from the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI; Lin et al., 2002), that are co-spatial and co-temporal with other flare radiation (e.g., Fletcher et al., 2011; Krucker et al., 2011). From inversions of the X-ray energy spectrum it is possible to infer the spectral properties of the non-thermal electrons that bombard the chromosphere (see reviews by Holman et al., 2011; Kontar et al., 2011), which can subsequently be used to drive flare models of the type discussed in this review. It should be noted that there are caveats to this process, which can lead to uncertainties in the inferred non-thermal electron spectral properties. Uncertainties can be due to model assumptions (e.g., ignoring warm target or return current effects, Kontar et al., 2015; Jeffrey et al., 2019; Alaoui and Holman, 2017; Allred et al., 2020), or due to the particular difficulty in obtaining reliable estimates of the low-energy cutoff, Ec (where the spectrum transitions from thermal to non-thermal). In most fitting procedures this low-energy cutoff is taken to be the largest value consistent with the data (e.g., χred ∼ 1) but, since the thermal emission masks the non-thermal emission at these small energies, Ec could in fact be much smaller, hence the derived estimate of the power carried by non-thermal electrons is essentially a lower-limit [see, for example, discussions in Holman et al. (2011), Kontar et al. (2011), Emslie et al. (2012), Kontar et al. (2015), Warmuth and Mann (2016), Warmuth and Mann (2020), Alaoui et al. (2021)]. The energy spectrum has an assumed power-law form, the parameters of which are generally the spectral index δ describing the slope of the power-law, and the total energy flux F, above some low-energy cutoff Ec and below some break energy. See the following reviews for in-depth discussions of the so-called “electron-beam” model: Holman et al. (2011), Kontar et al. (2011), Zharkova et al. (2011). Radio and microwaves can also give powerful diagnostics of non-thermal particles, for example recent studies using the Expanded Owens Valley Solar Array (EOVSA; Gary et al., 2018; Fleishman et al., 2020; Fleishman et al., 2022; Chen et al., 2020b; Chen et al., 2020a). Other mechanisms of energy transport in flares include non-thermal protons or heavier ions, thermal conduction following direct heating of the corona, and Alfvénic waves, though it is not yet known under which circumstances each mechanism plays a significant role compared to the typically modelled non-thermal electrons. These are discussed in Paper two of this review (Kerr, submitted).
The flare impulsive phase describes the rapid release and deposition of energy that generally lasts a few minutes up to tens of minutes, and which is usually associated with the detection of hard X-rays. The flare gradual phase is the period during which flare emissions, as the moniker implies, gradually decrease and the flare plasma cools. This takes place over tens of minutes, or even hours in some long duration events. Due to the fact that flare models predict much shorter cooling timescales than are observed, and that there is evidence of late-phase evaporation (see e.g., Czaykowska et al., 1999; Czaykowska et al., 2001), there have been strong suggestions that there is some post-impulsive energy release of unknown form, perhaps even rivalling that of the impulsive phase [see discussions in Qiu and Longcope (2016), Kuhar et al. (2017), Zhu et al. (2018), Emslie and Bian (2018), Allred et al. (2022)]. There is evidence of yet further energy release up to several hours after the traditional gradual phase in some events, known as the “EUV late-phase” owing to their identification in EUV data (Woods et al., 2011; Woods, 2014), though they have since been studied in X-rays also (Kuhar et al., 2017). However, since this review concerns IRIS observations and flare loop models, not the global structure that might be responsible for the EUV late-phase (Woods, 2014), I focus mostly on the impulsive phase footpoints.
Flare emission can appear variously as compact kernels or footpoints (e.g., white light continua enhancements, hard X-rays, microwaves), extended ribbon-like structures (infrared, optical, UV, extreme-UV), or along the legs of coronal loops (EUV, soft X-rays). Looptop sources of hard X-rays, radio and microwaves are also observed, indicating populations of both very hot (up to tens of MK) thermal plasma, and non-thermal particles. The bulk of this review will focus on modelling of flare footpoints and ribbons, and what we can learn from that emission about flare energy transport and deposition mechanisms. I direct readers to the following detailed reviews of flare observations for a more general overview: Benz. (2008); Fletcher et al. (2011); Holman et al. (2011); Milligan. (2015).
The chromosphere and transition region, as well as being the locations where the bulk of flare energy is deposited, are where the bulk of the flare enhanced radiative output originates, and are thus excellent sources of diagnostic potential. However, the chromosphere and transition region are exceptionally complex environments, particularly so during dynamic events like flares. They are regions with strong gradients in temperature, density and velocity, that are partially ionised with a transition to being fully ionised over what can be vanishingly short distances. Further, the radiation field plays a signicant role in plasma heating and cooling, and in spectral line formation, such that non-local thermodynamic (NLTE) effects are present. Observations from the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al., 2014) now provide an unprecedented view of the flaring chromosphere and transition region, yielding crucial new insights.
IRIS is a NASA Small Explorer mission that since its launch in 2013 has observed many hundreds of flares, including dozens of M and X class events, in the far-, and near-UV (FUV and NUV) offering a new window on the solar chromosphere, and transition region as well as hot flaring plasma via the Fe xxi 1,354.1 Å line. It is a slit scanning spectrograph, that offers high spatial resolution (0.33–0.4 arcseconds) spectra, at high cadences of a few to tens of seconds, but to down 1 s in some events, from a slit 175 arcseconds in length. IRIS can operate in either a sit-and-stare mode, or can raster over a field of view (FOV), so that the full FOV possible is 130 × 175 arcseconds. Observations probe many layers of the chromosphere and transition region in three passbands [1,332–1,358] Å [1,389–1,407] Å, and [2,783–2,834] Å, though it is rare to have full readout, with subsets of lines selected instead. The strongest lines are: Mg ii h 2,803 Å and k 2,796 Å (chromosphere), C ii 1,334 Å and 1,335 Å and Si iv 1,394 Å and 1,403 Å (transition region), and Fe xxi 1,354.1 Å ([image: image] MK plasma), with numerous other weaker lines such as O i 1355.6A, lines of O iv, lines of Fe ii, as well as lines of singly ionised species and even molecular H2 transitions. These lines are observable with resolutions of [image: image] mÅ in the NUV and [image: image] mÅ in the FUV. Alongside the spectrograph (SG) there is a slit-jaw imager (SJI) with four passbands available up to 175 × 175 arcseconds FOV at 2,796 ± 4 Å (Mg ii k), 2,832 ± 4 Å (Mg ii wing plus quasi-continuum), 1,330 ± 55 Å (C ii), and 1,400 ± 55 Å (Si iv). IRIS has been an extraordinary mission that has brought about a renewed interest in chromospheric studies of both flare and quiescent phenomenon. A recent review provides an overview of the mission’s successes: De Pontieu et al. (2021).
Major observational advancements can only be fully exploited if there is a parallel development and improvement of the theoretical models which are used to interpret those observations. This is particularly true when modelling the optically thick emission from the lower atmosphere, requiring advanced radiative transfer calculations, as well as the treatment of non-equilibrium conditions in the tenuous optically thin corona during dynamic events like flares. State-of-the-art modelling of the flare chromosphere and transition region is required to fully appreciate the information that the observations convey. In this review I discuss the interplay between recent chromospheric and transition region observations from IRIS, and flare loop modelling (with some digressions to coronal emission, mostly in the context of chromospheric evaporation). I demonstrate: 1) how modelling has helped interpret the IRIS observations; 2) how IRIS observations have been used to interrogate and validate model predictions; and 3) how, when models fail to stand up to the stubborn reality of those observations, IRIS has led to model improvements. This review is in two parts. In this Paper 1 I discuss the codes themselves and flare-induced mass flows, and I discuss plasma properties, energy transport mechanisms, and future directions in Paper 2 (Kerr, submitted).
Field-aligned, 1D, (radiation-) hydrodynamic models are now routinely used to study the atmospheric plasma response to the heating in an individual flare loop. The advantage of such models is that they allow us to simulate the plasma dynamics at very small spatial scales. It is often required to resolve down to sub-metre scales due to sharp gradients and shocks that form following the injection of flare energy. It is also very important to adequately resolve the transition region, even in quiescent scenarios [e.g., see discussions in Johnston et al. (2017a), (2017b)], the exceptionally narrow interface between the flaring chromosphere and corona. Achieving the required temporal and spatial resolution for a flare simulation in a 2D or 3D model that includes an accurate NLTE chromosphere with appropriate radiative heating and cooling would be very computationally demanding. The 1D assumption is justified by the fact that in the low plasma β regime of the solar atmosphere, mass and energy transport across the magnetic field is highly inhibited, and it is therefore appropriate to treat each flare strand as an isolated plasma loop. Further, since they are much more computationally tractable, field-aligned models allow us to perform large parameter studies of flares driven by different energy transport mechanisms on reasonable timescales, which include the appropriate physical processes. It is essential that we understand the complex physics involved in a field-aligned model before progressing to 3D. There have now been 3D RMHD codes that have modelled the build up and release of flare energy, and subsequent atmospheric heating (e.g., Cheung et al., 2019). While impressive feats that give invaluable insight to flare energy release, those models do not yet include energetic particles, nor do they model chromospheres in as much as detail as the loop models discussed in this review. Also, large parameter studies of energy transport processes are currently precluded by the computational demands of 3D RMHD simulations.
The models discussed in detail in this review are all modern numerical codes that are now well-established but which have a rich heritage built upon efforts dating from the 1980s. I do not intend to provide an exhaustive list of historical field-aligned models, but direct the reader to consult the following literature, and references therein: Canfield and Ricchiazzi (1980), Ricchiazzi (1982), Cheng et al. (1983), Ricchiazzi and Canfield (1983), McClymont and Canfield (1983), Canfield et al. (1984), Fisher et al. (1985c), Fisher et al. (1985b), Fisher et al. (1985a), Fisher (1989), MacNeice (1986), Kopp (1984).
2 OVERVIEW OF MODERN FLARE LOOP MODELS
Here I introduce some flare loop models that have been used alongside IRIS data, namely: RADYN, HYDRAD, FLARIX, and PREFT. There are other flare loop models either currently in use, or that laid foundations, but which have not been used in conjunction with IRIS observations so are outwith the scope of this particular review. In particular I would like to draw the reader’s attention to HYDRO2GEN, which has been used to study hydrogen line and continua emission in flares [e.g., Druett et al., 2017; Druett and Zharkova, 2018; Druett and Zharkova, 2019]. A natural question at the outset is “how well do these codes compare?” Each code has very different numerical schemes and approaches, but efforts to compare their predictions have shown that the flaring hydrodynamic response between RADYN and FLARIX is strikingly similar (Kašparová et al., 2019)! In that test the codes were stripped down to include as similar physics as possible, so that any major differences present were mostly due to the numerical approach. Figure 1 shows the hydrodynamic variables at two snapshots from each code, illustrating their similarities, and that differences were relatively minor. Efforts to compare in detail the radiative predictions, and also to compare the predictions from HYDRAD to those from RADYN and FLARIX are actively underway as part of an International Space Science Institute team, with promising results thus far.
[image: Figure 1]FIGURE 1 | A comparison between RADYN and FLARIX, in which each code was purposefully stripped down to include as similar physics as possible. Despite very different numerical schemes, both codes produced strikingly similar results following injection of an electron beam. In each panel red is RADYN, blue is FLARIX, and the dotted lines are t = 0 s. Two snapshots during the flare are shown, at t = 4 s and t = 10 s. Panel (A) is temperature (B) is electron density (C) is hydrogen density, and (D) is velocity (upflows are positive). Figure adapted from Kašparová et al. (2019).
2.1 RADYN
RADYN (Carlsson and Stein, 1992; Carlsson and Stein, 1997; Carlsson and Stein, 2002; Abbett and Hawley, 1999; Allred et al., 2005; Allred et al., 2015) is a radiation hydrodynamic (RHD) code (written in Fortran) that solves the coupled non-linear equations of hydrodynamics, charge conservation, time-dependent (non-equilibrium) atomic level populations, and radiation transfer on a 1D field-aligned adaptive grid (Dorfi and Drury, 1987). This adaptive scheme allows RADYN to resolve the strong shocks and gradients that usually form in flare simulations, and typically has 191 or 300 grid points (though this changeable). A semi-circular loop geometry is assumed, with one-half of a symmetric flux tube modelled, and a reflecting boundary condition at the loop apex designed to mimic incoming disturbances from the other half of the loop. This loop spans the sub-photosphere, through the chromosphere, transition region, and corona. Equations are solved in the linearised form using a fully implicit scheme (Abbett, 1998).
Species important for chromospheric energy balance are computed in detail, solving the NLTE radiation transfer and atomic level populations with the methods of Scharmer (1981) and Scharmer and Carlsson (1985). Those species are a six-level-with-continuum H i atom, a six-level-with-continuum Ca ii ion, and a nine-level-with-continuum helium atom/ion (with transitions of He i and He ii). In some models a Mg ii ion is also included. See Allred et al. (2015) for a list of the typical bound-bound and bound-free transitions. Bound-bound transitions are computed assuming complete frequency redistribution (CRD)1. To avoid overestimating radiative losses from the line wings, the Lyman lines mimic partial frequency redistribution (PRD) by either truncating at 10 Doppler widths, or modelling the line as a pure Doppler profile, depending on which version of the code is being used. Other species are included as a source of background continuum opacity via the Uppsala opacity package (Gustafsson, 1973). Optically thin losses are included by summing transitions from the CHIANTI atomic database (Dere et al., 1997; Del Zanna et al., 2015), excluding those transitions solved in detail. Downward directed incident radiation is included in the solution of the radiation transfer equation, so that photoionisations from X-ray, EUV and UV radiation are considered. This is achieved by calculating the sum of emissivities from transitions in CHIANTI, using the local temperature and density within each grid cell. Thermal conduction is a modified form of Spitzer conductivity, that saturates at the free-streaming limit, though, Allred et al. (2022) added the option to suppress thermal conduction using the method of Emslie and Bian (2018), which accounts for turbulence or non-local effects.
Flares are typically simulated by injecting a beam of non-thermal electrons at the apex of the loop, which are then thermalised, heating the plasma. Pre-2015 this was achieved using the analytic expressions of Emslie (1978) and Hawley and Fisher (1994), but post (Allred et al., 2015) this is achieved using Fokker-Planck kinetic theory, following McTiernan and Petrosian (1990), that better captures scattering terms, and which is applicable no-matter the target temperature (that is, there is no need to make a cold or warm target assumption, both are modelled using the actual target temperature). More recently still, Allred et al. (2020) developed the standalone open-source FP2 code to more accurately solve the non-thermal particle transport and energy dissipation, including the ability to include beam-neutralising return current effects, and to model the transport of non-thermal protons. FP has now been merged with RADYN. In all cases, non-thermal collisional ionisations and excitations of hydrogen by the particle beams are included, using the (Fang et al., 1993) approach, and post-(Allred et al., 2015), non-thermal ionisation of helium is included via data from Arnaud and Rothenflug (1985). Other options allow RADYN to model flare energy transport by mono-chromatic Alfvénic waves (Kerr et al., 2016) or by ad hoc time-dependent heating.
RADYN also allows us to calculate a posteriori (i.e., with no feedback on the plasma equations of mass, momentum, and energy) the time-dependent (non-equilibrium) populations and radiation transport of a desired ion via the minority species version of that code, MS_RADYN (Judge et al., 2003; Kerr et al., 2019b; 2019c). In this manner the hydrodynamic variables at each internal RADYN timestep, written separately from the main output file (that may have too low a cadence), can be used to calculate any additional species including non-equilibrium effects.
2.2 HYDRAD
The HYDrodynamics and RADiation (HYDRAD) code was originally developed to model the field-aligned plasma physics of solar coronal loops subject to impulsive thermal heating (Bradshaw and Mason, 2003a; 2003b). Particularly careful attention is paid to the time-dependent (non-equilibrium) evolution of any desired ion species and their radiative coupling to the plasma, and to dynamically capturing the small spatial scales that arise in the solar transition region.
HYDRAD solves the conservative form (mass, momentum, and energy density) of the hydrodynamic equations for a two-fluid plasma, on a grid that employs adaptive mesh refinement of arbritrary order. The loops can have any geometry, length, inclination, or cross-section, and span footpoint-to-footpoint (for flare runs, to date), or as an open field line configuration (e.g., Scott et al., 2022), with a corona, transition region, and stratified chromosphere. Prior to (Reep et al., 2019) the chromospheric ionisation fraction was calculated with LTE assumptions, but Reep et al. (2019) implemented an approach that aims to capture NTLE hydrogen effects by approximating the radiation field without solving the full radiation transfer problem. Radiative losses in the chromosphere make use of the lookup tables of Carlsson and Leenaarts (2012), which account for losses from hydrogen, calcium and magnesium. Coronal radiative losses are calculated by summing the emissivity of all transitions within the CHIANTI database, as a function of the ion population fraction, where the ionization state can be given in equilibrium or calculated out-of-equilibrium, and the emission measure in each grid cell.
Flares are simulated by injecting a power-law distribution of non-thermal electrons at the loop apex, following the analytic treatment of Emslie (1978) and Hawley and Fisher (1994), with a sharp low-energy cutoff. This was implemented in Reep et al. (2013), and non-thermal collisional ionisation and excitations of hydrogen were added in Reep et al. (2019) using the (Fang et al., 1993) expressions for those rates. Flares driven by mono-chromatic (i.e., a single frequency) Alfvénic waves have also be modelled (Reep and Russell, 2016; Reep et al., 2018b).
Over the years HYDRAD has evolved into a flexible and powerful code capable of modeling a broad variety of phenomena including: multi-species plasma confined to full-length, magnetic flux tubes of arbitrary geometrical and cross-section variation in the field-aligned direction (Bradshaw and Viall, 2016); solar flares driven by non-thermal electrons and mono-chromatic Alfvénic waves, and the non-equilibrium response of the chromosphere; coronal rain formed by condensations in thermal non-equilibrium where the adaptive grid is required to fully resolve and track multiple steep transition regions (Johnston et al., 2019); and ultracold, strongly coupled laboratory plasmas, composed of weakly-ionized strontium (McQuillen et al., 2013; 2015).
HYDRAD is written in C++ and is designed to be modular in its structure, such that new capabilities (e.g., physical processes) can be added in a relatively straightforward way and handled robustly by the numerical scheme. It is also intended to be fairly undemanding of computational resources, though its needs do depend strongly on the particular nature of each model run (e.g., physics requirements, spatial resolution). The recently implemented NLTE solver for a 6-level hydrogen atom in the optically-thick chromosphere necessitated parallelization of part of the code (the OpenMP standard is employed) to recover acceptable runtimes. A significant performance gain may also be obtained when solving for the time-dependent ionization state of a large number of elements coupled to the electron energy equation via the radiative loss term. Otherwise, if this functionality is not required, then HYDRAD is generally most efficiently executed in single-processor mode with multiple instances running in an “embarrassingly-parallel” exploration of a parameter space, for example.
The code has been extensively deployed, tested, and used for a large number of scientific investigations on Windows PC, Mac, and Linux platforms, and found to be stable and robust. HYDRAD can be freely downloaded from its GitHub repository3.
2.3 Flarix
FLARIX is a hybrid radiation hydrodynamic code (written in Fortran), comprised of three parts (Heinzel et al., 2016). Each component can be run as standalone codes, but are fully integrated within FLARIX. They are 1) a test-particle code that models the transport and thermalisation of non-thermal particles (Varady et al., 2010; 2014), 2) a 1D field-aligned hydrodynamic code (e.g., Kašparová et al., 2009), and 3) a time-dependent (non-equilibrium) NLTE radiative transfer code (MALI; e.g., Heinzel, 1995; Kašparová et al., 2003). FLARIX solves the hydrodynamics and NLTE radiation transport equations separately, but with feedback between the two codes so that, like RADYN, radiative heating and cooling from chromospheric lines and continua are considered, as is an accurate time-dependent NLTE hydrogen ionisation fraction.
FLARIX solves the single fluid hydrodynamic equations along one leg of a symmetric magnetic loop, that is assumed to be semi-circular. When solving those equations the time-dependent hydrogen ionisation fraction is obtained from the NLTE radiation transport code MALI, with the coronal segment assumed to be fully ionised (the ionisation fraction explicitly set to 1). The conductive heat flux is the Spitzer classical formula, and mechanical heating is applied to assure stability of the pre-flare atmosphere, which is typically a VAL-C (Vernazza et al., 1981) type stratification. This atmosphere spans the sub-photosphere through corona, with a fixed grid of [image: image] cells that is optimised to resolve gradients and shocks in the flare chromosphere and transition region. Radiative losses in the chromosphere are computed at each timestep using MALI with the instantaneous values of temperature, electron density, hydrogen density, and non-thermal electron heating rate (to account for non-thermal collisional rates) from the hydrodynamics piece. The full plane-parallel radiation transfer problem is solved for appropriate bound-bound and bound-free transitions of H i, Ca ii, and Mg ii (with the addition of helium in progress), assuming CRD (with Lyman lines truncated at 10 Doppler widths), and ensuring charge and particle conservation. In the coronal part of the loop radiative losses are assumed optically thin, employing the loss function of Rosner et al. (1978).
Flares are simulated by injecting a distribution of non-thermal electrons or protons, which are propagated and thermalised by Coulomb collisions (subsequently heating the plasma) using test particle and Monte Carlo methods, following the approach of Bai (1982) and Karlicky and Henoux (1992). This includes the relevant scattering terms, and pitch angle effects, and is equivalent to solving directly the Fokker-Planck equations (MacKinnon and Craig, 1991), but also provides a flexible means to investigate many aspects of non-thermal electron or proton interactions, such as magnetic mirroring and return current effects (e.g., Varady et al., 2014). Alternatively, the analytic expressions of Emslie (1978) and Hawley and Fisher (1994) can also be used. Non-thermal rates follow the (Fang et al., 1993) approach. For full details see: Kašparová et al. (2009), Varady et al. (2010), and Heinzel et al. (2016).
Note that for the code-to-code comparison of Kašparová et al. (2019), shown in Figure 1, RADYN and FLARIX were made as similar as possible as concerns the physics included (e.g., the atoms treated in detail, the optically thick loss functions, the form of electron beam heating).
2.4 PREFT
Longcope and collaborators have developed a flare loop model which incorporates reconnection energy release by using thin flux tube (TFT; Spruit, 1981; Linton and Longcope, 2006) MHD equations. The axis of a thin flux tube evolves under a version of the ideal MHD equations expanded in small radius (Guidoni and Longcope, 2010). The tube is assumed to lay entirely within an equilibrium current sheet separating layers of magnetic flux with equal field strength but differing in direction by a shear angle Δθ. The magnetic pressure from the external layers maintains the field strength of the tube, but otherwise exerts no force on the tube’s axis. The tube evolves without reconnection under its own magnetic tension, and field-aligned pressure and viscosity. Energy transport is assumed to occur through thermal conduction, limited to the level of free-streaming electrons. The tube is initialized at the instant after a localized reconnection process within the current sheet has linked sections of equilibrium tubes from opposite sides of the current sheet. No further reconnection occurs, and any heating from the initializing event is neglected. In its subsequent evolution, the tube retracts under magnetic tension releasing magnetic energy and converting it to bulk kinetic energy in flows which include a component parallel to the tube. The collision between the parallel components generates a pair of propagating slow magnetosonic shocks, which resemble gas dynamic shocks as they must in the parallel limit. Absent thermal conduction, this evolution matches the classic models of Petschek reconnection including a guide field (i.e., component reconnection Longcope et al., 2009; Guidoni and Longcope, 2011; Longcope and Klimchuk, 2015). Solutions of the TFT equations show that thermal conduction carries heat away from the shocks, drastically altering the temperature and density of the post-flare plasma (Longcope and Guidoni, 2011; Longcope and Klimchuk, 2015; Longcope et al., 2016).
Guidoni and Longcope (2010) reported the first numerical implementation of the coronal TFT equations in a code called DEFT (Dynamical Evolution of a Flux Tube). A later implementation, called PREFT (Post-Reconnection Evolution of a Flux Tube; written in IDL), included optically thin radiative losses and a simplified chromosphere at each end of the reconnected flux tube, capable of reproducing chromospheric evaporation (Longcope and Klimchuk, 2015). Both versions have been adapted to include current sheets terminating in Y-points (Guidoni and Longcope, 2011; Unverferth and Longcope, 2020), although simulations are often done with a simpler uniform current sheet. Interactions with the current sheet plasma in the form of an aerodynamic drag force was later added (Unverferth and Longcope, 2021), and recent experiments impeded this drag force to investigate the role of MHD turbulence in prolonging heating into the flare gradual phase (Dr. William Ashfield, private communication, 2022). The chromosphere in PREFT is typically set to be isothermal (T ∼ 10 kK) and gravitationally stratified according to some density scale height.
3 FORWARD MODELLING IRIS OBSERVABLES
Armed with the flaring atmospheres from the dynamic loop models we must then synthesise the emission that we predict IRIS would observe. This is true even in the case of RADYN and FLARIX  where the radiation transfer of certain species is solved alongside the hydrodynamics, since the spectral lines observed by IRIS are not typically included in those solutions. This generally happens in one of two ways: 1) via an optically thin “coronal” assumption, using data from an atomic database such as CHIANTI alongside instantaneous properties of the flare atmospheres (e.g., emission measures, temperatures, and velocities); 2) via detailed NLTE radiation transfer calculations using snapshots from the dynamic simulations as input to post-processing code. Within the context of IRIS, the former is typically done for the Fe xxi, Si iv, and other optically thin transition region lines, and the latter for Mg ii, C ii, and other optically thick transitions or lines such as O i 1355.6 Å for which certain processes such as charge exchange require a radiation transport approach. Each approach has drawbacks and advantages.
In the optically thin line synthesis scenario the usual approach is to generate the contribution functions G (ne, T) (via a resource such as CHIANTI) that encapsulate the atomic physics processes that lead to the population and subsequent de-excitation of the transition in question. Normally this assumes ionisation equilibrium so that they peak at the equilibrium formation temperature of the ion in question. This may or not be a valid assumption in some scenarios. Codes like HYDRAD that track the non-equilibrium ionisation of minority species can instead use more realistic ionisation stratification. From these functions the emissivity in each grid cell can be calculated using the local plasma conditions within that cell:
[image: image]
where Ab is the abundance of the species, ne(z) is the electron density at height z, and nH, is the hydrogen density. The intensity in each grid cell is then Iλ,z = jλ,zδz, for a grid cell width δz. Once the intensity is known the spectral lines can then broadened by the instrumental profile, by the Gaussian thermal width, and by any assumed non-thermal width (e.g., due to microturbulence). Non-thermal broadening is the catch all term for any width in excess of the quadrature sum of the thermal and instrumental widths, the source of which is an active area of study. This could be due to local turbulence, unresolved flows, or something more exotic. When modelling it is usually not included without some apriori information (or guess!) about what it should be. Often some scheme is used to sum the intensity in each cell through height to provide the total emergent intensity. For example, this can be as basic as integrating through the full loop, or we can isolate certain locations such as the footpoints to integrate over. Other techniques attempt to take into account instrument properties, for example we can assume a semi-circular loop at disk center, orientated perpendicular to the Sun’s surface, and project each loop position onto an artificial pixel of some size inspired by the instrument we are trying to compare to (e.g., Bradshaw and Klimchuk, 2011, which is the norm for HYDRAD simulations).
When modelling optically thick lines by inputting snapshots from the flare simulations to radiation transport codes then it is usually the case that more advanced physics can be included in the solution that present in the original simulations, but at the expense of the dynamics. That is, non-equilbrium effects are often neglected and the statistical equilibrium population equations are solved instead. This can be mitigated somewhat by using in each atmospheric snapshot the electron density computed from a non-equilibrium solution, and in fact Kerr et al. (2019b) demonstrated using the minority species version of RADYN (MS_RADYN) that non-equilibrium effects can be, mostly, safely neglected when considering Mg ii even in flares (as was previously shown to be the case in the quiet Sun Leenaarts et al., 2013). In that instance, the inclusion of more advanced physics afforded by codes such as RH15D (Uitenbroek, 2001; Pereira and Uitenbroek, 2015), namely partial frequency redistribution (PRD), affected the line synthesis a great deal more than non-equilibrium effects. Post-processing flare snapshots through radiation transport codes typically involves providing the atmospheric stratification (e.g., height/column mass scale, temperature, electron density, velocity, microturbulence, H level populations or mass density) and a series of model atoms to solve (which in some cases form the basis of the non-hydrogen background opacities). The model atoms contain data about the atomic levels, the various transitions (oscillator strengths, damping terms etc.), thermal collisional excitation and ionisation rates, charge exchange rates, and the like. Thus, careful construction of the model atom is required to obtain a good result, including using the appropriate number of levels. There are three commonly used radiation transfer codes when processing flare atmospheres: RH, RH15D, and MALI. Of those, RH and RH15D are probably the most commonly used, and are in fact very similar to each other, the latter being a parallelised version of the former, allowing multiple snapshots to solved simultaneously. This greatly speeds up the problem as each 1D snapshot can take up to some tens of minutes or longer to solve if a very large number of transitions are desired, especially if PRD is being used.
Of the optically thick IRIS lines modelled in detail in flares, Mg ii is the most common, likely because it offers exceptional (though still largely untapped) diagnostic potential. Kerr et al. (2019a) and Kerr et al. (2019b) explored the impact of various radiation transfer effects when considering Mg ii in flares, partly in an attempt to determine if the large densities in flares meant that PRD could be neglected and the more computationally friendly complete frequency redistribution approach employed. Unfortunately it was the case that PRD was indeed required even in flares, but the hybrid angle averaged PRD approach of Leenaarts et al. (2012) was found to adequately approximate the full angle-dependent PRD solution and save an order of magnitude in computational time. Further, Kerr et al. (2019a) demonstrated that using a model atom with too few levels (e.g., 3-level-plus-continuum) produced different results than a larger model atom, in part due to the lack of cascades through upper levels present in larger model atoms (e.g., the 10-level-plus-continuum atom of Leenaarts et al., 2013). Aside from hydrogen, including other species in NLTE was found to not be required. A similar trade study has not yet been performed for other IRIS transitions in flares, though would be a worthwhile exercise.
Note that a new radiation transfer code capable of including time-dependent effects (if sufficiently high-cadence snapshots are available) and processes such as PRD and overlapping transitions has recently been developed: Lightweaver (Osborne and Milić, 2021). This exciting new resource has not yet been used to study IRIS observables (to my knowledge!) but should be employed in future efforts.
4 “ELECTRON BEAM” DRIVEN MASS FLOWS
A major consequence of solar flare energy deposition is the driving of strong mass flows, which appear in spectral observations as Doppler shifted features either in the line core or as asymmetries in line wings. Both in early observations and modelling of flares (e.g., Fisher et al., 1985c; Fisher et al., 1985b; Fisher et al., 1985a; Fisher, 1989) a distinction was made between chromospheric evaporations that proceeded in a more “gentle” fashion and those that were “explosive”. Gentle evaporation is subsonic, whereas explosive evaporation is supersonic, reaching 100s km s−1, and is very impulsive in character, with a rapid rise to peak velocity. The overpressure and momentum balance from the explosive upflow scenario also produces downflows with speeds on the order a few × 10 km s−1 (chromospheric condensations) that are denser and propagate deeper into the chromosphere, appearing as redshifts in spectral lines. The Fisher studies determined that the energy flux delivered to the chromosphere and transition region was the deciding factor, with F = 1 × 10 erg s−1 cm−2 required to drive an explosive response. Those models used a fixed heating duration of t = 5 s, and a fixed Ec = 20 keV low-energy cutoff for the electron beam, and we know also that the low-energy cutoff can also an important parameter in determining the character of upflows/downflows (e.g., Reep et al., 2015). Note also that electron beams are not the only means to drive explosive chromospheric evaporation, and that they can be driven by a strong heat flux, for example.
As mentioned above, these upflows are produced by pressure gradients following flare heating, with momentum balance driving downflows. It is worth pointing out that the “dividing line” between upflows and downflows has been observationally identified in temperature space using Hinode/EIS data (e.g., Milligan and Dennis, 2009). In the footpoint of a C class flare, ions forming T > ∼ 1.5 MK exhibited large blueshifts whereas T < ∼ 1.5 MK exhibited redshifts (assuming ionisation equilibrium for their formation temperatures). Studying an X-class flare in which EIS observed several footpoint sources (Sellers et al., 2022) found similar results but with a range of flow reversal temperatures TFR ∼ [1.35–1.82] MK. This flow reversal point is located within the flare transition region, and roughly identifies the location of a pressure imbalance, and therefore heating location. It is an important benchmark for models to meet, though only one study to my knowledge has used this to test the physical processes in models. Allred et al. (2022) modelled the flare observed by Milligan and Dennis (2009) using RADYN, where they explored the effects of turbulent and non-local suppression of thermal conduction. Comparing the synthetic EIS profiles they found that suppression factors between 0.3 and 0.5 times that of the Spitzer values were most consistent with the observed flow reversal temperature, the magnitudes of upflows as function of temperature, and the non-thermal widths [studied for the same flare by Milligan (2011)]. In their study Allred et al. (2022) included the turbulent mean free path in the line synthesis, acting as a source of non-thermal broadening. Sellers et al. (2022) performed a very detailed observational study of the flows from many lines as observed by EIS and IRIS, as well as analysing the hard X-ray observations from RHESSI. Modelling those various flare footpoints, driven by non-thermal electron distributions inferred from the RHESSI observations as a function of time [for example using the RADYN_Arcade framework of Kerr et al. (2020), see below] would be a worthwhile endeavour to explore the pattern of upflows versus downflows. The upcoming Solar-C/EUV High-Throughput Spectroscopic Telescope [EUVST; Shimizu et al., 2019] will provide capabilities comparable to IRIS but with a significantly broader temperature coverage, which should also be a valuable resource for such studies.
I will not review the wealth of observational evidence and analysis of chromospheric evaporations and condensations here but refer the reader to recent reviews of EUV (Milligan, 2015) and UV flare spectroscopy (De Pontieu et al., 2021), and reference therein. Instead, in this section I highlight a few studies in which loop models of flares driven by typical non-thermal electron distributions were used to interpret signatures of mass motions in IRIS spectra, and in which IRIS spectra challenge the models.
4.1 Long-lived flows
The high spatiotemporal resolution afforded by IRIS has led to a plethora of studies of the chromospheric evaporation and condensation processes in flares. An important spectral line that has been used extensively for studying hot flare plasma is Fe xxi 1,354.1 Å, forming at around T ∼ 11 MK (in equilibrium conditions). This line exhibits large Doppler motions both in flare ribbon footpoints, and along the legs of flare loops, in excess of vDopp = 100 km s−1 and up to vDopp ∼ 250–300 km s−1 (e.g., Tian et al., 2014; Tian et al., 2015; Young et al., 2015; Graham and Cauzzi, 2015; Polito et al., 2015; Sadykov et al., 2015; Polito et al., 2016). At the same time the lines are initially extremely broadened, narrowing as the line returns to rest. Importantly, this line is entirely blueshifted within an IRIS spatial pixel (e.g., Young et al., 2015). That is, it does not just have a blue wing asymmetry alongside a stationary component, as was generally the case with MK lines observed during flares with lower-resolution observatories, the implication being that IRIS is resolving the flare footpoint source (if the filling factor is [image: image]), or that there was only one source of footpoint emission within that pixel (if the filling factor [image: image]).
To set these data in context I include a brief aside to discuss pre-IRIS observations of spectral lines produced in plasmas with a temperature in excess of several MK, though encourage the reader to see Milligan. (2015) for a fuller discussion. Blueshifts of up to a few hundred km s−1 from lines at [image: image] MK temperatures in flares were initially observed to possess a dominant stationary component plus a blueshifted component, for example by Antonucci et al. (1982), Antonucci and Dennis. (1983), Mason et al. (1986), and Fludra et al., 1989 using SMM data. Further flare observations from Yohkoh’s Bragg Crystal Spectrometer (BCS; Culhane et al., 1991) found similarly asymmetric profiles. Such observations were contrary to the expectations of fully blueshifted lines based on numerical models in which the whole flare was a monolithic loop4 (see discussions in Hori et al., 1998; Doschek and Warren, 2005). These data lacked spatial information, so the total emission was the sum of all sources in the field of view. However, even with instruments that provided spatial information, for example SOHO’s Coronal Diagnostic Explorer [CDS, with 4–5″ resolution; Harrison et al., 1995] or Hinode’s EUV Imaging Spectrograph (EIS, with [image: image] resolution; Culhane et al., 2007), high-temperature lines still exhibited a stationary component alongside a blueshifted component. The dominance of each component varied, so that in some of those observations the blueshifted component was brighter than the stationary. Also, sometimes instead of being stationary, one component was actually just less blueshifted (still suggesting contributions from unresolved features). Some examples of studies that found multicomponent lines include: Teriaca et al. (2006), Milligan et al. (2006), Milligan and Dennis. (2009), Li and Ding (2011), Graham et al. (2011), Watanabe et al. (2010), Young et al. (2013), Doschek et al. (2013). There were, however, some flares in which fully blueshifted high-temperature lines was observed (e.g., del Zanna et al., 2006; Brosius, 2013; Doschek et al., 2015). So, prior to IRIS there was not a consistent picture. Now with the consistent presence of fully blueshifted Fe xxi 1,354.1 Å from IRIS we can more confidently isolate the hot flare footpoint emission to compare against predictions of mass flows in our numerical models.
A superposed epoch analysis of IRIS Fe xxi 1,354.1 Å Doppler motions during an X class flare revealed a remarkably uniform behaviour within each footpoint (Graham and Cauzzi, 2015). Along the flare ribbon each footpoint initially showed Fe xxi vDopp ∼ 250 km s−1, with very little scatter, followed by a smooth decay in time back towards rest. Again with very little scatter, it took around 10 min for each source to return to rest (similar timescales have been seen in other flares). For various reasons (e.g., ribbon propagation timescales, rise times of UV or optical emission, duration of hard X-ray spikes) it is generally assumed that energy injection into each footpoint is more on the order of seconds to tens of seconds. In models that use those timescales the atmospheres undergo rapid global cooling, from flare temperatures towards quiescent temperatures, following cessation of energy injection and flows are quenched due to the collapse in chromospheric/transition region overpressure that drives the upflow of material. What then sustains these long lived upflows?
Similarly, in a number of flares the transition region Si iv resonance lines have been observed to exhibit redshifts lasting many minutes, in contrast to relatively shortlived chromospheric redshifts. Lifetimes of Si iv redshifts range from a few tens of seconds, to minutes, or even tens of minutes, seen in both high and low cadence observations (e.g., Brosius and Daw, 2015; Sadykov et al., 2015; Warren et al., 2016; Zhang et al., 2016; Li et al., 2015; 2017; 2019; Yu et al., 2020; Li et al., 2022; Ashfield et al., 2022). Pervasive net-redshifts, from [image: image] km s−1, with spatial fine structure, are not uncommon in the non-flaring mid-lower transition region (e.g., Hansteen, 1993; Brekke, 1993; Chae et al., 1998; Zacharias et al., 2018), and this may muddy the waters of identifying temporal signatures of condensations in transition region lines. For example several authors show observations of Si iv Doppler motions in which there is a consistent vDopp ∼ 10 km s−1 even adjacent to the main flaring region, on top of which briefer (a few seconds to tens of seconds) bursts of redshifts occur co-spatial with flare sources, with magnitudes vDopp ∼ 10–80 km s−1 (Li et al., 2019; Yu et al., 2020; Ashfield et al., 2022). Some do show smoother, less bursty Doppler shift lightcurves (e.g., Warren et al., 2016). Flare induced Doppler motions typically appeared as asymmetries in the red wing, with some instances exhibiting a fully shifted profile or even a transition from fully shifted to asymmetric (see discussions in Li et al., 2019; Yu et al., 2020). Quasi-periodic pulsations (QPPs) have been identified in the Si iv lines, with periods on the order t ∼ 32–42 s (Zhang et al., 2016), an interpretation of which could be so-called bursty reconnection with repeated energy injection (though the origin of QPPs is still a source of healthy debate). Other periodicities have been interpreted as being the result of current sheet dynamics (Brannon et al., 2015). Regarding the chromospheric redshifts, pre-IRIS observations suggested lifetimes of 2–3 min for the decay of H i α redshifts (e.g., the well-known results of Ichimoto and Kurokawa, 1984; Ding et al., 1995), but high spatiotemporal (so that effects of unresolved flows are reduced) observations of the Mg ii lines from IRIS have suggested [image: image] s decay time (e.g., Graham and Cauzzi, 2015; Kerr et al., 2015). In the IRIS Mg ii observations, the redshifts rapidly fall on those short timescales, but there can be a residual low-magnitude redshift for a few minutes. The initial rapid decrease, though, is comparable to the theoretical predictions of Fisher (1989). A conceptual understanding of the briefer bursts of strong transition region redshifts as being due to the classical condensation picture is not difficult, but the cases with more sustained (over many minutes or tens of minutes), elevated, redshifted emission is rather more difficult to explain; especially as the chromospheric counterpart of the condensation does not tend to show such long periods.
In this section I discuss some attempts to address the long duration upflows and downflows identified in IRIS observations with loop modelling, that focussed on the Fe xxi and Si iv lines.
4.1.1 Single loop or arcade modelling
In an effort to facilitate a more realistic model-data comparison of optically thin flare emission, Kerr et al. (2020) produced a synthetic flare arcade model that used an observed active region magnetic skeleton and RADYN field-aligned models. This model takes into account the superposition of loops and geometric effects (e.g., loop inclination, viewing angles) so that line-of-sight effects in the synthetic optically thin images and spectra are accounted for. A RADYN model was grafted onto magnetic loops extrapolated from a non-flaring active region (Allred et al., 2018), and were set off in sequence to mimic ribbon propagation (5 loops every 3 s). Within each voxel of the 3D space the differential emission measures (DEM; a measure of how much material is present within a temperature bin) and Fe xxi 1,354.1 Å spectra were synthesised, and, from the former, observables from the Solar Dynamics Observatory’s Atmospheric Imaging Assembly (SDO/AIA; Lemen et al., 2012) were synthesised. These were projected onto a 2D observational plane, with multiple voxels projected into a single pixel, so that superposition along the line-of-sight was included. This flare arcade model reproduced many aspects of Fe xxi Doppler shifts such as the magnitude of the blueshifts, the narrowing as they approached rest, and the localisation of the blueshifts to hot footpoints and lower legs of the loops. Figure 2 shows some synthetic Fe xxi spectra and a map of the arcade in this model. However, this model significantly underpredicted the decay time. Constructing a superposed Doppler flow similar to Graham and Cauzzi. (2015) showed only a t ∼ 50 s decay time of footpoint Doppler shifts, more than an order of magnitude too fast. Each loop in the arcade was from the same RADYN simulation, with t ∼ 25 s injection time, but the projected velocity differed depending on the loop geometry. Figure 3 illustrates the differences in decay time between the observations of Graham and Cauzzi. (2015) and the flare modelling.
[image: Figure 2]FIGURE 2 | An example of RADYN_Arcade modelling of Fe xxi 1,354.1 Å, from Kerr et al. (2020). Panel (A) shows a map of the emission integrated over the Fe xxi line, with bright newly activated footpoints, and dense loops. Dashed lines are artificial slits, along which the spectra are shown in panels (B–E), where Doppler shifts and broadening is present. Bright horizontal strips are intense continuum enhancements at loop footpoints. © AAS. Reproduced with permission.
[image: Figure 3]FIGURE 3 | Comparing an observed superposed analysis of mass flows to the modelled upflows. Panel (A) shows the Fe xxi 1,354.1 Å Doppler shifts obtained from fitting Gaussians to IRIS observations of the 2014-September-10th X-class flare, and panel (B) shows the Mg ii subordinate line Doppler shifts from that same flare, obtained via a bisector analysis (negative velocities are blueshifts, positive are redshifts). Both are adapted from Graham and Cauzzi. (2015). Panel (C) shows the synthetic Fe xxi 1,354.1 Å line Doppler shifts from the RADYN_Arcade model of Kerr et al. (2020), where the grey line represents the mean. Clearly the modelled upflows subside an order of magnitude too quickly. © AAS. Reproduced with permission.
This result was perhaps not unexpected. It is generally the case that flows subside not long after the cessation of energy injection, which alongside rapid global cooling removes the pressure imbalance in the absence of heating, quashing the upflows. Reep et al. (2018a) contains some detailed examples of this, where upflows in either a single model with bursty injection, or a multi-threaded model with simultaneous individual heating events, disappeared shortly after the electron beams were switched off. As well as unexplained lengthy upflows we have a mix of short and long duration condensations as discussed above, which are also frustratingly hard to explain. The Fisher (1989) models of condensations predict that the downflows last t ∼ 30–60 s, almost regardless of particle injection timescales. Once the chromosphere has been shocked out of equilibrium, the condensation propagates deeper, but accrues mass as it does so, and decelerates. Even if energy release is continuous over an extended time it seems hard to drive longer lived downflows as the chromosphere reaches a new equilibrium and is no longer shocked. The chromospheric timescales predicted by models are not as incongruous with observations as the upflows into the corona. Doppler shifts observed in Mg ii and other chromsopheric lines have lifetimes not too dissimilar from the modelled 30–60 s (e.g., Graham and Cauzzi, 2015; Graham et al., 2020), shown in the middle panel of Figure 3.
One means to obtain long duration upflows of Fe xxi 1,354.1 Å is simply to bombard the atmosphere with an electron beam for an extended period of time. To reproduce the [image: image] s of upflows observed in the 2014-Oct-27th X class flare, Polito et al. (2015) heated a single monolithic HYDRAD loop for 1000s of seconds. They synthesised Fe xxi, degraded to IRIS resolution, and were able to obtain Doppler shifts with a very similar decay profile (though it was necessary to divide the energy flux inferred from RHESSI observations by a factor of 10 to avoid excessively high temperatures and densities compared to their DEM analysis). Curiously, running with and without non-equilibrium effects turned on seemed to suggest an observed Doppler flow pattern somewhat more consistent with the loop being in equilibrium. This may indicate that the electron density during the actual flare was larger than the HYDRAD model. Polito et al. (2015) also tried asymmetric energy injection, where the electrons were injected somewhere along the loop, rather than the apex. The maximum of temperature and velocity occurred higher in the loop in that scenario, which may explain why the Fe xxi footpoint emission has been observed to appear 1″ from the enhanced FUV continuum, assumed to be the chromospheric footpoint (e.g., Young et al., 2015). So, continuous heating can drive extended durations of Doppler shift. However, it is unlikely that electron beams are injected into one loop for 10 min or more. A number of researchers assume it is actually closer to being on the order of [image: image] s into each footpoint. This has been inferred from rapid ribbon propagation, indicating energy injection into a new loop, motion of hard X-ray sources, the duration of individual spikes in hard X-ray lightcurves, and the rise time of UV and optical lightcurves from individual pixels.
4.1.2 Multi-threaded modelling
An alternative means to achieve long duration upflows, and to address similarly long lived transition region downflows is multi-threaded modelling in which each IRIS pixel is assumed to be comprised of many strands embedded within that volume, with one loop model representing just one of these strands. Warren et al. (2016) studied a B2 class flare, noting that whereas Mg ii exhibited discrete bursts of intensity enhancements with associated redshifts, the Si iv and C ii resonance line redshifts were more systematic, not returning to rest for many minutes. Their lightcurves were also sustained but showed more structure, with a few strong spikes. To explain these transition region observations (Reep et al. 2016) used HYDRAD loop models in a novel way. They ran 37 electron beam driven simulations, with the spectral index and low-energy cutoff inferred from RHESSI observations, and a range of energy fluxes spanning F = 108–11 erg s−1 cm−2, applied for t = 10 s to each loop. From each loop, the Si iv spectra were synthesised, applying Doppler shifts as appropriate. They then randomly sample emission from N threads, activating randomly with an average rate of one per r unit time, and with a power law in energy flux space guided by the FUV intensity distribution from observations of Warren et al. (2016), dividing the total summed intensity by N. N and r are connected by the requirement that N × r > τ, for τ some observed duration, for example the duration of redshifts. Within each individual strand, weak energy deposition ([image: image] erg s−1 cm−2) only produced blueshifts, due to gentle evaporation, consistent with the modelling of Testa et al. (2014). Stronger energy deposition quickly produced redshifts and high intensities.
Through trial and error to ensure smooth and longlived Si iv Doppler shift lightcurves, (Reep et al., 2016) determined that to reproduce the (Warren et al., 2016) observations, N ≥ 60 threads were need per IRIS pixel, activating with a rate r ≤ 10 s, and with a minimum flux of F = 3 × 109 erg s−1 cm−2. Burstier lightcurves resulted from decreasing the activation rate (increasing r), or allowing a smaller minimum energy so that large excursions resulting from the strongest threads were more prominent (recall that some observations of larger flares showed quite bursty Si iv Doppler motions). Comparing the observed and modelled slopes of the emission measure distributions (EMD) can help further constrain N and r. A smaller r forces a higher N, the consequence of which means there are many more cooling loops at any time, boosting the low temperature end, and thus the slope, of the EMD at those temperatures.
Building upon this framework, Reep et al. (2018a) performed similar modelling that could simultaneously address the long lived Fe xxi upflows and Si iv downflows. They again kept δ = 5 and Ec = 15 keV of the non-thermal electron distribution fixed, but this time allowed the duration of energy injection onto each thread to vary. A triangular pulse with equal rise and fall times, with total durations ranging tdur = [1–1,000] s, in increments of 0.1 in log space was used, with peak energy fluxes ranging Fpeak = [108–1011] erg s−1 cm−2 (providing 341 simulations total). Both Si iv and Fe xxi emission was synthesised from each loop model under optically thin conditions. Comparing two of their single loop models, Reep et al. (2018a) first demonstrated that with longer energy deposition timescales, the upflows persist, but that downflows diminish even before the energy deposition ceases, confirming earlier results from Fisher’s models. Once the chromosphere has been shocked and produces a condensation, it is difficult to re-shock just with continuous energy deposition. Further, the weaker simulations did not produce sufficiently hot, sufficiently dense loops to emit strongly in Fe xxi (for intermediate energy fluxes non-equilibrium effects could lead to a delay in the formation Fe xxi). Comparisons of the peak densities, temperatures, and mass flows produced by the grid of individual loops demonstrated that in addition to the energy flux, and low-energy cutoff, the duration of energy deposition likely plays a role in determining if evaporation proceeds explosively or not.
Performing the multi-threaded modelling with various setups (variously fixing or changing values of N, r, Fmin, α, where α describes the slope of the energy flux distribution) using this HYDRAD grid, (Reep et al., 2018a) found the following general conclusions. Longer heating durations produce smoother lightcurves, as loops heated by shorter durations cool too fast. For a mix of heating durations, a median of tdur = [50–100] s does a better job of reproducing the combination of long lived up- and downflows. More sustained past heating tdur > ∼ 100 s results in the initial set of loops dominating the signal, but their downflows still subside after [image: image] min so that a persistent redshift is not seen. Much shorter durations make it difficult to produce detectable Fe xxi emission. Increasing the number of loops produces smoother lightcurves, which for the redshifts is due to the dominance of newly activated loops.
Applying this model to estimate the number of strands per IRIS pixel in an observed flare, the M class event on 2015-March-12, (Reep et al. (2018a)) find they can largely reproduce aspects of the observations with r = [3, 5] s, and heating durations between tdur = [30–300] s. However, they note that the observed Si iv intensities decrease with time, possibly indicating that the maximum energy flux in the distribution of threads decreases over time. This comparison is shown in Figure 4, with the observations on the left, and the N = 200, r = 5 s multi-threaded HYDRAD model on the right. Comparing to Figure 3, the multi-threaded approach clearly does a better job at reproducing the extended Doppler shifts.
[image: Figure 4]FIGURE 4 | Explaining the observed long-duration flows with multi-threaded modelling. Panels (A–C) show observations of the M class 2015-March-12 solar flare, where from top to bottom we see the Si iv 1,403 Å intensity (yellow/brown colour scale), the Fe xxi 1,354.1 Å line intensities (blue colour scale), and the Doppler shift of each line (negative velocities are blueshifts, positive are redshift). The multiple lines shown for each quantity represent five different pixels in the flare ribbon. Panels (D,E) show the equivalent properties, but for a multi-threaded HYDRAD simulation, with N = 200 threads per IRIS pixel. In those panels red shows Si iv and blue shows Fe xxi. This model does a good job at capturing the duration of flows but does not exhibit the decrease in Si iv intensity towards the latter stage of the flare. Figure adapted from Reep et al. (2018a). © AAS. Reproduced with permission.
To tackle the chromospheric predictions in their multi-threaded modelling (Reep et al., 2019) synthesised O i 1355.6 Å and Mg ii k line spectra via RH15D with HYDRAD flare atmospheres as input, after first modifying the treatment of the chromosphere in HYDRAD. Before Reep et al. (2019) the H ion fraction, and therefore estimates of radiative losses from the (Carlsson and Leenaarts, 2012) lookup tables, in the HYDRAD chromospheres were based on an LTE treatment that used the local temperature and electron density, assuming collisional rates dominated. To improve this, and to obtain better estimates of H ionisation stratification, electron density stratification, and radiative losses, they turned to the approach of Leenaarts et al. (2007), who followed the work of Sollum (1999). In this model the radiative and collisional rates for each transition of H were considered in order to obtain level populations for five levels of H plus the proton density. The collisional rate data were taken from standard sources. Obtaining the radiative rates without calculating the radiation field by solving the full NLTE radiation transfer problem required estimating the radiation field stratification above some critical height (below which the atmosphere could be assumed to be LTE), varying as a function of column mass above this height. Ultimately, the brightness temperatures were obtained as a function of height, and used to calculate the radiative rates. Reep et al. (2019) follow the Sollum (1999) results, but make some important modifications to account for the fact that the radiation field at the top of the chromosphere differs in flares. They note the relation between electron density and line intensity, using this to vary the brightness temperature at the top of the atmosphere as a function of electron density, with a grid of RADYN models serving as a guide.
Armed with this new model chromosphere, the parameter space of Reep et al. (2016) was re-run to model the observations of Warren et al. (2016), and multi-threaded models of the chromospheric lines calculated via processing HYDRAD flare atmospheres through RH15D and combining the emission in the same manner as Reep et al. (2016). Reep et al. (2019) argue that the single loop model cannot explain the O i emission, since it is strongly redshifted in the model but largely stationary in the observations. It was also far too bright in the models. Various setups of the multi-threaded approach managed to produce O i Doppler motions consistent with Warren et al. (2016) observations, but the ratio of O i to C i was not consistent (O i was too bright). The Mg ii results were also consistent with the observations, showing bursty redshifts lasting throughout the heating phase. Something not addressed by Reep et al. (2019) is if we might really expect the chromospheric emission in a multi-threaded model to freely escape without radiation transfer effects between each closely space thread, which may confuse the picture of the very optically thick Mg ii lines in this model (though O i is very likely optically thin in flares). Single loop models likely suffer similar issues with 2D/3D radiation transfer, though often the assumption is that they are embedded in a ribbon-like structure that evolves similarly, rather than having many tens or hundreds random energisation events within the small volume of an IRIS pixel. A recent study using RADYN flare models and Lightweaver has demonstrated the importance of including 2D and 3D radiation transfer (Osborne and Fletcher, 2022), though focussing on quiet Sun nearby a ribbon. A similar model that explores the effects within the ribbons or footpoints themselves (i.e., an inhomogenous ribbon) would be very interesting and worthwhile!
The application of multi-threaded modelling to the problem of long lived flows has been largely successful, with important implications if true, for example that individual threads may be smaller than 1/100 arcseconds for N ∼ 60, scaling inversely with N. While this model alleviates the demand of continuous energy injection into a single thread for many minutes, it still demands the injection for many minutes into an area the size of a single IRIS pixel (i.e., a single localised volume), and for up to [image: image] minutes on some threads. It remains to be seen if we actually have bombardment by energetic electrons into these areas for this long. Hard X-ray kernels, the proxy for non-thermal electrons, propagate in time during the flare, so don’t necessarily always hover in a single location for many minutes (e.g., Fletcher et al., 2011; Cheng et al., 2012, among many studies), with the usual caveat that RHESSI’s 1:10 dynamic range means that only the strongest sources are observed. Perhaps in the latter phase of multi-threaded modelling the upper range of the injected flux should be significantly reduced so that hard X-ray emission would be quite small, which is actually indicated by the pattern of Si iv intensities in Reep et al. (2018a). It would also be an interesting comparison to study the lifetime of flows in events in which hard X-rays quickly vary location, to those in which the hard X-ray motions are relatively stable. Further (and perhaps related), chromospheric redshifts do not seem to always exhibit the long lived decays seen in the B class event of Warren et al. (2016), and instead can show rapid decreases on the order of [30–120] s. It would be interesting to apply the multi-threaded approach to a flare observed with longlived transition region and coronal flows, but shorter duration chromospheric condensations, to determine if some parameter set can be constrained.
4.1.3 Area expansion in a single loop
An important facet of loop models that is typically ignored when modelling solar flares is area expansion along the loop. In most flare loop modelling the loop is assumed to be semi-circular with uniform cross-sectional area. However, given that the magnetic field decreases with height from photosphere to corona, in order to conserve magnetic flux, the area of the loops should presumably expand with height. This could also help alleviate the stark model-data discrepancies of transition region spectral line intensities (see the discussion in the detailed study of Reep et al., 2022a). Including area expansion in our models is relatively straightforward, but the questions are by how much should the area expand, where should this expansion begin, and does this have a strong effect?
The uncertainty here is not helped by the fact that it is observationally very tricky to identify the appropriate values to use. In fact, observations of both quiescent and flaring coronal loops do not seem to show significant expansion along their length, varying by only [image: image] from midpoint to footpoint, (Klimchuk, 2000). Even observations at the highest spatial resolution yet achieved show similar results (Klimchuk and DeForest, 2020). Nevertheless, it is important to gain an understanding of the effect on flare dynamics if we include area expansion. To that end, Reep et al., 2022b performed a systematic study of HYDRAD flare simulations that included area expansion. Although they did not synthesise IRIS observables in this particular study, their results are applicable to the problem of long-lived flows and to the fact that flare models typically cool much faster than observations suggest (see discussions in Qiu and Longcope, 2016; Emslie and Bian, 2018; Allred et al., 2022). Two scenarios were considered, one where expansion is limited to the transition region, and one where expansion occurs gradually and continuously through the loop, both implemented via a height varying factor 1/A(s) applied to the relevant hydrodynamic equations (where s is the position along the loop). This factor, that describes the relative area expansion, was obtained by imposing a magnetic field stratification, and using the fact that the area expansion is proportional to the magnetic field decrease.
In their continuous-expansion experiments, the expansion factors, from footpoint to loop apex, tested were Aexp = [1, 11, 43, 116]. Each factor was used in an electron-beam driven flare simulation, with a deposition duration of 100 s. The time taken to reach peak density was delayed with increasing area expansion, producing much longer cooling phases than typically seen in flare simulations. There is an extended period of time where the peak densities remain roughly constant and the temperatures decrease slowly via radiation, with draining only occurring after the temperature drops below T = 100 kK. Area expansion modified the T ∼ n2 relation so that the dynamics of the radiative cooling phase of the flares were very different than a loop with uniform cross-section. Upflows through the high temperature coronal loops persist well beyond the energy injection phase, in contrast to results discussed previously. Sound waves that result from sloshing of material during the flare gradual phase are also suppressed with increasing area expansion, and the magnitude of evaporative upflows reduced as the plasma encounters larger cross-sections. Sun-as-a-star irradiances synthesised from these models were reduced for loops with increasing area expansion but equal total volume, and the longer draining and cooling timescales results in sustained emission. Similar results were found for area expansion localised near the transition region, but with smaller changes to the timescales compared to the continuous-expansion case when the expansion occurs closer to the flare footpoint in the transition region. Sounds waves were also less suppressed in this scenario.
The assumption of a semi-circular loop was also interrogated, with a modification made to the gravitational acceleration term parallel to the loop to make the loops more elliptical. This has a seemingly minor effect, mostly on the draining timescales due to slightly weaker gravitational acceleration.
It is not yet known what the appropriate values of area expansion to use are, but Reep et al. (2022b) has convincingly demonstrated that this factor should not be ignored, particularly for the gradual phase of each footpoint. Indeed, this may negate the requirement for continuous energisation of many threads within a single IRIS pixel in order to maintain long-lived flows. Hopefully further exploration of these impacts will shed light on the appropriate values to use.
4.2 Satellite component redshifts
Redshifted, broadened, emission appearing in the wings of strong chromospheric lines has been observed for many decades, for example famously in Hα (e.g., Ichimoto and Kurokawa, 1984) who found short-lived ([image: image] s) sources with H α red-wing asymmetry with implied velocities of 40–100 km s−1. Other important studies of chromospheric redshifts from ground based observations of H α, Ca ii and Na D lines include Canfield et al. (1990), Falchi et al. (1992), Falchi and Mauas. (2002), Falchi et al. (1997), and Zarro et al. (1988). Falchi et al. (1997) noted that redshifts tend to occur along the edge of propagating ribbons; that is, they occur at the feet of newly reconnected loops. Comparing the momentum in condensations observed in H α to that of upflows from SMM data, Canfield et al. (1990) found an order of magnitude consistency, bolstering the chromospheric evaporation models of Fisher et al. (1985c), and ruling out some alternate suggestions for the origin of upflows. The observational studies of Falchi et al. (1992) and Falchi and Mauas. (2002) found what appeared to be an extended spatial gradient in the condensation front, seemingly at odds with the models of Fisher et al. (1985c) and Fisher (1989), who predicted a narrow condensation. They do speculate, though, that if the condensations in fact originated from a smaller area (i.e., that flare footpoints are smaller than they were able to resolve) then the wing emission could originate from a high-lying condensation and not from the deeper region implied by the line core intensity. In that scenario, the condensation may still have a gradient, but this gradient would be sharp since the geometric extent of the feature is narrow. Indeed, most of the studies mentioned above, as well as others referenced by them, commented specifically on the need for improved spatial (sub-arcsecond) and temporal (the first few seconds of energy deposition) resolution of chromospheric flare footpoints. As noted by Graham et al. (2020), pre-IRIS, sufficiently resolved observations of the flare impulsive phase in the chromosphere were scarce (in part due to the difficulty of placing spectrograph slits in the correct place).
IRIS has now observed many example of chromospheric downflows in flares, especially in the Mg ii NUV spectra, at sub-arcsecond resolution (e.g., Kerr et al., 2015; Liu et al., 2015; Graham and Cauzzi, 2015; Rubio da Costa et al., 2015; Kowalski et al., 2017; Panos et al., 2018; Huang et al., 2019; Graham et al., 2020). Kowalski et al. (2017) identified similar features in weaker, more narrow chromospheric lines observed by IRIS, where they could appear as distinct components that persisted only for the duration of one 75 s raster. Modelling of the two brightest footpoints in that flare, using RADYN, revealed that a rather high energy flux of non-thermal electrons was required to be injected into each footpoint, but that the dwell time on each footpoint could be different. A short pulse (Δt = 4 s) and a longer pulse (Δt = 8 s) were necessary to produce consistent ratios of Fe ii redshifted component intensity to line core intensity within each different footpoint. This bore similarities to the conclusions of Falchi and Mauas. (2002) who suspected that the red-asymmetry of certain line wings could originate from a condensation at a greater altitude than the usual line formation height.
Higher cadence (δt = 9.4 s) IRIS observations of the 2014-September-10th X-class flare revealed that in addition to spectra exhibiting redshifted cores and red-wing asymmetries in chromospheric species (Graham and Cauzzi, 2015), many spectra contained separate components with redshifts indicating downflows of the order 25–50 km s−1. These components were at times sufficiently far from the strong, mostly stationary, components that they were dubbed “satellite” components (Graham et al., 2020). These were most apparent in singly ionised and neutral transitions that produce spectral lines that were generally more narrow than the very strong resonance lines observed by IRIS. For example, they were seen in Mg ii 2,791.6 Å, Fe i 2,714.11 Å, Fe ii 2,813.3 Å, Fe ii 2,814.45 Å, C i 1,354.284 Å, and Si ii 1,348.55 Å. The lefthand side of Figure 5 shows examples of these satellite redshift components for the Fe ii 2,814.45 Å lines, where it can be seen that the satellite components were broader than the primary more intense “stationary” component, and were observed to migrate towards, and ultimately merge with, the primary component over a period of [image: image] s (that is, they decelerated).
[image: Figure 5]FIGURE 5 | Modelling red wing asymmetries and satellite components. Panel (A–D) show a series of snapshots of the Fe ii 2,814.5 Å line, observed by IRIS in the 2014-Sept-10 flare, where a stationary and satellite component are clear. The black solid histogram lines are the data, the black dotted line is the Gaussian fit to the stationary component, the red line is the Gaussian fit to the satellite component, and the thin grey line is the sum of the two components. Panel (E) shows RADYN modelling of the Fe ii line from that flare, which was able to reproduce the satellite component, though with an overestimated intensity. Figure adapted from Graham et al. (2020). © AAS. Reproduced with permission.
Using Fermi/GBM (Meegan et al., 2009) hard X-ray data, Graham et al. (2020) performed data-driven modelling of the Fe ii 2,814.45 Å line from that flare. The spectral properties of the non-thermal electron distribution were obtained (δ = 5, Ec = 15 keV), along with the total instantaneous power carried as a function time, averaged over 10 s time bins to be consistent with the IRIS data. Crucially, the energy flux (power/area) was estimated by carefully measuring the newly brightened area of IRIS SJI images at each time, with the rationale being that this revealed the locations into which the non-thermal electrons observed in Sun-as-a-star Fermi data were being injected at any snapshot. Using different thresholdings to define this area provided a range of energy flux densities on the order 1011–12 erg s−1 cm−2. Finally, the duration of energy injection into each footpoint was estimated from the width of a half-Gaussian function fit to the rise time of the Fe ii spectra [similar to the approach of Qiu et al., 2012], revealing a dwell time5 of tinj ∼ 20 s. RADYN modelling was performed with these derived parameters as input, in which a prominent condensation rapidly formed, with downflowing speed of up to 50 km s−1, an electron density in excess of 1014 cm−3 and a width of only Δz = 30–40 km.
Modelling the Fe ii lines, including averaging the synthetic spectra over the IRIS τexp = 2.4 s exposure time, revealed that this condensation did indeed result in a satellite component forming, that subsequently decelerated towards the stationary component as the condensation pushed deeper. Synthetic satellite components are shown in the righthand side of Figure 5, where colour represents time in the simulation. Figure 6 shows the contribution function to the emergent intensity (i.e., where the line forms) of the Fe ii line. The bright contribution from redshifted material is obvious, as is the narrowness of the condensation appearing in the upper chromosphere. From the formation properties of the lines, such as Figure 6, we can understand the origin of the satellite components. Flare heating in the chromosphere enhances the lines, but in a region without meaningful mass flows so that the near-stationary component is bright. Once the condensation develops at the top of the chromosphere/base of transition region and becomes dense it begins to produce Doppler shifted emission from those same ions. Since the stationary components are relatively narrow the very redshifted emission appears as a separate line. As the condensation accrues mass while it propagates deeper, it slows, such that the Doppler shift of the satellite component reduces and it merges with the stationary component, taking on the red-wing asymmetry appearance. The optical thickness of the lines comes into play as those lines that are very optically thick and form higher in altitude (e.g., the Mg ii or C ii resonance lines) will more quickly see the merging of the stationary and redshifted components (with the whole line appearing redshifted in many cases). In those cases the large opacity means that little light can escape the top of the condensation once enough density is accrued, and so the stationary component is not visible. For lines with smaller opacity both components can be seen. Further, the large opacity broadening of the resonance lines means that the redshifted component would likely not appear as a fully separate component, rather as a red wing asymmetry.
[image: Figure 6]FIGURE 6 | The contribution function to the emergent intensity of Fe ii 2,814.45 Å. Integrating through height yields the emergent intensity. Note the intense, but narrow, condensation in the upper chromosphere producing bright, redshifted satellite component alongside the stationary component. Figure from Graham et al. (2020). © Copyright AAS. Reproduced with permission.
The intensity of both the surrounding continuum and the stationary components agreed with the observations, as did the magnitude of the Doppler shifts. However, several discrepancies did exist. The satellite component was much too intense, outshining the stationary component, and was much too narrow (as discussed in Paper 2 Kerr submitted of this review line widths are a perennial problem). The onset and evolution of the satellite components also occurred on a more aggressive timescale compared to the observations, though not egregiously so (a factor 2–3× faster). Finally, varying the low-energy cutoff or energy flux illustrated how sensitive the properties and evolution of the condensation are. For example, increasing the energy flux to the upper range of the estimates in this particular case produced a condensation much too fast compared to the observations with a larger-than-observed continuum intensity. Similarly, increasing the low-energy cutoff meant that the condensation developed too late and was too slow. This demonstrates the possibility that such observations can be used to guide or constrain the range of plausible electron beam parameters consistent with the evolution of UV radiation in a particular flare (though I stress “guide”; I do not believe we are yet in a position to use them independent of X-ray observations).
Graham et al. (2020) explicitly demonstrated how useful high-cadence spectral characteristics are in confirming the inferred properties of the electron beam. They also demonstrated why we should pay attention to weaker lines in addition to the more commonly studied resonance lines. Similar condensations were shown in the models discussing the much broader Mg ii h and k lines (Kerr et al., 2016; Kerr et al., 2019a; Kerr et al., 2019b) but in those cases instead of producing satellite components, they produced small asymmetries in the red wings. In comparison to the resonance lines of Mg ii and C ii, Fe ii 2,814.45 Å has a much lower opacity, probing more easily the deeper layers of the chromosphere (Kowalski et al., 2017). Earlier modelling of condensation timescales found a similar discrepancy in the timescales compared to Hα observations (Fisher, 1989) as those noted by Graham et al. (2020). IRIS’s very high spatial resolution suggests that the answer to this discrepancy does not lie in the superposition of flows from many unresolved elements (though note that the difference in timing is only a factor 2 or so, not the order of magnitude that is the case for evaporative upflows!). An overdense condensation could explain why the modelled satellite components were brighter than the stationary components. Though not focussing on red wing asymmetries, Kerr et al., 2019a shows Mg ii 2,791 Å lines with a redshifted satellite component that is weaker than the stationary component. In that simulation the condensation is not very dense, hence the smaller intensity. A means to obtain an estimate of the electron density from the broadening of high-order Balmer lines was presented by Kowalski et al. (2022), and the effects of improved Stark broadening are now included in RADYN and RH. Coordinated DKIST and IRIS observations of the Balmer lines and FUV/NUV spectra would shed light on this discrepancy and condensation densities (see also the comprehensive discussion regarding model-data discrepancies in Kowalski et al. (2022), Section 5).
4.3 Flows in small scale heating events
It is not yet known if the physics of flares scales from the very large (M and X class events) to the very small (micro or nanoflares), but it is a reasonable assumption that electrons could be accelerated even in small events (see recent evidence from NuSTAR observations of (sub-) microflares Glesener et al., 2020; Cooper et al., 2021). Rapid variations in Doppler motions (both blue- and redshifts) and intensities have been observed at the base of coronal loops in the transition region, leading (Testa et al., 2014 and Polito et al., 2018) to investigate via RADYN modelling if non-thermal electron distributions injected into the transition region from the corona could explain these “nanoflare” signatures. The total energy deposited was estimated as being 6 × 1024 erg (based on Parker, 1988), compared to 1030–32 erg for moderate-to-large flares. This equated to an energy flux of 1.2 × 109 erg s−1 cm−2 considering the area of the footpoint emission, and an assumed dwell time of 10 s based on lifetimes of short-lived brightenings in transition region moss. Note that the total energy, and the energy flux, associated with the nanoflares observed by Testa et al. (2014) and Polito et al. (2018), while fairly small, is not so different from an individual flare loop; it is the much greater number of flare loops/greater flare volume that leads to the larger total energy.
Polito et al. (2018) performed a parameter study sampling different non-thermal electron distributions, and injected those electrons into two pre-flare atmospheres, one initially cool and tenuous (a low density corona at 1 MK), and one hotter and dense (a high density corona at 3 MK). The latter represents an active region loop, the former being more quiet Sun-like, and both had extended plateaus of higher temperatures in the chromosphere compared to VAL-C type atmospheres, maintained in the model by artificial non-radiative heating. The electron energy spectra had low energy cutoffs in the range Ec = [5, 10, 15] keV. The low-energy cutoff, Ec, had a strong impact on the subsequent dynamics. Flares with a small Ec efficiently heated the corona, driving the whole transition region to greater column mass, and therefore resulting in Si iv redshifts, along with explosive evaporation. The corona is very tenuous, so it is easy to drive fast flows even at these low energy fluxes if Ec is low such that energy is largely deposited in the upper transition region/lower corona. Larger values of Ec means that there are relatively more high energy electrons that thermalise somewhat deeper, so that gentle evaporation through the transition region occurred and upflows at the temperatures that form Si iv were present. Initially dense loops resulted in lower intensity emission and slower flows compared to initially tenuous loops. Loop length was also an important factor for the dense loops, with longer loops resulting in a larger portion of electrons thermalising in the corona.
The dynamics of the loops had a direct impact on the synthetic emission, allowing a straightforward comparison to observations. Polito et al. (2018) synthesised Si iv resonance line emission, degrading the spectra to IRIS resolution and count rates. Tenuous loops result in a very intense Si iv response for all simulations, but reaching a peak in the 10 keV experiment. For the dense loops, the softest non-thermal electron distribution (Ec = 5 keV) did not produce an appreciable response of Si iv on rapid timescales. Blueshifts were seen in simulations with Ec > 10 keV, whereas redshifts were seen in simulations with Ec = 5 keV, as illustrated in Figure 7 that shows the Si iv spectra and lightcurves for simulations with different values of Ec. Once the loops have filled following evaporation and become denser, electrons thermalise more easily in the corona where they cause further heating. Redshifts were also seen in experiments in which the same magnitude of energy was deposited directly in the corona and allowed to conduct through to the lower atmosphere. No blueshifts were seen in that scenario.
[image: Figure 7]FIGURE 7 | Demonstrating that non-thermal electron beams can produce blueshifted emission with Ec > 10 keV in nanoflare simulations using RADYN. Panels (A–C) show Si iv spectra for electron beams with different Ec, panel (D) shows the spectra in the case of a conduction driven flare, and the rightmost panel shows the lightcurves from each flare. Figure from Polito et al. (2018). © AAS. Reproduced with permission.
Polito et al. (2018) speculate that based on their loop modelling, the observations of impulsive brightenings in the transition region at the base of coronal loops are consistent with energy input to an initially cold, tenuous loop. Since observations show both blue and redshifted emission, this suggests that conduction driven heating of loop footpoints at the transition region alone is not consistent with the observations. That is, IRIS observations combined with RADYN modelling suggest that particles are accelerated even in small-scale brightenings, contributing to active region heating.
4.4 Exploring correlations between flare-induced upflows and downflows
Since the development of condensations and evaporations during flares is closely tied to the properties of energy injection, there could exist correlations between these flows inferred from spectral lines. Sadykov et al. (2019) explored the potential of such correlations using IRIS data, and also via RADYN modelling of electron beam driven flares. Seven flares were selected that conformed to a strict set of criteria, including fast scans ([image: image] s), flare ribbons crossing the slit, both simultaneous RHESSI observations with prominent non-thermal components and RHESSI hard X-ray sources that were co-spatial with the IRIS slit (to ensure that the spectra studied were more likely to arise from non-thermal electron precipitation), and a source no farther than 750″ from disk center to attempt to minimise projection effects. The Doppler motions of the C ii 1,334.5 Å and Fe xxi 1,354.1 Å lines were determined, sampling the cooler layers more likely to experience a condensation and those more likely to experience upflows into the corona. A center-of-gravity approach was used to obtain the Doppler shift of the optically thick6 C ii 1,334.5 Å Doppler shift, whereas Gaussian fitting was performed for the optically thin Fe xxi 1,354.1 Å line. For both lines, a mask of only the flaring sources was created, and the mean Doppler shifts in the area of the hard X-ray sources measured. Additionally, the maximum shifts were recorded.
These same lines were modelled from a grid of electron beam driven flare simulations produced by the F-CHROMA consortium using RADYN7. This grid samples a large parameter space of non-thermal electron distributions, that were injected into a VAL3C-like (Vernazza et al., 1981) pre-flare atmosphere. Energy was injected for t = 20 s, in a triangular profile peaking at t = 10 s. While most of the F-CHROMA grid represents relatively weak-to-moderate heating events, it is a very useful resource for studying flare processes and I encourage the reader to access it for their own research.
Sadykov et al. (2019) selected 20 flares from this grid that loosely were consistent with the observationally derived non-thermal electron distribution properties. For the observational analysis of hard X-rays, the area selected to determine the energy flux into the chromosphere was the 50% contour of the hard X-ray source. As I discuss in other sections, this very likely is an overestimate of the areas, and thus an underestimate of the actual energy flux. At a cadence of 1 s, synthetic C ii and Fe xxi spectra were obtained from the RADYN atmospheres, using RH15D and data from CHIANTI, respectively. In the latter case, Fe xxi emission was summed through the full extent of the half-loop, so no geometric effects of extended emission regions were considered. The same Doppler shift metrics derived from the observations were then obtained from the models.
A statistical analysis revealed that there was no meaningful correlation between observed mean C ii redshifts and non-thermal energy flux, but there was in the models. While still not very statistically significant, the observed maximum redshifts did show a correlation with the injected non-thermal energy flux. Similarly, there were no meaningful correlations between observed Fe xxi blueshifts and non-thermal energy flux, but there were in the models. Further discrepancies existed also. Unlike the observations, the models predicted that in some cases there should be modest C ii blueshifts. Observed flows of Fe xxi were on the order 100 km s−1, consistent with the range of reported values in other studies, but some of the models exceeded 500 km s−1. The differences between the models and data suggest that either the flares being compared were not apples-to-apples (in the sense that the energy flux in the observed flares may have been underestimated due to the choice of using hard X-ray areas, and so larger than those used in the models), or that physics is missing from the models.
As an example of the latter, recent work by Allred et al. (2022) to include the suppression of thermal conduction in RADYN simulations due to turbulence and non-local effects revealed slower upflows, and a shift in the altitude at which the transition region forms. The latter results in the switch from upflow to downflow occurring at a different temperature for a given set of electron beam parameters [in this case, those observed by Milligan and Dennis (2009)]. That study focussed on EUV observations, but future work will include IRIS observables, which may address the discrepancies discovered by Sadykov et al. (2019).
5 SUMMARY
In this first part of a two-part review of IRIS observations and flare loop modelling I have introduced the four main modern flare numerical models that have been used alongside IRIS data: RADYN, HYDRAD, FLARIX, and PREFT (though these latter two feature more in part two of this review). As well as this I have given an overview of how we synthesise IRIS observables from those models. With those models and the high spatial-, spectral-, and temporal resolution observations provided by IRIS we have learned much about flare-induced mass flows, that in the standard flare model assumed energy transport via directed beams of non-thermal electrons.
Though there are details to work out, recent modelling work performed in an attempt to explain long-lived mass flows induced in flare footpoints, at the scale of IRIS resolution elements (0.3–0.4″), has convincingly demonstrated that there is a seeming demand for continued energy deposition into each footpoint for up to several minutes. Multi-threaded modelling results also suggests that this energy deposition is not coherent; that is, not every thread is energised at the same time, different threads (of which there may be many hundreds within each 0.167″ pixel) are energised at different times, and for different durations. There are questions persisting here. We do not know if electrons are accelerated, and subsequently thermalised within the same small volume of an IRIS pixel for many minutes, nor even how long this would occur for on a single thread. Hard X-ray sources currently lack the high spatial resolution obtainable at UV wavelengths, and also have historically had low dynamic range so that only the strongest sources are observable. Still, hard X-ray sources are seen to move over time in a flare and not always linger for a long duration in a single location, and strong hard X-rays are not observed in the gradual phase.
IRIS observations of redshifted satellite components and red-wing asymmetries have been successfully modelled using field-aligned loop models in which non-thermal electron beams drive strong condensations. These condensations are narrow, and dense, producing redshifted emission that slows over time. Again, there are details to work out. For example the ratio of the redshifted to stationary component is not well-captured in models compared to observations. This could suggest an over-dense condensation in the model compared to the observation. The disparity between timescales of the redshifted components in the models compared to the observations is not as stark as those in the upflow scenario; condensation timescales in the models are more aggressive than in the observations, but do not reach the more than an order of magnitude differences that the modelled upflows suffer from.
Curiously, this means that we have different solutions to each problem: multi-threaded models with continued energy release is required to understand upflow behaviours, whereas single loop models with suitable non-thermal electron beam parameters that produce condensations can explain the chromospheric downflows. Transition region flows (e.g., Si iv) are somewhat of an in-between case, with some observations requiring multi-threaded observations, but individual bursts in other observations can be captured with single loop modelling (see also Paper 2 Kerr, submitted). It is important that we now work to reconcile this seeming contradiction between the need for multi-threaded versus single loop modelling for different parts of the atmosphere. One resolution may be to have continued energy deposition into the transition region and upper chromosphere but at a magnitude too weak to drive strong condensations. This was hinted at by the results of multi-threaded modelling which suggested that the intensity of Si iv emission should decrease towards the end of the energy deposition phase, whereas it remained rather flat for as long as energy was injected to the HYDRAD models (see Figure 4). Experiments with alternate forms of gradual phase energy deposition should be performed since there is not compelling evidence for non-thermal electrons towards the end of each small source's lifetime (i.e. towards the end of the lifetime of the footpoints modelled via multi-threaded simulations). Perhaps direct heating in the coronal portion of the loop following reconnection with a subsequent conductive heat flux carrying energy into the lower atmosphere. Of course, area expansion of loops and suppression of conduction via turbulence and non-local effects (e.g., Emslie and Bian, 2018; Zhu et al., 2018; Allred et al., 2022) mitigate the energetic requirements to sustain the temperature and density (and therefore line intensity) through the gradual phase, which might also indicate that after some time the energy flux in multi-threaded models should be decreased. Determining the appropriate parameters of suppression of conduction and the area expansion factors should also, therefore, be a priority.
Continued observations with IRIS will help here, but we must also look to future observations. IRIS demonstrated the benefits of detailed spectroscopy at high spatial and temporal resolution, and while it does sample different regions of the atmosphere it does have a fairly sparse temperature coverage. The upcoming Solar-C/EUVST instrument will have capabilities comparable to or slightly better than IRIS, but with a substantially denser temperature coverage, and a higher standard cadence8. Observations will be available from photosphere to corona, with several hot flare lines (5–15 MK). As such, EUVST is very well placed to perform detailed studies of mass flows during flares that encompass simultaneously the chromosphere, transition region, and corona (with each layer sampled by many lines). Comprehensive analyses such as those performed by Milligan and Dennis (2009) and Sellers et al. (2022) over this wide temperature range, and with higher spatiotemporal resolution, should be a priority to better understand the evolution of mass flows in flares. EUVST will be complemented by observations from the Multi-slit Solar Explorer (MUSE; De Pontieu et al., 2020; Cheung et al., 2022) which has a more limited temperature coverage, focussing on the corona and flare plasma, with one line sampling the transition region, but which has 37 slits, allowing imaging spectroscopy of an entire active region sized field of view to be performed in [image: image] s. MUSE observations of the flaring corona, covering the full flaring structure, will hopefully shed light on continued energy release in the post-impulsive phase. From the ground, the now-operating Daniel K. Inouye Solar Telescope (DKIST) will also provide coverage from photosphere through corona, with an unprecedented spatial resolution [image: image], which could reveal fine-structure in flare footpoints that guides future multi-threaded modelling.
I would also like to note that most of the flare modelling studies discussed here and in Paper 2 use standard pre-flare atmospheres (e.g., VALC, radiative equilibrium with different apex temperatures), but we know that the chromosphere is not homogenous. Real efforts should be made to 1) determine the large-scale impact on flare-induced flows of the choice of starting atmosphere, and to 2) perform bespoke modelling of flare footpoints where the pre-flare atmospheres are constrained by the observed chromosphere and corona. One means to guide the latter is the exciting advances in spectral inversions, including the IRIS2 resource (Sainz Dalda et al., 2019), in which machine learning techniques were used with the STiC inversion code (de la Cruz Rodríguez et al., 2019) and IRIS data to allow quick inversions of Mg ii data to obtain the atmospheric satisfaction. (with updates to include other lines being actively worked on, A. Sainz Diaz private communication, 2022).
Finally, mass flows are but one manifestation of solar flares. In Paper 2 of this review (Kerr, submitted) I go on to discuss other plasma properties, energy transport mechanisms, and future directions of flare modelling.
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FOOTNOTES
1In brief, CRD assumes that the wavelength of a scattered/emitted photon is uncorrelated to the wavelength at which it was absorbed, due to collisions (e.g., photons absorbed in the line wings may be redistributed and emitted at a wavelength in the line core). However, in relatively low-density environments such as the chromosphere there may be an insufficient number of elastic collisions such that the scattered photon has a wavelength that is correlated to that of the absorbed photon. Photons absorbed in the line wings are re-emitted in the wings, where it easier to escape. This is the partial frequency redistribution (PRD) scenario. CRD has a frequency independent source function, whereas PRD has a frequency dependent source function and the absorption profile does not equal the emission profile. See discussions in Hubený (1982), and Uitenbroek. (2001); Uitenbroek. (2002).
2https://github.com/solarFP/FP.
3https://github.com/rice-solar-physics/hydrad.
4Note that when the codes discussed in detail in this review are used as single loops it is not believed that they represent the entire flare volume, rather that they are some portion of it.
5Here the assumption is that the sharp rise time from background to peak intensity is an indication of the characteristic heating duration. From the histogram of Gaussian widths a typical heating time (dwell time of the electron beam in this case) was obtained.
6Hence fitting with a Gaussian function is not appropriate.
7https://star.pst.qub.ac.uk/wiki/public/solarmodels/start.html.
8IRIS has recently started performing [image: image] s cadence flare observations, targeting the strongest lines.
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During solar flares a tremendous amount of magnetic energy is released and transported through the Sun’s atmosphere and out into the heliosphere. Despite over a century of study, many unresolved questions surrounding solar flares are still present. Among those are how does the solar plasma respond to flare energy deposition, and what are the important physical processes that transport that energy from the release site in the corona through the transition region and chromosphere? Attacking these questions requires the concert of advanced numerical simulations and high spatial-, temporal-, and spectral-resolution observations. While flares are 3D phenomenon, simulating the NLTE flaring chromosphere in 3D and performing parameter studies of 3D models is largely outwith our current computational capabilities. We instead rely on state-of-the-art 1D field-aligned simulations to study the physical processes that govern flares. Over the last decade, data from the Interface Region Imaging Spectrograph (IRIS) have provided the crucial observations with which we can critically interrogate the predictions of those flare loop models. Here in Paper 2 of a two-part review of IRIS and flare loop models, I discuss how forward modelling flares can help us understand the observations from IRIS, and how IRIS can reveal where our models do well and where we are likely missing important processes, focussing in particular on the plasma properties, energy transport mechanisms, and future directions of flare modelling.
Keywords: solar flares, solar atmosphere, solar chromosphere, UV radiation, numerical methods, radiation transfer
1 INTRODUCTION
1.1 Solar flares
Solar flares are transient, broadband brightenings to the Sun’s radiative output following the liberation of a tremendous amount of energy (up to 1032 erg, or larger: Emslie et al., 2012; Aschwanden et al., 2015) during magnetic reconnection (e.g., Priest and Forbes, 2002; Shibata and Magara, 2011; Janvier et al., 2013; Emslie et al., 2012). It is thought that this energy is subsequently transported predominately in the form of non-thermal particles. We primarily consider non-thermal electrons1, accelerated during the reconnection process. Once they reach the denser lower solar atmosphere they thermalise via Coulomb collisions (e.g., Brown, 1971), heating and ionising the plasma and generating mass flows: chromospheric evaporation (upflowing material) and chromospheric condensations (downflowing material). Alternative mechanisms of energy transport in flares include non-thermal protons or heavier ions, thermal conduction following direct heating of the corona, and Alfvénic waves, discussed in more detail in Section 3.
There is unambiguous evidence for the presence of non-thermal particles in flares, due to the hard X-rays they produce via bremsstrahlung. Their ubiquitousness and the close spatial and temporal association with other flare emission (e.g., optical and UV) has bolstered the ‘electron-beam’ model of solar flares. Observations of hard X-rays, e.g., from the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI; Lin et al., 2002), can be used to infer the underlying non-thermal electron energy distribution, that itself can drive models of solar flares. There is a substantial body of literature describing the various characteristics of flares, and the means in which we observe them. I direct the reader towards the following reviews of flare observations, and flare particle acceleration and thermalisation: Benz (2008); Fletcher et al., 2011; Holman et al., 2011; Kontar et al., 2011; Zharkova et al., 2011; Milligan (2015). The bulk of the flare radiative output originates from the chromosphere and transition region, making those regions important areas of study for their diagnostic potential regarding the plasma response to energy injection, and the energy transport and release process themselves. However, speaking candidly, this potential has been somewhat squandered by the lack of routine high spatial-, temporal-, and spectral-observations of the chromosphere and transition region at UV wavelengths during flares (crucially, we lacked routine imaging spectroscopy of the flare chromosphere). That observational gap has fortunately been plugged following the launch of the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al., 2014); in 2013, that now gives us an unprecedented view of the flaring chromosphere and transition region, yielding crucial new insights. Given the complex environment of these particular layers, parallel efforts to forward model the flaring lower atmosphere, and its impacts on the flaring corona, are required to make substantial progress in understanding the physics at play in flares.
This is the second paper in a two part review of how solar flare loop models in concert with IRIS observations have improved our understanding of solar flares. Between both parts I hope to emphasise that it is only by attacking the problem of flare physics via the combination of high quality observations and state-of-the-art models, that include the pertinent physical processes, that we can make rapid progress. Overall I aim to show: 1) how modelling has helped interpret the IRIS observations; 2) how IRIS observations have been used to interrogate and validate model predictions; and 3) how, when models fail to stand up to the stubborn reality of those observations, IRIS has led to model improvements. In Paper 1 of this review (Kerr, 2022) I provided a detailed overview of each numerical code, and discussed what we have learned from the study of Doppler motions from IRIS in the context of the non-thermal electron beam driven flare model. Also in Paper one is a more extensive introduction to solar flares. Here in Paper 2 I demonstrate how we have used the combination of IRIS and flare loop modelling to learn about plasma properties and flare energy transport mechanisms, and provide some thoughts on future directions.
IRIS is a NASA Small Explorer mission that has observed many hundreds of flares, including dozens of M and X class events. Both images (via the slit-jaw imager, SJI) and spectra (via the slit-scanning spectrograph, SG) are provided in the far- and near-UV (FUV and NUV), with a spatial resolution 0.33–0.4 arcseconds. High cadences are achievable, as low as 1 s but more generally a few seconds to tens of seconds. The strongest lines observed are Mg ii h 2,803 Å and k 2,796 Å lines (chromosphere), C ii 1,334 Å and 1,335 Å and Si iv 1,394 Å and 1,403 Å (transition region), and Fe xxi 1,354.1 Å ([image: image] MK plasma), with numerous other lines observed in the three passbands [1,332–1,358] Å [1,389–1,407] Å, and [2,783–2,834] Å. The spectral resolution is [image: image] mÅ in the NUV and [image: image] mÅ in the FUV. The SJI observes at 2,796 ± 4 Å (Mg ii k), 2,832 ± 4 Å (Mg ii wing plus quasi-continuum), 1,330 ± 55 Å (C ii), and 1,400 ± 55 Å (Si iv). See De Pontieu et al., 2021 for a review of the various successes over the first near-decade of IRIS observations.
The models employed to study flares are generally field-aligned (1D) numerical codes (though there are some exceptions, e.g., the 3D radiative magnetohydrodynamic, MHD, model of Cheung et al., 2019). These codes are nimble enough to be run on timescales that make performing parameter studies of flare energy transport processes a tractable activity, and they allow us to include the relevant physical processes at the required spatial resolution (down to sub-metres) that is not yet feasible in 3D RMHD simulations. I focus on the RADYN, HYDRAD, FLARIX, and PREFT models here. A brief overview is presented below but see Paper 1 for a full description of each code.
1.2 Summary of the models
The hydrodynamic field-aligned codes HYDRAD (Bradshaw and Mason, 2003a; Bradshaw and Mason, 2003b; Reep et al., 2013; Reep et al., 2019), RADYN (Carlsson and Stein, 1992; Carlsson and Stein, 1997; Carlsson and Stein, 2002; Abbett and Hawley, 1999; Allred et al., 2005; Allred et al., 2015), and FLARIX (Kas̆parová et al., 2009; Varady et al., 2010; Heinzel et al., 2016) are now well established and widely used by the solar flare community. These codes solve the equations describing the conservation of mass, momentum, charge, and energy in a single field-aligned magnetic strand rooted in the photosphere and stretching out to include the chromosphere, transition region, and corona. HYDRAD and RADYN use an adaptive grid where the size of the grid cells can vary to allow shocks and steep gradients in the atmosphere to be resolved as required (with HYDRAD varying the number of grid cells also), while FLARIX uses a fixed, but optimized, grid with [image: image] points. The codes have various similarities and differences as regards treatment of radiation and flare energy transport, and with the numerical approaches themselves.
All three simulate the response of the atmosphere to injection of energy, typically via a beam of non-thermal electrons (but flare-accelerated ions can be included too). RADYN uses a Fokker-Plank treatment to model the evolution of the non-thermal electron distribution as a function of time (including return current effects), that was recently updated to use the standalone state-of-the-art non-thermal particle transport code FP2 (Allred et al., 2020). HYDRAD uses the analytic treatment of Emslie (1978) and Hawley and Fisher (1994), and FLARIX uses a test-particle module that provides the time-dependent beam propagation including scattering terms. Dissipation of Alfvénic waves has also been implemented in both HYDRAD and RADYN (Reep and Russell, 2016; Reep et al., 2018b; Kerr et al., 2016), and all codes can include ad hoc time dependent heating.
Each code has been conceived and developed to focus on particular details of the flaring plasma physics problem. RADYN and FLARIX are radiation hydrodynamic codes which couple the hydrodynamic equations to the non-LTE (NLTE) 1D radiative transfer and time-dependent non-equilibrium atomic level population equations, for elements important for chromospheric energy balance. RADYN considers H, He and Ca, with Mg also sometimes included, whereas FLARIX considers H, Ca, and Mg (with plans to update the code to include He). Continua from other species are treated in LTE as background metal opacities. Optically thin losses are included by summing all transitions from the CHIANTI atomic database (Dere et al., 1997; Del Zanna et al., 2015; Del Zanna et al., 2021)3 apart from those transitions solved in detail. Additional backwarming and photoionisations by soft X-ray, extreme ultraviolet, and ultraviolet radiation is included. Both currently use the assumption of complete frequency redistribution (CRD)4 when solving the radiation transport problem, so that post-processing via other radiation transport codes such as RH (Uitenbroek, 2001), RH15D (Pereira and Uitenbroek, 2015), or MALI (Heinzel, 1995) is required. In RADYN and FLARIX the loop is modelled as one leg of a symmetric flux tube. RADYN also allows to calculate aposteriori (i.e. with no feedback on the plasma equations of mass, momentum, and energy) the time-dependent non-equilibrium populations and radiation transport of a desired ion via the minority species version of that code, MS_RADYN (Judge et al., 2003; Kerr et al., 2019b; Kerr et al., 2019c).
HYDRAD does not solve the detailed optically thick radiation transport and atomic level population equations, instead employing approximations of chromospheric radiation losses. Losses from H, Ca and Mg are included via the approach of Carlsson and Leenaarts (2012). The code has also recently adopted a more accurate method for computing NLTE H populations following the prescription of Sollum (1999) which approximates the radiation field in the chromosphere (Reep et al., 2019). Ion population equations, however, are solved self-consistently in full non-equilibrium ionization (NEI) for any desired element, returning a more accurate calculation of the optically thin radiative losses and spectral synthesis of optically thin lines using those ion fractions. While the treatment of optically thick radiation is less robust than in RADYN or FLARIX, HYDRAD has the advantage of being significantly less computationally demanding. Other important differences are that HYDRAD features a multi-fluid plasma that treats the electron and hydrogen temperatures separately, it solves a full length flux tube (foot-point to foot-point) of arbitrary geometry (e.g., based on a magnetic field extrapolation) and includes effects due to cross-sectional area expansion (varying inversely with the magnetic field strength), which has been shown to play an important role in dynamics (Reep et al., 2022).
PREFT (Guidoni and Longcope, 2010; Longcope and Guidoni, 2011; Longcope and Klimchuk, 2015; Longcope et al., 2016) is a rather different code than the other three, and is a powerful tool to study the impact of magnetic loop dynamics during flares. It is a 1D MHD code that solves the thin flux tube (TFT) equations. The tube is initialized at the instant after a localized reconnection process within the current sheet has linked sections of equilibrium tubes from opposite sides of the current sheet. No further reconnection occurs, and any heating from the initializing event is neglected. In its subsequent evolution, the tube retracts under magnetic tension releasing magnetic energy and converting it to bulk kinetic energy in flows which include a component parallel to the tube. The collision between the parallel components generates a pair of propagating slow magnetosonic shocks, which resemble gas dynamic shocks as they must in the parallel limit. Radiative losses are optically thin, and normally an isothermal, but gravitationally stratified, chromosphere is included mostly as a mass reservoir. Solutions of the TFT equations show that thermal conduction carries heat away from the shocks, drastically altering the temperature and density of the post-flare plasma (Longcope and Guidoni, 2011; Longcope and Klimchuk, 2015; Longcope et al., 2016; Unverferth and Longcope, 2020).
2 PLASMA PROPERTIES IN THE FLARING ATMOSPHERE
Since much of emission from the flaring chromosphere is optically thick, extracting meaningful information about the plasma properties is difficult and often requires forward modelling from flare simulations in order to interpret observations. Even in the corona where emission is optically thin, modelling is required. In this section I present some examples of where flare models have shed light on conditions in the flare atmosphere.
2.1 Understanding the flaring chromosphere via Mg II
The flare chromosphere has been studied extensively using optically thick lines, which while presenting challenges with respect to extracting useful information due to their complex formation properties, offer important diagnostics of how the plasma responds to flares. Most notably, the Hα line has been both observed and modelled in flare studies too numerous to exhaustively list or describe in detail here. Some examples include: Canfield and Ricchiazzi (1980), Canfield et al., 1984, Canfield and Gayley (1987), Canfield et al. (1991), Heinzel (1991), Gayley and Canfield (1991), Gan et al., 1992, Gan et al., 1993, Li et al., 2006, Kuridze et al., 2015, Rubio da Costa et al. (2015). Some important numerical results inform us about how conditions in the upper chromosphere result in varying characteristics of the line, such as the depth of central reversal, are related to plasma conditions. The coronal pressure, for example, was found to be an important factor in determining the depth of the central reversal, with a high coronal pressure ([image: image] dyne cm−2) required to markedly reduce the depth or fill in the reversal (e.g., Canfield et al., 1984). The pressure is closely related to density at the formation region of Hα, such that increasing the pressure forces the transition region, and hence Hα formation height, deeper. As we will see in this section the Mg ii central reversal depth is also seemingly related to conditions in the upper chromosphere. Additionally, exploring line widths and intensities could help constrain densities (via Stark wings) and temperatures (relative intensities of lines). Other lines have received significant attention in the past have included the Ca ii H and K resonance lines, and the infrared triplet (e.g., Machado and Linsky, 1975; Fang et al., 1992; Falchi and Mauas, 2002; Kuridze et al., 2018; Ding, 1999). Non-thermal processes have also been studied numerically using chromospheric spectral lines. Non-thermal collisions between the particle beam and hydrogen or calcium have been shown to be a significant process, affecting the intensity and shape the lines (e.g., Fang et al., 1993; Druett and Zharkova, 2018; Kas̆parová et al., 2009), and charge exchange between ion beams and hydrogen, producing highly redshifted Lyman line emission, has been suggested as a means to diagnose the non-thermal proton distributions in the lower atmosphere (e.g. Orrall and Zirker, 1976; Canfield and Chang, 1985).
In this section I introduce the Mg ii NUV spectra as observed by IRIS, which being one of the strongest lines in the IRIS passbands has become a workhorse for studying the chromosphere, including during flares. Like the spectral lines of hydrogen and calcium, their characteristics are very sensitive to atmospheric properties, with various flare effects changing both the formation location as well as local plasma conditions. Magnesium is 18 times more abundant than Calcium, consequently forming higher in altitude and sampling the upper chromosphere, a useful region for understanding energy deposition during flares. The Mg ii h and k Doppler width is much smaller than that of Hα, offering advantages in sensitivity to both Doppler motions and turbulence.
2.1.1 Observational characteristics of Mg II emission
The Mg ii NUV spectra, comprising the h and k resonance lines (λ2,803.52 Å and λ2,796.34 Å, respectively), the subordinate triplet (λ2,791.60 Å, λ2,798.75 Å and λ2,798.82 Å, the latter two of which are blended), and who’s lower energy levels are the upper levels of the resonance lines, and the quasi-continuum that lies between them, offer a wealth of information about the chromosphere. As some of the strongest and most commonly observed lines in the IRIS dataset, they have been well studied both observationally and in models. They are, however, somewhat of a menace to interpret, requiring complicated radiation transfer modelling including partial frequency redistribution (PRD; meaning there is a coherency between incident and scattered photons, which effects conversion of photons from core to wing) to help extract the information they carry. Obtaining a strong almost one-to-one match even in the quiet Sun still proves very challenging, likely due to both the complexity of the radiation transfer involved, and the assumed model atmospheres (the main chronic problem is the line width, which is much too narrow in simulations). While we make progress in obtaining more consistent model-data comparisons we learn more about the formation properties of the lines and the flaring conditions that we can infer about the plasma.
The Mg ii lines were comprehensively studied in the quiescent chromosphere most recently by Leenaarts et al. (2013a), Leenaarts et al. (2013b) and Pereira et al. (2013). While in active regions and flares their formation properties likely deviate from the description that follows, the quiescent studies form a basis for understanding these strong lines. These lines form throughout the chromosphere, with cores forming in the upper chromosphere, and wings forming from the upper photosphere through mid chromosphere. The resonance lines appear centrally reversed in most quiet Sun conditions (sunspots being the notable exception, though there the subordinate lines remain in absorption), with the core flanked by two emission peaks. The core is referred to as the k3 (or h3) component, and the emission peaks are collectively the k2 (or h2) components, with the blue peak referred to as k2v (or h2v) and the red peak as k2r (or h2r). Figure 1 shows both a quiet Sun and flare Mg ii k profile to illustrate these features. This central reversal forms because the line source function is decoupled from the Planck function (that is, the local temperature), and falls with increasing altitude, so intensity at the height at which optical depth is unity (τλ = 1; the surface from which we see the emergent intensity at some λ) is smaller than the intensity of the emission peaks, which have a slightly smaller opacity and form somewhat deeper. Their width, the asymmetry of the strength of the flanking peaks, their intensity, the depth of the reversal, and the k/h intensity ratio all show variations depending on the source conditions (e.g., Lemaire and Skumanich, 1973; Kohl and Parkinson, 1976; Lemaire et al., 1981). The k/h intensity ratio5, Rk:h, has a typical value around Rk:h = 1.2, indicative of optically thick line formation (Rk:h = 2, the ratio of their oscillator strengths, in optically thin formation conditions). The subordinate lines are generally in absorption, unless there is additional heating at large column depth where they typically form (e.g., Pereira et al., 2015). Note that modelling suggests that in the flaring case, the subordinate lines form much higher in altitude, and so subordinate line emission in flares is likely not a signature of deep heating, instead representing a heated mid-upper chromosphere (see, e.g., Kerr et al., 2019c; Zhu et al., 2019).
[image: Figure 1]FIGURE 1 | An illustration of the Mg ii profiles as observed by IRIS. The map on the left shows a flare image from the SJI. The spectra in the other three panels come from the locations identified by symbols on the map. The square (second panel) is a profile from the leading edge of a flare ribbon, where the different line components are labelled. The diamond (third panel) is a source in the middle of a flare ribbon. The triangle (fourth panel) is a profile from the quiet Sun. Figure adapted from Polito et al., 2022. Reproduced with permission.
In flares the Mg ii h and k profiles are seen to significantly increase their intensity (by several factors to greater than an order of magnitude), broaden (with FWHM > 1 Å, compared to FWHM < ∼ 0.5 Å pre-flare), exhibit redshifted cores (several tens of km s−1) and/or extreme red wing asymmetries, and to fill in their central reversal, appearing single peaked or with only a very shallow reversal (e.g., Kerr et al., 2015; Liu et al., 2015; Panos et al., 2018). These lines can appear rather Lorentzian in shape in many flare spectra. The subordinate lines come into emission and display many of the same characteristics as the resonance lines. In some cases, blue wing asymmetries are observed (e.g., Kerr et al., 2015; Tei et al., 2018; Huang et al., 2019). The k/h line intensity ratios during flares still indicate optically thick emission, and have been reported to decrease slightly. Kerr et al., 2015 found Rk:h = 1.07–1.19 in an M-class flare, and Panos et al., 2018 found an average of Rk:h = 1.16 from their larger survey. The range of observed Rk:h values seems smaller in the flaring region (Kerr et al., 2015). Finally, Xu et al. (2016) and Panos et al., 2018 found that profiles located at the leading edge of some flare ribbons appeared very different to the profiles located in the bright ribbon segments. They contained deep central reversals, were much broader, had slightly blueshifted cores, and asymmetric emission peaks. The Mg ii profiles from flares can vary on short timescales and small spatial scales (sometimes frame-to-frame, and pixel-by-pixel), suggesting they are extremely sensitive to plasma conditions, and therefore flare energy input.
2.1.2 Flare modelling of Mg ii
Efforts to model the Mg ii spectra with electron beam driven flare simulations generally leads to profiles that behave qualitatively as we might expect, but contain important quantitative issues (e.g., Liu et al., 2015; Kerr, 2017; Kerr et al., 2016; Rubio da Costa et al., 2016; Kerr et al., 2019a; Kerr et al., 2019b). For example results from RADYN + RH or using semi-empirical flare atmospheres shows that the Mg ii spectra have an intensity increase (but are usually too intense, by up to approximately an order of magnitude or more), have redshifts and red-wing asymmetries (but the occasionally observed blue-wing asymmetries are harder to explain in the models), are broadened (but are significantly more narrow in the mid-far wings than observations, with observations in the range FWMH ∼ [0.5–2] Å but in typical modelling FWHM < 0.5 Å), have subordinate lines in emission (but which are also too narrow and too weak relative to the resonance lines, by up to several factors), and have shallower central reversals (but it is difficult to synthesise the single peaked spectra that are observed). Understanding the source of these differences can lead us to better understanding of plasma conditions and how to improve our modelling efforts to obtain those conditions.
In a data-driven study of the 2014-March-29th X-class flare Rubio da Costa et al. (2016) analysed Mg ii k line observations, comparing them to forward modelling using RADYN + RH. RHESSI hard X-ray observations were used to obtain the non-thermal electron distribution over time, using 2,796 Å IRIS SJI flare source areas to estimate the energy fluxes (which ranged F ∼ [4 × 1010–1011] erg s−1 cm−2), and were split into 16 ‘threads’, the timings of which were defined by the derivative of the GOES X-ray Sensor-B channel (XRS-B; 1-8Å soft X-rays). Each individual peak in the soft X-ray derivative was proposed to represent the injection of particles into the chromosphere, and the duration of the heating phase of each thread was taken from the duration of each soft X-ray peak. These threads were individually processed through RH to synthesise Mg ii spectra, and were subsequently averaged in time to mimic the contribution from multiple threads over the flaring area (the heating and relaxation times of some threads overlapped). IRIS spectra were averaged over the source region of hard X-rays, and compared to the thread-averaged synthetic spectra. As hinted above, this comparison was less than ideal, with synthetic Mg ii spectra having central reversals in the cores, that were much too narrow, and which at times exhibited blueshifts. There were some qualitative matches, however, with strong intensity enhancements and downflows producing redshifted line cores of up to a few tens of km s−1. Contrary to what is suggested by Rubio da Costa et al. (2016), I think that the presence of a strong k2v peak in the synthetic spectra is indicative of a strong downflow in the upper chromosphere in the model, rather than upflows. In their Figure 13, it can be seen that the line core (the centrally reversed part of the line) is redshifted, indicating a downflow. This would shift the absorption profile to the red, meaning that k2r photons from the red peak are more strongly absorbed than k2v blue peak photons that can more easily escape. The result is a brighter blue peak relative to red peak, producing an asymmetry. The effect of mass flows on the absorption of emission in optically thick lines has been discussion in detail in the context of Ca ii, Hα, and Mg ii in both acoustic shocks and flares: Carlsson and Stein (1992); Kuridze et al., 2015; Kerr et al., 2016.
To address the sources of these model-data discrepancies Rubio da Costa et al. (2016) studied the line formation properties and manually varied a snapshot of the RADYN atmosphere input to RH, introducing microturbulence. They found that introducing a large microturbulent velocity (vturb = 27 km s−1, compared to the vturb = 10 km s−1 assumed in the original model) could broaden the line core, but could not model the extended wings. A similar conclusion was reached by Huang et al., 2019, who performed a model-data study comparing a flare jointly observed by IRIS and Big Bear Solar Observatory/Goode Solar Telescope (BBSO/GST; Goode and Cao, 2012) to an F-CHROMA RADYN model database6 with inputs most closely aligned with non-thermal electron distribution parameters discerned from RHESSI hard X-rays. They processed snapshots of that simulation through RH15D, with different values of vturb = [10, 20, 30] km s−1, and while it seems that a single value of turbulent velocity was not able to appropriately model the line, a weighted combination was more successful at capturing the width at the time a blue-wing asymmetry appeared, which was the main focus of that work. A means to estimate the actual turbulent velocity in flares that contributes to line broadening is to measure the non-thermal line width of an optically thin line (or ideally multiple lines), which does not suffer from opacity broadening effects that muddy the waters. There are not many strong optically thin lines originating and often observed in the chromosphere so obtaining this value at multiple formation temperatures is difficult, but even a rough guide would be very useful. The O i 1,355.6 Å line observed by IRIS is optically thin in the quiet Sun (Lin and Carlsson, 2015), and preliminary modelling results suggests that it remains so during flares (e.g. Kerr et al., 2019c, plus Prof. M. Carlsson private communication 2022). This line has been relatively little studied observationally, but some estimates of vnthm ∼ 9–10 km s−1 were obtained in an M class flare (Kerr, 2017), and similar values have been seen in C-class flares (Dr. Sargam Mulay, private communication 2022), a slight increase from the [image: image] km s−1 measured in plage (Carlsson et al., 2015). More flare observations of this important line should be studied, especially in relation to Mg ii line widths. The value required by Rubio da Costa et al. (2016) is rather high compared to the (albeit, limited) estimates courtesy of O i 1,355.6, and could be unfeasibly large, approaching the sound speed of the chromosphere. Though, flares are very complex environments and it remains to be seen what a full survey of O i reveals, and understanding how much of the missing width is due to turbulence is important to constrain the requirements of other sources to explain the deficit.
Returning to Rubio da Costa et al. (2016), they also experimented with manually raising the electron density by a factor of 10 (to ne > 1014 cm−3) in a narrow region at the base of the transition region (though not in a self-consistent manner so that the temperature and other properties were fixed), which had the effect of filling in the central reversal. This was because the larger density allowed a greater degree of collisional coupling to local conditions7, and the Mg ii k line core source function increased with height, tracking the rise of the Planck function more closely, past the point at which the τλ = 1. This suggests that in actual flares, extremely large densities are present in the upper chromosphere/lower transition region, to drive the line to appearing single peaked.
Given the discrepancies identified by Rubio da Costa et al. (2016) and other authors Rubio da Costa and Kleint (2017), decided to perform a much larger parametric study to determine what aspects of the flaring atmosphere had to change in order to produce Mg ii NUV spectra more consistent with observations. They took a snapshot from one of the RADYN simulations from Rubio da Costa et al. (2016), and manually varied the temperature, electron density, and velocity structure of the flaring chromosphere in a systematic way, that were processed through RH. They varied one parameter at a time, and did not re-solve the atmosphere to hydrostatic equilibrium given the updated parameter, in order to discern the direct impact of, for example, temperature variations by itself. This means that charge was not conserved in their models, and the atmospheres investigated were not self-consistent. Still Rubio da Costa and Kleint (2017), provided great insights into plasma conditions that could be producing the observed profiles.
Introducing a steeper temperature rise in the upper chromosphere through the transition region 8, the formation region of the Mg ii h and k line cores, led to weaker (by a factor [image: image]), single peaked profiles, but did not sufficiently enhance the subordinate lines so that the k:subordinate line ratio was much too high compared to the observations (Rk:sub ∼ 15 compared to the observed Rk:sub ∼ 4). Here, introducing higher temperatures forces Mg ii to a deeper formation region due to thermal ionisation. At those deeper altitudes, there is a greater average electron density where the line core forms, thus stronger coupling to the local conditions that acts to fill in the central reversal. Increasing the mid chromosphere temperature did not lead to single peaked profiles but did decrease the k:subordinate line ratio closer to the observed values (Rk:sub ∼ 8). Adding temperature spikes of several thousand kelvin in the lower atmosphere (peaking at a column mass log10 ∼ − 2.2 [g cm−3]) resulted in prominent spikes in the blue wings of both resonance and subordinate lines that are not observed (presumably the redshifted absorption profile results in the absorption of a similar feature in the red wing).
Enhancing the electron density by a factor of ten through the formation region of the resonance line cores9 produced single peaked profiles, and actually drove the k:subordinate line ratio closer to observations (Rk:sub ∼ 8, so within a factor two of the observations), though also increased the line intensity by around a factor of two. This is illustrated in the lefthand side of Figure 2, which shows the Mg ii NUV spectra for different electron density stratifications with fixed temperature stratification. Here the enhanced electron density resulted in stronger collisional coupling to the local temperature, that is the Planck function, which can be seen the righthand panel of Figure 2. Raising the electron density below the core formation heights also drove the k:subordinate ratio lower, but did not produce single peaked resonance lines. In that scenario, the electron density increases the coupling of the subordinate lines to local conditions so that the source functions, and ultimately the emergent intensities, were larger. Seemingly, increasing the electron density deeper into the atmosphere affects the subordinate lines whereas the resonance lines largely require an increased upper chromospheric density.
[image: Figure 2]FIGURE 2 | Illustrating the effect of increased electron density in the upper chromosphere on the Mg ii NUV spectrum. Panel (A) shows the Mg ii spectra synthesised from a RADYN simulation, using RH, where each colour represents a different modification to the electron density, the stratification of which is shown in panel (B). The black line is the original, and the dotted line is a sample observed flare spectrum from IRIS. The resonance to subordinate line ratios are indicated. An order of magnitude increase in the electron density to [image: image] cm−3 is required to produce a single peaked profile. (C) shows that increasing the electron density (purple line, compared to all others) results in a stronger coupling to the Planck function (black line), hence the lack of central reversal in that instance. The vertical lines in that panel are the formation heights of the Mg ii k line core for each model atmosphere. Figure adapted from Rubio da Costa and Kleint, (2017). © AAS. Reproduced with permission.
Varying the temperature and electron density independently could not recover the very broad line wings. Instead, experiments with introducing extremely large downflows of v ∼ 200 km s−1 were attempted, in concert with weaker upflows v ∼ 75–100 km s−1. Combining unresolved flows did produce very broad resonance lines, but also too-weak subordinate lines. The blending of the far wings of the resonance lines with the quasi-continuum between them, and with the subordinate lines, was not well captured in those static models. While there is prima facie evidence from the modelling work of Rubio da Costa and Kleint (2017) that unresolved bi-directional flows can broaden the lines, my own opinion is that extreme macrovelocity ‘smearing’ of the lines is not the source of the missing widths far into the line wings. Such extreme flows are a difficult proposition. Downflows are typically modelled (and inferred from observations) as being much more modest, on the order of v ∼ a few× 10 km s−1, and concentrated in narrow, dense condensations. While complex flows often form in loop models, even sometimes with transient downflows of v ∼ 150 km s−1 in extended transition regions (e.g. Zhu et al., 2019), by the time the condensations reach the chromosphere they have cooled, accrued mass and decelerated to be v < 100 km s−1 (more often slower, to a few × 10 km s−1). That is not to say that extreme bi-directional flows are not what is happening in the actual chromosphere, but we therefore must determine a means to produce such large downflows in simulations that can capture the complex interplay between flows, the subsequent accrual and evacuation of mass, and the associated changes to opacity. One observational sanity check here could be to determine the k:h line ratio as a function of wavelength over the line, which may help determine the relative opacity of the secondary blueshifted component, which formed higher in the atmosphere.
To summarise, the experiments of Rubio da Costa and Kleint (2017) suggest that increasing the upper chromosphere temperature pushes the formation height of the Mg ii lines deeper, but that perhaps we are missing a temperature increase through the chromosphere to enhance the subordinate lines. The likely culprit behind filling in the central reversal is an enhanced electron density in the upper chromosphere, perhaps (in my view: certainly!) related to the dense condensations produced in RHD models and studied extensively by Prof. Kowalski and collaborators (see Paper 1). While extreme bi-directional velocity flows that are unresolved within an IRIS pixel appear to produce some of the missing line widths in their modelling, I am a bit more sceptical that these conditions can appear in the actual chromosphere. Rubio da Costa and Kleint (2017) clearly indicate that unresolved flows do play some role, but the flow magnitude required has not, to my knowledge, been inferred from typical observations of chromospheric spectral lines. A key focus for future flare modelling should be to 1) self-consistently combine several aspects of these important findings, e.g. a temperature rise through the lower-mid chromosphere would also raise the electron density and likely generate flows, and 2) to produce a flare model driven by some energy input that naturally produces the plasma conditions required by Rubio da Costa and Kleint (2017). We must also assess if the conditions that produce a closer match to Mg ii observations do not produce conditions that results in a discordant match to other spectral lines (e.g Hα, Ca ii 8,542 or Ca ii H and K).
One alternative potential resolution to the question of the missing line widths in the models is that we have been underestimating quadratic Stark broadening (electron pressure broadening). Though not terribly important for the Mg II NUV spectral lines in the quiet Sun, the many orders of magnitude enhancement of the electron density in flares could result in pressure broadening playing an outsized role10, due to the fact that quadratic Stark broadening is a function of the electron density. In RH the quadratic Stark effect is typically computed following classical Impact Theory with various approximations (see discussion in Zhu et al., 2019), including the adiabatic approximation. As Zhu et al., 2019 demonstrate, the adiabatic approximation is likely not valid for Mg ii. Instead, impact-semiclassical-theory provides a better estimate, which is included in the STARK-B database11. Zhu et al., 2019 modified RH to model Mg II Stark widths based on the STARK-B database, where the Stark width is a polynomial function of temperature and density. At the temperatures relevant for Mg ii the STARK-B results have an order of magnitude greater value than is typically modelled by RH. A RADYN simulation was produced with a very high peak electron beam flux of Fpeak = 5 × 1011 erg s−1 cm−2, that was ramped up and down with FWHM of 20 s. Snapshots were processed through RH with and without the improved Stark broadening. The inclusion of increased Stark broadening resulted in broader profiles compared to the typical flare loop models (though only the h and k lines were strongly affected). Still, however, they remained too narrow compared to observations, and through experimentation it was found that a factor × 30 additional stark broadening was required over and above the STARK-B estimates to sufficiently broaden the lines. In that case, lines and quasi-continuum between the lines, were well reproduced, albeit with a factor [image: image] too high an intensity (which was the case with and without improved treatments of Stark broadening12). Figure 3 shows the results of improving Stark broadening, and that an additional broadening factor is still required to match the far wings. Zhu et al. (2019) followed Rubio da Costa and Kleint (2017) by experimenting with different microturbulence stratifications but found that if the h and k line cores were suitably broadened via microturbulence, the subordinate lines had the wrong shape.
[image: Figure 3]FIGURE 3 | Improved treatment of Stark broadening for Mg ii lines results in broader line wings. (A) compares a RADYN simulation processed through RH, where yellow dot-dashed is the synthetic Mg ii line with standard Stark broadening, and the salmon coloured line is the line with improved Stark broadening of Zhu et al., 2019. The blue line is the observation, scaled in intensity. (B) illustrates that even with this improvement a further factor of ×30 Stark broadening would be required to produce a width consistent with the observation, indicating that we are still missing something in our models. Figure adapted from Zhu et al., 2019. © AAS. Reproduced with permission.
Additionally, single-peaked profiles were produced naturally by their model at several times. A detailed examination of the formation properties revealed that this happened when the electron density in the line formation region was exceptionally high (a result of the merging of several compressive flows), on the order of ne ≃ 8 × 1014 cm−3. The formation region was very narrow (Δz = 32 m, compared to Δz ∼ 100 s m at other times), with a constantly increasing temperature. These results confirmed the findings of Rubio da Costa and Kleint (2017) that the electron density in the formation region is a key factor in understanding the typically observed Mg ii lines. Zhu et al., 2019 also note that unresolved flows in their simulations did broaden lines, but not to the extent required as the flows had slowed to [image: image] km s−1 in the chromosphere, and to [image: image] km s−1 at the time of single peaked profiles. They also had difficulty producing very asymmetric red wings, instead producing transient secondary components when the flows were still strong. It could be case that smearing over an exposure time typical of IRIS observations (up to a few seconds), and to IRIS resolution, would merge the shifted and stationary components into a more asymmetric type profile. Nevertheless, Zhu et al. (2019) successfully produced a single peaked profiles, and made progress towards understanding the missing line widths. Questions remain: 1) how do we explain the factor ×∼ 30 still required to model the far wings? Could this be addressed by temperature/electron density enhancements in the lower atmosphere above that which we currently model with electron beams? Since the far wings are Lorenztian this seems like a plausible line of investigation; 2) how can we produce such high densities in flares in which the non-thermal electron flux derived from hard X-rays appears to be [image: image] erg s−1 cm−2. Have we perhaps been underestimating the energy fluxes so far, either of electron beams alone, or non-thermal electrons in conjunction with other sources of energy (for example non-thermal ions, conductive fluxes, MHD waves)?; 3) what is the impact of the pre-flare atmosphere in producing such high densities and in the overall evolution in general?
There have been a few reports of blue wing asymmetries that are concentrated early in the development of flare sources (e.g., Kerr et al., 2015; Tei et al., 2018; Huang et al., 2019). A suggestion was put forward by Tei et al., 2018 that blue wing asymmetries at ribbon fronts were produced by gentle evaporation of cool, dense chromospheric material into the corona, ahead of a hot bubble of material. This cool material is heated and dissipates. They created a cloud model that could produce Mg ii h line blue wing asymmetries, along with the peak asymmetries observed. To my knowledge this has not been modelled in detail using flare loop models. A similar, but seemingly more extreme phenomenon, is the appearance of Mg ii profiles that have unique shapes that only appear in the leading edge of flare ribbons (so-called ribbon fronts), found by Xu et al., 2016 and Panos et al., 2018. As mentioned above, these exhibit quite different properties to brighter flare sources (namely blueshifted line cores, deep central reversals, and very broad profiles). When present, these profiles are located along the leading edge of propagating flare ribbons, and thus represent the very initial stages of energy deposition. Other ribbon front spectral behaviour includes the dimming of He i 10,830 Å before it brightens during the main part of the ribbons (e.g., Xu et al., 2016). Kerr et al. (2021) demonstrated using RADYN flare modelling that this dimming is caused by the presence of non-thermal particles in the chromosphere, and that a weaker flux with a harder distribution (that is, greater proportion of high energy electrons than low energy electrons) resulted in stronger dimming that was sustained for slightly longer. However, observed ribbon front behaviour can persist for up to 120–180 s (though they can also be shorter in duration), whereas the models of Kerr et al., 2021 predicted only a few seconds. Once the chromosphere was hot enough in those simulations, the He i 10,830 Å line was driven into emission. The causes of flare ribbon fronts (which do not appear uniformly along the ribbon), and how they transition to the more typical bright ribbons we have historically studied, is not known. Work is in-progress to address the ribbon front problem using RADYN modelling of electron beam driven flares: Polito et al., 2022 investigates the relation between the magnitude of energy flux deposited and response of the Mg ii ribbon front-like profiles, finding that weak energy fluxes are more consistent with ribbon-front like profiles and that stronger energy fluxes produce more ‘standard’ ribbon profiles. That study used the same simulations from Kerr et al., 2021, and those simulations that were most consistent with He i 10,830 Å ribbon front observations also resulted in Mg ii spectra that were comparable to ribbon-front observations. The implication here is that there are potentially different stages of energy deposition to explain the evolution from ribbon-front to ribbon spectral profiles, and follow on work from Polito et al., 2022, led by myself, is investigating how to obtain longer lived ribbon fronts in both He i and Mg ii. From these two on-going studies it is clear that the Mg ii ribbon front profiles can strongly constrain the characteristics of initial energy deposition into the chromosphere, and that high spatial-, temporal-, and spectral resolution observations in other wavelengths should focus on ribbon leading edges.
2.2 Hot flare plasma observed by IRIS
Prior EUV observations of hot flare lines have shown anomalously broad lines, of unknown origin (e.g., Milligan, 2011; Milligan, 2015). While several suggestions have been made, a definitive solution remains elusive (as you have no doubt realised by now, line widths are a sore spot for flare modellers). As discussed in Paper 1 in relation to probing the duration and magnitudes of chromospheric evaporation, the Fe xxi 1,354.1 Å line observed by IRIS offers a window at high spatial, temporal, and spectral resolution on hot flare plasma at [image: image] MK. Here I discuss a few studies that attempted to model Fe xxi 1,354.1 Å emission in flares, concentrating on line broadening. This is a different problem than the Mg ii missing width, as opacity effects play no role for Fe xxi 1,354.1 Å emission, which is a forbidden line.
The Fe xxi 1,354.1 Å line has been observed in numerous flares by IRIS (e.g., Graham and Cauzzi, 2015; Polito et al., 2015; Polito et al., 2016; Young et al., 2015; Tian et al., 2015). It is observed to be largely symmetric, with significantly enhanced line widths. It is initially weak and broad, and becomes more narrow and intense over time. The line widths during flares have ranged from the instrumental + thermal width W ∼ 0.43 Å (assuming ionisation equilibrium) at loop tops to W ∼ [0.5–1] Å or larger in ribbons. Kerr et al., 2020 performed a superposed epoch analysis similar to Graham and Cauzzi (2015)’s Doppler shift analysis, to understand the typical evolution of Fe xxi line widths over time in the 2014-September-10th X-class flare. That event showed a large amount of scatter during the impulsive phase of the flare, but with W ∼ [0.6–1.2] Å, peaking after t ∼ 200 s, before gradually returning to pre-flare values over the subsequent 500 s or so.
A popular suggestion for the origin of the broad line profiles of hot lines is the superposition of flows along the line of sight from numerous Doppler shifted line components. Using the RADYN code, Polito et al., 2019 explored this idea. They produced several field-aligned flare simulations, with a t = 60 s heating duration. Synthetic Fe xxi emission was produced, with Doppler shifts applied as appropriate as a function of height along the loop. From those simulations they constructed both single and multi-stranded loop models, which for the latter had 100 identical threads each with a randomly selected start time within 15 s of the first thread start time. Other loop lengths and energy fluxes was also tested, but no change to the overall conclusions was found. The threads were then orientated in several ways that investigated the effects of loops being co-spatial or along a ribbon-like structure within 20 IRIS pixels, either aligned in the same angle or at different orientations. Emission from each set-up was summed to mimic different scenarios of IRIS looking through different lines of sight. Polito et al., 2019 found that there was a non-negligible asymmetry, with an anti-correlation between broadening and asymmetry (broader lines were more asymmetric), in contrast to observations which showed largely symmetric lines no matter the width, in each of their scenarios. Narrow profiles were quite symmetric, and were largely due to superposition of several upflows that had similar magnitudes, but the superposition of loops was unable to characterise the broad, symmetric Fe xxi profiles in this case. Figure 4 shows a sample of these experiments, for a single loop model with different orientations. The synthetic spectra and resulting broadening are shown, where it is clear that asymmetries are present.
[image: Figure 4]FIGURE 4 | Synthetic Fe xxi 1,354.1 Å line profiles from a RADYN simulation that modelled the superposition of loops to attempt to explain line broadening. (A) shows the spectra as a function of time. (B) is the line width as a function of time, where the vertical lines are the minimum width (leftmost) and typical ranges from observations (two rightmost). (C) is the red-blue wing asymmetry as a function of time, where the horizontal line shows the typically observed values. (D–E) are synthetic spectra showing the difference in assumed exposure times. The coloured bands represent the areas used to calculate the red-blue wing asymmetry and the dashed curve is a single Gaussian fit to the spectra. The vertical line is the rest wavelength. The remaining panels show the same, but for different inclination angles of the loop to the solar surface. Figure adapted from Polito et al., 2019. © AAS. Reproduced with permission.
Kerr et al., 2020 also studied synthetic Fe xxi line widths using RADYN simulations. The model framework they developed, RADYN_Arcade, is described in Paper 1. From the field-aligned loops grafted onto the observed magnetic field skeleton, the superposition along the line of sight, and loop geometry was automatically taken into account. Qualitatively they produced synthetic Fe xxi emission that largely followed the observations. There was line broadening that was strongest at flare footpoints, and which narrowed along the loops towards looptops. However, while some profiles exceeded W ∼ 0.8 Å the majority of the Fe xxi lines only reached W ∼ [0.5–0.6] Å, much narrower than observed. There was not a very strong correlation between asymmetry and line width (broad profiles could be both symmetric or asymmetric), but the largest asymmetries were associated with the broadest profiles. The majority of the profiles were fit well with a single Gaussian, with only a subset requiring multiple components. There was also not a strong correlation between line width and Doppler shift, in contrast to some observations of hot flare lines studied by Milligan (2011). Finally, a synthetic superposed epoch analysis showed again a qualitative similarity to observations, but with profiles that were too narrow (with synthetic FWHM ∼ [0.4–0.8] Å, clustered around FWHM[image: image] Å, compared to observations with a range of FWHM ∼ [0.4–1.4] Å, clustered around FWHM[image: image] Å), and profiles that both peaked and narrowed in width too quickly (in observations the profiles took several hundred seconds to narrow towards pre-flare values, compared to t < 100 s in the model). Figure 5 shows a map of Fe xxi from the RADYN_Arcade model at various snapshots, alongside the synthetic superposed widths, and the asymmetries versus line widths, illustrating the discrepancies. These results agree with the earlier findings of Polito et al., 2019.
[image: Figure 5]FIGURE 5 | Evolution of Fe xxi widths in a RADYN_Arcade model. The top row (A–E) show maps of the line widths at various snapshots, illustrating that the footpoints and lower legs exhibit broader profiles. Taking all these pixels and producing a superposed epoch analysis (F) indicates that in comparison to an observations the line widths are too narrow. Panel (G) further illustrates that the profiles are too narrow, and that larger-than-observed asymmetries appear for some of the broadest profiles (colour represents elapsed time from the first moment that Fe xxi was detected in that pixel). Figure adapted from Kerr et al., 2020. © AAS. Reproduced with permission.
As set out nicely by Polito et al., 2019, there are several possible physical conditions that the RADYN modelling did not account for, which might explain how to obtain a closer match to the IRIS observations. Turbulence (including MHD wave turbulence) could broaden lines symmetrically. In fact, Allred et al., 2022 recently demonstrated that by suppressing thermal conduction in a RADYN simulation, via non-local effects or turbulence (e.g. Emslie and Bian, 2018), could lengthen the gradual phase of a flare, and produce a flow pattern more consistent with observations (e.g. Milligan and Dennis, 2009). Taking the turbulent mean free path of the best fit model, Allred et al., 2022 were able to estimate the broadening associated with turbulence for numerous lines (including hot lines from high charge states of Fe), finding that they were broadened substantially and symmetrically. There are plans to perform follow on studies to the modelling of Kerr et al., 2020, using these RADYN updates, and with the observed line widths from IRIS and the Hinode/EUV Imaging Spectrograph (EIS) observations as constraints on the degree of suppression to include. Using PREFT, Dr. William Ashfield and Dr. Dana Longcope are exploring the creation of MHD turbulence following loop retraction with added drag (private communication 2022). I eagerly await the application of their modelling to the formation of Fe xxi. Another source of broadening could be non-equilibrium effects, such that the ion temperature is very much larger than the equilibrium value of 11.2 MK. This would require an ion temperature on the order 40–60 MK, which also likely requires decoupling of the ion and electron temperatures (see also de Jager, 1985; Polito et al., 2018a). Given the high densities in flare footpoints, it is not clear if such extreme non-equilibrium processes apply, but the HYDRAD code is the ideal resource to study this in flares. Finally, Alfvénic waves propagating downwards from the magnetic reconnection site could broaden spectral lines via ion motions (see Section 3).
2.3 The transition region observed by IRIS
The extreme gradients through the transition region make it an important interface for mass and energy transport during flares. Strong lines produced in the transition region that are observed by IRIS are the Si iv and C ii resonance lines. Aside from study of their Doppler shifts, C ii has been relatively little studied in flare loop models. Si iv 1,394 Å and 1,402 Å, however, have been modelled in a few studies. I discuss their Doppler shifts in Paper 1, but here focus on their intensity ratio, and what that might tell us about temperatures and densities in the flaring transition region.
These lines have been used to infer flows in flares from their Doppler shifts, under the assumption that they are optically thin. They increase in intensity, broaden to a line width of similar magnitude to Mg ii, and exhibit red wing asymmetries indicative of mass flows on the order of a few ×10–100 km s−1 (e.g., Tian et al., 2015; Li et al., 2017; Yu et al., 2020). Non-Gaussian line shapes have been observed in flare ribbons, but most observations suggest optically thin formation from the ratio of the 1,394 Å/1,402 Å intensities (R1394∕1402 = 2; though it is often the case that only one of the lines is included in the IRIS lineslists), with exceptions discussed later in this section. Given the optically thin assumption, most flare modelling of this line was performed by computing the emissivity from CHIANTI atomic data alongside the stratification of physical variables from flare loop model atmospheres, and summing through height in some fashion to obtain the total intensity. However, some quiescent Sun studies suggested that effects of non-equilibrium radiation transfer, photoexcitation, or charge exchange may be important in setting the Si ion fraction stratification (e.g., Dudík et al., 2017; Dzifc̆áková et al., 2017; Dzifc̆áková and Dudík, 2018; Kerr et al., 2019c). Observations of line ratios in stellar flares have also suggested that the resonance lines of Si iv, and also of C iv, exhibit opacity effects (e.g., Bloomfield et al., 2002; Mathioudakis et al., 1999) and form under optically thick conditions, or, at least with some non-negligible optical depth τ > 0.1.
To determine the importance of radiation transfer effects on the formation of Si iv resonance lines during flares, Kerr et al., 2019c simulated a large number of electron beam driven flares using RADYN, and then generated the synthetic Si iv emission in two ways. The first was the standard optically thin synthesis using CHIANTI contribution functions and ionisation fractions, assuming equilibrium. The second was to use the minority species version of RADYN, MS_RADYN, to synthesise the two Si iv lines including the effects of photoionisation and photoexcitation, non-equilibrium ionisation, opacity, and charge exchange. MS_RADYN takes as input certain hydrodynamic variables at the cadence of RADYN′s internal timestep (i.e. the relevant timescales to capture dynamics, not simply the output cadence), and then solves just the NLTE non-equilibrium radiation transfer for a given minority species. That is, there is no feedback of the radiation from the minority species on the atmosphere itself. The line profiles from each method were quite different, even from the pre-flare where charge exchange broadened the Si iv ion fraction stratification, which peaked slightly cooler in temperature than it does in ionisation equilibrium (T ∼ 66 kK versus T ∼ 80 kK). Charge exchange is generally not considered in transition region line modelling, but both the results of Kerr et al., 2019c, and recent quiet Sun modelling of Dufresne et al. (2021a), Dufresne et al. (2021b) highlight its importance. Weaker simulated flares generally produced similar results from both synthesis methods. However, in stronger flares they differed. The peak intensities of MS_RADYN Si iv profiles were smaller, but the lines broader overall due to opacity effects so that the integrated line intensities were higher. Those profiles also showed stronger asymmetries, and self-absorption features. Crucially, the intensity ratio deviated from the optically thin ratio of R1394∕1402 = 2. Opacity effects were present in all simulations with an energy injection F > 5 × 1010 erg s−1 cm−2, and for some weaker flares with softer electron distributions since they more easily heated the upper chromosphere and lower transition region. Some of these flares only exhibited opacity effects for a transient period, since the transition region and upper chromosphere compressed quickly, meaning there was not a sufficient column mass of Si iv to build up opacity. When there was an extended flaring lower-transition region (that is temperatures climbing through 30 kK[image: image] kK over a large height range before sharply rising to MK coronal temperatures), opacity effects were present. Roughly, opacity effects were present when the temperatures were enhanced to 40 < T < 100 kK above a column mass 5 × 10–6 g cm−2.
There have since been a number of observations of R1394∕1402 deviating from the optically thin limit R1394∕1402 = 2 (e.g., Mulay and Fletcher, 2021; Zhou et al., 2022). Mulay and Fletcher (2021) found R1394∕1402 ≠ 2 at several locations along flare ribbons in an M7.3 flare. Zhou et al., 2022 report similar results, noting also that the ratio varies across the line profile, with stronger opacity in the core so that photons scattered from an optically thick core can easily escape through optically thin line wings. In those observations, we might infer that the flaring atmosphere produced the extended region of 40 < T < 100 kK at sufficiently high density. It is important to note that if we do not see much observational evidence for these potentially short lived opacity effects, then our models may be predicting too much density at these intermediate temperatures. Further RT modelling, particularly of other transition region lines in conjunction with Si iv is sorely required, as are high cadence observations to catch potentially transient opacity effects. Another impact of potential opacity effects in transition region lines, and motivation for their further study, is that these are important contributors to the (assumed) optically thin radiative loss functions, which are a major component energy loss in the simulations, governing the plasma response in our models.
Panos et al., 2021 and Panos and Kleint (2021) explored, using machine learning techniques based around mutual information theory (MI; Li, 1990)13, the correlation between the various spectral lines of IRIS through the transition region and chromosphere. I encourage the reader to read their detailed analysis carefully, in particular the subtleties surrounding selecting flaring areas and how this might impact correlations, but note the headline results here. They find weak correlations between spectral line pairs during quiescent periods, but substantially enhanced correlations of those pairs during solar flares. Mg ii and C ii have the strongest correlation, followed by their correlations with Si iv. Other lines (e.g. O iv) are more weakly correlated, and others such as Fe ii only show strong correlations directly over flare ribbons. This coupling meant that Panos and Kleint (2021) were able to predict the most probable spectrum of a certain IRIS observable given an input Mg ii spectra, for example. The strong correlation of Si iv to the chromospheric lines, despite the weak correlation of other transition region lines such as O iv, could be due to the deeper formation height suggested during the Kerr et al., 2019c simulations. Further, the coherency that flares introduce could be a result of the strong compression of the chromosphere and transition that occurs in many flare simulations. For example, Figure 11 in Kerr et al., 2019c shows that over time the range of formation height of the IRIS line cores can shrink to a very small Δz. The “big data” studies of Dr. Panos and collaborators provide an excellent test bed against which models can be critiqued—our models should be able to produce similar coherency between the various lines observed by IRIS, and this should be a target of our efforts in the near future.
Finally, I note briefly that it is typical in flare simulations from HYDRAD, RADYN, and FLARIX to produce large enhancements in electron density through the chromosphere and into the corona. These can be in excess of ne > 1013–14 cm−3 in the chromosphere, and ne > 1010–12 cm−3 through the transition region and lower corona. Indeed, as discussed in the preceding sections, a very large electron density at the Mg ii formation temperatures is required to explain the single peaked profiles. IRIS and Hinode/EIS density sensitive lines from the corona and transition region can demonstrate if these densities are consistent with observations. Polito et al., 2016 measured the ratio of the O iv 1,399.77 Å and O iv 1,401.16 Å line pair, which form at T ∼ 158 kK, during the impulsive phase of the X2-class flare that occurred on 2014-October-27th. The ratio reached the high-density limit, indicating that the density of the flare transition region reached ne > 1012 cm−3. A caveat here is the assumption of ionisation equilibrium, so that the observed ratio may be in part due to non-equilibrium effects. Other assumptions are that the lines are free of unknown blends, and that the plasma is a Maxwellian, which may not be the case in solar flares, or even active regions, which have been seen to exhibit κ distributions (e,g, Jeffrey et al., 2016; Dzifc̆áková et al., 2018; Del Zanna et al., 2022). Similar analysis using EUV spectral lines from EIS indicated a coronal density at 2 MK of ne > 1010–11 cm−3. Polito et al., 2016 then modelled this flare using HYDRAD, finding that the electron density in the synthetic flaring atmosphere (both flare footpoints and the transition region/lower corona) were consistent with the observationally derived values.
Pivoting slightly to white light observations, the IRIS NUV Balmer continuum modelling and observations seem to suggest that there is likely some contribution to the optical continuum excess in flares from recombination radiation in the upper chromosphere (see Section 3.3). Given the dependence of bound-free (and also free-free) emission on electron density, NUV and optical continuum observations of the chromosphere can give us some means to investigate the density there, and off-limb observations allow us to isolate the chromospheric portion. Off-limb observations of white light flares have revealed both the typical footpoint sources at the base of flare loops as well as bright loop structures (also referred to as prominence loop systems in some literature). The former was discussed by Heinzel et al., 2017, who analysed SDO/HMI continuum data of off-limb flares that revealed co-spatial HMI 6173 Å and RHESSI hard X-ray emission, with a characteristic height of [image: image] km (see also Krucker et al., 2015). Using an analytical argument of the relative strength of white-light continuum emission mechanisms, Heinzel et al., 2017 determined that for electron densities above ne > 1012 cm−3 Balmer bound-free recombination emission dominated over Thomson scattering of incident radiation from the solar disk, with some contribution from free-free emission. Further comparisons using FLARIX electron-beam driven flares confirmed their supposition, with the simulations containing a high electron density (ne > 1012–13 cm−3) at the height range of the observed HMI emission, and with an intensity as a function of height resembling the HMI observations (with some assumed loop thickness). These results are consistent with the IRIS NUV continuum flare footpoint observations. To my knowledge no off-limb IRIS NUV flare observations have been reported, and it is likely they would be fairly weak unless a long exposure time was used, but those would be very interesting to compare to the HMI sources. Looptop structures that are readily apparent in optical continuum observations pose a bit more of a challenge to models to reproduce, namely due to the very high coronal densities they imply. Several studies of very strong flares have inferred looptop electron densities between ne = 1012–1013 cm−3, usually in the gradual phase of flares, presumably once loops have cooled. For example, Hiei et al., 1992 studied both footpoint and loop sources in the 16 August 1989 flare that was estimated to be an X20 class event. They predicted the intensity of emission from Thomson scattering, free-free, or recombination radiation for a range of temperatures given an assumed emitting volume, inferring from the observed intensity that [image: image] cm−3 for T = [104, 105, 106] K, respectively, in a loop source several hundred km above the white-light footpoint sources. A similar analysis was performed by Jejčič et al., 2018 using HMI observations from the X8.2 10 September 2017 event, finding ne = 1012–1013 cm−3 were the most likely values in a large parameter space of temperatures and emitting thicknesses. Inverting Ca ii 8,542 Å and H β data taken by the Swedish Solar Telescope of that same flare, Koza et al., 2019 found consistent values in the cool loops. By studying polarisation of HMI data from the X2.8 flare on 13 May 2013, Saint-Hilaire et al., 2014 determined that the emission could not be solely due to Thomson scattering and estimated an electron density in the range ne = 3.5 × 1011–1.8 × 1012 cm−3. While flare models can readily explain electron densities up to a few × 1011 cm−3 in the upper portion of the corona, obtaining higher electron densities at looptops is less straightforward and demands an explanation.
3 ENERGY TRANSPORT IN FLARES
In this section I discuss how IRIS observations are aiding our efforts to not only refine and challenge the details of the electron beam model, but also in our efforts to explore additional energy transport mechanisms. Alternative mechanisms, that may act in concert with, or instead of, non-thermal electrons (likely varying in dominance in different spatial locations) that are under active study are: non-thermal protons or ions, downward propagating Alfvénic waves, and conductive heat flux resulting from direct in situ heating of the corona. There are possibly others too! I do not touch on non-thermal protons or heavier ions here, other than to say it that these accelerated ions are undoubtedly produced during solar flares and that they may carry energy equivalent to that of electrons (Ramaty and Mandzhavidze, 2000; Shih et al., 2009; Emslie et al., 2012; Aschwanden et al., 2017). That means we could be missing up to half of the energy delivered to the lower atmosphere in flares! Allred et al., 2020 recently updated the FP code, which has been merged with RADYN, to model the propagation of these suprathermal ions, and initial results have demonstrated that protons can penetrate much deeper into the lower atmosphere than electrons, aided by warm target effects (e.g., Allred and Kerr, 2021). I look forward to studies that use RADYN+FP proton-beam driven flares to forward model IRIS observables.
3.1 Coronally-generated Alfvénic waves in flares
First proposed as a means of heating the temperature minimum region where non-thermal electrons likely could not reach, but which observational evidence suggested experienced a modest temperature rise in flares, Emslie and Sturrock (1982) constructed a simple but informative model of energy transport via downward propagating, coronally-generated, Alfvénic waves. In this model, waves would be produced from the reconnection site, propagating through the corona into the lower atmosphere to the temperature minimum region where they were damped by resistivity. These simulations assumed Mono-chromatic (single frequency) waves, employed the WKB approximation (that is, waves were not reflected by density gradients), and assumed an instantaneous travel time. These assumptions allowed a straightforward formulation of a damping length to model the dissipation.
This notion was revisited by Fletcher and Hudson (2008) who investigated the possibility that Alfvénic waves could not only deliver the energy liberated by magnetic reconnection to the chromosphere, and accelerate electrons in the corona via field-aligned electric fields but could also potentially locally accelerate electrons in the chromosphere via mode-conversion to high wave-numbers resulting in turbulent acceleration. More work is required to understand the role of these waves in particle acceleration. The thought experiments of Fletcher and Hudson (2008) explored Alfvénic waves as an alternative to the electron beam model as a means to deliver flare energy and explain observations of both hard X-rays and broadband enhancements of the UV/optical/infrared. This was motivated by perceived issues with the coronal acceleration problem, namely the vast numbers of electrons required ([image: image] elec s−1), which can quickly deplete the coronal volume of ambient electrons. Return currents can resupply the corona with electrons, however, mitigating this problem.
Even if they are not required as a complete replacement to electron beams (which is still a source of vigorous debate), it is important that we continue to properly consider the role of Alfvénic waves in flares. Flares are, fundamentally, a violent restructuring of the magnetic field, meaning that MHD waves are undoubtedly produced. The question is, do they carry sufficient energy to play a non-negligible role in transporting energy compared to coronally accelerated electrons, and can they efficiently heat the chromosphere (either alongside or instead of those electrons). Additionally, we do not see hard X-rays all along the flare ribbons. Perhaps different parts of ribbons are heated by different mechanisms. Some MHD simulations by Russell and Fletcher (2013) and Russell and Stackhouse (2013) revealed that Alfvénic waves could penetrate the transition region density boundary if they had a high enough frequency, f > 1 Hz, meaning the WKB approximation could be used within loop models to further investigate high-frequency Alfvénic waves. They also noted that ion-neutral interactions were important, alongside electron resistivity, in damping the Alfvén waves.
Inspired by these results Reep and Russell (2016) modified HYDRAD to model Alfvén waves using the WKB approach of Emslie and Sturrock (1982), but with an updated treatment of damping which included ambipolar effects. Thus, the waves were damped by ion-neutral, neutral-electron, and electron-ion collisions. Modelling a range of Alfvén wave parameters, including the injected Poynting flux, mono-chromatic frequency, and wave number they found that they could strongly heat the chromosphere, and that they could drive explosive chromospheric evaporation. This model was further improved in HYDRAD by Reep et al., 2018b, to include the wave travel time, via ray-tracing so that the waves propagate at the local Alfvén speed. They show that in addition to certain wave parameters being damped more effectively in the lower atmosphere than in the upper chromosphere, that leading waves can effectively bore a hole through the chromosphere allowing following rays to penetrate deeper into the lower atmosphere. This occurred due to ionisation by the leading waves, reducing the local damping.
Following the approach of Reep and Russell (2016), Kerr et al., 2016 included Alfvén waves as a mode of energy transport into RADYN. This initial work employed the instant-travel approximation where the wave propagation was ignored. I have since updated RADYN to include the travel time of the wave in the same manner as Reep et al., 2018b. For the remainder of this section I mostly discuss the results using the Kerr et al., 2016 model, since those are the published results relevant to IRIS, but work modelling the IRIS observables including travel time is underway via both HYDRAD and RADYN.
Kerr et al., 2016 compared the atmospheric dynamics and radiative output of two RADYN simulations, 1) an electron beam, and 2) a mono-chromatic Alfvén wave. The energy flux of each was set to be 1 × 1011 erg s−1 cm−2, and the Alfvén wave parameters set to most effectively heat the upper chromosphere. A magnetic field stratification was imposed for the purpose of defining the Alfvén speed and damping lengths; it did not evolve during the simulations. Two spectral lines were compared, the Ca ii 8,542 Å and Mg ii k line, the latter synthesised using RADYN atmospheres with RH. While the atmospheres showed some striking similarities in each model’s ability to heat the chromosphere and drive strong upflows, as was first seen in Reep and Russell (2016), there were intriguing differences in the chromospheric stratification. These differences revealed themselves in the spectral lines also.
The Alfvén waves produced a flatter, more spatially extended energy deposition profile compared to the electron-beam heating profile, resulting in temperature rises at deeper heights than the electron beam simulation. Despite this, it did take time for the electron density in the lower atmosphere to catch up to the electron beam simulation because of the absence of non-thermal collisional ionisation due to the beam itself. Runaway helium ionisation due to the more concentrated electron beam heating removed the 304 Å line as a radiator, resulting in a high temperature bubble forming, flanked by narrow cool high density regions. These flanking regions expanded as a high velocity upflow, and slower downflow (in addition to the initial explosive evaporation). While this did not form in the Alfvén wave simulation, a secondary upflow appeared in the Alfvén wave simulation also, but was more gentle with a shallower spatial gradient. In the electron beam simulation the Mg ii k line had a central reversal that was redshifted during most of the heating phase. The line wings had small optically thin contributions due to the flow patterns. In the Alfvén wave simulation, however, the line formed in a gentle upflowing region of the chromosphere, shifting the absorption profile strongly to the blue. Since the densities in the upflow were relatively weak this did not fully shift the line but instead pushed the core and blue k2v peak closer in formation height until they merged. The upflow produced optically thin contributions through the blue wing. Fewer absorptions due to shifting the absorption profile boosted the red k2r peak in comparison to the heavily suppressed k2v peak, meaning that the whole profile took on a very asymmetric form. The k line could be mistaken as being single peaked with a large blue wing asymmetry. Differences in the shape of the Mg ii k line cores were a direct result of the different flows, that themselves were due to the different stratifications of damping in either the electron beam or Alfvén wave energy transport mechanisms. Kerr et al., 2016 demonstrated that Mg ii can help discriminate between energy transport models, but much more work needs to be done here, particularly studying multiple IRIS spectral lines forming in a wider array of Alfvén wave driven simulations that include the wave travel time. The predictions from each model should also be compared to the k-means classifications of Panos et al., 2018, and we must work to improve the models to include a spectrum of wave frequencies, and to constrain the properties of the waves.
While Alfvén waves are certainly produced during magnetic reconnection they have been detected in situ in the magnetosphere, (e.g., Chaston et al., 2005; Wygant et al., 2002; Gershman et al., 2017), a vital question is how much energy do they carry to the lower atmosphere? Is it enough to compete with electron beams as an important contributor to the flare energy budget, or is it negligible and thus safely ignorable? Thus far, the simulations of Reep and Russell (2016), Reep et al. (2018b) and Kerr et al. (2016) injected a Poynting flux of the level that we know from electron beam driven flare simulations, and bolometric flare observations, is required to significantly heat the chromosphere. An observational constraint on the Poynting flux is required. An upper limit could be placed on this by investigating the width of lines formed at different temperatures (i.e., altitudes). The non-thermal component of the width could result from ion motion in response to an Alfvén wave. To demonstrate what the upcoming EUV observations from the Multi-Slit Solar Explorer (MUSE, scheduled for launch in 2026; De Pontieu et al., 2020) would reveal about solar eruptive events, many flare models synthesised MUSE observables and demonstrated how MUSE might discriminate between model predictions (Cheung et al., 2022). As part of that effort we modelled the broadening that would be induced due to an Alfvén wave propagating down the loops in our RADYN_Arcade model, noting that the line was indeed substantially broadened. This is demonstrated in Figure 6 which shows the RADYN_Arcade model before and after Alfvén wave broadening is included. Coordinated high spatiotemporal resolution observations between MUSE and the High Throughput EUV Solar Telescope (EUVST, also scheduled for a ∼2026 launch) could track the development of non-thermal widths during a flare, placing constraints on the Poynting flux. Knowledge of the coronal magnetic field would also be very advantageous here, to help set the Alfvén speed and damping lengths, and to determine the amplitude of magnetic field perturbations. Finally, it is worth noting that Alfvénic waves have been proposed as the mechanism responsible for the observed elemental fractionation between the photosphere and corona. Low-first ionisation potential (FIP; [image: image] eV) species generally have a coronal abundance that is 4 or so times that of the photosphere. The ponderomotive force generated in MHD waves has been suggested as a potential cause of the so-called FIP effect (e.g., Laming, 2015). Observations of the FIP effect in flares (e.g., Doschek et al., 2018) may then shed light on the properties of Alfvénic waves produced during flare reconnection.
[image: Figure 6]FIGURE 6 | Demonstrating how Alfvén waves may explain some of the anomalous broadening of hot flare lines. In this RADYN_Arcade flare simulation predictions were made of the MUSE 108 Å line, forming at 10 MK. (A) shows the a map of the line intensity (zeroth spectral moment), scaled to the 1/5th power to show both weak and strong sources, at t = 49 s into the simulation, where hot footpoints and loop legs are apparent. (B) shows a map of the line widths (second spectral moment) where broadening is solely due to thermal and instrumental effects and the superposition of sources along the line of sight. (C) also shows a map of line width, but also includes broadening due to an Alfvén wave propagating along each loop, with a Poynting flux of 1×1010 erg s−1 cm−2 (a magnetic field was assumed for the purposes of calculating the Alfvén speed). Clearly the line was much broader. (D–F) show individual spectra, where black is the original, and the red-dashed is the Alfvén wave broadened version. Figure adapted from Cheung et al., 2022. © AAS. Reproduced with permission.
3.2 High non-thermal electron energy fluxes
The energy flux injected to dynamic flare simulations has typically ranged on the order F = 109–11 erg s−1 cm−2, driven in part, admittedly, because of the computational expense and difficulty of injecting very much stronger values of F into time-dependent models until fairly recently (F > 1012 erg s−1 cm−2 fluxes, while computationally demanding, are now possible). This range has been inferred from numerous studies of flares in both the RHESSI era and before, but we are now realising that in some of the strongest flare sources we may be underestimating F, perhaps by an order of magnitude in some cases! The physical rationale and implications behind this, with regard to non-thermal particle production and transport, are beyond the scope of this review, but an important factor in tying down the existence of very high beam fluxes are the modern observations at high spatiotemporal resolution of UV and optical flare sources. IRIS, Hinode/Solar Optical Telescope (SOT), and ground based observatories have revealed flare sources are smaller that typically assumed from older data (particularly so if looking at white light flare data)14. A detailed study comparing source sizes from flare ribbons observed by Hinode/SOT to hard X-ray imaging spectroscopy suggested that the beam flux may very well be F > 1012 erg s−1 cm−2 in that flare (Krucker et al., 2011). Further, some groups have started looking at newly activated sources to define the areas into which energy is being injected within some observational window. Newly activated sources might be as small as to be on the order 1016 cm−2 or below (Krucker et al., 2011; Sharykin and Kosovichev, 2014; Milligan et al., 2014; Kleint et al., 2016; Kowalski et al., 2017; Graham et al., 2020). IRIS observations can both guide the magnitude to inject based on high resolution observations of source areas, and act as a validation.
Kowalski et al., 2017 injected fluxes of F = [1 × 1011, 5 × 1011] erg s−1 cm−2 to simulate the two brightest sources in the 2014-March-29th X-class flare, focussing on modelling the NUV continuum response. These fluxes were guided by the hard X-ray analyses of Kleint et al., 2016 and Battaglia et al., 2015, with the range based on arguments of the continuum emitting areas identified by Kowalski et al., 2017. Portions of the NUV continuum in the region λ ∼ [2,814–2,832] Å, observed by IRIS, were first identified by Heinzel and Kleint (2014), who extracted patches of continua free from lines. They determined these line-free regions as likely being part of the Balmer continuum that remained optically thin during the flare and which formed in the mid-upper chromosphere. This means the continuum response would be very sensitive to the electron density throughout the flare chromosphere. Kowalski et al., 2017’s numerical experiments showed that the NUV continuum was too weak in the lower energy flux simulation, and much too weak in a set of experiments in which similar energy flux was instead deposited directly in the corona and allowed to conduct down to the chromosphere (potentially due to the lack of non-thermal collisional ionisations in the conduction-only simulations, though this was not commented on by the authors). In the high energy flux simulation the continuum did reach a sufficient level to match observations by t ∼ 2 s, peaked a few seconds later, before declining thereafter (but still remaining 100–200% above the pre-flare). Thus, a high energy flux was in fact required to produce conditions to raise the continuum intensity to the observed level. An in-depth analysis found that the NUV continuum was formed by hydrogen recombination emission from two distinct layers, both optically thin: a stationary chromospheric layer and a dense condensation that rapidly forms and accrues mass. As time progressed the condensation became responsible for the bulk of the emission, due to the fact that as the density increased an increasing proportion of the non-thermal electrons thermalised in the condensation itself, and consequently the stationary layer cooled somewhat. The conditions inside this condensation were found to be comparable to those of earlier slab model explanations of Balmer continuum enhancements (e.g. Donati-Falchi et al., 1985), suggesting that condensations (and high beam fluxes) are required to explain the brightest continua enhancements.
Various effects should be accounted for when considering very large non-thermal electron flux densities, such as the beam-neutralising return current including the effects of runaways (Zharkova and Gordovskyy, 2005; Holman, 2012; Allred et al., 2020; Alaoui and Holman, 2017; Alaoui et al., 2021), and instabilities that affect the beam propagation (e.g. Hannah et al., 2009; Lee et al., 2008; Li et al., 2014). A discussion of those is included in Kowalski et al., 2017, but are beyond the scope of this review, though I note that the careful model-data analysis of the type performed by Kowalski et al., 2017 is crucial as we explore the impact of these effect in flare loop models.
3.3 Constraining flare energetics with balmer continuum observations
In the standard flare model there is typically not enough power carried by the highest energy electrons to meaningfully heat the deepest chromospheric/photospheric layers. However, there are some strands of evidence that suggest we do indeed require heating deeper than models currently predict. Listing some examples: excess line widths of chromospheric transitions (e.g., Mg ii h and k) cannot be accounted for; there is evidence of heating at the temperature minimum region (e.g., from inversions of Mg i λλ4571Å and λλ5173Å, Metcalf et al., 1990a; Metcalf et al., 1990b); there is speculation that white light flares (WLFs) may originate from the photosphere via enhanced H− emission following a local temperature increase, or contain significant contributions from the lower atmosphere (see discussions in Neidig, 1989; Machado et al., 1989; Neidig et al., 1993; Martínez Oliveros et al., 2014; Kerr and Fletcher, 2014; Kleint et al., 2016; Jurc̆ák et al., 2018). An alternative explanation to the WLF problem is optically thin bound-free (recombination) radiation resulting from overionisation of the mid-upper chromosphere (e.g., Hudson, 1972). This would produce a Balmer jump at 3,646 Å. Of course, likely both of those mechanisms play a role. If we do need heating to great depth, then we must identify the agent capable of doing so, and constrain how much energy is required.
Given the scarcity of white light continuum observations, the NUV continuum as observed by IRIS is one such means to constrain the need for deep heating (the NUV is thought to be closely related to the optical continuum, albeit we do not yet know if they always originate from the same volume during flares). Heinzel and Kleint (2014) first determined that the Balmer continuum could be observed by IRIS, using observing windows in the NUV near λ = [2,813–2,816, 2,825–2,828, 2,831–2,834] Å. They carefully extracted narrow, line free, portions of the spectrum, finding [image: image] % contrast compared to the pre-flare values, with an impulsive rise and more gradual decay. Comparing to bright, non-flaring features, they note that the continuum rose but lines did not (as in the flare case) suggesting that the continuum patches between the lines are unaffected by the line emission. Using the static flare models of Ricchiazzi and Canfield (1983), processed with the radiation transfer code MALI, they inferred from the similarity in model-to-data intensities and from the formation properties in the model, that the observed NUV spectra did represent the Balmer continuum, and that it was due to optically thin recombination emission in the upper chromosphere. This represented the first detection of the Balmer continuum from space based instruments, and provides a constraint on flare models due its proximity to the Balmer jump.
Following on from this initial detection, Kleint et al., 2016 studied the IRIS Balmer continuum emission alongside other continuum enhancements from both space and ground observatories, spanning the UV through infrared. They performed blackbody fits to data (including modifying the blackbody intensity due to opacity effects) to determine the viability of an upper photospheric origin to the continuum emission, finding that the NUV lay well above the blackbody curve predicted by the optical and IR emission (as expected if the NUV emission was indeed recombination radiation, producing a Balmer jump). Building upon the modelling work started by Heinzel and Kleint (2014), Kleint et al., 2016 selected a few models from Ricchiazzi and Canfield (1983) and calculated the non-LTE hydrogen recombination continuum using the MALI code. Several were consistent with the observed NUV continuum enhancements (with a non-thermal electron flux close to that derived from RHESSI observations for that flare), but those models under-predicted the optical and IR enhancements from SDO/HMI and the Facility Infrared Spectropolarimeter at the Dunn Solar Telescope (DST/FIRS). Instead, a semi-empirical model atmosphere with photospheric temperature rise was required to achieve consistency with the optical/IR observations. Finally, they manually modified atmospheres that were input to RH in an attempt to find a stratification consistent with all three regimes (UV, optical and IR). A model with a modest photospheric temperature increase alongside a strongly heated chromosphere was required, as shown in Figure 7. Thus, IRIS in combination with ground based observations demonstrated that in some events we may indeed need both chromospheric and photospheric heating. To my knowledge no time-dependent flare model has self-consistently produced such an atmosphere (electrons beams typically do not carry enough power to such depths), and this should be a focus of our continuing efforts. However, it should also be noted that since an optically thin source at T ∼ 10 kK produces optical emission with a radiation temperature of 4–6 kK (see e.g. Kowalski and Allred, 2018), some ambiguity remains. At the same time as attempting to model self-consistently the heating throughout the chromosphere and photosphere to determine how to obtain atmospheres similar to the empirical models of Kleint et al., 2016, we should endeavour to obtain IRIS observations in the NUV alongside a broad spectral coverage of the optical (e.g. from DKIST) to determine the spectral shape more accurately, which would help resolve the ambiguity over emission mechanisms.
[image: Figure 7]FIGURE 7 | Synthetic continuum spectra from flare atmospheres processed using RH. Here Kleint et al., 2016 manually modified the temperature in the lower atmosphere to demonstrate that both a chromospheric temperature enhancement, and a temperature enhancement at greater depth (A) was required to synthesise the NUV and optical continuum (black line in (C)) that was consistent with the IRIS and SDO/HMI observations (red symbols on (C)). A lower atmosphere increase on its own (B) was not able to explain the Balmer continuum observations from IRIS (D). Figure adapted from Kleint et al., 2016. © AAS. Reproduced with permission.
Since it will likely remain challenging to obtain observations covering the Balmer jump (and thus a guide as to the formation of the optical continuum), Kowalski et al., 2019 have begun to search for alternative metrics that can gauge the extent to which the lower atmosphere is strongly heated. Using the fact that Fe ii lines observed by IRIS form under similar physical conditions as the NUV Balmer continuum (T ∼ 8–18 kK but mostly towards the cooler end, discerned from their earlier modelling work regarding high beam fluxes; Kowalski et al., 2017), they explored the ratio of wavelength-integrated flare excess Fe ii 2,814.45 Å intensity to the average continuum intensity in the region λ = [2,824.5–2,825.9] Å. This ratio was observed to be RFe:NUV ∼ 7–8 at the peak of very bright flare sources located in a sunspot umbra during the 2014-Oct-25th X class flare, significantly higher than the prediction from slab models with low-to-moderate densities of ρ < 10–9 g cm−3 which had values RFe:NUV ∼ 1. They speculate that this means there is significant heating (to T ∼ 10 kK) at high column depth (log  m ∼ − 2 [g cm−2]) where Fe ii can be optically thick. They are currently modelling this ratio in a range of RADYN flares (private communication 2022), but noted that their earlier study of the 2014-March-29th X class flare (Kowalski et al., 2017) only produced an observed ratio of RFe:NUV ∼ 1, with a modelled ratio of RFe:NUV ∼ 1–1.8. Clearly there is something quite different at work during the 2014-Oct-25th flare. This could be due to the pre-flare atmospheres, since the 2014-October-25th flare sources propagated into the sunspot umbra, allowing a colossal 1,000% NUV contrast, and an excess intensity 20× that of the 2014-March-29th flare. Hopefully further observations from a variety of flares, and modelling of a variety of energy inputs (including varying the pre-flare atmosphere) will lead to a firm diagnostic of deep heating during IRIS flares.
The NUV continuum was forward modelled by Heinzel et al., 2016, using one of the short-pulse experiments of Kašparová et al., 2009. In those FLARIX simulations, a non-thermal energy flux was injected in a trapezoidal form over time, with peak flux F = 4.5 × 1010 erg s−1 cm−2. The whole pulse was very short, only lasting 3 s. The resulting Balmer continuum intensity was quite small compared to the observations of Kleint et al., 2016. This was attributed to the magnitude of energy flux deposited in the chromosphere. It was an order of magnitude smaller than that of the flare studied by Kleint et al., 2016. Further, the short duration of this relatively moderate injection meant that evaporation was weak and the pressure in the upper chromosphere did not increase to the level inferred from the best-match Ricchiazzi and Canfield (1983) analysed by Kleint et al., 2016. This could point to the need for either longer electron beam dwell times in large flares, or for a train of short pulses. In those models the hydrogen subordinate continua, in particular the Balmer continuum, were the dominant source of radiative losses throughout the chromosphere, overtaking losses from singly ionised metals such as Ca ii and Mg ii, underscoring the importance of IRIS Balmer continuum observations. Since the Balmer continuum is seemingly optically thin, the radiative losses integrated through the continuum formation heights are directly related to the emergent intensity. Thus, the observed excess intensities impose strict constraints on flare energetics.
The Balmer continuum is also a useful constraint for smaller events where heating is, largely, confined to the upper chromosphere. A ‘mini-flare’ event accompanying a jet was studied by Joshi et al., 2020 who determined that a reconnection event occurred at the base of the jet. A small Balmer continuum excess was present in very localised sources, from both IRIS SG spectra, and the SJI 2832 Å images (Joshi et al., 2021). Comparing to the analysis of Kleint et al., 2016, who had processed the Ricchiazzi and Canfield (1983) atmospheric models using MALI to obtain predictions for the hydrogen recombination continuum, Joshi et al., 2021 found that a few simulations were consistent with their observations. This balanced the continuum intensity, as well as the brightness of the Mg ii line cores. The most well matched models had non-thermal electron energy fluxes F = 1 × 109–10 erg s−1 cm−2, with δ = 5 and Ec = 20 keV (note that the Ricchiazzi and Canfield 1983 did not sample other values of Ec and only a few values of δ for more energetic flares). From the Fermi/GBM (Meegan et al., 2009) hard X-ray observations, the injected non-thermal electron distribution was calculated as having an energy flux F = 6.5 × 109 erg s−1 cm−2 for E > 20 keV, assuming the area into which the electrons were injected was the same as the continuum enhancement source. While there is some uncertainty in the low-energy cutoff, the parameters derived from the hard X-ray observations are consistent with those models that also provide a well-matched Balmer continuum excess intensity. Joshi et al., 2021 estimate that 82% of the intensity in the IRIS SJI 2832 Å images is continuum emission, contrasting the result from similar analysis of an X-class flare that found significant line emission (Kleint et al., 2017), which makes sense if we consider the weak energy flux involved that was unable to sufficiently excite the many lines within that part of the spectrum. In summary, small-scale reconnection at the base of a jet seemingly was able to accelerate enough electrons to bombard the upper chromosphere, enhancing the Balmer continuum, but was unable to really effect the lower chromosphere.
3.4 Flares driven by conductive heat fluxes
While there is unambiguous observational evidence for the presence of non-thermal electrons in a great many solar flares, they are not ubiquitously present. This is true both in the global sense, meaning there are some “thermal” flares that do not exhibit strong evidence of hard X-rays or microwaves of non-thermal origin, and the local sense meaning that hard X-rays sources do not appear uniformly along optical/UV flare ribbons (though this latter case may be related to the dynamic range of most hard X-ray observatories that precludes detection of weak sources alongside strong footpoints). In such flares in situ heating of the corona results in a conductive heat flux that transports energy to the lower atmosphere, generating the strong heating and mass flows (e.g. Zarro and Lemen, 1988; Battaglia et al., 2009; Fletcher et al., 2011; Brosius, 2012; Brosius and Holman, 2012; López et al., 2022). This is often referred to as ‘direct heating’, a somewhat nebulous term that refers generally to any heating of the corona (either looptops or along the legs of the loop) following the release of energy during magnetic reconnection15, including the retraction of magnetic loops that produce shocks such as those modelled by PREFT. It is indeed likely that some form of direct coronal heating acts alongside non-thermal electrons even in flares with clear evidence of particle acceleration, but the dominance of each mechanism varies from flare to flare and with spatial location. For example, recent results using GOES soft X-ray observations suggest that in a number of flares the corona is rapidly heated to T ∼ 10–15 MK before the onset of evaporation (so-called “hot onsets” Hudson et al., 2021). Several studies have either modelled flares as being purely driven by thermal conduction (e.g., Cheng et al., 1983; MacNeice, 1986; Gan et al., 1991, to name but a few) or have contrasted predictions between electron beam and conduction driven flares (e.g., Polito et al., 2018b; Kerr et al., 2021; Cheung et al., 2022). This latter exercise should be performed more often, as it is likely that both mechanisms act but the direct heating in the corona is often ignored. As shown in Cheung et al., 2022, the inclusion of direct heating can have impacts on the predicted intensities and Doppler motions of coronal and transition region lines. Some of those effects can only be seen at very high spatial and temporal resolution, such as will be afforded by the MUSE mission (see Section 4).
I summarise in detail here two recent examples of modelling flares driven purely by a conductive heat flux, and what we can learn about the nature of condensations from those simulations and IRIS observations.
The seminal studies of mass flows in flare models by Fisher et al. (1985a), Fisher et al. (1985b), and Fisher (1989) revealed the relationship between flare energy input and the development of both upflows and downflows in the chromosphere. Of those, Fisher (1989) concentrated on chromospheric condensations, developing an analytical model that described the timescales and magnitudes of flare-induced downflows. Fisher (1989) built that equation of motion from generalising various properties that occurred in flare loop models. Notably, Fisher, (1989) discovered that the lifetime of the condensations depend only on the chromospheric conditions, not the energy input, and is τlife ≈ 2(H/g)1/2, where H is the chromospheric density scale height and g is gravitational acceleration. For reasonable values of H, τlife ∼ 60 s. The half-life of the condensation was τ1/2 ≃ 2(H/g)1/2/Mpeak, where Mpeak is the ratio of the peak downflow velocity to the sound speed in the pre-flare chromosphere. Though τlife does not depend on properties of the energy injection, the peak downflow velocity (and thus τ1/2) does, varying as u0 ∝ F1/3, with some dependence on whether energy was transported via non-thermal electrons or was conducted down from a hot corona.
Ashfield and Longcope (2021) used the PREFT gas-dynamic code to study conduction-only driven chromospheric condensations, building upon and complementing the work of Fisher (1989). They found similar relationships, with some differences as described below, but using an alternative approach. They set up a simplified set of physical parameters to explore the dynamics of shocks in the chromosphere using jump conditions, and compared those predictions to numerical experiments. The analytical model informed a subsequent analysis and interpretation of numerical results from PREFT. Unlike Fisher (1989), Ashfield and Longcope (2021) allowed H to be a free parameter in their model, from which they found a similar scaling for the half-life, but with a different factor (2.8 versus 2). Casting in terms of u0 this was: τ1/2 ≈ 2.8H/u0. PREFT was set up as a rigid flux tube so that the only energy transport was via energy injected to the loop to mimic direct flare heating, and conduction-driven flares were simulated. Using those simulations with various values of pre-flare H and injected energy flux F, the velocity as a function of time u(t) was fit with a similar functional form as that from their analytical model. The best-fit values suggested that the relationship was instead τ1/2 ≈ 1.67H/u0, with the discrepancy attributed to at least one of the simplifying assumptions in their analytical model not being satisfied. The results of Fisher (1989) and Ashfield and Longcope (2021) demonstrate that both analytically and numerically the pre-flare chromospheric density scale height H ∝ u0τ1/2, with the numerical results of Ashfield and Longcope (2021) pointing to H ≃ 0.6u0τ1/2. The slight difference between the results of Ashfield and Longcope (2021) and the earlier work of Fisher (1989) could be due in part to the heating profile assumed. Fisher (1989) assumed short pulses of non-thermal electrons in the models which the analytical expressions used a base, whereas Ashfield and Longcope (2021) assumed direct heating in the corona. Nevertheless, this is a rather powerful diagnostic that suggests variations in the lifetime of condensations could be related to variations in the pre-flare chromospheric densities into which shocks propagate, and that variations along a flare ribbon could reveal corrugation of the pre-flare atmosphere. Note that the condensations referred to here are the relatively strong, transient, downflows that may appear on top of a longer-lived envelope as discussed Paper 1. The peak velocity, u0, itself scaled with the input energy flux, without much reliance on H, going as u0 ∝ F1/2 for weaker energy fluxes (F < 2 × 1010 erg s−1 cm−2), and u0 ∝ F1/3 for stronger fluxes. The latter was predicted by Fisher (1989), and the former by Longcope (2014) for low-energy fluxes.
Applying their findings to an actual flare, Ashfield et al., 2022 analysed the 2014-October-25th X-class event. During the flare there were persistent redshifts of Si iv, with vDopp ∼ 10 km s−1, but on top of which were many transient ([image: image] minute) redshifts of several tens of km s−1. After carefully analysing the IRIS Si iv spectra to extract a candidate condensation event to model, they used SDO/AIA and HMI data to trace a magnetic loop. Imaging the hard X-rays from RHESSI in the range 25–50 keV revealed only a coronal source, with no evidence of non-thermal particles at the footpoints. Thus, they used PREFT to model this event as a ‘thermal’ flare, to confirm that the observationally derived energy flux could drive the observed condensation. The density scale height was estimated from u0 and τ1/2 as H = 369 km, which was used to initialise a rigid flux tube of length 85 Mm. Since no evidence of electron precipitation into that footpoint was present, Ashfield et al., 2022 used the UV Footpoint Calorimeter method (UFC; Qiu et al., 2012; Liu et al., 2013; Zhu et al., 2018; Qiu, 2021) to determine the time-dependent energy flux injected into the loop. In that method, the energy flux is proportional to the intensity in the SDO/AIA 1600 Å passband, with a scaling factor constrained by the SDO/AIA EUV channels and GOES Soft X-ray channels. The Enthalpy-Based Thermal Evolution of Loops (EBTEL; Klimchuk et al., 2008) model was used to synthesise the EUV and soft X-ray intensities for different energy fluxes, from which the best-fit match to the observations is used to define the scaling constant. EBTEL is a 0D model, and thus very quick to run, allowing many thousands of possible solutions to be generated efficiently to obtain the best-fit match. The 1,600 Å peak was fit by a Gaussian function, to obtain an energy flux profile with peak flux F = 6.2 × 109 erg s−1 cm−2, and duration of a few minutes. The heating profile and observed lightcurves are shown in the lefthand column of Figure 8.
[image: Figure 8]FIGURE 8 | A thermal conduction driven flare simulation using PREFT. (A) shows observations of a single pixel in the 2014-Oct-25th X class flare. The Si iv 1402 line lightcurve is shown in blue, and the SDO/AIA 1600 Å lightcurve is shown in orange. The dashed line shows the peak of the individual condensation event studied. (B) shows a zoomed in view, where the injected heat flux is shown also, which was derived via the UFC method (red, dashed line). The resulting Si iv redshifts due to the condensation are shown in (C) where blue symbols are the PREFT results and green are the IRIS observations of that pixel. The dashed lines are fits to the decay of the condensation according to the model described in Ashfield and Longcope (2021). (D) shows the synthetic line profiles on an arbitrary intensity axis. Figure adapted from Ashfield et al., 2022. © AAS. Reproduced with permission.
Injecting this derived energy flux profile into the PREFT loop resulted in the formation of a condensation, peaking prior to the peak of the energy input, and reaching a maximum of velocity 45 km s−1, before decreasing to 10 km s−1, again prior to the peak energy input. Only a small fraction of the input energy flux was required to drive the condensation, leading to the conclusion that the timescales of condensations do not necessarily impart knowledge of the duration of energy input, in agreement with the analytical work of Fisher (1989). From the dynamic PREFT simulation, the Si iv spectral lines were synthesised assuming optically thin emission, and summed through the extent of each leg of the loop. Non-equilibrium effects were considered by tracking the change in ionisation state for each Lagrangian grid cell. While qualitatively consistent with the observed Si iv emission from the footpoint, with similar redshifts produced (see the righthand column of Figure 8), the synthetic intensities did not track the condensation evolution and were over an order of magnitude too high. The synthetic profiles were also fully redshifted rather than showing two component behaviour, possibly pointing to the need for many strands along the lines of Reep et al., 2018a’s multi-threaded modelling. Since the synthetic profiles continued to increase in intensity after their peak redshift, it is possible that the Gaussian form assumed for energy input was not correct. Keeping the total energy from the UFC method, but having a more impulsive initial energy release could decrease the energy deposited later in the event, reducing the line’s intensity. Prior experiments with PREFT that included the loop retraction exhibited much more rapid energy release (Longcope and Klimchuk, 2015). Of particular importance here, aside from testing the work of Ashfield and Longcope (2021), and demonstrating that the observed conductions could be produced in a thermal conduction-driven flare, was that this was the first simulation of a flare in which the energy input to the chromosphere was inferred from coronal observations.
4 FUTURE DIRECTIONS
In this extensive review (including Paper 1) I have illustrated how the powerful combination of high spatial-, temporal-, and spectral-resolution observations of the chromosphere, transition region and corona, coupled with state-of-the-art numerical loop models can greatly further our understanding of the physics of solar flares. IRIS observations have been used to challenge the predictions of models, requiring us to update the physics we include in our models, as well as the ways in which we perform model-data comparisons. The models, on the other hand, have been used to assist in the interpretation of IRIS observations, particularly of the complex formation properties of the optically thick chromospheric and transition region spectral lines. Through study of Doppler shifts and line asymmetries, both their magnitude and lifetimes, we have come to understand the likely requirement of muti-threaded modelling to understand upflows. Chromospheric condensations, on the contrary, seemingly do not require multi-threaded modelling, presenting a discrepancy. Detailed comparisons of synthetic optically thick lines, and the NUV and optical continua, have demonstrated that while flare models can capture the upper chromospheric response to flare energy injection, we are perhaps missing heating deeper in the atmosphere. If higher energy fluxes are required, as suggested by some model-data comparisons, do those originate solely from non-thermal electrons or do we need other agents by which flare energy can be transported to the chromosphere? We must seriously consider Alfvénic waves, and non-thermal ions, and work to characterise the magnitude of energy directly deposited into the corona that is subsequently conducted down. Recent model improvements have included incorporating area expansion and suppression of thermal conduction, but more work on those features is required in particular to tie down the appropriate parameter spaces to use in general flare models (e.g. when producing grids of models). Modelling IRIS observables has also revealed that opacity effects could occur for transition region lines, which are important contributors to the “optically thin” radiative loss functions in the models. A re-evaluation of the loss tables would be a worthwhile enterprise considering their importance, with HYDRAD NEI results helping to assess which species are also likely to suffer from non-equilibrium effects.
There still remain open questions, likely pointing to missing ingredients in our models. While they are many, I take the liberty to note the questions that capture my own focus at the present moment: 1) What causes the very broad chromospheric spectral lines? Could this point to the need for deeper heating through the lower atmosphere, and if so what transports that energy? 2) What is the nature of white light flares? Are they largely of chromospheric origin like the Balmer continuum that IRIS has observations have suggested, or do we need additional heating through the lower atmosphere? 3) What is the source of post-impulsive phase energy transport that maintains the flare gradual phase? 4) What is the nature and magnitude of turbulence throughout the flaring atmosphere? Turbulence could explain broadening of coronal lines and the suppression of thermal conduction, as well causing heating in its own right and particle acceleration. Continued coupling of flare loop modelling and high quality observations, can help address, and close, these questions. A powerful method to both guide and evaluate the models is the atmospheric stratification obtained from spectral inversions, for example using the IRIS2 database of Mg ii inversions (Sainz Dalda et al., 2019) and subsequent updates to further constrain the atmospheres using other IRIS lines. These should be compared to the output of flare models, with the results of both critically compared and interrogated to determine when they agree, when they disagree and in that event, crucially, why they disagree.
IRIS continues to deliver excellent observations. Both from observational analysis, and from numerical modelling it has become clear that flare processes can occur at rapid cadence, on the order of seconds to sub-second. In the present solar cycle there will be concerted efforts to obtain flare observations of the main IRIS lines (Mg ii k, Si iv 1,402 Å, C ii resonance lines, and sometimes O i 1,356 Å) with very high cadences of t < 1.5 s or even at sub-second cadence. This observing campaign has already caught many flares16. Additionally, we can look ahead to future missions that build upon the heritage of IRIS, both technologically and from the methodological approach of strongly coupling modelling and observations. Those missions include the Solar-C EUV High-Throughput Spectroscopic Telescope (EUVST; Shimizu et al., 2019), and the Multi-slit Solar Explorer (MUSE; De Pontieu et al., 2020). EUVST is a single-slit spectrometer with a huge temperature coverage spanning the chromosphere through hot flare plasma (T = 0.02–15 MK), observing with spatial resolution of 0.4 arcsec and temporal resolution down to [image: image] s in sit-and-stare mode (of course lower cadence longer if rastering). MUSE is an also an EUV observatory, but is specifically designed with temporal cadence in mind, such that it has 37 slits enabling rastering over an active region field of view in only 12s with 0.4 arcsec spatial resolution, and 1 s cadence in sit-and-stare mode. Fewer lines are observed by MUSE given the complexity of its 37 slit design, but those that are observed sample the transition region and corona. With 37 slits we will no longer have the frustration of missing the interesting features because the slit was pointed in the ‘wrong’ place. We will instead have transition region and coronal imaging spectroscopy over much larger areas than ever achieved. Recent modelling efforts demonstrated the transformative science that MUSE will achieve in the area of solar flares and eruptions (Cheung et al., 2022). Coordination of these space based missions with ground-based observatories such as Big Bear Solar Observatory (BBSO), the Swedish Solar Telescope (SST), GREGOR, and the Daniel K. Inouye Solar Telescope (DKIST) should provide coverage from photosphere through corona, to observe the full flaring atmosphere.
At the same time as obtaining ever higher quality observations we must strive to improve our modelling ability and frameworks. To make rapid and serious progress not only in solar flare physics, but in modern space physics more generally, we must have significant investment of time and resources in models. This involves continued improvements of our existing field-aligned models (some examples are discussed in Section 5.2 of Kowalski et al., 2022), but also to attempt to bridge the gap to multi-dimensional models. A fully 3D radiative-MHD model capable of simulating an NLTE chromosphere to sub-metre scales following flare energy injection is a daunting task that may not be fully realised for many years, but certainly we must attempt to include multi-dimensional effects. Efforts are already underway to study 2D/3D RT effects. For example, Osborne and Fletcher (2022) are exploring the effects of 2D radiation transfer, using 1D field-aligned RADYN models embedded within regions of quiet-Sun, finding significant differences may be present (including on the intensity of transition region lines, private communication). Additionally, non-thermal electrons have now been included in 3D radiative-MHD simulations, with very low fluxes to explore nano-flare heating (Bakke et al., 2018), and hopefully larger fluxes typical of flares may be explored in the future. However, we must also think about how to handle horizontal expansion of plasma in flare footpoints in the field-aligned models that can handle the vertical scales required in the chromosphere.
Recently, Dr. Joel Allred and co-authors proposed an end-to-end modelling framework of solar eruptive events in a white paper titled “Next-Generation Comprehensive Data-Driven Models of Solar Eruptive Events” 17 submitted to the National Academy of Science Solar and Space Physics Decadal Survey. In this framework, models that target different aspects of solar eruptive events should be linked such that the output of one is either the input to the next link in the chain, or strongly guides/constrains the next link, ideally in a data-driven or data-constrained manner. Field-aligned models would be an essential component. An example of such a chain could be: 1) an MHD model of the build up and release of magnetic energy, that then drives 2) a model of particle acceleration, the energy spectrum of which drives, 3) a model that propagates and dissipates non-thermal particles, producing 4) the radiative hydrodynamic response of the atmosphere, that 5), ultimately predicts observables, including geometry of the original magnetic field/loops (e.g., via a RADYN_Arcade type framework). The latter three steps are of course already being done with the models discussed in this review (e.g., RADYN + FP). Joined up modelling such as that described by Allred et al., interrogated by high-resolution observations, is perhaps the best way to make rapid progress whilst covering the vast range of scales, from MHD to kinetic, present in solar flares.
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FOOTNOTES
1Though ions likely carry significant amounts of energy (e.g., Emslie et al., 2012), the flare community primarily considers electrons since their signatures are easier to infer from hard X-rays. Flare accelerated protons and heavier ions are harder to constrain with current observational capabilities.
2https://github.com/solarFP/FP.
3RADYN and FLARIX currently uses CHIANTI V8, and HYDRAD V10, but the version should be noted in the relevant studies.
4As stated in Paper 1: CRD assumes that the wavelength of a scattered/emitted photon is uncorrelated to the wavelength at which it was absorbed, due to collisions (e.g., photons absorbed in the line wings may be redistributed and emitted at a wavelength in the line core). However, in relatively low-density environments such as the chromosphere there may be an insufficient number of elastic collisions such that the scattered photon has a wavelength that is correlated to that of the absorbed photon. Photons absorbed in the line wings are re-emitted in the wings, where it easier to escape. This is the partial frequency redistribution (PRD) scenario. CRD has a frequency independent source function, whereas PRD has a frequency dependent source function and the absorption profile does not equal the emission profile. See discussions in Hubený (1982), and Uitenbroek (2001), Uitenbroek (2002).
5This is typically the integrated intensity, but recently Zhou et al., 2022 showed in their study of the Si iv resonance lines it can be instructive to consider the ratio as a function of wavelength.
6https://star.pst.qub.ac.uk/wiki/public/solarmodels/start.html.
7The line source function is, roughly, a measure of the ratio of the upper and lower level populations, which depends on local conditions via collisions, and non-local conditions via the radiation field. The dominance of radiative processes over collisions, and the escape of radiation near τλ = 1, means that the source function deviates from the Planck function. In fact, this is what creates the central reversal in optically thick lines. While the Planck function increases with height due to larger temperatures, the source function decreases as it deviates from the Planck function. The line core source function is smaller at the height where the line core k3 photons can escape (z(τλ,core = 1)) than the source function at a deeper altitudes where the photons that create the flanking k2 peaks escape (z(τλ,k3 = 1) > z(τλ,k2 = 1)). Increasing collisions (e.g., via a larger density and temperature) helps to maintain or increase the population of the upper level via collisional transitions, and the source function more closely tracks the local Planck function, reducing the difference between the k2 and k3 source functions, such that the central reversal can reduce in depth or disappear.
8Temperatures originally climbed from log10T ∼ 4.1 [K] to log10T ∼ 4.6 [K] between column mass of log10 ∼ [−3.6, −4.3] [g cm−3], before then rapidly attaining transition region/coronal temperatures a column mass of log10 > − 4.4 [g cm−3]. They were modified to instead increase from log10T ∼ 4.1 [K] to log10T ∼ 4.9 [K] at a column mass of log10 ∼ [−3.4, −3.6] [g cm−3], before more gradually increasing to log10T > 5.5 [K] between column mass of log10 = [−3.6, −4.3] [g cm−3].
9Roughly, increasing the electron density by an order of magnitude though column masses of log10 ∼ [−3.6, −3.8] [g cm−3], peaking at log10ne ∼ 14.8 [cm−3].
10Note that this is in contrast to the lower density flaring corona and transition region. Milligan (2011) found that pressure broadening played a negligible role in the broadening of optically thin lines in the corona and transition region.
11A database of Stark widths for various atoms/ions: http://stark-b.obspm.fr/.
12This intensity discrepancy is likely a combination of the atmospheric stratification, and other factors such as 3D radiation transfer and the assumed filling factors of the observations. While this is a large intensity offset, such exploratory studies of chromospheric observables still teach us about important physical processes, even if we do not yet simultaneously solve both the problem of intensity and broadening here.
13MI captures statistical dependencies, in this case between various features of different spectral lines. If the information in one spectral lines is independent from the other spectral line, the joint probability of obtaining a certain property of line X alongside a property of line Y is the product of the individual probabilities. If however the probabilities are related due to some correlation between the properties of lines X and Y then the joint probability is a more complicated evaluation. The specific elements of “information” are many and varied (for example the probability that a Mg ii line has a single peak or central reversal at the same time that Si iv is doppler shifted). As applied by Panos et al., 2021 and Panos and Kleint (2021) MI aggregates the many properties and outputs a single score that describes how correlated the lines appear to be overall, which can be studied spatially and temporally.
14An assumption here is that the white light flare area represents the same area into which electrons are deposited. While the hard X-ray sources sizes are large due to the relatively poor spatial resolution of those instruments, we do not know with certainty that the small white light areas represent the true areas from which hard X-rays originate. There is some ambiguity as to the relative heights at which hard X-rays and white light emission is produced, though as we will see models do suggest they are close. Observations of limb flares also suggest that some white light emission and the hard X-rays come from the same volume (e.g., Krucker et al., 2015). Additionally, there could be area expansion through the loop affecting source areas. All this is to say that while we now believe that white light and UV source areas are truer representations of the area into which non-thermal electrons are deposited, it is perhaps best to say that they are a lower limit, with the upper limit coming from the hard X-rays.
15This does not include potential heating of the corona by very low-energy non-thermal electrons that are thermalised in the lower corona, which are already captured by the models. In such cases, a conductive heat flux is present due to this coronal heating, but in this section we refer to coronal heating in flares in the absence of non-thermal particles.
16https://iris.lmsal.com/data.html.
17White papers will appear in the Bulletin of the American Astronomical Society, but are for now hosted by the NAS on their website: https://www.nationalacademies.org/our-work/decadal-survey-for-solar-and-space-physics-heliophysics-2024-2033. A link to Dr. Allred’s white paper is: http://surveygizmoresponseuploads.s3.amazonaws.com/fileuploads/623127/6920789/140-a8d175a52b5836b620abf6d961febf97_AllredJoelC.pdf.
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Magnetic reconnection is the key mechanism for energy release in solar eruptions, where the high-temperature emission is the primary diagnostic for investigating the plasma properties during the reconnection process. Non-thermal broadening of high-temperature lines has been observed in both the reconnection current sheet (CS) and flare loop-top regions by UV spectrometers, but its origin remains unclear. In this work, we use a recently developed three-dimensional magnetohydrodynamic (MHD) simulation to model magnetic reconnection in the standard solar flare geometry and reveal highly dynamic plasma flows in the reconnection regions. We calculate the synthetic profiles of the Fe XXI 1354 Å line observed by the Interface Region Imaging Spectrograph (IRIS) spacecraft by using parameters of the MHD model, including plasma density, temperature, and velocity. Our model shows that the turbulent bulk plasma flows in the CS and flare loop-top regions are responsible for the non-thermal broadening of the Fe XXI emission line. The modeled non-thermal velocity ranges from tens of km s−1 to more than two hundred km s−1, which is consistent with the IRIS observations. Simulated 2D spectral line maps around the reconnection region also reveal highly dynamic downwflow structures where the high non-thermal velocity is large, which is consistent with the observations as well.
Keywords: solar corona, spectroscopic, magnetohydrodynamical simulations, magnetic reconnection (MR), solar eruption
1 INTRODUCTION
Magnetic reconnection, or the breaking and rejoining of magnetic field lines in a highly conducting plasma, is commonly believed to be a fundamental process during solar eruptions, and it plays a key role in rapid magnetic energy release (e.g., Shibata and Magara, 2011). During a solar eruption, the magnetic energy can be quickly transported to kinetic and thermal energy in the reconnection diffusion and exhausting regions, and generate energetic particles. The spectroscopic investigations of ultraviolet (UV) emission lines serve as an important diagnostic tool because these diagnostics include physical information about the high-temperature plasma, such as the dynamic evolution properties and the heating and particle acceleration mechanisms. Various parameters, such as temperature, thickness, density, turbulent velocity, and reconnection rate are interpreted from the observations of the CS. One of the most interesting features is the broadening of high temperature emission lines formed during flares. The theoretical explanation for such broadening includes microscopic ion motions and macroscopic plasma motions of the emitting ion. Therefore, it is important to investigate the impacts and contribution of the turbulent flows on observable emission lines to understand the reconnection process during solar eruptions. Recently, high-temperature plasma due to magnetic reconnection has been widely observed in UV and Extreme-UV (EUV) emission lines, including observations of the entire reconnection site from the large scale-reconnection current sheet down to the flare loop-top region (e.g., Ciaravella et al., 2002; Warren et al., 2018).
In post coronal mass ejection (CME) plasma sheets, the spectroscopic observations from the Ultraviolet Coronagraph Spectrometer (UVCS) on the Solar and Heliospheric Observatory (SoHO) are well studied from large heights above the solar surface (e.g., reviewed in Lin et al., 2015). Among them, turbulent motions inside these hot plasma sheets have been reported by many authors based on the observations of UV/EUV spectral lines. For instance, Ciaravella et al. (2002) deduced that the turbulent motion had a speed less than 60 km s−1 in the CS; Ciaravella and Raymond (2008) reported large non-thermal [Fe XVIII] line width in the CS, which at the early stage of the CS is as high as 380 km s−1 and later ranges between 50 and 200 km s−1. The combination of bulk motions (e.g., the flow along a fan-shaped CS if the fan is seen edge-on) and turbulence (e.g., Lazarian and Vishniac, 1999) are suggested to be the main contributions to the line broadening. In a long duration, CS studied by Bemporad (2008), the derived non-thermal speeds in the Fe XVIII 974.8 Å spectral lines are of the order of ∼60 km s−1 a few hours after the CME and slowly decay down to about 30 km s−1 in the following 2 days.
At lower heights of CME/flare plasma sheets (up to about 1.15 Rsun from the center of Sun), the EUV Imaging Spectrometer (EIS) on Hinode (Kosugi et al., 2007) has reported a large amount of spectroscopic observations of the plasma sheet region. Warren et al. (2018) analyzed the EIS Fe XXIV lines and found that strong broadening of the 192.04 Å line occurs at the largest observed heights along the CS in a large X-class CME/flare eruption on 2017 September 10th. For instance, the measured non-thermal velocity rises from about 87 km s−1 to about 152 km s−1 over the observed length of the current sheet in a short time period (the 16:09 UT raster). Furthermore, the line broadening is strong very early in the flare and diminishes over time. Large non-thermal velocities up to 200 km s−1 in EIS Fe XXIV line are also analyzed by Li et al. (2018) during this eruption. In addition, the presence of non-Maxwellian electron distributions with enhanced high-energy tails has also been reported by Polito et al. (2018a) during the impulsive phase of this event. The observed line widths of the Fe XXIII and Fe XXIV EIS lines still imply considerable non-thermal broadening in excess of ∼200 km s−1 above the flare loop-top region.
The non-thermal features are also be found in other high-temperature Fe XXI lines (e.g., 11 MK). Using the Interface Region Imaging Spectrograph (IRIS De Pontieu et al., 2015), Tian et al. (2014) reported the red-shifted features of Fe XXI that coincided with an X-ray source as observed by RHESSI above flare loops. They obtained greatly redshifted velocities (∼125 km s−1 along the line of sight, LOS) on the Fe XXI 1354.08 Å emission line with large non-thermal widths (∼100 km s−1) at the reconnection region.
In recent flare fan observations (seen faceon), the non-thermal widths of the Fe XXI line observed by IRIS were also measured by Reeves et al. (2020). In this work, they found that the pixels at the fan top have broader non-thermal widths than the rest of the emission, especially for the later rasters. By comparing the spectral results of the IRIS and Hinode/EIS observations with the synthetic results of 2D MHD simulations; Cai et al. (2022) suggested that a compressed interface with apparent changes in intensity and Doppler velocities of the spectral lines exist above the flare loops, possibly related to termination shocks. The temporal variation of non-thermal velocity was also studied in flare fan regions; Cai et al. (2019) showed that the non-thermal velocity ranged from 19 to 64 km s−1 during a particular period (between 16:00 UT and 16:26 UT, on 2017 September 10th) by analyzing the IRIS Fe XXI 1354.08 Å spectral lines. It is worth mentioning that the observed line width in their work decreased with time as well, though the time period (∼ half an hour) was shorter than these studies in long durations post-CME current sheets (e.g., Bemporad, 2008). The spatial variation of non-thermal velocities is reported by Doschek et al. (2014) in which, they found that the non-thermal motions in the multimillion-degree regions increase with height above flare loops. The deduced non-thermal velocity ranges from 40 to 60 km s−1 in the EIS Fe XXIII and Fe XXIV lines spectra.
The broadening of spectral line profiles is commonly thought to be the result mainly due to turbulent and bulk flows in solar flares. In theory, the plasma sheet and flare loop-top regions (which are generally referenced as flare fans when viewed face-on) are predicted to contain substantial turbulence in a set of theoretical models. For example, the tearing current sheet and multiple plasma instabilities (e.g., the plasmoid instability) may cause a set of small-scale turbulent structures which has been widely found in recent numerical models (e.g., Huang and Bhattacharjee, 2016; Ye et al., 2020). Once the Alfvénic reconnection downflows have collided with the closed magnetic loops, the dramatic variation of plasma β also creates favorable environments for generating turbulent flows in these interface regions, where the β can change from high-beta values in the current sheet region to low-beta states in the potential flare loops (e.g., Shen et al., 2022). Bulk plasma flows may significantly contribute to line profiles as well (Ciaravella and Raymond, 2008). For instance, Guo et al. (2017) calculated synthetic spectral line profiles of the IRIS Fe XXI 1354 Å line at the reconnection site with the presence of termination shocks (TS) in an MHD model of a solar flare. The significant shifts of these synthetic IRIS spectral lines suggested that the synthetic line profile of Fe XXI and its time evolution may serve as a possible guide for observational signatures of a flare TS. Possible Doppler shift signatures of such termination shocks have been subsequently reported by Polito et al. (2018b) using IRIS Fe XXI observations. Further, in a comprehensive radiative 3D model of solar flare (Cheung et al., 2019), synthetic non-Gaussian (κ) distributions of EUV emission-line profiles result from temperature and velocity gradients along the line of sight.
In observations, various dynamic flows at multiple scales have also been found in a set of image observations above flare loops. For instance, McKenzie (2013) reported turbulent dynamic flows observed by the X-ray Telescope (XRT; Golub et al., 2007) on board Hinode and the Atmospheric Image Assembly (AIA; Lemen et al., 2012) on board the solar dynamic observatory (SDO; Pesnell et al., 2012). The flows were found above the post-eruption arcades and measured with local correlation tracking. These results also show significant shears in velocity, giving the appearance of vortices and stagnations. More plasma downflows, now referred to as supra-arcade downflows (SADs), have often been investigated in the flare fan regions above the post-flare loops (e.g., Xie et al., 2022). However, studies focusing on how these turbulent flows affect the EUV line profiles and the non-thermal broad features above the post-flare loops remain sparse.
In this study, we focus on the properties of Fe XXI lines in the plasma sheet and flare-loop top regions. The high-temperature plasma in flare cusp regions is well observed in the 2015–03-07 flare by IRIS, Hinode/XRT, and SDO/AIA. In Section 2, we will briefly review the main observational features and show the non-thermal broadening and Doppler velocity variations observed by the Fe XXI line. On the modeling side, in our recent state-of-the-art MHD model of solar flares Shen et al. (2022), a turbulent interface region below the flare termination shock is revealed in the classic solar flare geometry. The highly dynamic flows are also found in the CS regions. Therefore, we aim to investigate the emission lines based on this 3D model and discuss the origin of line broadening to be compared with observations. We describe the numerical models and the calculation method for simulating Fe XXI lines in Section 2, and show the synthetic spectral lines in Section 3. We then investigate the spatial and temporal distribution of the non-thermal spectral line broadening by combining 3D MHD modeling and IRIS spectral observations. Finally, discussions and conclusions are given in Section 4.
2 MATERIALS AND METHODS
2.1 Observations
The flare event under study is a long-duration M9.2 solar flare located at the east limb, that occurred on March 7, 2015. We mostly focus on observations from the IRIS satellite, which, since its launch in 2013, has been providing unprecedented high-resolution images and spectra of the lower atmosphere and corona (De Pontieu et al., 2014; 2021). IRIS consists of: (1) a Slit-Jaw Imager (SJI) channel, acquiring images in four different filters showing plasma at photospheric, chromospheric and transition region temperatures with a 0.167″ resolution; and (2) a spectrograph channel, observing emission lines and continua formed over a broad range of temperatures (from the photosphere to the flaring corona), at very high spatial (0.33–0.4″), temporal (down to ≈ 1s) and spectral (2.7 km s−1 pixels) resolution. The level 2 IRIS data used here are already calibrated and prepped, as described in the IRIS’ documentation and instrument papers (De Pontieu et al., 2014; Wülser et al., 2018).
The Hinode X-Ray Telescope (Golub et al., 2007; Kano et al., 2008) observed the flare with its flare response, using the Be-Thin and Be-Med filters and a resolution of 1.028″ per pixel. A two-filter observing program consisting of the Al-poly and Be-thin filters was taken before and after the flare response. The XRT data is calibrated and prepped using the xrt_prep routine, available in the SolarSoft suite of IDL programs (Freeland and Handy, 1998), which does the dark subtraction, and removes the pedestal and vignetting effects (Kobelski et al., 2014). The current version of xrt_prep also aligns the XRT images with AIA images by calibrating the time-dependent offsets between XRT and the Hinode Ultra Fine Sun Sensors (Yoshimura and McKenzie, 2015).
AIA (Lemen et al., 2012) provides full-Sun images with a resolution of ∼ 0.6″ per pixel and a cadence of 12 seconds for the EUV passbands. The AIA data are processed using the SolarSoft routine aia_prep, which de-rotates the images from the different AIA telescopes, aligns them, and gives them all the same plate scale.
Figure 1 shows an overview of the flare as observed by XRT in the Be-Thin filter (left columns), AIA in the 131Å filter (dominated by Fe XXI emission at ≈ 10MK, middle column) and in the IRIS SJI centered at 1330Å (right column). This SJI channel is dominated by emission from C II plasma at around 10–40kK, but it is also sensitive to hot plasma from Fe XXI during flares. The vertical lines in the XRT images indicate the location of the IRIS spectrograph slit during the observation. The white box in the middle images indicates the field of view of the IRIS SJI images on the right.
[image: Figure 1]FIGURE 1 | Overview of the 2015–03-07 flare between 23:00:15 UT to 01:58:45 UT on March 8th. The panels from left to right are observed images from Hinode/XRT, SDO/AIA 131Å, and IRIS 1330 Å SJI. The vertical white lines on XRT images indicate the slit position of IRIS Fe XXI spectra observations. The white box on AIA 131 maps shows the SJI FOV.
Figure 2 shows two images from the XRT flare response using the Al-Thick and Be-Thin filters. The right two panels of Figure 2 shows the temperature and emission measure, calculated from the filter ratio of the XRT two filters using the IDL routine xrt_teem_ch. We use coronal abundances to calculate the XRT temperature response functions because we are interested in the above-the-looptop plasma, which is likely directly heated, instead of resulting from chromospheric evaporation. Spectroscopic measurements in this region during another flare indicate that abundances are likely coronal (Warren et al., 2018).
[image: Figure 2]FIGURE 2 | Left two images: XRT Al-Thick and Be-Thin, respectively, at about 00:43 UT on March 8. Right two images: Temperature and emission measure, respectively, calculated from the Al-Thick/Be-Thin filter ratio.
In this work, we focus on the analysis of the Fe XXI observed by IRIS in high-temperature ≈10 MK plasma during flares. The IRIS observations during the flare event under study consist of an 8-step sparse raster (where the distance between consecutive slit positions is 1″), with a ≈30s exposure time, a raster cadence of ≈250s and a factor of two summing along the slit position. Figure 3 shows the intensity map of Fe XXI and spectra profiles at different times. For each slit position and time we averaged the Fe XXI spectra over 50 slit pixels to increase the signal-to-noise ratio. The centroid position (or Doppler velocity) of spectral lines and width (or FWHM) are obtained by using Gaussian fitting at each time. In fact, the line is very weak in the cusp/reconnection region, which is not surprising given the low density of the plasma there and the fact that the IRIS Fe XXI 1354.08Å line is a forbidden transition (e.g., Young et al., 2015). The non-thermal velocity was obtained by using the following formula:
[image: image]
where λ0 is 1354.08 Å, the rest wavelength of the line (e.g. Polito et al., 2015), c is 3 × 1010 cm s−1, FWHMinstr is the IRIS instrumental width (26 mÅ) and FWHMth is the thermal broadening of the line (≈0.43Å) assuming a formation temperature of logT [K] = 7.05.
[image: Figure 3]FIGURE 3 | Fe XXI observations from IRIS during the 2015–03-07 flare. Panel (A) is the 2D spectral map as a function of time observed by IRIS slit No. 4. Panels (B–C) show Fe XXI spectral profiles at the chosen times indicated by blue and black lines in panel (A). The dashed curves show Gaussian fitting results with fit parameters (the central wavelength (λc) and FWHM). The vertical dotted lines indicate the position of λ0=1354.08 Å.
Figure 4A shows that the non-thermal velocity gradually decreases over time from more than 100 km s−1 to about 30 km s−1 in around 2 hours. Figure 4B shows that the Doppler shift velocity appears to be close to a mean value(∼4 km−1) for most of the time. The only exception is the first few minutes of the observation, where the Doppler velocity reaches larger values up to almost 40 km s−1. We note that there is a lot of scattering between the values obtained in different IRIS slits. The IRIS level 2 data used in this work are already corrected for both the orbital and absolute calibration of the wavelength array, with an accuracy that is estimated to be ≈1 km s−1 for most databases (Wülser et al., 2018). However, it is usually recommended to double-check the calibration manually using the centroids of strong neutral lines in case a small residual drift is still present. Such a sanity check cannot be performed in our data set because the raster is located off-limb and neutral lines are not observed.
[image: Figure 4]FIGURE 4 | Panel (A): non-thermal velocity of the Fe XXI 1354 Å line observed by the eight IRIS raster slits over time during the 2015–03–07 flare. The error bar indicates measurement errors based on the statistical error estimation. The dashed black line is for the mean values over eight slits, and the solid black line shows the third-order polynomial fitting profile based on the mean values. Panel (B) is for the Doppler shifting velocity of Fe XXI 1354 Å line in the same event. Panel (C): normalized light curves of GOES and RHESSI, and the IRIS Fe XXI and SDO/AIA 131 flux in the chosen regions as shown in Figure 1. The dashed vertical line indicates the starting time for the following analysis on IRIS Fe XXI 1354 Å lines.
Further, we note that the peak time of the M class flare occurred at about 22:22UT, but IRIS did not detect sufficient signals in the Fe XXI line before ∼22:55UT shown by the dashed line in Figure 4C. As shown by the light curves of GOES X-ray, RHESSI, SDO/AIA 131Å and Fe XXI flux in this figure, the eruption starts from about 22:00UT and continues for more than 4 h. On the other hand, high temperature plasma is already observed before this time in the AIA 131 Å channel, showing plasma at ∼10 MK. This lack of emission in the IRIS Fe XXI line may be caused by the fact that this line is particularly faint, as mentioned above. This also suggests that the non-thermal velocity might have been higher during the early impulsive phase of the flare, before we can observe any Fe XXI emission in IRIS.
2.2 Model Setup
We use the same 3D solar flare model as shown in Shen et al. (2022), which follows the classic CHSKP configuration of two-ribbon flares. In this model, we solve the initial and boundary value problem governed by resistive MHD equations using the public code Athena (Stone et al., 2008). We use the non-dimensional form of MHD equations and set the primary characteristic parameters as follows: length L0 = 1.5 × 108m, magnetic field strength B0 = 0.001T, density ρ0 = 2.5 × 1014m−3, temperature T0 = 1.13 × 108K, velocity V0 = 1.366 × 106 m s−1, and time t0 = 109.8s according to the general coronal environments. At the beginning of the MHD simulations, the magnetic field strength is uniform ([image: image] Gauss) in the background region, and the plasma number density is around 8 × 1014m−3 near the bottom of the corona, above a denser layer representing the chromosphere. In the later time as shown in the following sections (e.g., Figure 5), the magnetic field strength slightly enhanced by [image: image] times in both flare foot-points and loop-top regions following the magnetic loops shrinking, while the plasma density can be [image: image] and [image: image] times higher in foot-points and loop-top regions, compared with the background corona. As the magnetic reconnection continually takes place, the plasma in the reconnection region and flare loop-top regions can be heated to higher than 107 K at the most bursty phases and maintain the relatively high temperature ([image: image] MK) during the whole simulation period. It is worth mentioning that the plasma β, the ratio of the gas pressure to the magnetic pressure, is another dominant parameter in the MHD simulations and is set to about 0.1 in the background corona. The characteristics (such as magnetic strength and plasma density) are then scaleable variables by maintaining a constant β.
[image: Figure 5]FIGURE 5 | Distribution of primary variables in a 3D flare model at time =5.2t0. (A) Density and velocity distribution on the chosen planes in 3D. The gray tubes indicate magnetic field lines, and the black/blue arrows are for plasma flows. Along the LOS direction, two sampling lines A and B are chosen on the central plane (x =0). (B) Current density at the central plane. (C) Velocity vorticity component (∇× V)x on the central plane. The streamlines show velocity fields (Vy, Vz).
We perform combined 2D and 3D models in which the 2D simulation runs first to build the classic flare geometry and then the 3D model is started based on the resulting 2D configuration. In 2D cases, the system is initialized from a pre-existing vertical Harris-type CS along the y direction in mechanical and thermal equilibrium. Driven by the initial perturbation on magnetic fields (also see Shen et al., 2022), the CS becomes thinner due to the Lorentz-force attraction, and a pair of reconnection jets flow away from the reconnection X-point close to the initial perturbation center. The closed magnetic loops then appear as the reconnected magnetic flux accumulated at the bottom due to the line-tied boundary, in which the magnetic field lines are rooted at the boundary. Once the flare loops are well-formed after about t = 17.5t0, we start the 3D simulations by symmetrically extending all primary variables from the 2D domain to the third direction (z −). We then apply this time as the starting-point of evolution in the following analysis. The system then self-consistently evolves, and a set of reconnection-driven flare phenomena are seen, including Alfvénic bi-directional reconnection outflows, the termination shocks, and the turbulent interface region below the extended reconnection current sheet and above the flare loops (Figure 5A).
To compare our models with observations, we calculate synthetic Fe XXI 1354 Å line profiles that are observable by IRIS in high-temperature flare plasma (e.g., ∼11 MK). Once we compute the plasma properties (temperature, density, and velocity) on each cell from the 3D MHD simulation, the synthetic emission can be obtained along any chosen LOS (e.g., Lines A and B in Figure 5) by using the formula (e.g., Guo et al., 2017):
[image: image]
where ν indicates the frequency of emission lines, and l is the integration path. ne, nH ∼ 0.83ne are the electron and proton densities, which are obtained from MHD plasma density in the following calculations. g (Te) is the contribution function, which can be obtained from the CHIANTI database (Del Zanna et al., 2021) but needs account for proper element abundance (e.g., Feldman, 1992, in this paper). fν indicates the variation of velocity distribution function due to plasma flows along the LOS, given by
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Here vl is the plasma flow speed along the LOS, c is the speed of light. ν0 is the rest frequency, and Δ = ν − ν0 means the offset frequency accordingly. The thermal broadening can be calculated by
[image: image]
where k is the Boltzmann constant, T is the temperature, m is the atomic mass of the chosen ion (e.g., Fe in this work).
3 RESULTS
We calculate the synthetic emission line profiles of the Fe XXI 1354 Å line when the dynamic flows are well-developed in both the CS and flare cusp regions. It is noticed that Fe XXI 1354 Å is one of the strongest emission line from high-temperature plasma (e.g., [image: image]MK) in IRIS observations. The emission from other cool lines (e.g., C I (Li et al., 2015)) is expected to be rare from an edge-on viewing direction, so we will only focus on Fe XXI 1354 Å in this paper but exclude other IRIS lines. Figure 5 shows the magnetic field lines and the distribution of primary variables (density and velocity) at the chosen time (time = 5.2t0, with the chosen characteristic timescale t0 ∼ 110 s). Above y ∼ 0.6L0, the reconnection downward outflows can be clearly seen from the velocity vectors (Figure 5A) and streamlines (Figure 5C). The turbulent structures in the interface regions below the CS are well illustrated on the current density map, as shown in Figure 5B. The high shearing and vortex flow, indicated by the large curl of the velocity field (∇ × V) and randomly rounding streamlines, are easily found around the chosen sampling Lines A and B as well.
3.1 Emission line profiles
We first analyze the spectral properties along the sampling Lines A and B. As shown in Figure 5, Line A is located at a relatively higher altitude along the CS, which is close to the primary reconnection X-points indicated by the strongest current density (Jz, in Figure 5B) and flow stagnation regions (Figure 5C). On the other hand, Line B is chosen to go through highly turbulent above loop-top regions, where the SADs-like tenuous down flow features are well-developed as reported by Shen et al. (2022). At this time (5.2t0), Line A shows slightly higher temperature and lower density than that of Line B overall (Figure 6). Along the LOS, we note that the plasma is appreciably cooler than the expected Fe XXI 1354 Å line temperature (e.g., Log T[image: image] K). This effect occurs because the LOS path is outside the high-temperature CS at some positions. Due to the highly turbulent plasma flows, the temperature, density, and velocity along the sampling lines all show various perturbations. The domain perturbation velocity ranges from ∼ + 100 to ∼ − 100 km s−1 as shown in Figure 6C.
[image: Figure 6]FIGURE 6 | Synthetic Fe XXI 1354.08 Å emission along the sampling lines A and B shown in Figure 5. (A–C) Temperature, density, and velocity profiles along the two sampling lines. (D) Synthetic spectra for lines A and B vDoppler and vnth indicate the Doppler shift velocity and non-thermal velocity, respectively. WFWHM are the line broadenings of each spectral line obtained by measuring the full width at half maximum (FWHM).
Figure 6D shows the synthetic line profiles of the Fe XXI 1354 Å lines for the above two sampling lines. We assume that LOS is from z = −0.25L0 to z = +0.25L0 along each sampling line, and the Doppler shift velocity is then plotted based on this geometry accordingly. We note that the LOS direction may also be reversed in the observations, so the red and blue shifted Doppler velocity is a relative value in this plot. In this case, Line A shows a larger Doppler shift velocity (about 18 km s−1) than that of Line B because the Alfvénic downward reconnection outflows around Line A dominate the overall flow behavior. We measure the line broadening width using the full width at half maximum (FWHM) of the synthetic emission profiles. Then the non-thermal velocity (vnth) can be obtained according to the following equation:
[image: image]
where the λ0 is the central wavelength of Fe XXI 1354 Å line, logTeq = 7.05 K is the typical formation temperature of this line. In this particular position, the non-thermal velocity of Lines A (∼95 km s−1) and B (∼37 km s−1) are consistent with the deduced values in recent observations (e.g., Warren et al., 2018), but the line A value is slightly larger than those found by Doschek et al. (2014). However, the synthetic line profile strongly depends on the space and time evolution of the solar flare system, which will be addressed in the next section. In the current analysis in this paper, we only focus on non-thermal broadening features but leave the Doppler shifts for future works because the integration depth along the LOS is limited to the simulation box scale, which is surely shorter than the realistic CME/flare scale. Thus, the synthetic Doppler shift of Fe XXI 1354 Å line can be significantly affected by several locally large momentum components (e.g., the well-developed flux ropes), and the model-deduced Doppler velocity can largely depart from the common observational results by IRIS (Figure 4B). Therefore, large-scale solar eruption models are required to make a detailed comparison with the observable Doppler velocity in the future.
In general, the actual temperature on each pixel (or cell) along the LOS cannot always be exactly at the Teq, in either the observations and MHD models. Therefore, the deduced non-thermal velocity is unavoidably affected by the thermal broadening due to different temperatures, especially for high-temperature plasmas with logT > 7.05 K. In the following sections, we will follow this approach (where the equilibrium temperature is usually assumed when calculating the non-thermal broadening) to match the observational data analysis but give a more detailed discussion in Section 3.3.
We analyze the perturbation properties of primary variables along the LOS by using the Fourier transform method to investigate the nature of the broadening of spectral lines. In Figure 7, we perform the one-dimensional Fourier transform for density (ρ), velocity square (v2), and kinetic energy (Ek) along the Lines A and B. It is clear that these perturbations appear on all scales (or wave number (k) ranges), and the kinetic energy cascades from the large scale to the small scale as well. Furthermore, the spectrum matches the power-law tendency as the prediction in the classic turbulence theories, which could naturally result in the line broadening. Due to the limitation of the MHD grid sizes, we do not show here the spectrum distribution in high-k ranges where the possible inertial range is expected in turbulence theories. However, we can estimate the turbulence properties in the intermediate ranges quantitatively by fitting a power-law spectrum (∼ k−γ) in Figure 7C. We also check the temperature weighted Ek in according to the chosen temperature (logT ∼ 7.05 K) for the Fe XXI 1354 Å line. A similar power law distribution pattern can be seen clearly, as shown in Figure 7D. We notice that Line A with larger Fe XXI 1354 Å line broadening shows a higher index (γ ∼ 5.34) as compared with the shallower line B (γ ∼ 2). This result indicates that large bulk flows can significantly contribute to the line broadening as shown by the velocity spectrum of Line A, in which the more turbulent flows remain in the low-k (or large scale) ranges.
[image: Figure 7]FIGURE 7 | Fourier power spectrum along the sampling lines A and B for (A) density perturbations, (B) velocity power, (C) kinetic energy perturbations, and (D) temperature-weighted kinetic energy. The peak formation temperature T0 for Fe XXI lines is about 11.5 MK in panel (D). The horizontal axis is wave numbers, and the vertical axis is non-dimensional power. The γ indicates the power index by fitting the spectrum profiles with power-law functions (∼ k−γ).
3.2 Spatial and temporal evolution
In Figure 8, we plot the distribution and temporal evolution of synthetic Fe XXI 1354 Å emissions with a viewpoint such that the plasma sheet is viewed edge-on. At each MHD simulation cell on the x − y plane, we obtain the synthetic spectral lines assuming that the LOS is along the z − direction. The maximum intensity of the obtained Fe XXI 1354 Å spectra line at each MHD grid is shown in Figure 8A, in which the bright sheet structure and flare cusp regions can be clearly seen as predicted by the standard solar flare model. The non-thermal velocity is calculated and shown in Figure 8B.
[image: Figure 8]FIGURE 8 | Synthetic Fe XXI 1354 Å emission maps at different times. (A) The peak intensity of 1354 Å spectra line during time t =4.6t0 to 6.1t0, (B) The deduced non-thermal velocity (vnth). The white arrows annotate the downward moving high vnth structures.
Figure 8 shows that the region where there is strong non-thermal line broadening (up to [image: image] km s−1) is dynamically evolving in both the CS and flare cusp regions. The region of high non-thermal broadening flows downwards along the CS from the primary reconnection X-point region to the flare cusp region. The white arrows in Figure 8B illustrate this process during about one characteristic timescale from t = 4.6t0 to 5.5t0. The downward-moving patch of high non-thermal broadening finally consolidates into the cusp region after t ∼ 5.5t0, and causes extended regions of high non-thermal broadening above the flare loop-top.
In order to understand the magnetic field topology and plasma flow properties in these high-vnth regions, we plot out the horizontal momentum component (ρVz) and magnetic component (Bz) in Figure 9. Because the emission intensity of the Fe XXI line is proportional to ρ2 and is primarily affected by horizontal flow Vz, the plasma momentum (ρVz) should be a sensitive factor to distinguish the effects of different structures on emission line profiles and line broadening. As shown in Figure 9A, the dashed lines and arrows highlight the heights characterized by enhanced vnth, similarly to Figure 8B. It is clear that the position of the strong horizontal momentum component coincides with such heights. The strongest momentum regions are usually associated with well-developed magnetic flux-ropes. At time = 4.6t0, two of these flux-ropes are highlighted by plotting the chosen helical magnetic field lines where the strongest momentum component appears. At later times (4.9 ∼ 5.2t0), these two flux-ropes are associated with strong ρVz components that move downwards to lower heights. In fact, the strong momentum components (ρVz) are due to the appearance of a guide field Bz in such a turbulent reconnection current sheet. As shown in the second row of Figure 9, the guide field Bz widely appears with a very turbulent behavior inside the whole current sheet. The typical relative strength of Bz to the total background (B) ranges from ∼5%–10%, and can be larger than ∼30% at particular positions and times (indicated by the dark-blue color in Figure 9). It is then not surprising that the well-developed flux-ropes with strong momentum components (ρVz) are generally found in high Bz regions. In addition, other structures all have significant contributions to the momentum component ρVz, including the growing flux-ropes and very turbulent reconnection outflows with remarkable horizontal flow components along the z − direction. As shown in Figure 9, well-developed flux-ropes are relatively rare in the whole current sheet region. The fluctuations in ρVz can be commonly found around the growing flux-ropes and turbulent reconnection outflow patches as well. For example, a large number of growing flux-ropes appear at the center region at time = 5.2t0, which is consistent with the high vnth region above y = 0.7L0. Meanwhile, the nearby fully developed flux rope is located at a much lower altitude (y ∼ 0.65L0).
[image: Figure 9]FIGURE 9 | Distribution of momentum component (ρVz) and magnetic component Bz on the center plane (x =0) at different times. Panels (A–D) are for Time = 4.6, 4.9, 5.2, and 5.5 t0, respectively. The upper row is for (ρVz) in which the gray tubes show magnetic field lines around the well-developed magnetic flux-ropes, the growing magnetic flux-rope, and shift-moving reconnection outflow patches in z −direction. The red dotted lines and arrows indicate the same heights annotated in Figure 8. The low panels are for Bz with the same magnetic field lines.
The downward high-vnth features commonly exist for a longer duration in the reconnection process. Figure 10 displays the time–distance map (or “stack plot”), showing the distribution of the non-thermal velocity of Fe XXI 1354 Å line along at the CS center (x = 0) as a function of time. The high-vnth emission flows away from the primary X-point regions nearby y ∼ 0.9, as can be clearly seen in Figure 10B. These high-vnth patches are most like to originate from the reconnection X-point sites (around y ∼ 0.9L0), and spread with the reconnection outflows to the lower end of the CS. At different altitudes along the CS, there are two obvious regions of high non-thermal broadening: one is close to the primary reconnection X-point site and another is located above the flare loop-top. Above the flare loop-top region, the non-thermal velocity is strong but highly depends on the more complex plasma dynamics in this interface region. It could be roughly the same or decrease with height, as shown in Figure 10. We also notice that high non-thermal-broadenings also appear in upward flowing plasma near the upper boundary (y ∼ 1.0).
[image: Figure 10]FIGURE 10 | Time-distance maps along the CS direction at the system center (x =0). Panel (A) is for maximum Fe XXI 1354 Å intensity, (B) is for the non-thermal velocity (vnth) as functions of time. At each height, the median values over all non-zero values are shown here. The red and gray dashed lines indicate the downwards moving features with the speed of ∼0.33 and [image: image], respectively.
3.3 Relations between vnth and plasma turbulence strength
In general, both plasma turbulence and bulk flows can contribute to the non-thermal widening (e.g., Ciaravella and Raymond, 2008), and it is hard to quantitatively explore the turbulent strength based on the observational line profiles due to complex plasma environments along the LOS direction. On the other hand, the numerical models allow us to obtain detailed information about the local plasma flows and integrated effects on spectral line profiles. Therefore, it is interesting to examine the correlation between the non-thermal velocity and plasma turbulence over a sample of locations in both the CS and flare loop-top regions during a relatively long period from 4.6 ∼ 7.4 t0 in this model. We introduce a non-dimensional parameter [image: image] to describe the turbulence strength of plasma flows along the LOS. Here, [image: image] is the turbulent fluctuation of each cell to the mean velocity [image: image], VA is the characteristic Alfven speed, and nz is the total cell number along the LOS. Figure 11 plots the two-dimensional population histogram of Vturb and non-thermal velocity (vnth). In Figure 11A, the background colors indicate the population of samples on the vnth - Vturb map. An overarching feature of these plots is that the vnth distribution is clearly proportional to the turbulence strength (Vturb) because stronger plasma turbulent flows can naturally cause larger line-broadening, as discussed in the previous sections. However, the detailed distribution is more widely distributed with the increase of Vturb, and will not likely be fitted by using one simple linear line. Here, we annotate one typical growth direction using a red dashed line and a deviation direction using a black dashed line in Figure 11A, where the most dominant samples appear. The samples around the red line show higher non-thermal velocities with comparable turbulence strength compared with those around the black line.
[image: Figure 11]FIGURE 11 | Distribution of plasma turbulence strength Vturb versus non-thermal velocity vnth. Panel (A) is the 2D histogram of vnth-Vturb map, which shows the population of samples in all heights from y ∼0.4L0 to y ∼1.0L0. The red and black dashed lines indicate two typical monotone correlations between vnth and Vturb. Panels (B) (C) (D) show each sample on the vnth-Vturb maps at different heights: near the flare loop-top region (y ≤0.5L0), the above-the-looptop region (0.5L0< y <0.65L0), and CS regions (y ≥0.65L0), respectively.
The deviation among the black and red dashed lines in Figure 11A could be due to the variation of plasma flows and turbulence properties at different heights, especially in the CS region and flare cusp regions where the plasma density and plasma β environments are largely different. Therefore, we display all samples on the vnth-Vturb map with their height information, in which colors indicate y − position of each sample in Figures 11B–D. We separate all samples into three groups (y ≤ 0.5L0, 0.5L0 < y < 0.65L0, and y ≥ 0.65L0) to make the difference more visible.
Figure 11B shows the first group of samples with the lowest heights below y ∼ 0.5L0, in which both the vnth and Vturb are small. Because this group of samples is close to the more dense flare loop-top regions, where the turbulent flows are expected to be relatively lower than those in the above-the-looptop regions, vnth is naturally small (e.g., [image: image] km/s). The samples in the second group (Figure 11C) in the very turbulent flare cusp regions have stronger turbulence and larger non-thermal velocities.
Similar high-vnth and high-Vturb can be seen in the CS region as shown in Figure 11D as well. Samples in both the CS and the above loop-top regions tend to follow the growth direction marked by the red dashed line in Figure 11A, except small abnormal patches with low vnth and high Vturb that usually appear in the low end of the CS (y < ∼ 0.8L0) and upper the loop top region (y > ∼ 0.57L0). In fact, these abnormal samples that have departed from the red line direction may indicate strong bulk flows which will be discussed in the following section.
It is worth noticing that thermal broadening also contributes to the emission line broadening and has an impact on the corresponding vnth distribution, especially when the plasma is hotter than the equilibrium temperature of Fe XXI 1354 Å at logTeq ∼ 7.05 K. In the above investigations, there is a set of samples in our model that are slightly lower in temperature than the Fe XXI 1354 Å temperature (Teq) (e.g., see Figure 6A). Therefore, we investigate the vnth distribution in different temperature environments. We maintain the plasma density the same as in the above analysis but scale the temperature to match the observations (e.g., logT 7.0 ∼ 7.2 K shown in Figure 2). In the non-dimensional MHD models, the characteristic temperature can be expressed by [image: image] and Alfvén velocity is [image: image]. Here, β0, [image: image], and μ are background plasma β, gas constant, and magnetic permeability, respectively. Thus, the scaling of temperature (T0) with corresponding changes in characteristic velocity (VA) allows the MHD model to be scalable by maintaining the plasma β0 as the same. Therefore, we increased the simulated temperature to a factor of 1.4× higher than that in the original MHD model result, and the velocity is also increased by a factor of [image: image] accordingly. As a result, the samples in the model can cover a higher temperature range from logT ∼ 6.9 to ∼7.2K.
Figure 12A shows the population histogram of Vturb and vnth in the scaled temperature case. The red and black dashed lines are exactly the same as in Figure 11A as well. The distribution feature of vnth is consistent with the above results in the original MHD temperature case (TMHD), though the absolute values of vnth are slightly larger by about 10% ∼ 20%. These larger vnth are partially caused by the scaling process of MHD models, because the characteristic velocity increased by about [image: image]%, which could lead to larger Doppler shift velocities and corresponding larger line broadenings. The mean temperature of each sample is displayed by different colors in Figure 12B. It is interesting to note that the highest temperature (logT ∼ 7.2K) does not necessarily indicate the largest vnth if the turbulence strength remains low (the dark-red samples), which suggests that the plasma perturbation behaviors have more crucial impacts on the non-thermal velocity distribution than the thermal broadening itself.
[image: Figure 12]FIGURE 12 | Distribution of the deduced non-thermal velocity vnth in the scaled temperature case. Panels (A) (B) show vnth-Vturb map in a 1.4× higher temperature situation compared with the original temperature (TMHD). The red and black dashed lines are the same as in Figure 11A. Panels (C–E) show synthetic Fe XXI 1354 Å line profiles at the marked sampling points in panel (A): S1 and S3 are located in the reconnection current sheet (CS) region, and S2 is above the flare loop-top region. Their projected position on the xoy plane are marked by (x, y) accordingly. The solid lines are for 1.4× scaled temperature cases and the dotted lines are for TMHD cases.
Figures 12C–E shows Fe XXI 1354 Å line profiles in two typical regions: CS region (S1, S3), and the above flare loop-top region (S2). Sample S1 represents the most dominant features with low turbulence strength and low non-thermal velocity. The line profile basically matches the Gaussian-type shape with minor line broadening due to the relatively weak turbulent flows. Sample S2 is at the high vnth end with strong Vturb, where the strong plasma perturbations contribute to a remarkable line-broadening in both the 1.4× higher and slightly lower TMHD cases. In addition, the plasma bulk flows also cause the second emission peak at [image: image] Å which makes the line profile depart from a Gaussian distribution and causes a wider vnth. Sample S3 indicates the abnormally high Vturb with low non-thermal velocity. The reason can be found in the line profiles which show two separate emission peaks: one is for the dominant Fe XXI 1354 Å with a smaller Doppler velocity and the other one is centered at [image: image] Å due to the enormous plasma bulk flow, such as the well-developed flux-ropes as shown in Figure 9. In general, the turbulence strength (Vturb) only refers to mean perturbation features, and it could be too simple to represent complex flow properties including randomly turbulent flows and large bulk flows. Therefore, the appearance of these abnormal samples around the black dashed line in Figure 12 suggests that the investigation of plasma turbulence based on the emission line broadening features must consider the different fine structures in the CS (e.g., plasma blobs or flux-ropes) and flare loop-top regions (e.g., macro plasma instabilities or SADs in Shen et al. (2022)).
3.4 Non-thermal velocity across the CS
In this section, we investigate the averaged Fe XXI lines profiles across the CS and compare them to the IRIS observations during the 2015–03–07 flare. We set the position of the simulated IRIS slits above the flare loop top region in the MHD model as shown by Figure 13A. The synthetic SDO/AIA 131 image in this plot is obtained by assuming that the LOS is along the z − direction. The synthetic bright flare loops, cusp region, and extending CS regions all match well the SDO/AIA images of the solar flare under study (Figure 13A) well. It is clear that the IRIS slits are located just above the bright flare arches in AIA 131 during this eruption event (also see Figure 1). Therefore, we chose a height of y ∼ 0.62L0 in the MHD model to simulate the IRIS raster in the following analysis. As the reconnected magnetic flux is accumulated at the solar surface, the flare loop system gradually grows in both vertical and horizontal directions. Thus, the relative position of the IRIS slits to the flare cusp region gradually changes as a function of time. Because our MHD model is focused on the fast magnetic reconnection process in solar flares, it is reasonable to compare the predicted SDO/AIA emissions with the observed flare just after the impulsive phase when the post-flare loops are well-formed but the bursty magnetic energy release is still on-going. To simplify the analysis, we show a particular SDO/AIA observation at the starting time of IRIS observations (2015–03–07T23:00) in Figure 13B, and keep the simulated IRIS slits in the same position in this work.
[image: Figure 13]FIGURE 13 | Modeled and observed non-thermal velocity of IRIS Fe XXI line. The left panels show: (A) the synthetic SDO/AIA 131 image, and (C) the non-thermal velocity calculated by using the averaged Fe XXI 1354 Å profiles along each IRIS slit. The colored solid lines in panels (A) and (C) indicate the IRIS slits with the length of [image: image] km (or ∼ 128 arcsec). The right panels (B) and (D) are for SDO/AIA 131 observations at 2015–03–07T23:00:12 and IRIS raster results, respectively. The start time on the horizontal axis in panel (D) is 2015-03–07T22:55:51. The red and blue shadowed regions display the evolution of the non-thermal velocity on different slits.
Along each slit in Figure 13A, we average the Fe XXI 1354 Å line profiles over all MHD cells with [image: image]. Here I is the maximum intensity of the Fe XXI line at each cell, and Ipeak indicates the peak I across the CS on this slit. The non-thermal velocity of each slit is then calculated using the averaged line profile, assuming logT = 7.05K for the strongest Fe XXI emission. Figure 13C shows the non-thermal velocity variation with time on the chosen slits, No. 2, 4, and 6. An overall feature is that the vnth variation tendency on these three slits is consistent with each other. For example, the local maximum vnth peak (red shadowed region) appears initially at times 5.2 on slit two and then at 5.4t0 for slit 6. A similar tendency is also clear around time 6.8t0, as highlighted by the blue shadowed region. By comparing the vnth trends above with Figure 10, one can see that the first vnth peak (around times 5.3t0) is consistent with downwards moving structures with enhanced Fe XXI line widths between t = 4.6 to t = 5.5t0, as indicated by the yellow dashed line. In the later times (t = 5.5 to t = 7.4t0), the relatively weaker downward structures also caused the second local vnth peak at 5.9t0 and possibly the third peak at 7.4t0 on Figure 13C.
In the ideal situation when the non-thermal velocity variation is due to the passing downward structures, the characteristic size of detectable downward patches can be estimated as follows:
[image: image]
Here δl is the length of moving patches, dslit is the interval of the IRIS slits, θ is the intersection angle between slits and the solar surface, vd is the moving speed of patches, and δt is the exposure time of each slit (or interval time between two slits). For instance, δt ∼ 30 s for the IRIS Fe XXI observations, dslit is about 726 km, and θ ∼ 30°. Assuming the downward moving structures are in sub-Alfvénic speed (e.g., 300 km/s), a moving enhanced vnth patch with the size of δl ≥∼ 8000 km should be well recognized. The above estimated δl equals [image: image], which is reasonable and matches the modeling structures as shown in Figure 10.
Similar to the synthetic results in MHD models, we also see very similar vnth evolution trends in the IRIS observations (Figure 13D). The red and blue shadowed regions show one example where the local maximum and minimum vnth has been recognized first on slit 2, then on the following slits 4, and 6. Remarkably, the evolution of vnth of the Fe XXI line is comparable between MHD model predictions and IRIS observations, which range from [image: image] km/s to 180 km/s during this particular period. We note that the time-resolution of the deduced vnth variation from the IRIS is limited by the relatively long exposure time ([image: image]s). Therefore, Figure 13D may unavoidably smooth out fine structures and cannot display the short-period perturbations that are visible in the synthetic modeling results.
Due to the similar variations in the MHD predictions and the IRIS observations described above, it is likely that the vnth variation on IRIS Fe XXI lines is due to intermittent downwards moving structures along with the reconnection outflows as shown in the above models. In fact, we find very similar intermittent downwards-moving signals on SDO/AIA 131Å images. Figure 14 shows the time-distance map of AIA 131Å intensity above the flare loop top regions. In this plot, we count all emissions over 16 pixels around the CS region (the bright plasma sheet on AIA 131Å maps) at each height to increase the signal-to-noise ratio. Two typical downward features are fitted by using red and yellow dashed lines. These downflow features range from ∼ 250 km/s to ∼ 100 km/s, which is consistent with the model-predicted moving speed of turbulent structures as shown in Figure 10. We also overlay the non-thermal velocity trends on the AIA 131Å stack map as shown by the solid-dots lines. There is no clear correlation between the brightest AIA features and the highest vnth because the AIA intensity is mainly dominated by plasma density in the CS region, while the vnth values are more affected by the turbulent plasma flows.
[image: Figure 14]FIGURE 14 | Time-distance map of SDO/AIA 131Å images in the reconnection region. The total AIA 131Å intensity is calculated by counting 16 pixels at each height around the brightest region above the flare loop top. The two dashed lines indicate the typical downwards-moving features with velocities of [image: image] km/s and [image: image] km/s. The right y-axes are for the vnth of the Fe XXI 1354 Å spectra (solid-dots lines) from the IRIS observations in the same range as that of Figure 13D.
We notice that the variation feature of non-thermal velocity above the flare loops (e.g., in Figures 11, 14) are consistent with the previous observational studies. The increasing behaviors on non-thermal velocity from the flare loops to higher altitudes have been reported in the past. For example, Doschek et al. (2014) found that the non-thermal velocity in the multimillion-degree regions increases with height above the bright coronal flare loops from Hinode/EIS observations. Our simulation results also match their explanation, in which the strong newly contracting hot and turbulent plasma mainly contributes to these high non-thermal motions.
4 DISCUSSION AND CONCLUSION
Using our three-dimensional MHD model based on the classic solar flare configuration, we calculate the synthetic emission profiles of the Fe XXI 1354 Å line observed by the Interface Region Imaging Spectrograph (IRIS) spacecraft. The synthetic line broadening and non-thermal velocities (vnth) are obtained around the whole magnetic reconnection regions including the current sheet (CS) and flare loop-top regions. We compare the predicted non-thermal velocities due to the turbulent flows with the IRIS observations during the 2015–03–07 flare.
The main results are summarized as follows.
1. Our MHD model reveals highly turbulent plasma flows both in the CS where the magnetic reconnection sites are located, and in the flare loop top region, an interface region below the CS where the reconnection outflows mix into the flare arcade. Fourier transform analysis of plasma density, velocity, and kinetic energy show that the plasma perturbation spectrum along the LOS (z − direction in this model) follows the power-law tendency of the classic turbulence scenarios.
2. Using the modeled plasma density, temperature, and velocity distribution in 3D, we calculate the emission line profiles in CS and flare loop-top regions in an edge viewing. We found that the non-thermal broadening of Fe XXI 1354 Å is mainly due to the plasma bulk flows in high turbulence states. The dominant non-thermal velocity ranges from ∼20 km/s to ∼180 km/s, and could be up to ∼300 km/s in some particular position and times.
3. We obtain a two-dimensional synthetic non-thermal velocity (vnth) map and investigate the spatial and temporal evolution features. We find that vnth is dynamically evolving in both the CS and flare loop-top regions. The high vnth structures flow down with a typical speed of [image: image] along the CS from the primary reconnection X-point sites to the flare cusp. By revealing the 3D magnetic field configuration and studying the plasma perturbation amplitude for velocity and density, we confirm that these downwards high vnth structures are due to highly turbulent plasma which is usually associated with complex fine structures inside the CS, such as the growing/well-developed magnetic flux ropes and shifting reconnection outflows with in high guide field (Bz) region.
4. We study synthetic vnth distribution versus plasma turbulence strength Vtrub during a relatively long period. The two-dimensional population histogram map shows that vnth is basically proportional to Vtrub, but with a set of abnormal points due to the large plasma bulk flows. This result indicates that the investigation of plasma turbulence properties based on the emission line broadening features must consider the different fine structures in the CS and flare loop-top regions.
5. We investigate the Fe XXI lines profiles across the CS and make a detailed comparison with the IRIS observations. The deduced vnth obtained by averaging the Fe XXI emission over the IRIS slit and exposure time ranges from ∼20 km/s to ∼160 km/s, which is consistent with the IRIS observations. Consistent vnth features on different IRIS slits were found in both the synthetic results and the IRIS observations. By comparing the down-flowing high vnth structures and SDO/AIA observations, our results suggest that these downwards-moving fine structures inside the CS could be identified by IRIS due to the variation of the line width of the high-temperature Fe XXI 1354 Å line.
It is worth mentioning that the magnetic configuration of our MHD model may be largely different from the 2015–03-07 flare event. Therefore, we can not exactly compare the model synthetic results with IRIS observations over a very long interval (e.g., ∼ 4 h observation as shown in Figure 4). However, the down-flowing high vnth structures can be expected to exist in the model commonly (also see Figure 10). Thus, it is reasonable that to choose one short period evolution from the model (4.6 ∼ 7.4 t0) during the magnetic reconnection process to compare with the IRIS observations. The speed of down-flowing high vnth structures are predicted to be less than one-third of the Afvénic speed in the reconnection region 10), which matches the downflow features observed by SDO/AIA if we assume that the local background Alfvén speed is reduced by a factor of two as compared with the characteristic speed in the model. Due to the lack of accurate magnetic field information around the CS, further accurate studies on vnth variation require more effort on both the MHD modeling and observational side. In particular, the Multi-Slit Explorer (MUSE), which will be launched in 2027, will be ideal for observing the current sheet and above the loop-top region given its multi-slit configuration and will provide groundbreaking observations of this region as a whole.
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We compare the size distributions of self-organized criticality (SOC) systems in the solar photosphere and the transition region, using magnetogram data from Helioseismic and Magnetic Imager (HMI) and Interface Region Imaging Spectrograph (IRIS) data. For each dataset we fit a combination of a Gaussian and a power law size distribution function, which yields information on four different physical processes: (i) Gaussian random noise in IRIS data; (ii) spicular events in the plages of the transition region (described by power law size distribution in IRIS data); (iii) salt-and-pepper small-scale magnetic structures (described by the random noise in HMI magnetograms); and (iv) magnetic reconnection processes in flares and nanoflares (described by power law size distributions in HMI data). We find a high correlation (CCC = 0.90) between IRIS and HMI data. Datasets with magnetic flux balance are generally found to match the SOC-predicted power law slope αF = 1.80 (for mean fluxes F), but exceptions occur due to arbitrary choices of the HMI field-of-view. The matching cases confirm the universality of SOC-inferred flux size distributions, and agree with the results of Parnell et al. (ApJ, 2009, 698, 75–82), αF = 1.85 ± 0.14.
Keywords: methods, statistics, fractal dimension, sun, transition region, solar granulation, solar photosphere
1 INTRODUCTION
Self-Organized Criticality (SOC) is a critical state of a non-linear energy dissipation system that is slowly and continuously driven towards a critical value of a system-wide instability threshold, producing scale-free, fractal-diffusive, and intermittent avalanches with power law-like size distributions (Aschwanden, 2011). The original paradigm and characteristic behavior of SOC systems was studied from sandpile avalanches, based on the next-neighbor interactions in microscopic lattice grids (Bak et al., 1987; Bak et al., 1988; Bak 1996, Lu and Hamilton 1991), also called cellular automaton algorithms. However, alternative macroscopic models can mimic the same system behavior also, based on macroscopic power law scaling laws of correlated physical parameters. For instance, the hard X-ray flux radiated in a solar flare was found to scale with the (fractal) spatial volume of the flare. The exponentially growing instability that produces the flare predicts a well-defined power law size distribution function, which applies also to a host of other non-linear systems, such as earthquakes or stock market fluctuations, in contrast to linear systems, such as Gaussian noise. Thus, modeling of SOC systems helps us to discriminate between linear and non-linear systems. Knowledge of the correct size distributions yields us statistical predictions of the largest catastrophic events in SOC systems. Besides flaring and heating of the solar corona, we hope to obtain also new insights into nanoflaring in the atmosphere of the Quiet Sun, which we pursue here.
The atmospheric structure of the Sun consists of the photospheric layer on the solar surface, the chromosphere, the transition region, the corona, and solar wind regions, which all host different physical processes, characterized by the electron density, the electron temperature, and the magnetic field strength. In this study we sample very diverse temperature structures, from Te ≈ 5,800 K observed in photospheric magnetograms with the Helioseismic and Magnetic Imager (HMI), to Te ≈ 104–105 K, observed in Slitjaw images (SJI) of the 1,400 Å channel of IRIS, which are dominated by the Si IV 1,394 Å and 1,403 Å resonance line, and form in the transition region (Rathore and Carlsson, 2015; Rathore et al., 2015). Due to this huge temperature range, different physical processes are dominant in the various temperature regimes (Gallagher et al., 1998; Warren et al., 2016), and thus we do not know a priori whether the concept of self-organized criticality (SOC) systems (Aschwanden, 2011; Aschwanden, 2014; Aschwanden et al., 2016; McAteer et al., 2016; Warren et al., 2016) is applicable. More specifically, we want to understand the functional shapes of observed occurrence frequency (size) distributions, and whether they exhibit power law function (slopes) with universal validity in different temperature and wavelength regimes.
There is an ongoing debate on the functional form of size distributions in avalanching SOC processes, such as: a power law function, a log-normal distribution (Verbeeck et al., 2019), a Pareto distribution (Hosking and Wallis, 1987), a Lomax distribution (Lomax, 1954; Giles et al., 2011), or a Weibull distribution (Weibull, 1951), for instance. Since all these functional forms are close to a power law function on the right-hand side of the size distribution, which is also called the “fat-tail”, various linear combinations of these functional forms have been found to fit the observed size distributions with comparable accuracy (Munoz-Jaramillo et al., 2015). In this study we use a combination of (Gaussian) incoherent random and (power law-like) coherent random structures. Gaussian statistics reflect the operation of a memoryless stationary (incoherent) random process; while avalanching (coherent) processes such as occurring in SOC systems are characterized by extended spatial and temporal correlations (i.e., the unfolding of an avalanche is influenced by the imprint of earlier avalanches on the system; see Jensen, 1998, chapter 2).
Here, the incoherent component describes the Gaussian noise (visible in IRIS data), as well as the salt-and-pepper structure (visible in HMI magnetograms). On the other side, the coherent noise of the power law component may be produced by the spicular dynamics (visible in IRIS data), or by magnetic reconnection dynamics of small-scale features and nanoflares (visible in HMI magnetograms). Gaussian noise distributions have been tested with Yohkoh soft X-ray data (Katsukawa and Tsuneta, 2001). Log-normal distributions, which are closest to our Gaussian-plus-power-law method used here, have been previously studied for Quiet-Sun FUV emission (Fontenla et al., 2007), solar flares (Verbeeck et al., 2019), the solar wind (Burlaga and Lazarus, 2000), accretion disks (Kunjaya et al., 2011), and are discussed also in Ceva and Luzuriaga (1998), Mitzenmacher (2004), and Scargle (2020).
A new aspect of this study is the invention of a single-image algorithm to derive “pixelized” size distributions [image: image]. A major test consists of comparing the observed power law slopes αF with the theoretical SOC-predicted values. Another crucial test is the power law slope αE of nanoflare energies, which is decisive for testing the coronal heating energetics (Hudson, 1991; Krucker and Benz, 1998; Vilangot Nhalil et al., 2020; Aschwanden, 2022b). Numerous studies have inferred SOC parameter correlations of impulsive events in the outer solar atmosphere, in an attempt to understand the predominant energy supply mechanism in the corona (Vilangot Nhalil et al., 2020), which motivates us to pursue a follow-on study, using data from sunspots and plages to further investigate bright impulsive events in the transition region. Ultimately, we strive for a unification of small-scale phenomena in the solar corona and transition region (e.g., Harrison et al., 2003; Rutten, 2020), but this is beyond the scope of this study.
The content of this paper includes data analysis (Section 2), a discussion (Section 3), and conclusions (Section 4).
2 DATA ANALYSIS
When we observe solar emission at near ultra-violet (NUV) and far ultra-violet (FUV) wavelengths, we may gather photons from spicules in plages in the transition region (at formation temperatures of Te ≈ 104–105). In order to study both coherent and incoherent processes, we have to deal with multiple size distribution functions, including incoherent random (Gaussian) noise, as well as coherent avalanche processes with power law-like distribution functions, also known as “fat-tail” distribution functions, which occur natually in self-organized criticality (SOC) systems.
2.1 Definitions of flux distributions
In the following we attempt to model event statistics with a combination of (i) a Gaussian distribution (originating from incoherent random processes), and (ii) a power law distribution, e.g., created by spicular activity in the transition region, (Figure 1). The Gaussian noise is defined in the standard way,
[image: image]
where F is the flux averaged over the duration of an event (measured here at a wavelength of 1,400 Å), N(F) is the histogram of observed structures, F0 is the mean value, σF is one standard deviation, and N0 is the normalized number of events.
[image: Figure 1]FIGURE 1 | A schematic of the two size distributions is shown: a Gaussian function for the incoherent random statistics, and a power law function (also called fat-tail) for the statistics of coherent avalanche events, separated at a critical value F2. The upper panel shows a linear (LIN-LIN) representation, the lower panel a logarithmic (LOG-LOG) representation.
The second distribution we use in our analysis is a power law distribution function, which is defined in the simplest way by,
[image: image]
where αF is the power law slope of the relevant part of the distribution function.
The flux FIRIS of an IRIS pixel is defined by,
[image: image]
where f is the observed flux in [DN] (data number per second), Eλ is the energy of the photon, k is the factor that converts the DN to the number of photons, Ω is the pixel size in units of steradians, A [cm2] is the effective area of IRIS, and the unrelated background is subtracted (Vilangot Nhalil et al., 2020).
2.2 Pixelized method of size distribution
In this study we use a “pixelized” size distribution method that is more efficient and easier to calculate than standard size distributions. The standard method to sample size distributions N(F) of SOC avalanches is generally carried out by an algorithm that detects fluxes of an avalanche event above some given threshold F > Fthr, traces its spatial A(t) and temporal evolution F(t), and infers the size of an avalanche from the spatio-temporal evolution after saturation. Such avalanche detections have been accomplished for 12 IRIS datasets in the study of Vilangot Nhalil et al., 2020. Because the development of an automated feature recognition code is a complex and a time-consuming task, which needs extensive testing, we explore here a new method that is much simpler to apply and requires much less data to determine the underlying power law slope αF.
We can parameterize a pixelized IRIS image with a Cartesian grid, i.e., [image: image], where nx and ny are the dimensions of the image, and Δx = Δy is the pixel size. We can model a 2-D image with a superposition of nk spatial structures with avalanche areas Ak and average fluxes [image: image], where the size distributions follow a power law distribution, i.e., [image: image] (Eq. 2). The total flux [image: image] of such a 2-D distribution, which serves here as an analytical model of a 2-D (IRIS) image, can then be written as,
[image: image]
where the avalanche areas Ak are required to be non-overlapping, but area-filling. Areas without significant avalanche structures, [image: image], can be included, in order to fulfill flux conservation, or can be neglected if the flux maximum is much larger than the threshold value, i.e., [image: image].
In our new method we decompose the flux [image: image] and area Ak of all avalanche components down to the pixel size level, Δx. The two requirements of non-overlapping and area-filling topology yield a unique mapping of the avalanche number k to the pixel ranges i = [i1(k), i2(k)] and j = [j1(k), j2(k)], i.e., k↦i1(k), …, i, … i2(k) and j1(k), …j, … , j2(k). For instance, in the case of a rectangular area Ak, the avalanche area Ak is then defined by,
[image: image]
Adding the areas A and fluxes [image: image] of all k avalanche components, we obtain then the following total flux [image: image],
[image: image]
which can be set equal to the value of [image: image] of the standard method (Eq. 4) and proves this way that the power law slopes [image: image] of the two methods are identical. Thus, our new method is parameterized just by a different decomposition of elementary components than in the standard size distribution sampling.
As a caveat, we have to be aware that the method determines size distribution from a single image. If the used 2-D image is not representative, additional 2-D images need to be included.
The new pixelation method is used in the calculations of the values [image: image] listed in Table 1 and Figure 4.
TABLE 1 | Results of 12 datasets obtained with IRIS 1,400 Å: the power law slope αF of the flux distribution, the separator flux F2, and the maximum flux Fmax. Note that the power law slope αF agrees with the theoretical prediction of αF = 9/5 = 1.8 in 5 cases, whenever there is no sunspot and the maximum flux Fmax amounts to less than a critical value of Fmax ≲ 50 DN. The values αF in parenthesis are ignored in the calculation of the averages (second-last line).
[image: Table 1]2.3 Analysis of IRIS data
The 12 analyzed 1,400 Å SJI images F(x, y) of IRIS are shown in Figure 2, which are identical in time and FOV (field-of-view) with those of Vilangot Nhalil et al., 2020, and are also identical with those used in the study on fractal dimension measurements (Aschwanden and Vilangot Nhalil, 2022). Note that events #6 and #7; are almost identical, except for a time difference of 20 min, which can be used for stability tests.
[image: Figure 2]FIGURE 2 | Intensity maps of 12 different active regions and Quiet-Sun regions, observed with IRIS SJI 1400 Å. Gaussian random noise is rendered in orange-to-red color, while spicules and network cells are masked out with white color.
The 12 IRIS maps shown in Figure 2 have the following color code: The Gaussian distribution with values F(x, y) < Fthr below a threshold of Fthr is rendered with orange-to-red colors, while the power law function with the fat-tail F(x, y) > Fthr is masked out with white color. In other words, all the orange-to-red regions in the IRIS maps visualize the locations of incoherent random noise while the white regions mark the location of SOC-driven coherent avalanches (probably produced by spicular dynamics in the transition region). An even crispier representation of the spicular component F(x, y) > Fthr, is displayed with a black-and-white rendering (Figure 3), where black depicts locations with power law distributions, and white demarcates locations with Gaussian distributions.
[image: Figure 3]FIGURE 3 | Intensity maps of 12 different active regions and Quiet-Sun regions, observed with IRIS SJI 1400 Å. Gaussian random noise is masked out (with peak fluxes F (x, y) < Fthr), while network cells and spicules are rendered in black.
The information content of an IRIS image can be described with a 2-D array of flux values F(x, y) at a given time t, or alternatively with a 1-D histogram N(F). Since we want to fit a two-component distribution function (i.e., with a Gaussian and a power law), we need to introduce a separator between the two distributions, which we derive from the full width at half maximum (see F2 in Figure 1). We fit then both distribution functions (Eqs 1, 2) separately, the Gaussian function in the range of [F1, F2], and the power law function in the range of [F2, F3], as depicted in Figure 1. The minimum flux (F1) and maximum flux (F3) are determined from the minimum and maximum flux value in the image. We are fitting the distribution functions with a standard Gaussian fit method, and with a standard linear regression fit for the logarithmic flux function. Note that the power law function N(S) appears to be a straight line in a logarithmic display only (Figure 1 bottom panel), i.e., log(N)-log(S), but not in a linear representation (Figure 1 top panel), i.e., lin(N)-lin(S), as used here.
The results of the fitting of the observed histograms are shown for all 12 datasets in Figure 4, where the Gaussian fit is rendered with a blue color, and the power law fit with a red color. We see that our two-component model for the distribution function produces accurate fits to the analyzed IRIS data (histograms in Figure 4) for seven datasets (# 4–9, 11), while it fails in 5 cases (# 1–3, 10, 12). On the other hand, 4 cases contain sunspots (# 1–3, 10) and coincide with the cases with power law fit failures.
[image: Figure 4]FIGURE 4 | Flux histograms of 12 different regions in plages of transition regions, observed with IRIS SJI 1,400 Å. The flux distribution of granules is fitted with a Gaussian function (blue curve, F < F2), and extrapolated with dashed blue curves. The flux distribution of spicules is fitted with a power law distribution function (thick red curve. The separation of the two distributions at F2 is marked with a vertical thin line.
If we would assume that all fluxes are generated by incoherent random noise, we would not be able to fit the histogrammed data at all. Obviously, we would under-predict most of the fluxes substantially (blue dashed curves in Figure 4), which underscores that the “fat-tail” power law function, a hallmark of SOC processes, is highly relevant for fitting the observed IRIS 1400 Å data here.
In a next step we investigate the numerical values of the power law slopes αF of the flux distribution parameters F, which are listed in the third column of Table 1. At a first glance, it appears that these values vary wildly in a range of αF = 0.94 to 2.13. However, Vilangot Nhalil et al., 2020 classified the 12 analyzed datasets into 4 cases containing sunspots, and 8 cases containing plages in the transition region without sunspots. From this bimodal behavior it was concluded that the power law index of the energy distribution is larger in plages (αE > 2), compared with sunspot-dominated active regions (αE < 2), (Vilangot Nhalil et al., 2020). In our investigation here, the 4 cases with sunspots exhibit substantially flatter power law slopes αF (except #3), which indicates that sunspot-dominant distributions are indeed significantly different from those without sunspots (Table 1). Actually, we find an even better predictor of this bimodal behavior, by using the maximum flux Fmax (Column 6 in Table 1). We find that flux distributions [image: image] with maximum fluxes less than Fmax ≲ 50 [DN] exhibit a power law value of
[image: image]
which includes the five datasets #6–9, 11. In contrast, the seven other datasets #1–5, 10, 12 have consistently higher maximum values, Fmax ≳ 50 DN. Instead of using the maximum values Fmax, we can also use the average fluxes and find the same bimodal behavior.
Even more significant is that this power law value is consistent with the theoretical prediction of the power law slopes (Aschwanden, 2012; Aschwanden, 2022a; Aschwanden et al., 2016),
[image: image]
Thus we conclude that flux distributions have a power law slope that agree with the theoretial prediction under special conditions, such as for small maximum fluxes. Moreover we find that magnetic flux distributions with sunspots and large magnetic flux imbalances produce flatter slopes and failed power law fits (Tables 1 and 2), see Section 2.4.
TABLE 2 | Results of 12 datasets obtained with HMI/SDO, showing the power law slope αF of the flux distribution, the separator flux F2, the magnetic flux balance qpos, the magnetic field strength Bz, the magnetic flux balance qpos, and the fractal dimension DA. Note that the power law slope αF agrees with the theoretical prediction of αF = 9/5 ≈ 1.8 in 5 cases approximately, when there is no sunspot and the magnetic flux is balanced. The values of αF in parenthesis are ignored in the calculation of the averages.
[image: Table 2]2.4 HMI magnetogram analysis
In order to test the universality of the results we repeat the same analysis for 12 coincident HMI magnetograms onboard the Solar Dynamics Observatory (SDO), which have simultaneous times and identical spatial field-of-views. The 12 analyzed HMI images are shown in Figure 5, where black features indicate negative magnetic polarity, and white features indicate positive magnetic polarity. We see sunspots in at least four magnetograms (#1–3, 10), with two sunspots having a negative magnetic polarity (#1, 2), and two cases with positive magnetic polarity (#3, 10). All 12 magnetograms show mixed polarities, but some are heavily unbalanced (#1–5, 10–12).
[image: Figure 5]FIGURE 5 | Magnetograms of 12 different active regions and plage regions, observed with HMI/SDO. The black color indicates negative magnetic polarity, and the white color represents positive magnetic polarity.
We quantify the magnetic flux balance with the ratio qpos,
[image: image]
If the magnetic flux (line-of-sight) component is well-balanced, we would expect a value of qpos = 0.5, assuming ∑pos = |∑neg|. Only 4 cases have approximately balanced fluxes (#6–9), namely, qpos = [0.44, 0.43, 0.38, 0.44], while the other 6 cases have large flux imbalances, from qpos = 0.04 to 0.99 (Table 2; Figure 6). The associated power law slopes of the four well-balanced cases are αF = [1.67, 1.64, 1.79, 1.78] = 1.72 ± 0.07, which closely coincide with the theoretical SOC-prediction of αF ≈ 1.80 (Aschwanden, 2012; Aschwanden, 2022a; Aschwanden et al., 2016).
[image: Figure 6]FIGURE 6 | Histograms of different solar regions, observed in magnetograms with HMI/SDO. The size distribution of salt-and-pepper magnetic noise is fitted with a Gaussian function (blue curve), the extrapolation of the Gaussian (dashed blue curve), while the distribution of magnetic features are fitted with power law functions (red curves).
We analyze the HMI data in the same way as the IRIS data, by fitting Gaussian distributions (blue curves in Figure 6) and power law distribution functions (red curves in Figure 6), which clearly show a “fat-tail” feature that is far in excess of the Gaussian function (blue dashed curves in Figure 6). We compare the power law slopes αF obtained with the two completely different datasets from IRIS and HMI in Figure 7, using the “pixelation” method. The two datasets are found to be highly correlated (with CCC = 0.90, if we ignore the outlier #3). Nevertheless, the power law slopes αF shown in Figure 7 are concentrated in two regimes, one that is consistent with our theoretical SOC prediction of αF,IRIS = αF,HMI ≈ 1.80, while a second cluster is centered around αF,IRIS ≈ 1.0–1.5 and αF,HMI ≈ 1.0–1.5 (Figure 7). In essence, we find four datasets (# 6–9) that are consistent with the SOC prediction for events with well-balanced flux qpos ≈ 0.5, while a second group cannot reproduce the SOC model, but can be characterized with large unbalanced magnetic fluxes (# 1–5, 10–12). The flux imbalance, however, is not always decisive. Tests with variations of the FOV reveal that the arbitrary choice of the FOV (in HMI data) can be more important in deciding whether the calculated power law slope is universally consistent with SOC models, e.g., see event #11.
[image: Figure 7]FIGURE 7 | The power law slopes αF are calculated for 12 datasets for two independent instruments and wavelengths: from IRIS data (x-axis) and from HMI/SDO data (y-axis). Note that five datasets (#6–9, 11) coincide approximately with the theoretically expected value αF = 1.80 (marked with a circle). The other 7 cases (shown in rectangle) are subject to sunspots, relatively large peak fluxes, and large magnetic flux imbalances.
The physical interpretation of the HMI data is, of course, different for the IRIS data. In the previous analysis of IRIS data we interpreted the coherent statistics (in terms of SOC-controlled power law functions) due to spicular activity in the transition region. In contrast, using the HMI data, which provides the magnetic field line-of-sight component Bz, we can interpret the statistics of incoherent random distributions in terms of “salt-and-pepper” small-scale magnetic fields in the photosphere, and the coherent avalanche statistics in terms of SOC-controlled magnetic reconnection processes in nanoflares and larger flares (Table 3). Note that the two parameters αF,IRIS amd αF,HMI are observed independently from different spacecraft, as well as in markedly different wavelength bands, i.e., λ ≈ 1,400 Å for IRIS, and λ = 6,173 Å for HMI/SDO magnetograms, which measures the mean flux F from the line-of-sight magnetic field component Bz(x, y). Despite of the very different instruments and wavelengths, the power law slope αF of the mean flux appears to be universally valid and consistent with the theoretical SOC prediction for datasets with approximate magnetic flux balance (Figure 7). However we learned that the magnetic flux balance and the absence of sunspots represent additional requirements to warrant the universality of the SOC slopes. This yields a testable prediction: If the field-of-view of each HMI magnetogram is readjusted so that the enclosed magnetic flux becomes more balanced and no sunspot appears in the FOV, the power law slope is expected to approach the theoretical universal value of αF,IRIS ≈ αF,HMI ≈ 1.80.
TABLE 3 | Diagram of phenomena observed with different instruments (IRIS, HMI), different wavelengths (columns), for incoherent and coherent random processes (rows).
[image: Table 3]3 DISCUSSION
In the following we discuss an incoherent random process (e.g., salt-and-pepper small-scale magnetic elements), and two coherent random processes (e.g., spicular dynamics, and magnetic reconnection), which relate to each other as shown in the diagram of Table 3.
3.1 Magnetic flux distribution
The most extensive statistical study on the size distribution of magnetic field features on the solar surface has been undertaken by Parnell et al. (2009). Combining magnetic field data from three instruments (SOT/Hinode, MDI/NFI, and MDI/FD on SOHO, a combined occurrence frequency size distribution was synthesized that extends over 5 decades, in the range of Φ = 2 × 1017–1023 Mx (Parnell et al., 2009),
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where the magnetic flux Φ is obtained from integration of the magnetic field B(x, y) over a thresholded area A = ∫ dx dy,
[image: image]
If we equate the magnetic flux Φ with the mean flux F of an event in standard SOC models, we predict a power law slope of (Aschwanden, 2012; Aschwanden, 2022a; Aschwanden et al., 2016), using d = 3, DV = 5/2, and γ = 1,
[image: image]
which agree well with the result (Eq. 10) observed by Parnell et al. (2009). A lower value was found from cellular automaton simulations, N(Φ) ≈ Φ−1.5±0.05 (Fragos et al., 2004), where flux emergence is driven by a percolation rule, similar to the percolation model of Seiden and Wentzel (1996), or Balke et al. (1993). Mathematical models have been developed to model the percolation phenomenon, based on combinatorial and statistical concepts of connectedness that exhibit universality in form of powerlaw distributions.
3.2 Universality of SOC size distributions
Power law-like size distributions are the hallmark of self-organized criticality systems. Statistical studies in the past have collected SOC parameters such as length scales L, time scales T, peak flux rates P, mean fluxes F, fluences and energies E = F × T, mono-fractal and multi-fractal dimensions (Mandelbrot, 1977), in order to test whether the theoretically expected power law size distributions, or the power law slopes of waiting times, agree with the observed distributions (mostly observed in astrophysical systems). The universality of SOC models (Aschwanden, 2012; Aschwanden, 2022a; Aschwanden et al., 2016) is based on four scaling laws: the scale-free probability conjecture N(L) ∝ L−d, classical diffusion L ∝ Tβ/2, the flux-volume relationship F ∝ Vγ, and the Euclidean scaling law, P ∝ Lγd, where d = 3 is the Euclidean dimension, β ≈ 1 is the classical diffusion coefficient, γ ≈ 1 the flux-volume proportionality, while DA = 3/2 and DV = 5/2 are the mean fractal dimensions in 2-D and 3-D Euclidean space. The standard SOC model is expressed in terms of these universal constants: d = 3, γ = 1, β = 1. Consequently, the four basic scaling laws reduce to N(L) ∝ L−3, L ∝ T1/2, F ∝ L2.5, and P ∝ L3. Since we measure the mean flux F in this study, our main test of the universality of SOC models if formulated in terms of the flux-volume relationship F ∝ Vγ, leading to the power law slope αF,SOC = 1.80 (Eq. 12).
The SOC-inferred scaling laws hold for a large number of phenomena. This implies that our SOC formalism is universal in the sense that the statistical size distributions are identical for each phenomenon, displaying a universal power law slope of αF,SOC = 1.80. When we conclude that the power law slope αF is universal, the SOC model implies that the flux-volume proportionality (γ ≈ 1) as well as the mean fractal dimension (d = 3, DV ≈ 2.5) are universal too.
3.3 Phenomena with SOC
Once we establish the self-consistency of power law slopes between theoretical (SOC) and observed size distributions, the next question is what physical processes are at work. We envision four different types of phenomena (Table 3): (i) Gaussian random noise in IRIS data); (ii) spicular plage events in the transition region (described by the power law size distribution in IRIS data); (iii) salt-and-pepper small-scale magnetic structures (described by the random noise distributions in HMI magnetograms); and (iv) magnetic reconnection processes in flares and nanoflares (described by the power law size distribution in HMI data). However, there are deviations from these rules. We found that the power law distributions are modified in the presence of sunspots, when the magnetic flux is unbalanced, or when the FOV is arbitrarily chosen. Under ideal conditions, the SOC scaling laws are fulfilled universally, independent of the wavelength or plasma temperature. Magnetic field data (from HMI/SDO) or λ ≈ 1,400 Å (from IRIS) appear to produce emission in volumes that are proportional in the photosphere or transition zone, even when they are formed at quite different temperatures, i.e., Tphot ≈ 5,800 K in the photosphere and TTR ≈ 104–105 K in the transition region.
Another ingredient of the SOC model is the scale-free probability conjecture, i.e., N(L) ∝ L−d = L−3, which cannot be uniquely linked to a particular physical process. Parnell et al. (2009) conclude that a combination of emergence, coalescence, cancellation, and fragmentation may possibly produce power law size distributions of spatial scales L. Alternative models include the turbulence and the Weibull distributions (Parnell, 2002). Munoz-Jaramillo et al. (2015) study the best-fitting distribution functions for 11 different databases of sunspot areas, sunspot group areas, sunspot umbral areas, and magnetic fluxes. They find that a linear combination of Weibull and log-normal distributions fit the data best (Munoz-Jaramillo et al., 2015). Weibull and log-normal distributions combine two distribution functions, similar to our synthesis of a Gaussian-plus-power-law distribution.
A general physical scenario of a power law size distribution is the evolution of avalanches by exponential growth (Rosner and Vaiana, 1978), with subsequent saturation (logistic growth) after a random time interval, which produces an exact power law function (Aschwanden et al., 1998). Our approach to model the size distribution of solar phenomena with two different functions, employing a Gaussian noise and a power law tail, reflects the duality of incoherent and coherent random components, in both the data from IRIS and HMI (Table 3). In summary, incoherent random components include salt-and-pepper small-scale magnetic features, while coherent components include spicular avalanches, and magnetic reconnection avalanches from nanoflares to large flares.
3.4 Granular dynamics
The physical understanding of solar (or stellar) granulation has been advanced by numerical magneto-convection models and N-body dynamic simulations, which predict the evolution of small-scale (granules) into large-scale features (meso- or super-granulation), organized by surface flows that sweep up small-scale structures and form clusters of recurrent and stable granular features (Berrilli et al., 1998; Berrilli et al., 2005; Hathaway et al., 2000; Martinez-Sykora et al., 2008; Rieutord et al., 2008; Rieutord et al., 2010; Cheung and Isobe, 2014). An analytical model of convection-driven generation of ubiquitous coronal waves is considered in Aschwanden et al. (2018b). The fractal multi-scale dynamics has been found to be operational in the Quiet-Sun photosphere, in quiescent non-flaring states, as well as during flares (Uritsky et al., 2007; Uritsky et al., 2013; Uritsky and Davila, 2012). The fractal structure of the solar granulation is obviously a self-organizing pattern that is created by a combination of subphotospheric magneto-convection and surface flows, which are turbulence-type phenomena.
The interpretation of granulation as the cause of the Gaussian “noise” in IRIS data is controversial for two reasons: (i) The intensity measured by IRIS 1400 in non-magnetic areas has densities that originate from the middle chromosphere, rather than from the underlying photosphere. (ii) No convective signal propagates to these heights and densities, and thus the scale of granulation cannot be probed at these heights (Martinez-Sykora et al., 2015).
3.5 Spicular dynamics
One prominent feature in the transition region is the phenomenon of “moss”, which appears as a bright dynamic pattern with dark inclusions, on spatial scales of L ≈ 1–3 Mm, which has been interpreted as the upper transition region above active region plages, and below relatively hot loops (De Pontieu et al., 1999; De Pontieu et al., 2014). Our measurement of structures in the IRIS 1,400 Å channel is sensitive to a temperature range of Te ≈ 104–105 K, and thus is likely to include chromospheric and transition region phenomena such as: spicules II (De Pontieu et al., 2007), macro-spicules, dark mottles, dynamic fibrils, surges, miniature filament eruptions, etc. Theoretical models include the rebound shock model (Sterling and Hollweg, 1988), pressure-pulses in the high atmosphere (Singh et al., 2019), Alfvénic resonances (Sterling, 1998), magnetic reconnection models for type II spicules (De Pontieu et al., 2007), ion-neutral collisional damping (De Pontieu, 1999), leakage of global p-mode oscillations (De Pontieu et al., 2004), MHD kink waves (Zaqarashvili and Erdelyi, 2009), vortical flow models (Kitiashvili et al., 2013), and magneto-convective driving by shock waves (De Pontieu et al., 2007).
The fact that we obtain a power law size distribution (αF = 1.70 ± 0.15, Table 1), which is very similar to solar flares in general, αF,SOC = 1.80, implies the universality of the SOC framework. Furthermore we find power law-like size distributions for spicular events, rather than a Gaussian distribution, which tells us that spicule events need to be modeled in terms of SOC-driven avalanches, instead of Gaussian random distributions. As mentioned above, the difference between incoherent and coherent random processes is the following: Gaussian statistics reflect the operation of a memoryless stationary random process; while avalanche processes such as occurring in SOC systems are characterized by extended spatial and temporal correlations, i.e., the unfolding of an avalanche is influenced by the imprint of earlier avalanches on the system.
We propose that spicules around magnetic elements are responsible for the power law slope αF observed in those areas. This appears to be a plausible interpretation since these dynamical phenomena are very relevant in plage and network areas. For instance, event #11 shows a fully unbalanced magnetic configuration, which supports the idea that strong magnetic fields, fragmented in small-scale elements in plage and/or network seems to be the relevant characteristics, rather than flux balance over an arbitrary FOV.
3.6 Salt-and-pepper magnetic field
We interepret the random noise Gaussian distribution of magnetic fluxes in Quiet-Sun regions as small-scale magnetic field “pepper-and-salt” structures, also called magnetic carpet (Priest et al., 2002), where the black and white color in magnetograms (Figure 5) corresponds to negative and positive polarity. The fact that we obtain two distinctly different size distributions (Gaussian vs power law) indicates at least two different physical mechanisms, one being an incoherent random (Gaussian) process, the other one being a coherent (power law-like) avalanche process. The salt-and-pepper structure is generated apparently by an incoherent random process, rather than by a coherent avalanching process, according to our fits. This may constrain the origin of the solar magnetic field, being created by emergence, submergence, coalescence, cancellation, fragmentation, and/or small-scale dynamos, etc. Not all would be expected to yield Gaussian statistics (e.g., fragmentation processses often yield log-normal distributions; Verbeeck et al., 2019).
3.7 Magnetic reconnection
The re-arrangement of the stress-induced solar magnetic field requires ubiquitous and permanent (but intermittent) magnetic reconnection processes on all spatial and temporal scales. Our study finds power law size distributions, with a slope of αF = 1.72 ± 0.07 from HMI magnetograms, which is similar to flares in general (see Aschwanden et al., 2016 for a review of all wavelengths (e.g., gamma-rays, hard X-rays, soft X-rays, UV, EUV, FUV, etc.). This tells us that there is a strong correlation between the photospheric field (in HMI images) and the transition region (in IRIS images), as evident from the cross-correlation coefficient of CCC = 0.90 shown in Figure 7. The fractal multi-scale dynamics apparently operates in the quiet photosphere, in the quiescent non-flaring state, as well as during flares in active regions (Uritsky and Davila, 2012).
4 CONCLUSION
Solar and stellar flares, pulsar glitches, auroras, lunar craters, as well as earthquakes, landslides, wildfires, snow avalanches, and sandpile avalanches are all driven by self-organized criticality (SOC), which predicts power law-like occurrence frequency (size) distributions and waiting time distribution functions. What is new in our studies of SOC systems is that we are now able to calculate the slope αx of power law functions, which allows us to test SOC models by comparing the observed (and fitted) distribution functions with the theoretically predicted values. In this study we compare statistical distributions of SOC parameters from different wavelengths and different instruments (UV emission observed with IRIS and magnetograms with HMI). The results of our study are:
1. The histogrammed distribution of fluxes N(F) obtained from an IRIS 1,400 Å image, or from a HMI magnetogram, cannot be fitted solely by a Gaussian function, but requires a two-component function, such as a combination of a Gaussian and a power law function, a “fat-tail” extension above some threshold. We define a separator between the two functions above the full width at half maximum. We obtain power law slopes of αF = 1.70 ± 0.15 from the IRIS data, and αF = 1.72 ± 0.07 from the HMI data, which agree with the theoretical SOC prediction of αF = 1.80, and thus demonstrate universality across UV wavelengths and magnetograms. Moreover, it agrees with the five order of magnitude extending power law distribution sampled by Parnell et al. (2009), αF = 1.85 ± 0.14.
2. Tables 1, 2 show the following characterizations of the 12 selected datasets: 4 cases with sunspots, 5 cases that have a max flux [image: image] DN, 4 cases with a magnetic flux balance of qpos ≈ 0.4, and 5 cases that agree with the theortical prediction aF = 1.8 (see values flagged with YES/NO in Tables 1, 2). In summary, the universality of the flux power law slope (aF = 1.80) depends on the absence of sunspots, small maximum fluxes, magnetic flux balance, and the choice of the field-of-view of an active region. In other words, the scale-free probability inherent to SOC models requires some special conditions for magnetic field parameters. Strong magnetic fields, fragmented in small-scale elements in plage and/or network seems to be the relevant characteristics, rather than flux balance over an arbitrary FOV.
3. We designed an algorithm that produces “pixelized” size distributions from a single image (e.g., from a UV image or a magnetogram). In this method, the flux and area of each avalanche event is decomposed down to the pixel size level, which allows us to calculate the power law slope of the size flux distibution without requiring an automated feature recognition code. The method is computationally very fast and does not require any particular automated pattern recognition code.
4. We can characterize the analyzed size distributions in terms of four distinctly different physical interpretations: (i) the Gaussian random noise distribution in IRIS data; (ii) spicular plage events in the transition region (described by the power law size distribution in IRIS data); (iii) salt-and-pepper small-scale magnetic structures (described by the random noise distributions in HMI magnetograms); and (iv) magnetic reconnection processes in flares and nanoflares (described by the power law size distribution in HMI data).
Future work may include: (i) Testing of the SOC-predicted size distributions with power law slopes αF for all available (mean) fluxes F (in HXR, SXR, EUV, etc.); (ii) testing the selection of different FOV sizes in the absence or existence of sunspots, and magnetic flux balance; (iii) and cross-comparing the “pixelization” method with the standard method. Ultimately these methods should help us to converge the numerical values in SOC models.
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The flare activity of the Sun has been studied for decades, using both space- and ground-based telescopes. The former have mainly focused on the corona, while the latter have mostly been used to investigate the conditions in the chromosphere and photosphere. The Interface Region Imaging Spectrograph (IRIS) instrument has served as a gateway between these two cases, given its capability to observe quasi-simultaneously the corona, the transition region, and the chromosphere using different spectral lines in the near- and far-ultraviolet ranges. IRIS thus provides unique diagnostics to investigate the thermodynamics of flares in the solar atmosphere. In particular, the Mg II h&k and the Mg II UV triplet lines provide key information about the thermodynamics of low to upper chromosphere, while the C II 1334 & 1335 Å lines cover the upper-chromosphere and low transition region. The Mg II h&k and the Mg II UV triplet lines show a peculiar, pointy shape before and during the flare activity. The physical interpretation, i.e., the physical conditions in the chromosphere, that can explain these profiles has remained elusive. In this paper, we show the results of a non-LTE inversion of such peculiar profiles. To better constrain the atmospheric conditions, the Mg II h&k and the Mg II UV triplet lines are simultaneously inverted with the C II 1334 & 1335 Å lines. This combined inversion leads to more accurate derived thermodynamic parameters, especially the temperature and the turbulent motions (micro-turbulence velocity). We use an iterative process that looks for the best fit between the observed profile and a synthetic profile obtained by considering non-local thermodynamic equilibrium and partial frequency redistribution of the radiation due to scattered photons. This method is computationally rather expensive ([image: image] CPU-hour/profile). Therefore, we use the k-means clustering technique to identify representative profiles and associated representative model atmospheres. By inverting the representative profiles with the most advanced inversion code (STiC), in addition to recover the main physical parameters, we are able to conclude that these unique, pointy profiles are associated with a large gradient in the line-of-sight velocity along the optical depth in the high chromosphere.
Keywords: Sun, chromosphere, flares, thermodynamics, inversion
1 INTRODUCTION
A flare is the release of magnetic energy as a consequence of reconnection in magnetically stressed coronal loops. The magnetic energy stored in these loops comes from the low solar atmosphere. Once it is released, it is transferred to both the outer and the lower solar atmosphere in a variety of energy forms: radiation, thermal energy, kinetic energy associated to non-thermal phenomena (accelerated particles and turbulence), magnetic energy (large-scale Alfvén waves), and others. The most evident observational counterpart of this sudden release of energy is an enhancement in the specific intensity in almost any spectral range. This description, although simplistic, allow us to picture the basic flare phenomena. Many complex physical processes however occur and need to be properly studied for a full understanding of this type of solar event. This complexity is also reflected in the observational data we have of flares.
In the last few decades, with the advance of instrumentation, especially instrumentation onboard space-based observatories, we have largely improved our access to a steady flow of high-quality flare data. In this paper, we focus our attention on the interpretation of the thermodynamics conditions during the maximum of the X1.0-class flare of SOL2014-03-29T17:48 (see Figure 1). To this aim, we have inverted the Mg II h&k and C II 1334 & 1335 Å lines observed by the Interface Region Imaging Spectrograph (IRIS, De Pontieu et al., 2014).
[image: Figure 1]FIGURE 1 | Panel (A) Temporal evolution of the X-ray flux during the X1-class flare at SOL2014-04-29T17:48. The vertical lines indicate the number of some IRIS rasters that recorded this flare. Panel (B) The image taken by the SJI instrument at IRIS during the maximum of the X1-class flare SOL2014-03-20T17:48 at 2796 Å, that corresponds to the chromosphere. The time indicated at the top of the panel corresponds to the step number 4 of the raster. The location of the slits of all the steps of this raster (no. 175) are indicated with vertical lines. The colored squares mark the location of the extremely pointy profiles of the type A (blue) and the type B (orange), and of the very pointy or combined profiles (green). The locations in dark colors correspond to the profiles shown in Figures 3–5 respectively. The grey rectangle delimits the area shown in Figure 14.
The resonance Mg II h&k profiles have been used in the past for the study of the chromosphere (Lemaire and Skumanich, 1973; Kohl and Parkinson, 1976; Kneer et al., 1981; Lites and Skumanich, 1982), including the study of flares (Lemaire et al., 1984). The theoretical modeling and interpretation of these lines have been an active topic for decades (e.g., Feldman and Doschek, 1977; Lites and Skumanich, 1982; Lemaire and Gouttebroze, 1983; Uitenbroek, 1997). More recently, thanks to the advance in the computational resources and triggered by the huge amount of data provided by IRIS, these lines have been investigated using more realistic assumptions when solving the radiative transfer equation (RTE) (e.g., Leenaarts et al., 2013a; Leenaarts et al., 2013b; Pereira et al., 2013; Pereira et al., 2015; Sukhorukov and Leenaarts, 2017), including treatment of polarized radiation (del Pino Alemán et al., 2016; Manso Sainz et al., 2019). Kerr et al. (2019a) and Kerr et al. (2019b) have investigated the effect of the physics included in the radiation transport to forward-model these Mg II h&k lines from radiative hydrodynamic flare simulations. These authors conclude that to properly reproduce these lines we need to consider: i) partial frequency redistribution of the scattered photons (PRD), ii) only hydrogen and Mg II need to be included in non-local thermodynamic equilibrium (non-LTE), iii) nonequilibrium hydrogen populations, with nonthermal collisional rates, iv) an atom model with more levels than the ones involving the resonance Mg II h&k lines, and v) the irradiation from hot, dense flaring transition region, which can affect the formation of Mg II. Kerr et al. (2019b) also suggest to consider the nonequilibrium (NEQ) ionization when the atomic level populations are calculated, instead of the statistical equilibrium (SE), for most of the stages of the flare. However, these authors also acknowledge the computational cost of considering this approach, and for most of the duration of the flare, especially the stronger ones, the SE approach is valid. Nevertheless, a careful treatment of the hydrogen lines and the electron densities, prior the calculation of the Mg II h&k lines, is also important for the proper synthesis of these lines, as (Liu et al., 2015) have demonstrated.
The formation and behavior of the C II 1334 & 1335 Å have been investigated by Rathore and Carlsson (2015) and Rathore et al. (2015). Using state-of-the-art numerical models and the most advanced radiative transfer methods, these authors found that these lines can behave as optically thick or as optically thin, and the range of the temperature and height where they are formed can vary significantly, from 6 to 40kK, i.e., from the chromosphere to the transition region.
In this work, we have analyzed the profiles of these lines corresponding to the flare ribbons during the maximum of the flare. In this location, at that time, the Mg II h&k profiles are characterized by a pointy, broad-on-the-base shape1. Figure 2 shows a typical Mg II h&k profile in the quiet Sun. The main features of the lines and their rest wavelength positions are indicated by labels and vertical lines respectively. In each of these lines, we can distinguish two peaks (the k2v,r and h2v,r features) and a central depression or self-reversal in the core of the lines (the k3 and h3 features). However, in the profiles studied in this investigation the central depression has disappeared and the top of the profiles is defined by an inverted-V shape in just a few spectral samples. Note that some authors refer to single-peaked Mg II h&k profiles as those profiles that show k3 and h3 in emission, but at the same intensity or slightly higher or lower than the k2 and h2 spectral features. Such profiles, while being single-peaked, are mostly characterized by being flat-topped, as they were described by Carlsson et al. (2015). The central depression is also reduced when high coronal pressures (10–100 dyn cm−2), associated to chromespheric evaporation, are considered (Liu et al., 2015). In contrast, the Mg II h&k profiles discussed in this paper are single-peaked as well, but their main characteristics are: i) their very pointy top, as a consequence of the lack of k3 and h3 features and of having the violet and red components of the k2 and h2 almost totally blended in one pointy feature, ii) extended broad wings, which renders indistinguishable the k1 and/or h1 spectral features; and iii) the subordinated Mg II UV triplet lines are in emission, often also showing a pointy, broad shape, albeit not as extremely pointy, since the top of these lines shows an inverted-U shape.
[image: Figure 2]FIGURE 2 | Mg II h&k and Mg II UV2&3 lines - the latter belonging to the Mg II UV triplet - as observed by IRIS in the quiet-sun. Spectral sampling is 0.025 Å. The rest position for the core of the lines is indicated by the vertical dashed lines. The main features of the h and k lines are indicated with labels. The wavelength values are given in vacuum wavelength.
The C II 1334 & 1335 Å lines also show a pointy shape, and in many cases, it is red-shifted or showing a strong red-shifted component. These extreme profiles are difficult to invert, and, therefore, the interpretation of the results at values with optical depth log(τ)[image: image] presented in this investigation has to be carefully considered.
Because of this pointy aspect, we refer to these profiles as extreme and very pointy profiles (see Figures 3, 4), and to an intermediate case as combined pointy profile (see Figure 5). A more detailed explanation of this classification is given in Section 2.2.
[image: Figure 3]FIGURE 3 | Examples of the type A extremely pointy profiles. Panel (A) shows the C II 1,334 & 1,335 Å lines, panel (B) the Mg II UV1 line, and panel (C) the Mg II UV triplet lines, including the Mg II UV2&3 between them. The dashed vertical lines indicate the rest wavelength of these lines.
[image: Figure 4]FIGURE 4 | Examples of the type B extremely pointy profiles. See caption of Figure 3 for details.
[image: Figure 5]FIGURE 5 | Examples of the combined type of pointy profile. See caption of Figure 3 for details.
These kinds of pointy spectral line profiles, especially the Mg II h&k, were identified in IRIS data as soon as the instrument started to observe flares. Kerr et al. (2015) reported strong emission in the Mg II h&k and the Mg II UV2&3 lines in the ribbons of the M class flare SOL2014-02-13T01:40 observed by IRIS. The authors noted the absence of the depression in the core of the Mg II h&k lines, i.e., the lack of the k3 and h3 features. They also concluded, based on the ratio of the intensity between the k and the h lines, that these lines are optically thick during the flare. As we just mentioned above, this may not be the case for the C II 1334 & 1335 Å lines. The profiles shown by Kerr et al. (2015) are inverted-U pointy profiles. Figure 6 in Liu et al. (2015) shows a selection of Mg II h&k profiles belonging to the flare studied in the current paper. As we will discuss later, some of the profiles shown in that figure are pointy profiles. Xu et al. (2016) identified extremely pointy Mg II h&k and C II 1334 & 1335 Å profiles in the positive polarity part of the ribbon of the M1.4-class SOL2013-08-17T18:43 flare, but not in the negative polarity part (decrease in the contrast of the intensity).
[image: Figure 6]FIGURE 6 | Response functions of the intensity (I) to the temperature [panels (A–C)], the vlos(D–F), and the vturb(G–I) for the atmosphere model corresponding to the extremely pointy profile type A shown in Figure 7 are shown in the background of the panels. The pointy profile and the fit are over-plotted as a reference.
[image: Figure 7]FIGURE 7 | Inversion (fit) of the C II 1334 & 1335 Å panel (A), Mg II UV1 (B), Mg II h&k [(C) and left and right sub-panels in panel (C)], and Mg II UV2&3 [(C) and center sub-panel in panel (C)] lines of an extremely pointy profile type A, and the model recovered from the inversion. The three first panels show the inversion of an extremely pointy profile type A (in dotted, black line). The dashed, blue line corresponds to the inversion only taking into account the Mg II h&k lines. The fuchsia line corresponds to the inversion considering simultaneously the C II 1,334 & 1,335 Å lines, the Mg II UV1 line, and the Mg II h&k lines - including the Mg II UV2&3 lines. The last two panels show the thermodynamic variables obtained from the inversions: temperature (T, in orange), logarithm of the electron density (ne, in blue), velocity of turbulent motions or micro-turbulence (vturb, in green), and line-of-sight velocity (vlos, in violet). The dashed lines correspond to model recovered from the inversion considering only the Mg II h&k lines, while the solid lines correspond to the inversion considering all the spectral lines mentioned above. The red shade areas in the model atmosphere panels (D,E) indicates the optical depth range that we should not consider as reliable.
Several models have been proposed to explain the pointy profiles, particularly the ones observed by IRIS on SOL2014-03-29T17:48. Rubio da Costa et al. (2016) and Rubio da Costa and Kleint (2017) studied the parameters needed to model the Mg II h&k profiles observed during the maximum of this flare. The authors modified the thermodynamics parameters in hydrodynamic simulations (RADYN, Carlsson and Stein, 1995; Carlsson and Stein, 1997; Allred et al., 2015), and then they obtained the synthetic profiles of these lines using the RH code (Uitenbroek, 2001) considering non-LTE and PRD. The authors obtained inverted-U, single Mg II h&k profiles by increasing the temperature and density in the formation region of these lines. However, the intensity of these profiles is larger than the intensity in the observed profiles. They were only able to match intensity profiles with inverted-U, single-peak profiles when they considered a strong gradient in the line-of-sight velocity (vlos). These calculated profiles show however a significant asymmetry. In addition, their calculated profiles were not able to properly reproduce the large broad wings observed in the IRIS observations, except when they introduced micro-turbulent velocities (vmic) values as large as 40 km s−1, which they considered to be an unrealistic value. Zhu et al. (2019) followed a similar approach to that of Rubio da Costa et al. (2016), i.e., forward modeling using RADYN and RH, to interpret the Mg II h&k lines of the same flare studied by Rubio da Costa et al. (2016) and Rubio da Costa and Kleint (2017), and by us in the current paper. In this case, the authors considered the impact of the Stark effect on line broadening. They used the STARK-B database - in which line broadening is calculated based on a semi-classical impact-perturbation theory Dimitrijević and Sahal-Bréchot (1995; 1998)–for the treatment of the quadratic Stark effect by RH. This is because the Stark effect was previously implemented in RH considers the adiabatic approximation to calculate the quadratic Stark effect, and this approximation may underestimate the broadening for the Mg II h&k lines during flares (Rubio da Costa and Kleint, 2017). In summary, Zhu et al. (2019) were able to fit the extremely pointy Mg II h&k profiles observed by IRIS in the flare but only by considering an ad hoc contribution of 30 times of the quadratic Stark effect obtained by using STARK-B in RH. This ad hoc assumption allowed them to properly fit the very broad wings of these profiles. However, the authors were unable to provide a physical justification for the large ad hoc enhancement of the Stark effect. They also tried to fit the broad wings by considering the STARK-B database value and various values of vturb. They found an unrealistic value of vturb[image: image] km s−1 below the formation region of the line core of the Mg II h&k lines, and even in this case, the fit in the part of the wings furthest from line core is not good both for Mg II h&k and the Mg II UV triplet. In this paper, we focus our attention on the study of both the extremely pointy and the very pointy profiles observed by IRIS during the maximum of the flare. This kind of profile is mostly present during the maximum of the flare. We note that while single-peaked profiles can also be seen in the pre-flare stage and they may help us to predict the flare onset with about 30–50 min advance notice (Panos et al., 2018; Woods et al., 2021), these are quite different: the peak of the latter Mg II h&k profiles shows an inverted-U shape, the Mg II UV triplet is barely in emission, and the C II 1334 & 1335 Å lines show a wide inverted-U shape. The thermodynamics along the optical depth of pre-flare profiles was for the first time described by Woods et al. (2021). In contrast, in the current investigation, we will reveal the thermodynamics of the most intriguing and peculiar profiles emitted at the maximum of the flare.
The interpretation of these extremely pointy profiles during the maximum of flares has presented a challenge for modelers and observers. In this paper, we present a solution - in good agreement with several possibilities speculated in previous work—that is able to reproduce these complex profiles. This solution provides reasonable values of the thermodynamics parameters involved in the problem, i.e., gives a realistic view of the conditions in the chromosphere of flare during its maximum.
2 MATERIALS AND METHODS
The data analyzed in this paper correspond to the maximum of the X1-class flare at SOL2014-03-29T17:48. This data are part of the multi-instrument observations that we led from the Dunn Solar Telescope at Sacramento Peak Observatory in coordination with IRIS and Hinode (Kosugi et al., 2007). Moreover, this flare was simultaneously observed by other observatories such as the Reuven Ramaty High-Energy Solar Spectroscopic Imager (RHESSI, Lin et al., 2002), the Solar Dynamics Observatory (SDO, Pesnell et al., 2012), and the Solar Terrestrial Relations Observatory (STEREO, Kaiser et al., 2008). A description of this unique observation and the evolution of the flare is provided by Kleint et al. (2015), and of the observed Mg II h&k lines by Liu et al. (2015) and Rubio da Costa et al. (2016).
The rasters obtained by IRIS of the region where this flare occurred - NOAA AR 12017—span from 2014-03-29T14:09:39 UT to 2014-03-29T17:54:16 UT. This active region was located at μ = 0.78, with μ = cos θ, and θ the heliocentric viewing angle. The maximum X-ray flux measured by GOES-15 during the flare took place at 2014-03-29T17:48, which corresponds to raster no. 175 of the series of rasters taken by IRIS (see Figure 1). Each raster consisted of an 8-step scan with the slit crossing the two ribbons of the flare. Each step of the raster is 2″ in the direction perpendicular to the slit, covering a field-of-view (FoV) of 14″ × 174″, with 174″ the length of the slit. The exposure time was nominally 8s (but was reduced during the flare in response to the onboard automatic exposure control algorithm), the spectral sampling was 0.025 Å (in the NUV passband), and the spatial sampling along the slit was 0″.16. At each step of the raster the IRIS Slit-jaw Imager (SJI) took an image. In this observation, during the acquisition at steps number 1, 5, and 7 the SJI took an image at 1400 Å, at step number 3 an image at 2832 Å, and steps number 2, 4, 6 and 8 images at 2796 Å. The FoV covered by the SJI was 167″ × 174″. The right panel in Figure 1 shows the SJI image taken by IRIS during the maximum of the flare at 2796 Å.
Since we are mostly interested in understanding, as accurately as possible, the thermodynamics in the chromosphere, we decided to investigate simultaneously the C II 1334 & 1335 Å and the Mg II h&k lines. It has been shown that these lines are sensitive to thermodynamics in roughly the same region of the chromosphere, both by solving the radiative transfer equation in 3D magnetohydrodynamics models (Rathore and Carlsson, 2015), and by looking into the mutual information shared by these lines (Panos et al., 2021). Having this simultaneous information is a great advantage to decouple the T and vturb encoded in the width of the spectral lines (see Section 4.6 in Jefferies, 1968).
In this paper we proceed in a similar fashion as Woods et al. (2021) and invert simultaneously the C II 1,334 & 1,335 Å lines, the Mg II h&k lines, and the blended Mg II UV2&3 line. In addition, in this paper, we invert the other line of the triplet, Mg II UV1. Thus, following the analysis made by Pereira and Uitenbroek (2015) and Pereira et al. (2015) on the formation region of the Mg II h&k and the Mg II UV triplet respectively, and by Rathore and Carlsson (2015) on the C II 1334 & 1335 Å lines, we are in principle sampling the solar atmosphere from the low chromosphere to the top of the chromosphere. The caveat here is that some of the previous work focused on quiet Sun, and it is known that during flares the formation height of the line can sometimes be significantly different. This is mostly due to the change of the electron density and temperature along the optical depth during a flare, as several semi-empirical models indicate (e.g., Lites and Cook, 1979; Machado et al., 1980; Avrett et al., 1986; Hawley and Fisher, 1994; Allred et al., 2015).
2.1 Data treatment: clustering and inversions
To simultaneously invert these lines we have taken advantage of the capabilities of the STockholm inversion Code (STiC, de la Cruz Rodríguez et al., 2016; 2019) to solve the radiative transfer equation for multiple lines and multiple atoms, considering non-local thermodynamic equilibrium and partial frequency redistribution of the radiation of the scattered photons. STiC uses the RH code Uitenbroek (2001) at the backend to self-consistently solve the RTE and the statistical equilibrium equations (SEE) for the atomic level populations. STiC is the only code with the ability to properly treat the Mg II h&k, Mg II UV triplet, and C II 1334 & 1335 Å lines to recover the thermodynamics encoded in these lines. However, to invert a single concatenated profile of these lines takes between 6 and 8 CPU-hour - depending of the complexity of the profiles. Because of this computational burden, we have followed the strategy introduced by Sainz Dalda et al. (2019), i.e., to invert the Representative Profile (RP) and recover its corresponding Representative Model Atmosphere (RMA) by the inversion of the former. The RP is the averaged profile of a cluster of profiles that share the same shape, i.e., the same atmospheric conditions, since the shape of a profile is an encoded representation of the conditions of the matter and the radiation in the region where the lines are formed. To cluster the profiles we use the k − means technique (Steinhaus, 1957; MacQueen, 1967). This technique, due to its simplicity and robustness, has become very popular in Machine Learning, and more recently in solar physics. However, clustering in solar data (Stokes V profiles) was already used in 2000 by Sánchez Almeida and Lites (2000). The core of the code is to find the centroids of clusters of elements so that the elements within a cluster are closer to its centroid than to any other centroid. For that, the code calculates the Euclidean distance between an initial number of elements randomly selected (in the original k − means version) and all the elements in the data set. Then, all the closest elements to a centroid form a cluster. A new centroid is calculated as the average of all the elements of that cluster. And again, the distance between all the elements in the data set and the centroids are calculated, then, new centroids are calculated as the average of the new cluster. This process is repeated until the total sum of the squared distance between the within-cluster samples and their corresponding centroid is minimized, that is:
[image: image]
with ‖ ⋅‖2 the ℓ2 norm, [image: image] is a set of K clusters C, xj the jth sample belonging to the ith cluster Ci, and μi the average of the samples x belonging to the cluster Ci, i.e., the centroid. One of the challenges of this method is how to determine the number of clusters K that are needed to properly cluster the data set. Several methods have been proposed to minimize the impact of this choice on the resulting clustering. We have selected the elbow method (Thorndike, 1953) to determine this number. It has been shown that a number of clusters larger than 100 is typically enough to cluster properly, in general, for IRIS Mg II h&k data sets (see Section 1.2 of IRIS2 tutorial web page2). Based on the results of the elbow plot3, we have decided to cluster our data set in 320 RPs. Thus, we optimize the representation of the data by taking into account our computational resources (320 CPU cores). For the case studied here, the number of profiles is ≈ 8,000 px per raster. Hence, to invert that number of profiles with STiC would take at least ≈ 48, 000 CPU-hour. Nowadays, this number is not too large in terms of computation time. It would however turn computationally expensive if we wanted to invert the 175 available rasters of this flare (≈8.4 MCPU-hour). Fortunately, we can reduce these numbers very significantly through the use of representative profiles. As mentioned, a number of 320 RPs per raster is enough to cluster this kind of data, and they can be inverted with a mid-size server (≈1050 CPU-hour for the 175 rasters).
An important issue of working with Euclidean distance is the scale of the features. If some features have very large values with respect to others, the smaller values will have a small impact on or significance in the distance. One way to solve this situation is to normalize each feature, for instance between 0 and 1. This is what we did for the cropped, joint profiles. These are the profiles that we have clustered. In this way, we give equal weight to all the involved spectral lines. After the k − means is run over this new data set of concatenated profiles, the elements of a cluster are identified, that is, they are labeled with the number corresponding to that cluster. Finally, the RP of that cluster is calculated as the average of the original, joint profiles within the cluster.
This would be the standard way to proceed. But it is not the procedure we followed. During the maximum of the flare, the ratio between the maximum intensity in the Mg II h&k lines and the C II 1,334 & 1,335 Å lines varies from ∼100 in the pseudo-quiet-sun (the closest area to the quiet in the FoV of our data) to just ∼10 in the ribbons. A significant variation also exists between the ratio of the integrated intensity of the Mg II UV triplet lines and the Mg II h&k  although not as large. This is not important for clustering the data, since, as we mentioned above, we scale all the features between 0 and 1, but it represents a problem for the inversion. STiC tries iteratively to minimize the Euclidean distance between a synthetic profile - resulting from the synthesis of a model atmosphere- and the observed profile, slightly modifying the model atmosphere at each iteration. Again, since we are using the Euclidean distance as a metric, we will have a problem if the scales of the features are very different. But now, due to coding practicality, we cannot scale the profiles individually. In this case, we use a set of weights at the sample wavelengths to scale all the profiles. These weighted profiles are then inverted. In our case, we weigh the C II 1,334 & 1,335 Å lines, Mg II UV triplet lines with respect to Mg II h&k lines. However, given the large variation in the ratio of the integrated intensity of C II 1,334 & 1,335 Å lines with respect to the Mg II h&k lines, we decided to stratify the data in 8 percentiles, with the 8 parts dividing the number density distribution. The 3 or 4 first portions have many original profiles, representing the pseudo-quiet-sun (the closest region to the quiet-sun in the field of view). Then, the rest of the portions are associated with the flare ribbons. Each of these portions has its own weight ratio wMgIIh&k:wCII:wMgIIUVtriplet. Once the portions are defined, 40 RPs are calculated following the procedure explained above: the creation of joint, concatenated profile, scaling between 0 and 1, k-means calculation, rebuild the k-means with the original data. Then, the 40 RPs of each portion are inverted considering their chosen weights. Note that in the first portions, since they are the most populated ones, the RPs are clustering a large number of profiles, while the rest of the portions are clustering a significantly smaller number of profiles. This is beneficial to our investigation, since we will have a better representation by the RPs of the original profiles in the flaring areas.
Table 1 shows the number of nodes for each cycle considered during the inversions. These numbers are obtained after a careful inspection of selected inversions. It is important to find a good balance between the number of nodes and cycles used and the computational time required to invert the RPs, in addition to obtaining a model physically meaningful, and at the same time avoid overfitting. The inversion uses the model for the C atom described in Rathore and Carlsson (2015). This model includes 8 energy levels plus the continuum, and it was created by Mats Carlsson. The model for Mg II includes 10 energy levels plus the continuum, and it is described in Leenaarts et al. (2013a). At each cycle, the inversion is initialized 3 times, at each initialization, if the selected χ2 threshold is not reached, a maximum of 5 inversions are allowed. The values of these inversion setup parameters are usually larger when the inversion considers simpler assumptions (e.g., LTE and CRD), that means, when the convergence is quickly reached. In our case, these values are low due to the long time needed to self-consistently solve the RTE and the SE considering PRD.
TABLE 1 | Number of nodes at each cycle for the thermodynamics variables considered during the inversions.
[image: Table 1]2.2 Selected pointy profiles
The selection of the extremely pointy profiles and the very pointy profiles was made through visual inspection. Thanks to the clustering of the data, this task is easily doable: we look for these peculiar profiles in a set of 320 RPs instead of ≈ 8,000 profiles. We have selected the most clear cases of these profiles to show their main characteristics. We can distinguish two main groups among the extremely pointy profiles that we have classified as Type A and Type B (see Figures 3, 4). The core of the Mg II h&k extremely pointy profiles Type A (panel C) resembles the core of a Lorenztian distribution, while the wings look like the wings of a Laplacian distribution. The C II 1,334 & 1,335 Å lines are pointy, red-shifted, and in most cases their shape shows a negative skew (panel A). In some cases, the C II 1,334 & 1,335 Å lines saturate the response of the detector.
The Mg II h&k extremely pointy profiles type B (see panel C in Figure 4), in addition to having the pointy core, show very enhanced wings. Sometimes, the blue wing is slightly more enhanced than the red wing, making the k3 and the h3 features identifiable. The Mg II h&k lines are a bit shifted to the red. The Mg II UV triplet lines are clearly shifted to the red, and they have a blue component (panel B). Interestingly, the same happens for the C II 1,334 & 1,335 Å lines (panel A).
The last type of profile seems to be a combination of types A and B (see Figure 5). The main difference is the presence of a well-defined, stronger blue component, and the peak of the line is now well-centered. Note that the blue component is well distinguished, and the profile can be clearly described in terms of the 2v, 2r, and 3 features, that means, in terms of 2 peaks and the central depression. In this case, the 2r feature largely dominates over the 2v one, and it is located on the rest spectral position of the line. On the other hand, the 3 feature is present, and it is slightly blue-shifted. The wings of these profiles are not as enhanced as those of the extremely pointy profile of type B. As we will see in Section 4, the subtle differences between the profiles belonging to the combination type and the ones belonging to the type B are related to the slightly different stages of the flare’s evolution.
In all the types, the Mg II UV triplet lines show either a blue or red component, or both (see Figure 3). These components appear, in most cases, both in the Mg II UV1 line and the Mg II UV2&3 lines. This behavior indicates that these components are actually belonging to these lines and not to nearby lines in emission.
The spatial distribution of these profiles is shown in the right panel of Figure 1. The Type A profiles are mostly located in the ribbon (dark blue ticks), the type B profiles are located in the leading edge (dark orange ticks), and the combination type profiles are mostly located close to (and just trailing) the leading edge (dark green ticks). The locations displayed in light colors show all the profiles of the various types not shown in Figures 3–5. The profiles associated with these locations have a range of gradually changing appearances within their corresponding type. For instance, a profile in a light blue location is an extremely pointy type A profile but the wings of the Mg II h&k lines look more Lorentzian than Laplacian, in contrast to the most intense ones shown in Figure 3, which have more Laplacian wings.
The pointy profiles almost always occur in the flare ribbons. Pointy profiles have also been observed during the pre-flare phase, as we have already mentioned. However, it is during the maximum of the flare that the extreme and very pointy profiles appear.
2.3 Where in the solar atmosphere we can trust the model atmosphere associated to the pointy profiles
The main characteristic of the profiles studied in this paper is the pointy aspect in the core of the Mg II h&k lines, to some extent in the C II 1,334 & 1,335 Å lines, and a strong emission of the Mg II UV triplet lines. Another important feature of these profiles is the broad width of the lines, especially in their wings. This broadening affects all the lines mentioned above. Because the radiation of the wings comes from deeper in the atmosphere, we have investigated how deep in the model atmosphere the information recovered from the inversion is still reliable.
The traditional method to recover this information is by using the response function (RF, Mein, 1971; Landi Degl’Innocenti and Landi Degl’Innocenti, 1977) of the profile to a small variation of a physical parameter in the model atmosphere associated with the synthetic profile. In our case, this synthetic profile is the one that best fits the observation (inverted profile, in fuchsia line in all the figures of this paper). The background image of the panels in Figure 6 shows the normalized RF of the intensity (I) to changes in the temperature (panels A–C), vlos (D–F), and vturb (G–I) for the extremely pointy inverted profile type shown in fuchsia in Figure 7. The observed and inverted profiles are shown as a reference for a better location in wavelength of the spectral features of the profile. In the RF background image, the stronger the color is the stronger the response of I at that wavelength is to a variation of the physical parameter at that optical depth. Note that the RFs are evaluated for each physical parameter independently.
In this paper, we have considered another approach: to determine at what optical depth the synthetic profile obtained from the modified model associated with the inverted profile deviates from that inverted profile. We have modified the T and the ne by changing these values with the FALC model values, starting from log(τ) = 0 to log(τ) = −7 with steps of Δτ = 0.2. Similarly, we have changed the vturb and the vlos to 0 km s−1 in the same optical range. This method has the advantage that considers simultaneously the 4 physical parameters, while the RFs quantify the impact of the perturbation of only one physical variable in the profile.
In most of the cases analyzed, the inverted profile remains as it is, ignoring the modifications we have made to the atmosphere, up to log(τ) ≈ − 2.0, which means: any change in the model atmosphere at −2 ≲ log(τ) has no effect on the shape in the associated synthetic profile. Figure 8 shows the extremely pointy profile shown in Figure 7 in the dotted solid black line and the inverted profile in fuchsia in panels A to D, and the model atmosphere in solid colored lines in the last row of the figure in panels E and F. The profile in the dashed black line in panels A to D corresponds to the synthesis of the model shown in the last row in dashed black line as well. This modified model differs from the model atmosphere (in colors) associated to the inverted profile (in fuchsia) between [image: image], but it is just after [image: image] when the new synthetic profile (dashed black line) starts to be different with respect to the original inverted profile (in fuchsia). As we can see, the wings of the Mg II h&k lines obtained from the modified model atmosphere start to deviate from the inverted profile. This also happens in the extended wings of the Mg II UV triplet lines. We have to mention that this deviation occurs at log(τ) ≈ − 1.8 in other pointy profiles, such is the case for the profile shown in Figure 11. Any perturbation in the model at [image: image] produces a dramatic deviation from the inverted profile. Thus, those profiles showing extended, enhanced broad wings, either in the Mg II h&k lines or the Mg II UV triplet lines, are sensitive to the variations in the high-photosphere. This is also observed in the RFs shown in Figure 6, with the significant response at the extended wings of the Mg II h&k at [image: image] for T, vlos, and vturb, while for the Mg II UV1 the response to variation of these parameters is still important at [image: image], but it is at as low as [image: image] for the vlos and at [image: image] for the vturb. As a result, we should be cautious with the values of the model atmosphere between [image: image], and completely discard the values for [image: image] shown in the figures of this paper. Because of this, the values in this optical depth range are gradually shaded in red.
[image: Figure 8]FIGURE 8 | Deviation from the inverted profile corresponding to the extremely pointy type A profile (in fuchsia) shown in the Figure 7 that shows how sensitive the synthetic profile [dashed black line, panels from (A–D)] is along the solar atmosphere the model atmosphere [panels (E,F)]. The profile in dashed black line shows the resulting profile by considering a modified version [in dashed black lines, panels (E,F)] of the original model [in colors in the lower panels, panels (E,F)] from [image: image]. See details in the main text.
To support this statement more strongly, we have verified that the photospheric lines available in the IRIS Mg II h&k spectral range do not show a high Doppler shift. We will use photospheric lines to recover the information from this optical depth range in a following investigation.
As it has been already mentioned, the values at log(τ)[image: image] should be taken with caution. This is because the current inversion scheme is not able to capture changes in the thermodynamics - if any - in that optical depth range, i.e., well inside the transition region, from the C II 1,334 & 1,335 Å lines. None of the lines in this study are sensitive to changes in the thermodynamics at −1 < log(τ). Therefore, the values shown at these two ranges are due to the interpolation used by the inversion code in the nodes at that optical depths, and we have tested that changing those values in these ranges has no effect on the inverted profiles.
3 RESULTS
Figures 7, 9, 10, 11 show the results from the inversions of two profiles of type A, one of type B, and a combination profile, respectively. These figures show the fit of the C II 1,334 & 1,335 Å lines, Mg II UV1 line, and the Mg II handk lines, including the Mg II UV2&3 blended lines. They show both the inversion considering only the latter lines and all together. Thus, we can better appreciate the impact in the model atmosphere by including the C II 1,334 & 1,335 Å lines and the Mg II UV1line. The physical parameters are shown along the logarithm of the optical depth, log(τ)4.
[image: Figure 9]FIGURE 9 | Inversion (fit) of the C II 1,334 & 1,335 Å, Mg II UV1  Mg II h&k, and Mg II UV2&3 lines of another extremely pointy profile type A, and the model recovered from the inversion. See caption of Figure 7 for details.
[image: Figure 10]FIGURE 10 | Inversion (fit) of the C II 1,334 & 1,335 Å, Mg II UV1  Mg II h&k, and Mg II UV2&3 lines of an extremely pointy profile type B, and the model recovered from the inversion. See caption of Figure 7 for details.
[image: Figure 11]FIGURE 11 | Inversion (fit) of the C II 1,334 & 1,335 Å, Mg II UV1  Mg II h&k, and Mg II UV2&3 lines of a combined pointy profile type, and the model recovered from the inversion. See caption of Figure 7 for details.
The model atmosphere obtained differs for the different types of pointy profiles. We first discuss the main behavior of the extremely pointy profiles A (Figures 7, 9), then the type B (Figure 10), and finally the combined type (Figure 11).
The fit of the spectral lines in Figure 7, while not perfect, is rather good in all the lines. In the high chromosphere5, the T shows large values, between 25 kK and 7.5 kK, as the optical depth increases. The ne shows a steady, small increase around log (ne) ≈ 12. The vlos goes from 0 km s−1 to [image: image] km s−1, that is, a downflow with a strong gradient in the vlos. These values are very similar to the ones obtained in the inversion of the profiles shown in Figure 9. The vturb  however, shows a difference. In the first case (Figure 7), the vturb is close to 0 between −6 < log(τ)[image: image], then increases up to 15–20 km s−1 at log(τ) = −6.5. In the second case of pointy profile type A (Figure 9) the value is almost constant around vturb= 5 km s−1. Because the fit, especially the width of the lines, in the first case is good in all the lines - including the C II 1,334 & 1,335 Å an lines, we consider the vturb[image: image] km s−1 as a valid value. In the second case, the fit of the C II 1,334 & 1,335 Å lines is not good, failing to fit the width of these lines. This, as it has been mentioned above, may be due to the dual optical behavior of these lines. Therefore, the values of vturb must be considered carefully, especially in the higher part of the chromosphere, i.e., at [image: image]. In the mid and low chromosphere, both cases behave very similarly: i) the and T decreases gradually, reaching its minimum value at log(τ) = 1, ii) the ne increases up to log (ne) = 13 at log(τ) = −2, then it drops off to 13 < log (ne) < 12 at log(τ) = −1, iii) the vlos decreases gradually from 30 km s−1 to 0 km s−1, and iv) the vturb shows a wavy behavior around 5 km s−1.
The profiles in Figure 10 show an extremely pointy profile of type B. The T is lower in the high chromosphere ([image: image] kK) than in the mid chromosphere ([image: image] kK). The ne in the high chromosphere has a lower value (log (ne) ≈ 11) than for the pointy type A profiles. The T and ne reach their minimum value at log(τ)= −1. The vturb is [image: image] km s−1 in the high chromosphere, decreasing rapidly to 0 in the low chromosphere. The vlos shows a steep gradient in the upflow velocity at the high chromosphere, from −40 km s−1 to 0 km s−1, becoming and a downflow of [image: image] km s−1 in the low chromosphere.
The atmosphere corresponding to the combined type (Figure 11) is more similar to the one corresponding to type B than to type A. The most significant difference with respect to type B results are: i) the large value of the vturb in the high chromosphere, with a value as high as 20–25 km s−1, which explains by the very broad, enhanced wings, and ii) the smaller, more gradual upflow vlos varying from −10 km s−1 to 0 km s−1 from the high to the low chromosphere.
The fits of the C II 1334 & 1335 Å lines in 10, 11, and 12 are not good. To model and invert the C II 1334 & 1335 Å lines, especially in explosive events, is challenging. The fit of these lines is satisfactory in many cases, e.g., in active regions (Sainz Dalda et al., 2022), and even during pre-flare conditions (Woods et al., 2021). However, during the maximum of a flare, the physical conditions may be too complex to model and invert these lines properly with the currently available tools. As we mentioned above, these lines can be also formed in the transition region. Therefore, the inversion code must have the capability to reproduce the large jump in the temperature from the chromosphere to the transition region in very few optical depths. This is not possible with the current inversion scheme. As a consequence, the fit of the C II 1334 & 1335 Å lines in Figures 9, 10, 11 is not as satisfactory as in simpler conditions. A deeper investigation into the C atom model and an improved inversion code will likely help to fit these complex profiles, but this falls out of the scope of this paper.
3.1 How the extremely pointy profiles are formed
A simple way to create an extremely pointy type A profile in the Mg II h&k lines is by considering an extreme gradient in the high chromosphere. Figure 12 shows how to get an extremely pointy profile type A from a double-peaked Mg II h&k profile. The red and blue profiles are the result of considering the T, vturb, and ne of the double-peaked profile (panels D to F) with vlos shown in red and blue lines respectively (panel G) of Figure 12. In this example, the steep gradient is located between −7 < log(τ)[image: image] and goes from ± 50 to 0 km s−1. We have done several tests and we have also obtained extremely pointy profiles for lower values of vlos. Note that the C II 1,334 & 1,335 Å lines (panel A) are shifted to the red and blue wavelengths for the downflow and upflow gradients respectively, and they show the skewness previously observed in the IRIS data.
[image: Figure 12]FIGURE 12 | Creating an Mg II h&k extremely pointy profile type A [red or blue, in panels (A–C)] from a double-peaked Mg II h&k profile (grey) by considering an extreme gradient downflow (red) or upflow (blue) in the high chromosphere [panel (G)].
Another way of studying what can cause pointy profiles is by studying the contribution of vlos to the synthetic profile obtained by the inversion of the extremely pointy type A profile shown in Figure 7 (in fuchsia). We have taken the same thermodynamics atmosphere associated with that profile (see bottom panels in the 6) and imposed a zero velocity at all optical depths (vlos(τ) = 0 km s−1), and then synthesized that new atmosphere. Again, we obtain a double-peaked profile (panels B and C), which is shown in blue in Figure 13.
[image: Figure 13]FIGURE 13 | Deconstruction of the synthetic extremely pointy type A profile (in fuchsia) shown in the Figure 7 that shows the role played by the vlos. Panels A, B and C show the C II 1334 & 1335 Å, Mg II UV1, and the Mg II h&k lines (including Mg II UV2&3 lines) respectively. The profile in blues shows the resulting profile by considering vlos= 0 km s−1 in the atmosphere associated to the profile mentioned above (two bottom panels in the Figure 7).
The role played by the vlos in the enhancement or diminution of emission peaks in the line was first studied by Scharmer (1984), and more recently by de la Cruz Rodríguez et al. (2015). Thus, a vlos to the blue (red) is able to reduce the line opacity in the red wing, and as a result an enhancement in the red (blue) wing of the line is produced. In addition, in the presence of a strong gradient of vlos  the core of the line (k3) is shifted with respect to the wings, making it able to vanish one of the peaks of the line (k2r or k2v). Therefore, the enhancement of one of the peaks at the same time that the other peak is hidden by the shifted core produces an extremely pointy profile or a combined pointy profile.
In summary, the extremely pointy shape of these profiles is the signature of an extreme gradient in the vlos in the chromosphere. In the context of a flare, the downflows and upflows are associated with the chromospheric condensation and evaporation respectively. In this case, these flows have extreme gradients along the optical depth and take place in a well-determined optical depth range: the high chromosphere. Thus the difference between type A and type B is mainly due to the difference in the temperature in the high chromosphere, being smaller for the type B with respect to the type A.
4 DISCUSSION
The inversion and interpretation of the profiles presented in this paper entail a significant challenge. The highly dynamic event studied - the maximum of an X1.0-class flare, is reflected both in the associated profiles and the thermodynamics recovered from the inversions of these profiles. The extremely pointy and combined type profiles belong to the same solar feature - the ribbon, including its leading and trailing edge. However, they are related to slightly different stages of the same event, which happen simultaneously in different locations in the ribbon. We should understand that both the variation in the appearance of the profiles and their associated thermodynamics is gradual. Thus, while we have focused our attention on the most significant of each type, the following interpretation captures the main physical properties during the maximum of the flare. Figure 14 is particularly helpful for this interpretation.
[image: Figure 14]FIGURE 14 | Maps of thermodynamic values (columns) during the maximum of the X1.0-class flare SOL2014-03-29T17:48, for various optical depths (rows). The image in the background of the panels corresponds to IRIS SJI 2796 Å shown in the dashed grey square in Figure 1.
For the positions scanned by the IRIS slit, the location of the trailing edge of the upper ribbon is at [X, Y] = [512, 268], and in the lower ribbon at [X, Y] = [517–526, 263]. It is in these locations where the extremely pointy type A profiles such as the ones shown in Figure 3 are found, while the rest of the profiles of this type are mostly located within the ribbon itself. The location for the leading edge of the upper ribbon is at [X, Y] = [512, 277] and in the lower ribbon at [X, Y] = [512–526, 257–255]. Most of the type B pointy profiles are located at the leading edge of the lower ribbon, while the combination profiles are located within the ribbon on the trailing side immediately adjacent to the leading edge and the ribbon of the ribbon (some are also located in the region just leading the trailing edge of the ribbon). Thus, as the ribbon is energized, starting from the trailing edge towards the leading edge, the profiles go from extremely pointy type A to the combination type and finally to type B.
Because ribbons propagate across the solar surface as the flare evolves, the spatial distribution of the thermodynamic parameters from trailing to leading edge of the ribbon provides a window into the typical temporal evolution within a single location. From the temporal evolution observed in the IRIS SJI data, we know that the trailing edge has been energized longer than the leading edge in the single snapshot shown in Figure 14. That could explain why in these locations the temperature is so high in the high chromosphere (log(τ) = −5.8, the first panel in the first row of Figure 14), while in the rest of the ribbon the high chromosphere temperature is lower. The trailing edge also differs from the rest of the ribbon when we consider the temperature difference between the high and middle chromosphere. In the trailing edge, the temperature of the high chromosphere is higher than in the mid chromosphere. In contrast, the mid chromosphere temperature (log(τ) = −4.2, the first panel of the second row of Figure 14) is higher than in the high chromosphere for the leading edge and interior of the ribbon itself. Thus, the bump in the temperature at log(τ) ≈ − 5 observed in Figure 10 has not reached yet the high-chromosphere, as it does in Figure 9 and even higher in Figure 7. This spatial pattern of a somewhat reduced temperature in the high chromosphere accompanied by an increase in the mid chromosphere is seen in both flare ribbons but most clearly in the lower ribbon as IRIS scanned this ribbon more fully. This pattern has been obtained in some numerical models of flare energy deposition in the chromosphere by Allred et al., 2015. These observations support a scenario in which energy is deposited in the middle chromosphere, with an associated increase in the local temperature. This energy deposition affects the high chromosphere at later times, as the flare evolves.
The most critical physical parameter that contributes to the very distinctive profiles studied in this paper is the line-of-sight velocity. As we have demonstrated, the extremely pointy profiles of the Mg II h&k lines, but also of the C II 1,334 & 1,335 Å lines, need the presence of a strong, divergent velocity gradient located between the high and middle chromosphere. Therefore, the main thermodynamic phenomenon in the chromosphere happening in the ribbons during the maximum of the flare is a divergent flow hosting strong velocity gradients.
In addition, the Mg II UV triplet lines have signatures associated with strong velocities in the high photosphere. The divergent flow located between the high and mid chromosphere can be appreciated between the first (i.e., top) and the second panel of the second column of Figure 14. There, we can observe predominantly an upflow in the ribbon in the high chromosphere (log(τ) = −5.8), while in the middle chromosphere and lower regions in the atmosphere (−4.2 < log(τ)) the ribbon shows a downflow. Note that in the trailing edge, there are some locations where the velocities in the high chromosphere are positive, i.e., they host downflows. Again, these locations are likely ahead in time (i.e., have evolved for the longest time since the start of the flare), so it is possible they may have experienced the upflows at an earlier stage of their evolution. The presence of a divergent flow is compatible with a scenario where an electron beam propagating downwards from the flare reconnection site in the corona impacts the dense chromosphere (thick-target model, Hudson and Ohki, 1972). Such divergent flows have also been obtained in radiation hydrodynamic experiments by Kerr et al., 2016 and Kowalski et al., 2017 who studied the same flare that we analyzed in the current paper. However, the synthetic Mg II h&k profiles obtained by Kerr et al., 2016 show the k3 feature in absorption, which indicates that their models are missing some ingredient(s) needed to reproduce the observed profiles. Similarly, the temperature increase where the divergent flows occur in Kowalski et al., 2017 is much higher (T ≈ 10 MK) than the one we obtain. What can explain the strong velocity flows that we observe in the high photosphere? Several results suggest that these can be explained by the different penetration of the different energy regimes of the electron beams. Graham et al., 2020 demonstrated that low-energy electrons (E ≈ 25–50 keV) are responsible for the evaporation-condensation in the high chromosphere, while very high-energy electrons (E ≥ 50 keV) can penetrate deeper into the atmosphere and produce a similar situation in the high photosphere. These authors used, in addition to the Mg II UV1 line, the optically thin lines Fe I 2814.11 Å, and Fe II 2813.3 and 2814.45 Å. In their study all these lines show a strong red component. However, in the flare we study here no red components are present in the Fe I and Fe II lines, and the Mg II UV1 line shows on occasion a strong red component, but also blue and red components in other cases. Likely, the situation shown in Figure 14 is compatible with the scenario described by Graham et al., 2020 and the one previously suggested by Libbrecht et al., 2019 (see Figure 14 of their paper). Here, in agreement with Graham et al., 2020, we interpret that the bounce-back motion that Libbrecht et al., 2019 locates in the chromosphere is lower in our case, reaching the high photosphere. In summary, there are two slabs, one located between the high and mid chromosphere and the other in the high photosphere, that are suffering the impact from energized electron coming from the corona, and producing explosive, divergent upflows and downflows. These slabs are not necessarily located in the same feature of the ribbon at the same time, and their location evolves as the ribbon is energized by the flare.
Finally, in the ribbons the velocity associated turbulent motions is large, vturb[image: image]km s−1, in the high and mid chromosphere in the ribbons. It is in these regions where the core of both the C II 1,334 & 1,335 Å lines and the Mg II handk lines is sensitive to this parameter. The values presented in this investigation are more realistic than the ones obtained by Rubio da Costa and Kleint (2017) (40 km s−1) or Zhu et al. (2019) (40–50 km s−1). In the low chromosphere and the high photosphere the vturb in the ribbons is negligible. The extended, broad wings of the Mg II h&k are sensitive to changes in vturb in the mid chromosphere, while the Mg II UV triplet lines are sensitive to turbulence in the low chromosphere. We also note that the electron density in the ribbons is 12 < log (ne) < 13 in the chromosphere, reaches its maximum in the low chromosphere with a value of log (ne) ≈ 15, just before the temperature minimum, which is pushed down (in terms of the optical depth) towards the low-photosphere (log(τ) ≈ − 1). Thus, the extended wings of the Mg II h&k lines are mostly due to the thermodynamics conditions in the chromosphere. This region is where the contribution function of these lines is prominent when a flare model F2 (Machado et al., 1980) and non-LTE are considered, as it is shown in Figure 16 of Liu et al. (2015). This authors found that the contribution to the winds of the Mg II h&k lines in a F2 flare model extends in a region of ≈ 1,000 km in the chromosphere, in comparison to a ≈ 200 km when the VALC quiet-sun model (Vernazza et al., 1981) is considered. However, because in their model the vturb[image: image] km s−1, and it is uniform in the formation region of the Mg II h&k lines, the authors justify the large broadening of the observed wings to an enhanced line source function rather than an extra broadening. Our results prove that reasonable vturb values varying along the optical depth are able to reproduce the width of the Mg II h&k lines.
The spectral profiles studied in this article are challenging to model and interpret due to the complexity of the physical conditions that generate them. In addition to belonging to an extreme event (an X1-class flare), we note that several physical processes such as upflows and downflows, or heating and cooling, occur simultaneously in the same structure—the ribbon. We are analyzing the maximum of the flare, but that does not mean all regions in the ribbon show the same behavior. For example, the trailing edge experiences different physical conditions than the ribbon itself. The interpretation of the peculiar profiles clearly will depend on where and when they are observed in the macroscopic spatiotemporal evolution of the flare. Until now there have not been any theoretical or numerical models that are able to properly reproduce these profiles. In this context, our investigation and results provide strict observational constraints to these models and suggest a reasonable physical scenario.
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FOOTNOTES
1By shape of a profile or a line, we mean the spectral distribution of the intensity (specifically, the spectral radiance) with respect to the wavelength in a given spectral range.
2https://iris.lmsal.com/iris2/iris2_chapter01.html#limitations-of-iris2-inversions
3https://www.youtube.com/watch?v=55sT144u5ag
4In this paper, log actually means log10, and log(τ) means log10(τ500), being τ500 the reference of the optical depth unity corresponding to the continuum at 500 nm.
5Roughly speaking, in this paper, we refer to the high chromosphere as the optical depth range −6.5 < log(τ)[image: image], the mid chromosphere is −5 < log(τ)[image: image], the low chromosphere is −4 < log(τ)[image: image], the high photosphere is −2 < log(τ)[image: image], and the low photosphere is −1 < log(τ)[image: image]. These ranges are dynamically changing, especially for events such as flares. Throughout such changes, the region just above the temperature minimum is referred to as the low chromosphere, while the steep, large increase of the temperature at small log(τ) values is the top of the chromosphere.
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In this work we analyze a small B-class flare that occurred on 29 April 2021 and was observed simultaneously by the Interface Region Imaging Spectrograph (IRIS) and the Nuclear Spectroscopic Telescope Array (NuSTAR) X-ray instrument. The IRIS observations of the ribbon of the flare show peculiar spectral characteristics that are typical signatures of energy deposition by non-thermal electrons in the lower atmosphere. The presence of the non-thermal particles is also confirmed directly by fitting the NuSTAR spectral observations. We show that, by combining IRIS and NuSTAR multi-wavelength observations from the corona to the lower atmosphere with hydrodynamic simulations using the RADYN code, we can provide strict constraints on electron-beam heated flare models. This work presents the first NuSTAR, IRIS and RADYN joint analysis of a non-thermal microflare, and presents a self-consistent picture of the flare-accelerated electrons in the corona and the chromospheric response to those electrons.
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1 INTRODUCTION
Flares result from the rapid release of large amounts of energy via the magnetic reconnection process in the solar corona (e.g., Benz, 2008; Shibata and Magara, 2011; Testa and Reale, 2022). Such energy release efficiently accelerates particles, heats ambient plasma and generates magnetohydrodynamic (MHD) waves (e.g., Fletcher et al., 2011). Solar flares are typically catalogued in terms of their soft X-ray energy flux as measured by the Geostationary Orbiting Environmental Satellites (GOES). For example, microflares in the GOES A- or B-class range emit ≈6 orders of magnitude less energy than the largest GOES X-class flares. An increasing amount of evidence seems to suggest that smaller microflare or even nanoflare (even fainter, as-yet unresolvable events predicted by Parker (1988)) size events found in the core of active regions are in many aspects scaled-down versions of large flares, e.g., characterized by high temperatures (up to [image: image] MK, Reale et al., 2019a; Reale et al., 2019b; Glesener et al., 2020; Testa et al., 2020; Testa and Reale, 2020; Cooper et al., 2020), and particle acceleration (Hannah et al., 2008; Testa et al., 2014; Wright et al., 2017; Testa et al., 2020; Glesener et al., 2020; Cooper et al., 2021). In addition, small flares occur much more frequently, possibly contributing to coronal heating (Hudson, 1991; Hannah et al., 2008).
Observations in the hard X-ray (HXR) range are a primary tool for studying particle acceleration. HXRs are emitted mainly via bremsstrahlung, with higher HXRs dominated by non-thermal bremsstrahlung, providing important observational signatures of the accelerated electron spectrum. A statistical study of approximately 25,000 microflares was conducted using the Reuven Ramaty High-Energy Solar Spectroscopic Imager (RHESSI), utilizing indirect Fourier imaging techniques (Christe et al., 2008; Hannah et al., 2008). RHESSI was sensitive to energies between 3 keV and 17 MeV, but experienced lower sensitivity to faint events due to high background from large detector volume (Lin et al., 2002). The Nuclear Spectroscopic Telescope ARray (NuSTAR) instrument (Harrison et al., 2013) is an astrophysical-focused mission which utilizes direct-focusing HXR telescopes, capable of achieving greater sensitivity to fainter events. NuSTAR solar observations are performed rarely (a few times per year), usually consisting of a few to several hours for each observation. Previous NuSTAR studies include analysis of both GOES sub-A-class quiet Sun brightenings (Glesener et al., 2017) and GOES A-class flares from active regions (Wright et al., 2017; Hannah et al., 2019; Glesener et al., 2020; Cooper et al., 2021). NuSTAR’s enhanced sensitivity has notably shown evidence of accelerated electrons below 7 keV, previously indistinguishable by RHESSI (Glesener et al., 2020). However, NuSTAR observations of non-thermal microflares are still somewhat rare, with Duncan et al. (2021) only definitively labeling one of the eleven studied A-class flares as exhibiting non-thermal emission. In both RHESSI and NuSTAR microflare studies, steeper non-thermal spectra have often been observed as compared to larger solar flares, resulting in more difficulty distinguishing an accelerated electron spectrum from thermal emission. Such work can be complemented by a multi-wavelength approach to analysis, particularly by including the chromospheric response to such accelerated electrons.
Our understanding of both large and small flare events has greatly improved since the launch of the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al., 2014) in 2013. We refer the readers to Sections 4.6 and 5 of De Pontieu et al. (2021) for a recent review of the most significant results from IRIS in these topics. For instance, IRIS observations of footpoint brightenings associated with coronal nano to microflares has provided unexpected new indirect diagnostics of the presence of non-thermal particles in small heating events (e.g., Testa et al., 2014). These small coronal heating events induce rapid variability in the lower atmospheric (transition region and chromosphere) emission (e.g., Testa et al., 2013), and early IRIS observations, combined with simulations, showed that their spectral properties are crucially dependent on the mechanism of energy transport (e.g., thermal conduction vs non-thermal particles), and duration of the heating. In particular, IRIS Si iv blueshifts and Mg ii triplet emission are signatures of non-thermal particles, and the IRIS spectral properties also provide valuable diagnostics of the properties of the non-thermal particles, such as the low-energy cutoff (EC) of their power-law distributions and total energy (Testa et al., 2014; Polito et al., 2018; Testa et al., 2020; Cho et al., 2023). These new IRIS indirect diagnostics of accelerated particles in small events are particularly interesting because of their sensitivity to small events which are typically difficult to observe in HXRs, and because of their diagnostics of the non-thermal particles properties (especially EC), which are often difficult to tightly constrain with HXR spectra because of the overlap of thermal and non-thermal spectra.
Joint analysis has previously been performed combining IRIS, RHESSI and modeling for large flares (e.g., Polito et al., 2016; Rubio da Costa et al., 2016), achieving a more detailed understanding of flare energy release processes. The only previously combined NuSTAR and IRIS analysis is presented in Hannah et al. (2019), which analyzed a microflare with a background-subtracted GOES class of A1. Non-thermal emission was not detected, but the ability to connect NuSTAR’s HXR detection of 5 MK flare-heated plasma to transition region and chromospheric signatures with IRIS provided evidence for the usefulness of joint analysis between the two instruments.
In this paper we analyze coordinated observations with IRIS and NuSTAR of a B-class flare, which provide a rare opportunity to study non-thermal particles in a small flare using two independent diagnostics. NuSTAR observations provide a direct measure of flare-accelerated electrons, while IRIS reveals, with great sensitivity, the chromospheric response to those electrons. Hydrodynamic modeling performed using the RADYN model connect these observables. As discussed above, the IRIS diagnostics are indirect diagnostics, based on the predictions of state-of-the-art RADYN modeling. The analysis presented here therefore serves as a validation of our previous interpretation of the IRIS observations based on hydrodynamic modeling.
The paper is organized as follows. In Section 2 we describe the SDO, IRIS and NuSTAR observations analyzed in this work. Sections 3 and 4 present the details of the IRIS and NuSTAR spectroscopic observations for the event under study, while Section 5 and 6 present the results of the hydrodynamic modeling and three-dimensional magnetic field extrapolation. Finally, in Section 7 we summarise and discuss our results.
2 OBSERVATIONS OF THE 29 APRIL 2021 B-CLASS FLARE
The small B-class flare under study was part of a series of B-class flares that occurred on 29 April 2021 in the active region (AR) complex 12820/12821 from around 14 UT and that culminated in a C-class flare around 22:30 UT. Some of these small flares were observed by a combination of instruments, including Hinode, IRIS and NuSTAR, as part of the coordinated IRIS–Hinode Operation Plan (IHOP) 409 “Energetics of solar eruptions from the chromosphere to the inner heliosphere”1. Figure 1 shows the evolution of the energy flux for the flares as observed by the GOES satellite in soft X-rays. The light blue curve and blue, magenta, and green arrows highlight the time intervals of the NuSTAR, IRIS, Hinode/EIS and VLA observational coverage respectively. In this work we focus on studying the small flare around 18:20 UT, that was observed by both IRIS and NuSTAR. While NuSTAR also observed the previous B-class flare around 18 UT, which occurred in the same active region (see Sect. 2.3), as well as a larger flare around 20 UT, these two events were not observed under the IRIS spectrograph slit. Unfortunately, the 18:20 UT microflare was not observed by Hinode/EIS and VLA, so we do not focus on these instruments in this work.
[image: Figure 1]FIGURE 1 | Overview of the 29 April 2021 flare observations and instrument coverage. The blue color indicates the NuSTAR observing time, and the horizontal arrows indicate the start and end time of the spectroscopic observations by IRIS and EIS, as well as VLA. The black vertical arrow indicates roughly the time of the microflare understudy. Unfortunately this flare was not observed by EIS and VLA.
Figure 2 shows an overview of the B-class flare under study as observed by the Atmospheric Imaging Assembly (AIA) 304 Å (panel a) and 94 Å (panel b) filters, showing plasma formed at around 7 ⋅ 106 K (7 MK, respectively O’Dwyer et al., 2010; Martínez-Sykora et al., 2011; Boerner et al., 2012; Testa and Reale, 2012, see Sect. 2.1). The 94 Å images have been processed to isolate the contribution from the Fe xviii line, using an established linear combination of the flux observed in AIA’s 94, 171 and 211 Å channels (Del Zanna, 2013). An animation associated with Figure 2 shows the evolution of the plasma emission over time. The larger and smaller boxes overlaid on the AIA images indicate the field-of-view (FOV) of the IRIS Slit-Jaw Imager (SJI) and spectrograph respectively. Panel c) shows an image from the IRIS SJI C ii 1,330 Å filter, dominated by plasma formed at T ≈ 10–40 ⋅ 103 K (10–40 kK). The bright structure visible in both the 304 Å and the IRIS SJI images is the mini-ribbon of the B flare, where we observe interesting spectral features in the IRIS data. We describe these features in detail in Section 2.2. The analysis of the NuSTAR hard X-ray observations is described in Section 2.3.
[image: Figure 2]FIGURE 2 | B-class flares around 18:20 UT as observed by the AIA 304 Å (Panel A), 94Å (Panel B) channels and the IRIS SJI 1330 Å (Panel C) channel. The IRIS FOV is also overlaid on the AIA images. An animation of this figure is available.
2.1 SDO observations
Extreme ultraviolet (EUV) context data from the Atmospheric Imaging Assembly (AIA; Lemen et al., 2012) on-board the Solar Dynamics Observatory spacecraft (Pesnell et al., 2012, SDO) is utilized as a large FOV context to our spectroscopic observations, for co-alignment between IRIS and NuSTAR observations, and to account for NuSTAR’s inherent pointing uncertainty when performing solar observations, as discussed in Section 2.3. The AIA 94 Å channel contains two temperature response peaks. The higher of the two is centered around 7 MK (e.g., O’Dwyer et al., 2010; Boerner et al., 2012; Testa and Reale, 2012), making it sensitive to temperatures measured by NuSTAR for flaring plasma. AIA 94 Å context images were made for the 18:20 UT flare, as well as the background time utilized in NuSTAR analysis. We isolate the higher temperature response peak in the 94 Å ∼channel due to Fe xviii∼via a linear combination of observed flux from AIA’s 94, 171, and 211 Å channels (Del Zanna, 2013). We have also used AIA 304 Å and 1600 Å images as context to our observations and to co-align the IRIS and AIA observations. Both filters show the cooler emission from the small ribbon that is also visible in the SJI images (see Figure 2).
We also analyze photospheric vector magnetograms and line-of-sight magnetic field intensities provided by the Helioseismic and Magnetic Imager (Scherrer et al., 2012, HMI) on board SDO. We use HMI data to derive a magnetic field extrapolation and obtain information about the magnetic connectivity of the flare loops under study (Sect. 6), which is useful to compare the results of the spectroscopic observations and models (Sect. 7). Both AIA images and HMI line-of-sight magnetic field intensity maps were processed and corrected for instrumental effects by using the standard SolarSoft routine aia_prep.pro.
2.2 IRIS observations
Since July 2013, IRIS has been providing far ultraviolet (FUV) and near ultraviolet (NUV) images and spectra of the solar atmosphere, from the photosphere to low corona, at very high spatial (0.33–0.4″), spectral (2.7 km s−1 per pixel) and temporal resolution (down to 1s or less in high-cadence flare mode, De Pontieu et al., 2014). The IRIS spectrograph channel observes line and continua formed over a broad range of temperatures, from logT [K] ≈ 3.5–7. Simultaneously, the IRIS Slit-Jaw Imager (SJI) provides high-resolution (0.33″) context images in four individual filters (C ii 1330 Å, Si iv 1400 Å, Mg ii k 2796 Å and Mg ii h wing 2803 Å). Thanks to its unique instrumental capabilities, IRIS has significantly improved our understanding of the energy deposition in the lower atmosphere during flares (e.g., see De Pontieu et al., 2021, for a recent review).
The IRIS dataset under study was a part of a medium coarse 8-step raster observation, that ran between 13:59:21–22:58:59UT on 29 April 2021. A “coarse” raster means that there is a 2″ separation between consecutive IRIS slit positions. The medium raster FOV was ≈4′′× 60″, and the raster cadence was ≈75s, with an average raster step cadence of 8 s. IRIS SJI images in the 1330 Å filter were also taken with a cadence of 10 s over a ≈59′′× 60″ FOV. In this work, we use level 2 IRIS data, which have been corrected for a number of instrumental issues, including geometric, dark and flat-field calibration, and correction for the wavelength orbital variation (De Pontieu et al., 2014; Wülser et al., 2018).
2.3 NuSTAR observations
The Nuclear Spectroscopic Telescope ARray (NuSTAR), is a NASA small explorer mission launched in 2012. The instrument consists of two co-aligned direct-focusing HXR telescopes, with a 12′× 12′ FOV and angular resolution FWHM of 18′′ (Harrison et al., 2013). The identical CdZnTe solid-state focal plane detectors are made up of four pixel detector arrays (Madsen et al., 2015). Both detectors are used to improve sensitivity, and are defined as focal plane module A (FPMA) and focal plane module B (FPMB). NuSTAR is primarily an astrophysical observatory, with a total observation range of 3–79 keV. When used for solar observations, NuSTAR is limited to observing between 2.5–13 keV due to high count rates at low energies dominating the livetime during solar observations (Grefenstette et al., 2016). NuSTAR also experiences an uncertainty in absolute pointing of one to two arcmin when performing solar observations, which is accounted for by co-aligning NuSTAR data to AIA 94 Å images utilizing Sunpy’s calculate_match_template_shift function.
NuSTAR’s spatial data during this orbit is complex, with the active region producing two flares in different locations during a relatively short timescale. The first flare, occurring at 18:08 UT, is located at the eastern side of the active region. After this flare, the second flare occurs at 18:20 UT in the west, as shown in Figure 3. A background emission was measured at 18:40 UT after the second flare, with a background temperature of 4.4 MK found. Due to the quick succession of the flares, plasma heated above the background temperature is still present in the eastern region during the impulsive phase of the second flare. Because of this circumstance, we have carefully chosen source and background regions for spectroscopy, which will be further discussed in Sect. 4.2.
[image: Figure 3]FIGURE 3 | NuSTAR 25, 50, 75 and 95 percent contours of 3–7 keV (red) and 7–12 keV (blue) cross-correlated to AIA 94 Å to account for NuSTAR’s pointing uncertainty during solar observations. The IRIS FOV is shown in black, with the thin middle rectangle representing IRIS’s slit capable of spectroscopy. The western flare occurring at 18:20 UTC, shown on the right, is the primary subject of this study.
3 IRIS SPECTRAL OBSERVATIONS IN THE SMALL FLARE RIBBON
We focus on the spectroscopic analysis of the small flare ribbon observed by IRIS under the slit in the Si iv (T ≈ 80 kK) line, formed in the transition region, as well as the C ii, Mg ii k and Mg ii triplet lines, formed at different heights across the chromosphere (Leenaarts et al., 2013a; b; Pereira et al., 2015).
Figure 4 shows an overview of the IRIS spectral observations during the B-class flare around 18:20 UT. Panels a) and f) show context images from the IRIS SJI 1330 Å (dominated by C ii emission) and AIA 94 Å filters respectively, with the IRIS raster FOV overlaid. The 94 Å images were processed to isolate the Fe xviii emission, as mentioned earlier in the text. A movie associated with Figure 4 and 6 shows the evolution of the emission and spectral parameters as a function of time. Panels b)–e) and g)–l) show the IRIS spectrograph data in the same FOV. In particular, panels b)–d) show the Si iv line intensity, Doppler shift velocity and full-width at half maximum (FWHM) as calculated by performing a single Gaussian fit image of the raster pixels, while panel e) shows the red-blue asymmetry (RB) of the Si iv line. The RB asymmetry describes the level of asymmetry of the line wings as compared to the peak and was calculated using the IDL routine gen_rb_profile_err.pro, available within the IRIS SolarSoft distribution and described by Tian et al. (2011). In this figure, we are showing the asymmetry calculated between ±30 km s−1 from the line peak assuming a velocity interval of 5 km s−1. In addition, panels g)–i) show the Mg ii k3 intensity, k2 peak difference and separation, respectively. The location of k3 and the k2 peaks for a typical Mg ii k reversed profile are shown in Figure 5G) for convenience. For the optically thick Mg ii line, Figure 4G) provides measurements of either the intensity of the reversed line core, when the line exhibits the typically central reverse profile (e.g., Figure 5G), or the peak intensity, when the line has a “single-peaked” type of profile (e.g., Figure 5C). The k2 peak difference and separation are calculated following formulas described in Polito et al. (2023), and they are ≈0 in case of single peaked type of profiles. Finally, panel l) shows the intensity of the Mg ii triplet line, calculated by integrating the intensity across the line profile between 2798.57 Å and 2799.1 Å, after subtracting a background taken between 2798 Å and 2798.3 Å (following Polito et al., 2023). Stronger intensities in panel l) (reversed color scale) indicate that the line is in emission, in contrast to a typical quiet Sun profile, where the lines would be mostly in absorption (Pereira et al., 2015).
[image: Figure 4]FIGURE 4 | Observation of the B class flare around 18:20:50UT. Panel (A) IRIS SJI image in 1330 Å filter with the spectrograph FOV overlaid. Panels (B–E) IRIS spectroscopic observations in the Si iv line (intensity, Doppler shift velocity, FWHM and red-blue asymmetry. Panel (F) AIA 94 Å image with the IRIS spectrograph FOV overlaid. Panels (G–L) IRIS spectroscopic observations in the Mg ii line (intensity, k2 peak difference and separation) and intensity of the Mg ii triplet line. The cross and diamond symbols in the IRIS spectroscopic rasters indicates a position where we observe respectively blueshifts and redshifts in the Si iv line in the mini-ribbon. An animation of this figure is available.
[image: Figure 5]FIGURE 5 | Spectra of IRIS lines : Si IV, CII, Mg II k and Mg II triplet in the location indicated by the cross (A–D) and diamond (E–H) in panels (B–E) and (G–L) of Figure 4.
Figure 4 shows that the Si iv line is either blue shifted or red shifted in the ribbons. The cross and diamond symbols in the IRIS rasters indicate pixels where we observe a Si iv blueshift (of the order of 20–30 km s−1) and a gentle redshift (less than 5 km s−1) respectively. The Si iv, C ii, Mg ii and Mg ii triplet spectra in these positions are shown in the top and bottom panels of Figure 5, respectively. In the same location as that of the Si iv blueshifted spectra we also see an increase in the FWHM and blue asymmetry of the line, as well as a decrease in the peak difference and separation of the Mg ii k line. A closer look to the spectra in Figure 5 reveals that the chromospheric lines in the locations of the Si iv blue shift within the small ribbon are characterized by a small line center reversal, with spectra that more closely resemble single peaked profiles, with no or small centroid Doppler shift for Mg ii (but a small blueshift for C ii), as well as an increased Mg ii triplet emission. For comparison, the spectra observed in the location indicated by the diamond symbol exhibit Mg ii and C ii chromospheric spectra with a stronger center reversal, but similarly enhanced Mg ii triplet emission. The variability in the behavior of these lines is consistent with the wide range of spectral features found in the statistical study of Testa et al. (2020) and the follow-up work by Cho et al. (2023), and with the predictions of RADYN simulations by Polito et al. (2018).
Figure 6 shows the same quantities as those of Figure 4 for the following IRIS raster (about 1 min later). The triangle symbol in this panel shows the location of a Si iv blue shift (also ≈25–30 km s−1) that occurs in the same IRIS pixel as in the previous raster. The blue shift in this location is observed for 3 consecutive IRIS rasters, or about 4 min. This time period is significantly longer than for the events analyzed by Testa et al. (2020) who have presented statistical studies of IRIS brightenings in the ribbons for small nano or microflare events, and found Si iv brightenings with lifetime between 5 and 40s. However, for a significantly larger statistical sample ([image: image] events) of these small AR core heating events, Cho et al. (2023) find a somewhat uniform distribution of durations of Si iv brightenings up to 60 s, which was used as an upper limit of their selection criteria, therefore strongly suggesting a broad distribution of brightness duration for these events, and the presence of similar longer-lived events like the one studied here. Also, since the cadence of the raster in our observation is approximately 75 s, it is not clear whether the Si iv blueshift might have a shorter lifetime and simply appear and disappear in the same pixel within consecutive rasters as a consequence of recurring heating events in the same IRIS pixel (although possibly in separate field lines). The spectra shown in Figure 7 for the later blueshift indicated by the diamond symbol are relatively similar to those in Figure 5. Further, we note that the C ii line tends to be blueshifted (or with a blueshifted center reversal) in all 3 locations.
[image: Figure 6]FIGURE 6 | Observation of the B class flare around 18:22UT. For a description of the panels, see Figure 4. The triangle symbol in the IRIS spectroscopic rasters indicates a position where we observe blueshifts in the Si iv line in the mini-ribbon. An animation of this figure is available.
[image: Figure 7]FIGURE 7 | Spectra of IRIS lines : Si IV, CII, Mg II k and Mg II triplet in the location indicated by the triangle (A–D) in panels (B–E) and (G–L) of Figure 6.
As mentioned in Sect. 1, it has been shown that Si iv blueshifts and Mg ii triplet enhanced emission are crucial indirect signatures for the presence of non-thermal electrons (Testa et al., 2014; Polito et al., 2018; Testa et al., 2020). In this observation, for the first time in this type of study, we also have direct measurements of the accelerated electrons from NuSTAR, as described in the next Section.
4 DIRECT MEASUREMENT OF THE ACCELERATED ELECTRON DISTRIBUTION
In this section, we describe the spectral analysis of the NuSTAR data. Such analysis is crucial to confirm whether accelerated electrons are present in the small flare (as suggested by the IRIS spectral observations), and to provide measurements of the electron-beam distribution to guide the models (Sect. 5).
4.1 Temporal analysis
The lightcurves for this NuSTAR observation are shown in Figure 8. The middle two panels are livetime-corrected count rates for NuSTAR, separated into low and high energies. The top panel shows the total GOES short- and long-wavelength X-ray Sensor (XRS) SXR flux. The bottom panel includes both the high and low energy NuSTAR lightcurves, normalized to arbitrary units to best compare their time profiles. The derivatives of the NuSTAR 3–7 keV count rate and the long-wavelength GOES XRS flux, with a 2-min boxcar average to account for noise, are also included.
[image: Figure 8]FIGURE 8 | GOES and NuSTAR lightcurves, with the red shaded region representing the 2-min interval used for spectroscopy. Panel 1 shows the GOES XRS long and short-wavelength soft-xray flux. Panels 2 and 3 show the NuSTAR livetime-corrected lightcurves, separating the lower (3–7 keV) and higher (7–12 keV) energies. Panel 4 shows both NuSTAR lightcurves, and both the NuSTAR 3–7 keV and GOES 1.0–8.0 A derivatives (with 2-min boxcar averages) normalized to arbitrary units. The earlier peak of the higher energy NuSTAR lightcurve, with the NuSTAR low energy and GOES SXR derivatives matching that lightcurve, is indicative of the Neupert effect and suggests that the highest-energy NuSTAR emission is non-thermal.
The NuSTAR lightcurve displays noticeable similarities to those of larger flares and the standard flare model. The higher energy NuSTAR lightcurve shows an earlier peak time and greater impulsivity than the lower energy range. The change in lightcurve profile is at ∼7keV, which matches well to the found cutoff energies for accelerated electrons in spectral fitting (discussed in Section 4.2). Notably, the NuSTAR low energy and GOES SXR derivatives match the profile of the higher energy HXR lightcurve, exhibiting the Neupert effect (Neupert, 1968). The Neupert effect is often used to address the potential for non-thermal signatures. The derivative of SXR or EUV emission matching that of the higher energy HXRs suggests that thermal emission results from heating by accelerated electron beams (Neupert, 1968; Veronig et al., 2002; Dennis et al., 2003).
4.2 Spectral analysis
Spectroscopy of the 18:20 UT flare was performed using the X-ray spectral fitting package OSPEX and was independently confirmed using the package XSPEC. A 2-min window during the impulsive phase of the flare, highlighted in red in Figure 8, was used for spectral fitting. This early-flare phase was used in order to best search for signatures of accelerated electrons.
Solar observations result in significantly higher count rates than those experienced by NuSTAR when observing its astrophysical targets. Therefore, the detectors must be checked for pileup (discussed in Grefenstette et al., 2016; Appendix C). Detector pileup may occur when multiple photons enter a single pixel within a single measurement time, but are only recorded as a single event Harrison et al. (2013). NuSTAR events track the pattern of pixels in which charge was measured, or “grade.” Pulse pileup conditions may be checked by looking at the event rate of “unphysical grades”—combinations that are impossible to achieve from a single photon. The number of events per grade was calculated for the unphysical grades, and found to be a negligible fraction of the total events. Therefore, pileup effects are considered to be negligible in this analysis. Due to the significantly low detector livetimes ([image: image]1%), a gain calibration correction must be performed when doing spectroscopy on NuSTAR solar events. This gain correction is performed by allowing the gain slope of FPMA and FPMB to be independent free parameters during a spectral fit, and is discussed in detail in the Appendix of Duncan et al. (2021). For this event, the gain correction was performed using the XSPEC spectroscopy package.
In this microflare, a thermal background of temperature 4.4 MK was measured at 18:40–18:42 UT and utilized in spectral fitting. The 4.4 MK background temperature is similar to thermal temperatures found when performing spectral fitting on the same region during other non-flaring intervals on the same day. No gain correction was performed for the background interval, as it was not found to be necessary based on the criteria described in Duncan et al. (2021).
Counts used for spectral fitting of both the flare and the background were limited to the western side of the active region, in order to eliminate emission from the previous eastern 18:08 UT flare. The eastern NuSTAR source lies ∼100 arcsec from the source of interest. Given that NuSTAR’s PSF drops by at least an order of magnitude at a distance of ∼100 arcsec (Koglin et al., 2011; Madsen et al., 2015), and given that the eastern source is much fainter than our source of interest, the contamination from the eastern source at our flare site is negligible. Spectral fitting over the 2-min window was performed for this eastern post-flare region, in order to assess the physical implications of excluding emission from that side. A double thermal model, including a temperature very close to the 4.4 MK background and a higher temperature component, was found to be the best fit for the eastern area. This indicates that this additional thermal component is leftover cooling plasma from the 18:08 UT flare and is unrelated to the western flare. Since the eastern region showed no non-thermal signatures and is outside of IRIS’s FOV, the area was excluded from NuSTAR spectral fitting in order to best compare the results with IRIS observations and RADYN simulations.
Spectral fitting in XSPEC (Arnaud, 1996) was used to ascertain the gain correction and for an initial assessment of whether non-thermal electrons were present in this microflare. Finding that particle acceleration was indeed present, we then used the OSPEX fitting tool for the rest of the analysis. OSPEX allows to directly fit a thick-target non-thermal electron distribution to the X-ray data. NuSTAR non-thermal flares are assumed to be thick-target sources in that all electrons presumably lose their suprathermal energy to collisions with the ambient plasma within the observation region.
The best fit statistic is achieved by the model that includes a non-thermal component, indicating the presence of accelerated electrons. A double thermal fit was also considered, but the double thermal model requires the higher temperature plasma component to have a superhot temperature of [image: image] MK, a temperature that has only been observed in large M or X class flares (Caspi et al., 2014).
The OSPEX thermal plus non-thermal model results are shown in Figure 9, and their parameter results are listed in Table 1. Both a cold thick target model (background + vth + thick2) and a warm thick target model (background + thick warm) were fit. The warm thick target fit did not require an additional thermal component, and the plasma temperature and density were set as free parameters. The fit parameters obtained by the warm thick target model closely resemble those achieved using the cold thick target model, affirming the use of the cold thick target model as an accurate approximation of this flare.
[image: Figure 9]FIGURE 9 | NuSTAR data from telescope FPMA was fit in OSPEX to model the electron distribution directly using the vth + thick2 (left) and thick warm (right) models. The thermal background taken at 18:40 UT is included, the fit is corrected for gain, and the count spectrum is pileup corrected. Modeling the electron distribution allows for a direct measurement of the cutoff energy parameter, which was found to be ≈8 keV.
TABLE 1 | Fit parameters for the background and OSPEX models, as well as the gain correction and fit statistic. All fits, including the background, include only the Western flaring region. The background was taken at 18:40 UT, after the flare. The thermal background component was held fixed for all spectral fitting of the source.
[image: Table 1]Thermal and non-thermal energies are calculated for the cold thick target model. The thermal energy may be calculated by assuming an isothermal plasma for each vth component. The thermal energy may be up to a few times greater than this isothermal approximation due to cooler components NuSTAR is not sensitive to (Aschwanden et al., 2015). The thermal energy is given by.
[image: image]
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with the emission measure EM and temperature T taken from the vth fit. The filling factor f is assumed to be unity. The thermal energy is an order of magnitude estimate. For the thick warm calculation, [image: image] is replaced with nV, with n representing the emission measure. The volume V was calculated from the AIA 94 Å images, solving for the area and converting to volume via A3/2 = V. The AIA 94 Å data was cropped to the region used for spectroscopy, and thresholded to only the flaring region by subtracting the 18:40 UT background.
The non-thermal energy is found by multiplying the non-thermal power by the spectral observation window, in this case 2 minutes. If the electron spectrum F(ϵ) above the cutoff energy is assumed to be a power law of index δ, the non-thermal energy for the vth + thick2 model may be calculated as.
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with N representing the number of electrons per second, δ the electron spectral index, and EC the cutoff energy—all parameters fit by OSPEX.
5 MODELING
5.1 RADYN simulations
The IRIS observations provide crucial information about the response of the plasma to the energy release in the lower atmosphere. At the same time, NuSTAR observations provide direct constraints on the energy distributions of the accelerated electrons in the corona. In order to find evidence for the physical mechanisms driving the flare, we run hydrodynamic simulations using the RADYN code (e.g., Carlsson and Stein, 1992; Allred et al., 2005; 2015; Carlsson et al., 2015), which solves the equation of radiative hydrodynamics on a 1-dimensional (1D) adaptive grid (Dorfi and Drury, 1987). A key property of RADYN is the ability to perform non-local thermodynamic equilibrium (non-LTE) radiative transfer for species which are important for chromospheric energy balance (e.g., H, He and Ca). Other atomic species are included as background continuum opacity sources (in LTE) using the Uppsala opacity package (Gustafsson, 1973). The radiative losses for optically thin lines are calculated using the CHIANTI 7.1 (Dere et al., 1997; Landi et al., 2013) database assuming ionization and thermal equilibrium.
RADYN simulates flare heating assuming different possible physical mechanisms: accelerated non-thermal electrons streaming from the corona to the chromosphere, whose propagation is treated using the Fokker-Planck equation (Allred et al., 2015); in-situ heating in the corona and consequent energy transport to the lower atmosphere via thermal conduction; or dissipation of Alfvén waves (Kerr et al., 2016). Since we have direct observations of accelerated electrons from NuSTAR, here we focus on the first mechanism.
We run simulations which covered a range of electron beam parameters and initial conditions of the flare loops, as summarized below.
• Energy flux (F) = 3 ⋅ 108–5 ⋅ 109 ergs s−1 cm−2 (3F8–5F9)
• Energy cut-off (EC) = 4–9 keV
• Spectral index (δ) = 9–11
• Initial temperature at loop apex = 1MK and 3 MK (with apex densities = 108.7 and 109.6 cm−3 respectively)
We use values of EC and δ which are close to those provided by the NuSTAR spectral analysis, within uncertainties. We simulate a broader range of values for the energy flux, since this parameter is not completely constrained by NuSTAR, as it depends also on the area over which the electrons deposit their energy (as discussed in Sect. 6). We use the same “plage-like” atmospheres presented in Polito et al. (2018), and we also assume half-loop lengths of 15 Mm. Our choice of loop length and initial temperatures is motivated by the larger parameter studies presented in Polito et al. (2018) and Testa et al. (2020). In particular, these studies have demonstrated that simulations with different loop lengths and the same initial temperature provide very similar trends (e.g., Figure A1 of Polito et al., 2018). Testa et al. (2014) and Polito et al. (2018) also showed that using hotter and denser initial loop atmospheres (e.g., 5 MK loop with apex density of ≈ 1010 cm3) results in less heating of the lower atmosphere for smaller events such as this B1 flare under study. Finally, given the uncertainty in the duration of the blue shifts in individual IRIS pixels due to the relatively long raster cadence of this observation, we assume here a heating duration of 10 s for simplicity, and we refer to future work for a more extended investigation of the effects of longer duration heating on the models (e.g., Testa et al., 2020; Cho et al., 2023).
5.2 Synthesis of IRIS spectral lines
We synthesize the emission of the IRIS Si iv spectral line using the values of density, temperature, and bulk velocity at each grid point and timestep from the RADYN simulations and atomic data from CHIANTI v.10 (Dere et al., 1997; Del Zanna et al., 2021), assuming photospheric abundances (Asplund et al., 2009) and equilibrium ionization. We follow Eq 1 of Polito et al. (2018) to convert the synthetic spectra to units of DN s−1 pixel−1. The time-velocity spectra described in Sect. 5.3 are then obtained by integrating the synthetic emission in each RADYN grid point along the loop as a function of time, assuming an exposure time of 1s and taking into account the instrumental broadening of 0.026 Å.
To synthesize the optically thick Mg ii and C ii spectra, we provide the input from our RADYN flare atmospheres (temperature, electron density, bulk velocity, hydrogen atomic level populations) as a function of time to the radiation transport code RH15D (Pereira and Uitenbroek, 2015). RH15D solves the equation of non-LTE radiation transport and atomic level populations and allows us to take into account the effects of partial redistribution (PRD), which can be important for the Mg ii lines (Leenaarts et al., 2013a). The NLTE radiation transport equations were solved for H, Mg ii and C ii, with additional species solved in LTE as sources of background opacity. We add a microturbulence of 7 km s−1 as an additional source of line broadening mechanism in the chromosphere, consistent with the values reported in Carlsson et al. (2015), as well as a recent study by Sainz Dalda and De Pontieu (2022) based on inversions of IRIS Mg ii profiles during flares. The synthetic Mg ii and C ii NUV spectra were converted to IRIS count rates using the same procedure described in Polito et al. (2018); Testa et al. (2020); Polito et al. (2023).
5.3 Comparison between observations and models
Figure 10 (top panel) shows Si iv synthetic spectra as a function of velocity (x-axis) and time (y-axis) for different RADYN flare simulations, assuming an initial apex temperature of 1 MK, EC = 8keV, δ = 10, and different values of energy flux, according to the legend. The vertical dotted white lines indicate the position of the line at rest (assuming the reference wavelength available in CHIANTI v.10), and negative values here indicate blueshifts. The time-velocity plots show that when the energy flux is below 5 ⋅ 108 ergs s−1 cm−2 (5F8), the line is mostly blueshifted over time. On the other hand, as the flux energy increases, the line becomes more at-rest or red shifted. As described in detail in Polito et al. (2018), this different behavior is due to the fact that, in case of more gentle fluxes, the electrons can deposit their energy below the height formation of Si iv–and thus driving the Si iv evaporation–for a longer time. In these simulations it takes longer for the loop density to rise, meaning that the electrons can deposit energy in the lower atmosphere for a longer time. In fact, when the density is high enough, the electrons get stopped at higher heights and eventually drive a downflow of Si iv plasma. This shift from upflow to downflow happens much quicker in simulations with stronger energy flux (see Polito et al., 2018, for more details).
[image: Figure 10]FIGURE 10 | Time-velocity synthetic spectra of Si iv for different RADYN flare simulations. Top panels: simulations with an apex temperature of 1 MK, EC = 8keV, δ = 10 keV, in different F = 3F8 (A), 5F8 (B), 8F8 (C) and 1.2F9 (D). Bottom panels: same as top panels, with initial apex temperature of 3 MK, and F = 8F8 (A), 1.2F9 (B), 2.5F9 (C) and 5F9 (D).
Figure 10 (bottom panels) shows Si iv synthetic spectra for models with an initial apex temperature of 3 MK. As also discussed in Polito et al. (2018), this hotter initial atmosphere is also denser (with apex density 109.6 cm−3 compared to 108.7 cm−3 for the 1MK loop), meaning that the electrons need comparatively higher energy to be able to heat the transition region and therefore drive an increase of intensity and brightenings in the Si iv line. This phenomenon is illustrated in Figure 10A), which shows that an energy flux of at least 1.2 ⋅ 109 ergs s−1 cm−2 (1.2F9) is needed to drive a response in the Si iv line. These results demonstrate that in order to reproduce the Si iv blueshift, one needs a certain combination of parameters for the electron beam distribution, which will also depend on the initial conditions.
Figure 11 shows a summary of Si iv Doppler shift velocities based on moment calculation for different models. Panel a) summarizes the Si iv Doppler shift velocity at the maximum intensity during the simulation, while panel b) shows the maximum blue shift velocity during the simulation. For both panels, we only consider spectra where the Si iv line is above a detection threshold of 10 DN for the total intensity of the line. For some simulations there is no associated data point in Figure 11B), which means that the Si iv line does not exhibit blue shifts in the detectable spectra. Figure 11 also shows that, in order to reproduce a significant (of 10 km s−1 or larger) Si iv blueshift for the range of EC obtained from the NuSTAR observations, including uncertainties (i.e. 7–9 keV), we need an energy below ≈8 ⋅ 108 ergs s−1 cm−2 (8F8) for the 1MK loop or ≈5 ⋅ 109 ergs s−1 cm−2 (5F9) for the 3MK loop. Further, we note that for the 5F9 model, the maximum blueshift does not occur in the brightest spectrum of the simulation. Finally, Figure 11B) shows the impact of the initial temperature (and density) of the loop atmosphere on the magnitude of the Doppler shifts, with stronger Si iv blueshift values being observed in simulations with an initial lower temperature loop. This behavior was also discussed in Polito et al. (2018) and suggests that, although the observed values of blueshifts are slightly larger (≈-25–30 km s−1) than the maximum blueshifts observed in the simulations with the 3MK loop, this might be due to some extent to the details of the initial physical conditions of the loops.
[image: Figure 11]FIGURE 11 | Summary of Si iv Doppler shifts as a function of EC for different RADYN models. Panel (A) shows the line Doppler shifts at the time of maximum Si iv intensity during the simulation. Panel (B) shows the largest blueshift for each simulation. In both cases, we only analyze spectra which are strong enough to be observed (with total intensity greater than 10DN).
Previous work has shown that studying the response of the atmosphere to the flare heating by combining IRIS spectral lines formed at different heights from the chromosphere to the transition region, we can obtain even stricter constraints on the models (Polito et al., 2018; Testa et al., 2020). With this motivation in mind, we investigate in more detail the behavior of the chromospheric lines for those models where we succeed in reproducing the Si iv blueshifts. Figure 12 (top panels) shows synthetic spectra for the Si iv (Panel a), C ii (Panel b), Mg ii (Panel c) and Mg ii triplet (Panel d) lines as a function of velocity and time for the 5F8 model with EC = 8 keV, δ = 10 and initial loop apex temperature of 3MK. The bottom panels show the same quantities for the 2.5F9 flare model with EC = 8 keV, δ = 10 and initial loop apex temperature of 3MK. Figure A2 in the Appendix also show the synthetic spectra of the IRIS lines for the 1.2F9 model and 3 MK loop. While these three models can to some extent explain the observed Si iv blueshifts, they are characterized by different behaviors in the synthetic spectra of the chromospheric lines. In particular, the Mg ii k and triplet chromospheric lines in the simulations with the 1 MK loop are characterized by a deeper central reversal (Figure 12, top panels c) and d)). A less pronounced center reversal (which is still deeper than that in the observed spectra) is also seen in the 1.2F9 model and 3 MK loop (Figure A2). On the other hand, the chromospheric spectra in the 2.5F9 flare model with the 3MK loop (Figure 12, bottom panels c) and d)) more closely resemble the key characteristics of the observed spectra. One main difference that remains is that, in all of the three models, the C ii line appears to be red shifted or stationary, while in the observations the line is blueshifted. Another difference between models and observations is in the values of line width, which are smaller in the models than the observations. Such discrepancies are well-known and were discussed in detail in e.g. Testa et al. (2020), Cho et al. (2023). In particular, these previous studies pointed out the difficulty associated with comparing the results of a single loop model with observed spectral lines in one IRIS pixel, where heating episodes from many individual loop strands (possibly also with different physical conditions) might overlap. In addition, physical mechanisms such as turbulence and waves, which are missing from our models, may contribute to the discrepancy between the observed and simulated line widths.
[image: Figure 12]FIGURE 12 | Top panels: Synthetic spectra from RADYN and RH simulations for the 5F8 flare model with EC = 8 keV, δ = 10 and initial loop apex temperature of 1MK. The four panels show the: Si iv (Panel A), C ii (Panel B), Mg ii (Panel C) and Mg ii triplet (Panel D) lines as a function of velocity and time. The insert on each panel shows the spectra averaged in time with a cadence of 8s, as indicated by the legend. Bottom panels: Same plots for the 2.5F9 flare model with EC = 8 keV, δ = 10 and initial loop apex temperature of 3MK.
In summary, despite their limitations, the models with an initial temperature of 3MK and energy flux in the range of 1.2–2.5F9 are capable of reproducing qualitative observational characteristics of the flare spectra (e.g., Si iv blueshift, lack of Mg ii k deep central reversal and presence of increased Mg ii triplet emission). We note that the initial higher temperature for the flare loops is more consistent also with the background temperature observed by NuSTAR of ≈ 4MK.
The comparison discussed here demonstrates how the models can provide a useful tool to constrain the properties of the heating. In order to compare the simulations with the results of the NuSTAR X-ray spectral analysis, we need to estimate the area over which the electrons might deposit their energy in the lower atmosphere. In Sect.6 we discuss how to derive this value using magnetic field extrapolations, while in Sect. 7 we compare both UV and X-ray observations with the predictions of the models and summarize our conclusions.
6 MAGNETIC FIELD EXTRAPOLATION
Figure 13 shows an overview of the three-dimensional (3D) magnetic field modeling of the AR 12821 under study. In particular, panels a), b) and c) show: the radial component of the photospheric magnetic field from HMI, AIA 94 Å and IRIS SJI 1330 Å images respectively for context to the magnetic field extrapolation. Panels d), e) and f) show a nonlinear force-free field (NLFFF) extrapolation model of the active region with different line-of-sight views. The HMI radial magnetic field in panel a) and vector magnetogram data used for the extrapolation are taken just before the beginning of the flare activity in the AR complex 12820/12821 as to minimize the possible impact on the photosphere. The images in panels b) and c) are taken at the same time as that in Figure 14. The extrapolation was performed using the optimization algorithm from Wiegelmann et al. (2012), with a Cartesian grid of 970 km per pixel.
[image: Figure 13]FIGURE 13 | 3D modeling of the NOAA 12821 Active region. Panel (A) Radial component of the photospheric magnetic field strength obtained at 17:48 UT, with the boundary data region for magnetic field extrapolation denoted by a white dashed box. Panel (B–C) AIA 94 Å image and IRIS SJI image in 1,330 Å filter, with their FOV indicated by a black solid box in panel (A). Magnetic field strength contours of ±500 and ±1,000 Gauss overlaid, with the positive and negative polarity shown as white and black lines, respectively. Panel (D–F) Nonlinear force-free field (NLFFF) extrapolation model of the AR, viewed from Y-axis, line-of-sight, and X-axis perspectives. X- and Y-axes represent heliographic longitude and latitude on the solar disk, respectively, while Z-axis points radially from the solar center.
[image: Figure 14]FIGURE 14 | Estimation of the ribbon area from the IRIS UV images. Panel (A, B) show the SJI 1330 Å images at two time intervals during the flare. The contours show the intensity above 3 and 5 (dotted line) times the intensity of a chosen background area within the active region, which is highlighted by the small black boxes. Panel (C) shows the same contour areas as a function of time during the NuSTAR observation.
The comparison between the extrapolation and the AIA and IRIS SJI images confirms that the event under study occurs in the eastern part of the active region. This comparison has enabled us to determine the magnetic connectivity of the loops visible in the AIA 94 Å images and the ribbons observed by IRIS. The extrapolation also suggests that the flare loops are rooted between the larger and more elongated ribbon observed in the IRIS SJI images at approximately 810″ in solar X direction, and the more fragmented brightenings located to the west at around 820′′.
Figure 14 (panels a) and b)) shows the IRIS SJI 1330 Å images at two time intervals during the flare, with overlaid contours highlighting the image intensity above 3 and 5 (dotted line) times a background intensity. The location where we measure the background is indicated by the small black boxes in panels a) and b) and is chosen to be within the AR but outside the ribbons. After comparison between these images and Figure 13 we suggest that the ribbon area identified by the contours roughly represents the region where the flare loops are rooted. Further, panel c) shows the time evolution of the contour areas. We take these values as an approximation of the area over which the electrons may deposit their energy over time. Such assumption is not perfect and provides just an order of magnitude estimate, but we cannot obtain a more accurate estimate since the NuSTAR spatial resolution does not allow us to measure the area of the X-ray footpoints. Using this method, we find that the estimated area Amin/max for the ribbons is ≈4.6 ⋅ 1015 to 1.8 ⋅ 1017 cm2.
7 DISCUSSION AND CONCLUSION
We have analyzed rare coordinated IRIS and NuSTAR observations of a small B-class microflare on 29 April 2021, which provide independent diagnostics of non-thermal particles and therefore a unique opportunity to constrain the properties of accelerated particles in small heating events. The IRIS slit observes the largest flare ribbon, and analysis of the IRIS spectral lines show peculiar spectral characteristics in some of the pixels (e.g., Si iv blueshift and enhanced Mg ii triplet emission), which, as extensively described in our previous works (e.g., Testa et al., 2014; Polito et al., 2018; Testa et al., 2020; Cho et al., 2023), are indirect signatures of the presence of non-thermal electrons in the lower atmosphere. Here we focus on the spectra characterized by Si iv blueshifts because those are the unique spectral signatures of non-thermal particles, but we note that Si iv redshifts are also observed in other locations along the ribbon (and can be also due to non-thermal particles under certain conditions; see, e.g., Testa et al., 2014; Polito et al., 2018; Testa et al., 2020). Direct confirmation for the presence of accelerated electrons in the corona is independently provided by the NuSTAR spectral investigation which observes the hard X-ray emission.
We compare the IRIS spectral observations with the predictions of RADYN hydrodynamic models assuming flare heating by accelerated electron beams, and use the measurements of the electron beam parameters from NuSTAR to guide our parameter space of the simulations. In particular, we simulate models with a range of low-energy cutoff and spectral index values that are consistent with those observed with NuSTAR. As mentioned earlier, the only parameter that we cannot directly compare with the models is the electron energy flux, as that requires an estimation of the area over which the electrons deposit their energy, which is not known with great accuracy. In Sect. 6, we provide some order of magnitude estimates for such area based on the IRIS UV images. Using those values and the energy flux measured by NuSTAR, we obtain the following values of energy flux F for the electron beams:
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The comparison between the IRIS transition region and chromospheric line spectra and the RADYN simulations suggest that the best candidate models to explain the observations are electron-beam heating models with F ≈ 1.2–2.5 ⋅ 109 ergs s−1 cm−2 and an initial apex temperature of 3MK. These values are consistent with the lower range of F independently estimated from NuSTAR in Eq. 6. If non-thermal energy calculations for the warm thick target model are used, the computed NuSTAR energy flux range is 1.6 ⋅ 109–9.0 ⋅ 1010, which still overlaps the energy flux range of the electron-beam heating models. A direct comparison of the energy estimate from the RADYN simulations that best reproduce the IRIS observations and that obtained by NuSTAR can be affected by a number of factors, including but not limited to: (1) the uncertainty in the estimate of the ribbon area, as discussed in Sect. 6; (2) difference between energy released in the corona (measured by NuSTAR) and energy dissipated in the ribbons (where IRIS is observing); (3) inhomogeneities on how the energy is distributed in different locations along the ribbons (also suggested by the different behavior of the Si iv Doppler shifts). We should also mention the different timescales involved in our analysis: we integrated the NuSTAR spectra over a period of about 2 min to increase the signal-to-noise ratio, while the IRIS exposure time is 8 s with a raster cadence of ≈ 75 s. Therefore, it is possible that the energy release varies during the 2 min of the NuSTAR observations. HXR observations with high enough sensitivity to detect small energetic events at significantly higher cadence are not available at the moment and would be highly desirable in the future. Despite these possible sources of uncertainty, we find a reasonable agreement between the energy estimate between different methods.
In conclusion, this work demonstrates that combining UV and X-ray spectral observations from IRIS and NuSTAR with state-of-art simulations can provide crucial diagnostics of flare heating models. We have also presented a consistent picture based on independent measurements of non-thermal particle acceleration in the corona and the response of the lower atmospheric plasma to the non-thermal energy deposition.
Given the difficulty associated with coordinating different instruments, including a single-slit spectrograph, catching a flare in the right location and at the same time, it is not surprising that this is the first of such studies that we were able to perform. We hope to expand this work in the near future by obtaining larger statistics of IRIS and NuSTAR coordinated events and by comparing the observations with an extended range of models, including longer duration heating and different initial conditions for the loops (following other recent broader investigations such as that of Testa et al., 2020; Cho et al., 2023).
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APPENDIX: ADDITIONAL RADYN SIMULATIONS
In this section we include synthetic spectra for additional RADYN simulations that were not essential to the main text. In particular, Figure A1 shows Si iv spectra for simulations with the same parameters but different values for the spectral index δ. Further, Figure A2 show synthetic spectra of all the IRIS lines for the 1.2F9 model with initial temperature of 3MK. See Section 5 for more details.
[image: Figure A1]FIGURE A1 | Time-velocity synthetic spectra of Si iv for RADYN flare simulations with initial apex temperature of 1 MK, F = 5F8, EC = 8keV, and δ = 9,10 and 11. This image shows that different values of spectral index, within the constraints we obtained from NuSTAR, do not affect the results significantly.
[image: Figure A2]FIGURE A2 | Top panels: Synthetic spectra from RADYN and RH simulations for the 1.2F9 flare model with EC = 8 keV, δ = 10 and initial loop apex temperature of 3MK. The four panels show the: Si iv (Panel A), C ii (Panel B), Mg ii (Panel C) and Mg ii triplet (Panel D) lines as a function of velocity and time. The insert on each panel shows the spectra averaged in time with a cadence of 8s, as indicated by the legend.
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6 Plage 167 £002 YES 4 +1854 044 YES 151
7 Plage 164 £0.02 YES 4 ~1,011 043 YES 151
8 Plage 179 £ 0.03 YES 4 -1,022 038 YES 149
9 Plage 178 £ 0.03 YES 5 4955 044 YES 150
10 Sunspot (0.94 £ 0.01) NO 7 -1,055 (0.34) NO 1.66
n Plage 1724002 YES 5 +2058 092) NO 151
2 Plage (122£0.03) NO 4 +1,036 (0.88) NO 152
Observations 172+007 042003 154£0.05
‘Theory 1.80 050 1.50
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Number Phenomenon Power law Agrees with Separator Maximum Max.flu

Dataset 1,400 A slope fit prediction flux flux criterion
IRIS a =18 Fy E <50 DN
[DN]
1 Sunspot (151 +0.04) NO 21 [ 121 NO
2 Sunspot (123 £0.02) NO 32 190 NO
3 Sunspot (213 £0.06) NO 128 243 NO
4 Plage (0.94+0.02) NO 2 108 NO
5 Plage (102 £0.01) NO 36 199 NO
6 Plage 1594002 YES 17 50 YES
7 Plage 1594003 YES 9 2 YES
8 Plage 192003 YES 8 28 YES
9 Plage 181001 YES 13 42 YES
10 Sunspot (1.25+0.02) NO 120 501 NO
1 Plage 1614002 YES 9 31 YES
12 Plage (140 £0.05) NO 2 54 NO
Observations 170+015
‘Theory 180
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