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Editorial on the Research Topic
Image-based computational approaches for personalized cardiovascular medicine: improving clinical applicability and reliability through medical imaging and experimental data


Computational analysis is frequently integrated with medical imaging to develop novel and personalized solutions for the diagnosis, prognosis, and treatment of cardiovascular disease. Despite the significant increase in computational capabilities and the emergence of novel technologies that automate and accelerate workflows, the personalization of cardiovascular computational modeling remains a challenge with several unresolved issues. Multimodality cardiovascular imaging, including echocardiography, cardiac magnetic resonance (CMR), and cardiac computed tomography (CT), has significantly evolved in recent decades, enabling accurate and three-dimensional (3D) representation of cardiovascular anatomy. Furthermore, to account for the complexity of cardiovascular anatomy and function, mechanical properties of cardiovascular tissues and model boundary conditions should be prescribed on a patient-specific basis. However, obtaining these data directly from in vivo imaging can be challenging and may require additional imaging and a dedicated framework for data elaboration. In particular, model assumptions and simplifications may be necessary to avoid the use of invasive diagnostic imaging or to reduce the computational burden of numerical simulations.

The studies collected in this Research Topic address several key issues related to patient-specific cardiovascular modeling, with a specific focus on several aspects of the workflow limiting the clinical translation of computational analysis.

Two works in the present article collection focus on the segmentation and reconstruction of patient-specific geometries of blood vessels from clinical imaging. A trained deep learning-based approach was applied by Abdolmanafi et al. to achieve a fully automated segmentation of abdominal aortic aneurysm (AAA) tissues from CT, including arterial wall and lumen, intraluminal thrombus (ILT), and calcification. The automated segmentation showed very good agreement with the manual ground-truth segmentation, thus expediting the segmentation process and reducing inter- and intra-operator variability. An automated and user-friendly approach was proposed by Warren et al. to generate patient-specific 3D models of atherosclerotic coronary arteries by combining virtual histology-intravascular ultrasound (VH-IVUS) and angiography data. Leveraging an automated meshing algorithm for volumetric reconstruction of the arterial network, the program enables finite element (FE) analysis of stresses and strains across the arterial wall to facilitate the biomechanical assessment of atherosclerotic plaque stability. Notably, mechanical properties can be assigned to arterial tissues according to their specific VH-IVUS color-coded value.

Computational advances in cardiovascular biomechanics are possible by combining imaging with clinical data. Fruelund et al. proposed a novel non-invasive electrocardiographic imaging (ECGi) method based on a 12-lead inverse ECG algorithm that accurately reconstructed a 3D electrical ventricular activation map during right ventricle (RV) pacing and effectively identified the initial site of activation in relation to ventricular anatomy. When validated against the true CT-based RV pacing site, the reconstructed ventricular activation model could extend the clinical applicability of 12-lead ECG-based methods and overcome more complex ECGi methods requiring a dense array of electrodes. A new approach was proposed by Celi et al. to estimate the local distribution of aortic stiffness by combining in vivo dynamic knowledge of arterial morphology with clinical records of systemic pressure. To achieve this, a novel mesh-morphing approach based on radial basis function interpolation was applied to ECG-gated aortic CT images to map the aortic luminal surface over the cardiac cycle. A novel methodology to characterize the mechanical properties of AAA was proposed by Jansen et al. using non-ECG-gated freehand two-dimensional (2D) ultrasound imaging: a dedicated framework was established to semi-automatically segment and register probe-tracked images of the aorta at different phases of the cardiac cycle. Local aortic compliance and distensibility were subsequently computed using measured brachial pulse pressure values.

The promising results of the inverse modeling approaches developed in the last two studies and their application to real patient-specific cases suggest that the availability of time-resolved in vivo imaging can yield additional quantitative parameters of vessel wall biomechanics beyond 3D model geometry, such as regional characterization of deformation and stiffness. Using four-dimensional (4D) CT image data, Peng et al. showed that incorporating the aortic wall movement into the CFD analysis of AAA does not considerably alter the overall aortic flow field and wall shear stress distribution, as predicted by assuming rigid walls. However, it reveals greater blood stagnation in AAA, which may trigger ILT formation. Therefore, dedicated processing of in vivo images can help to configure boundary conditions that are relevant to the clinical goals of patient-specific CFD analysis. Using CFD analysis, Canè et al. examined how the interplay between left ventricular (LV) wall torsion and vortex guidance by the mitral valve (MV) affects intraventricular hemodynamics by combining patient-specific 3D models of the beating LV endocardium and patient-inspired MV leaflet kinematics through overset meshes. LV torsion significantly impacted the evaluation of blood stasis and residence time, and MV enhanced the inlet jet propagation toward the LV apex and apical washout.

Computational modeling can also be used to reproduce pathological cardiovascular conditions and investigate the severity of disease and the mechanisms of disease progression. In this context, Jafarinia et al. optimized an existing phenomenological shear-driven thrombosis model to predict thrombus formation in the false lumen (FL) of type B aortic dissection (TBAD) using a limited number of parameters. When tested on a real TBAD case reconstructed from CT, the prediction of FL status was in excellent agreement with the 3-year follow-up CT scan in terms of thrombus location and volume. The improved model also reduced computational time by ∼65%, making it more feasible for clinical use. Weissmann et al. developed a pre-clinical FE model of heart failure with preserved left ventricular ejection fraction (HFpEF) using CMR data and intracardiac pressures from swine heart models subjected to pressure overload. Different HFpEF phenotypes were studied, evaluating changes in mechanical properties. An isotropic change in myocardial passive behavior was observed, the magnitude of which was heavily dependent on the degree of hypertrophy. Moreover, hypertrophy emerged as an initial compensatory response to HFpEF, with myocardial thickening enabling a steady transition in passive properties while maintaining tissue incompressibility.

Kohli et al. showed that CFD analysis also has the potential to predict the outcome of clinical procedures, thereby improving patient safety. Specifically, they assessed the impact of a catheter-based laceration of the anterior mitral leaflet to prevent LV outflow obstruction (LAMPOON) on the hemodynamic outcomes of transcatheter mitral valve replacement (TMVR). In a quantitative comparison with a virtual simulation of TMVR without LAMPOON, the LAMPOON procedure achieved a critical increment in the outflow area that was effective in improving LV outflow hemodynamics, particularly in subjects with a small neo-LV outflow tract.

To tackle the scarcity of clinical measurements, personalized computational simulations can still be performed by appropriately calibrating the model parameters. To this end, Shen et al. satisfactorily reproduced the cerebral hemodynamics in the circle of Willis (CoW) in patients with acute subarachnoid aneurysmal hemorrhage by calibrating the parameters of a block diagram hydraulic model with transcranial Doppler flow velocity measurements of CoW vessels. Tanade et al. focused on the numerical quantification of fractional flow reserve (FFR) in coronary arteries, demonstrating that streamlined models can be defined that minimize the set of required patient-specific inputs while also achieving good agreement with gold standard invasive FFR measurements. The proposed approach offers a flexible framework that can expedite the data collection and simulation pipeline, also enabling the analysis of cases with missing data.

When patient-specific boundary conditions are not available for CFD analysis, Tricarico et al. proposed a pipeline to non-invasively estimate the parameters of three-element Windkessel (WK3) models for the hemodynamic assessment of the aortic arch arteries. A set of normalized WK3 parameters was defined based on ultrasound-derived patient-specific flow rates and intra-operatively measured pressure waveforms. When patient-specific flow rate and pressure waveforms are not available, these normalized parameters can be combined with readily available vessel diameter, brachial blood pressure, and heart rate data to obtain patient-specific WK3 parameters. Bhardwaj et al. developed an in vitro anatomical cerebrovascular model to study the mechanism of acute ischemic stroke (AIS). The experimental model was used to benchmark corresponding CFD predictions, which proved to be in relatively close agreement with experimental measurements for both normal and stroke conditions in terms of pressure and flow rate. This represents an important milestone toward validating a computational AIS model, providing additional insights into the dynamics of embolus migration and lodging in the brain, which are difficult aspects to measure in vivo.

The final step of a computational workflow involves the post-processing and visualization of relevant data. However, results are often viewed on a 2D display and as static images. To address these limitations, Venn et al. developed a semi-automated workflow for more enhanced and interactive viewing of CFD results in an immersive virtual environment (IVE). The increasing popularity of virtual and augmented reality IVEs is expected to provide more detailed insights from biomedical CFD simulations and also promote greater collaboration between bioengineers and clinicians.

The studies collected in this Research Topic share the common goal of advancing the personalization of cardiovascular computational modeling: model reliability can be improved by combining cardiovascular imaging with clinical data while increasing the usability of computational analysis in real clinical settings by minimizing computational effort.
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Background: A clinical study comparing the hemodynamic outcomes of transcatheter mitral valve replacement (TMVR) with vs. without Laceration of the Anterior Mitral leaflet to Prevent Outflow Obstruction (LAMPOON) has never been designed nor conducted.

Aims: To quantify the hemodynamic impact of LAMPOON in TMVR using patient-specific computational (in silico) models.

Materials: Eight subjects from the LAMPOON investigational device exemption trial were included who had acceptable computed tomography (CT) data for analysis. All subjects were anticipated to be at prohibitive risk of left ventricular outflow tract (LVOT) obstruction from TMVR, and underwent successful LAMPOON immediately followed by TMVR. Using post-procedure CT scans, two 3D anatomical models were created for each subject: (1) TMVR with LAMPOON (performed procedure), and (2) TMVR without LAMPOON (virtual control). A validated computational fluid dynamics (CFD) paradigm was then used to simulate the hemodynamic outcomes for each condition.

Results: LAMPOON exposed on average 2 ± 0.6 transcatheter valve cells (70 ± 20 mm2 total increase in outflow area) which provided an additional pathway for flow into the LVOT. As compared to TMVR without LAMPOON, TMVR with LAMPOON resulted in lower peak LVOT velocity, lower peak LVOT gradient, and higher peak LVOT effective orifice area by 0.4 ± 0.3 m/s (14 ± 7% improvement, p = 0.006), 7.6 ± 10.9 mmHg (31 ± 17% improvement, p = 0.01), and 0.2 ± 0.1 cm2 (17 ± 9% improvement, p = 0.002), respectively.

Conclusion: This was the first study to permit a quantitative, patient-specific comparison of LVOT hemodynamics following TMVR with and without LAMPOON. The LAMPOON procedure achieved a critical increment in outflow area which was effective for improving LVOT hemodynamics, particularly for subjects with a small neo-left ventricular outflow tract (neo-LVOT).

Keywords: transcatheter mitral valve replacement (TMVR), LAMPOON, left ventricular outflow tract obstruction, neo-LVOT, computational fluid dynamics (CFD), computed tomography (CT), personalized computational modeling


INTRODUCTION

Left ventricular outflow tract (LVOT) obstruction is a prevalent and potentially fatal complication of transcatheter mitral valve replacement (TMVR) caused by displacement of the anterior leaflet toward the ventricular septum (1). Laceration of the Anterior Mitral leaflet to Prevent Outflow Obstruction (LAMPOON) is a catheter-based technique designed to alleviate the risk of obstruction by mimicking surgical anterior leaflet resection. The optimal result of the LAMPOON procedure is a complete midline laceration of the anterior leaflet which, following TMVR, exposes open cells of the transcatheter valve. These exposed cells are thought to permit additional blood flow through the LVOT and decrease the risk of obstruction (2). LAMPOON is considered for patients who have a predicted residual LVOT neo-left ventricular outflow tract (neo-LVOT) area <200 mm2 and are therefore anticipated to have significant LVOT obstruction from TMVR (3).

Despite the growing clinical experience with this technique, a controlled clinical trial comparing the outcomes of patients undergoing TMVR with vs. without LAMPOON has never been designed nor conducted. It would be impossible to conduct such a trial in which the control intervention (i.e., TMVR without LAMPOON) would be anticipated to cause immediate LVOT obstruction following valve implantation. Thus, while the LAMPOON technique has been shown to be safe and feasible, its impact on left ventricular outflow hemodynamics has never been investigated.

For this purpose, we conducted a computational (in silico) controlled study of TMVR with LAMPOON vs. TMVR without LAMPOON. We used a validated in silico approach using post-procedure computed tomography (CT) scans from subjects at prohibitive risk of LVOT obstruction who successfully underwent TMVR with LAMPOON (4). 3-D anatomical and flow information were extracted from the CT datasets and used as inputs into personalized computational fluid dynamics (CFD) models. For each subject, hemodynamics of TMVR with and without LAMPOON were simulated and compared. We hypothesized that LAMPOON improves flow dynamics through the LVOT in patients with a small neo-LVOT.



MATERIALS AND METHODS


LAMPOON Trial Dataset

De-identified subject data from the LAMPOON investigational device exemption trial (NCT03015194) were retrospectively evaluated under an Institutional Review Board approved protocol (4). All subjects in that trial (N = 30) were considered at prohibitive risk for TMVR-related LVOT obstruction based on a predicted end-systolic neo-LVOT area of <200 mm2. Subjects underwent a valve-in-ring or valve-in-mitral annular calcification procedure with the SAPIEN 3 valve (Edwards Lifesciences, Irvine, CA, United States) with retrograde LAMPOON prior to valve implantation. The LAMPOON technique and 30-day clinical outcomes have been previously reported (2, 4). Briefly, this technique involves three main steps: (1) anterior leaflet traversal with a guidewire, followed by (2) leaflet laceration by electrifying and pulling the guidewire from base to tip, immediately followed by (3) TMVR. Complete details on the utilized retrograde technique and newer LAMPOON technique iterations were recently described (5).



Selection of Study Cohort

Inclusion criteria for this study were: (1) the availability of a post-procedure, multi-phase CT scan with contrast-enhancement, and (2) a splayed anterior leaflet that was visible on post-procedure CT and exposed cells of the implanted transcatheter valve. Of the thirty subjects in the LAMPOON investigational device exemption trial, sixteen subjects did not have adequate visualization of the anterior mitral leaflet on the post-procedure CT scan due to image quality, and two subjects did not have an available post-procedure CT due to patient death. Of the remaining twelve subjects, four had CTs in which we could not visualize exposed cells of the transcatheter valve, despite a successful anterior leaflet laceration. Thus, eight subjects were selected for the present study who had a splayed anterior leaflet which exposed open cells of the implanted transcatheter valve, as verified on post-procedure CT. These eight subjects were at risk of a fixed LVOT obstruction from TMVR due to a small predicted neo-LVOT, and not a dynamic obstruction due to a long anterior leaflet.



Post-procedure Computed Tomography Datasets

Contrast-enhanced, multi-phase CT scans were acquired after the procedure, either pre-discharge or within 30-days of follow-up. CT images were reconstructed in 10% intervals over the cardiac cycle within <1.0-mm slice thickness. Mimics 20.0 (Materialize, Leuven, Belgium) image post-processing software was used to generate 3-D models of the left ventricle and aorta using previously described segmentation techniques (6). The left ventricular volume was segmented from the CT images for all phases across the cardiac cycle, and the time rate of change in volume was calculated to provide time-varying flow rate. This method for deriving flow rate from left ventricular volumes has been described previously (7).



3D Models Created for Each Subject

Two different 3D models were created for each subject using the post-procedure CT datasets. The first model represented “TMVR with LAMPOON.” In this model, the actual implanted transcatheter valve and splayed anterior leaflet were reconstructed in 3D from the post-procedure CT (Figure 1, left). These reconstructions of the implanted valve therefore incorporated the actual valve deployment depth, angulation, and expansion characteristics. The positions of transcatheter valve cells exposed by LAMPOON were identified visually on the post-procedure CT, and these exposed cells were intentionally left patent in this model.


[image: image]

FIGURE 1. 3D anatomical models created for each subject. The left model represents the actual performed procedure (TMVR with LAMPOON). In this model, the left ventricular anatomy and implanted transcatheter valve geometry were segmented directly from the post-procedure CT dataset. The number and location of transcatheter valve cells exposed by LAMPOON were modeled based on visualization of the anterior leaflet splay in the post-procedure CT dataset. To simulate a “virtual control” procedure in which LAMPOON was not performed (TMVR without LAMPOON), we artificially closed the exposed cells of the transcatheter valve as shown in the right model. Ao, aorta; LV, left ventricle; THV, transcatheter heart valve.


The second model represented “TMVR without LAMPOON.” In this model, the exposed cells of the transcatheter valve were artificially closed, mimicking a completely intact anterior leaflet geometry (Figure 1, right). Since the model of “TMVR with LAMPOON” mimicked the performed interventional procedure, the model of “TMVR without LAMPOON” was considered to mimic a control “virtual procedure.” Both models were designed to be anatomically identical other than the presence or absence of the splayed anterior leaflet.



Measurement of Neo-Left Ventricular Outflow Tract and Skirt Neo-Left Ventricular Outflow Tract Area

Computed tomography datasets were utilized to measure the neo-LVOT and skirt neo-LVOT area. The neo-LVOT area was measured in a plane perpendicular to the LVOT and located at the narrowest point along the residual LVOT after TMVR (Figure 1, right). Following LAMPOON, the transcatheter valve skirt still protrudes into the LVOT, creating a narrowing at the transcatheter valve skirt called the “skirt” neo-LVOT (8). Figure 1 illustrates differences between the neo-LVOT and skirt neo-LVOT. The skirt neo-LVOT area was measured in a plane perpendicular to the LVOT and located at the level of the transcatheter valve skirt (Figure 1, left). Both neo-LVOT and skirt neo-LVOT area measurements were first predicted on baseline CT, and then measured on post-procedure CT.



Computational Fluid Dynamics Simulations

Computational fluid dynamics (CFD) is a method used to simulate fluid flow with computer modeling. In this study, we utilized a validated CFD workflow for simulating patient-specific LVOT hemodynamics based on cardiac CT data (7). Patient-specific CFD simulations were performed for both modeled conditions (TMVR with and without LAMPOON) for each subject. The output of these simulations provided spatially varying velocity and pressure data across the entire left ventricle and aorta. The workflow used for performing the CFD simulations has been previously described and validated against clinical measurements from Doppler echocardiography (7). The average difference between CFD-derived and echocardiography-derived peak LVOT velocity measurements was <10%, indicating a good agreement between the CFD simulations and clinical measurements. This CFD workflow is briefly summarized below.

All CFD simulations were performed for the peak-systolic phase of the cardiac cycle. The cardiac phase of the post-procedure CT scan which most closely coincided with the peak systolic flow rate was selected for creating a 3D model of the left heart anatomy and implanted transcatheter valve. For each 3D model, an inlet was placed at the left ventricular apex, and an outlet was placed at the sino-tubular junction. 3-Matic 12.0 (Materialize, Leuven, Belgium) computer aided design software was used to place a virtual wall at the level of the bioprosthetic valve leaflets to prevent regurgitant flow. A volumetric mesh was then generated using ANSYS Fluent Meshing (Ansys, Inc. Canonsburg, PA, United States). This mesh included polyhedral elements with an edge length of 0.5 mm, and a prismatic boundary layer mesh (10 layers with geometric growth of 1.05) which was applied on the left ventricular wall. The total number of mesh elements per patient model was on average ∼1,800,000 elements. Transition-to-turbulence characteristics in the flow field were accounted for using the scale-adaptive simulation turbulence model. Turbulence boundary conditions included (1) hydraulic diameter (which is the inlet diameter, DH) and (2) turbulence intensity (approximated using 0.16 × ReD–0.125, where ReD is the Reynolds number based on the patient-specific flow rate and the hydraulic diameter).

The time-varying left ventricular volume curve (obtained from the post-procedure CT scan) was used to calculate a peak systolic flow rate, which was then prescribed as the inlet boundary condition. The outlet boundary condition was set to a zero-reference pressure. All structures were assumed to be rigid and non-permeable, and a no-slip boundary condition was applied at the walls. Blood was modeled as a single-phase Newtonian fluid with a density of 1060 kg/m3 and dynamic viscosity of 0.0034 poise. The 3-D Navier-Stokes equations were solved in ANSYS Fluent 19.0 using the SIMPLE scheme for pressure-velocity coupling. A bounded second-order implicit transient formulation was utilized with a time step of 0.001 s. The solution was considered converged when residuals in momentum and turbulence variables declined below 10–4. Three-thousand time steps were simulated, with the last time step being used for data analysis.



Obtaining Simulated Hemodynamics

Hemodynamic metrics were extracted from each CFD simulation, including the peak LVOT velocity (Vpeak), peak LVOT pressure gradient (ΔPpeak), and peak LVOT effective orifice area (EOApeak). To calculate ΔPpeak, the ventricular pressure was derived from an average pressure across the model inlet (LV apical plane), and the aortic pressure was derived from an average pressure across the model outlet (sino-tubular junction plane). ΔPpeak was then calculated as the difference between the ventricular and aortic pressures. EOApeak was calculated as the ratio of the peak volumetric flow rate (Qpeak) to the peak outflow velocity (Vpeak) (9).



Data Analysis

All data analyses were performed with the MedCalc statistical software package (MedCalc, Ostend, Belgium). Simulated hemodynamics for each subject were compared between the two modeled conditions (TMVR with and without LAMPOON) using the paired samples t-test or Wilcoxon test for parametric and non-parametric data, respectively. Statistical significance was defined as p < 0.05.




RESULTS


Subject Characteristics

Baseline, procedural and post-procedural characteristics are shown in Table 1. All subjects were considered to be at prohibitive risk of LVOT obstruction based on small ventricular anatomy and small LVOT clearance (end-systolic neo-LVOT area <200 mm2 as predicted on baseline CT), and therefore were considered candidates for the LAMPOON procedure. All subjects included were female, likely due to the selection of patients with small ventricular anatomy for LAMPOON. The indication for mitral valve replacement was mitral regurgitation in three subjects, and mitral stenosis in five subjects.


TABLE 1. Baseline, procedural, and post-procedural characteristics.
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All subjects underwent successful midline anterior leaflet laceration (LAMPOON procedure) immediately followed by investigational use of the SAPIEN 3 transcatheter heart valve in the mitral position. The setting of valve replacement was valve-in-ring for two subjects, and valve-in-mitral annular calcification for six subjects. Following valve implantation, all subjects had trace or no para-valvular regurgitation. The number of transcatheter valve cells exposed by the splayed anterior mitral leaflet ranged from 1 to 3 cells. The combined area of the exposed cells ranged from 41 to 88 mm2, and the area of a single exposed cell was on average 36 ± 7 mm2. Valve deployment depth (percent deployed in left ventricle) ranged from 39 to 85%. At follow up, the peak systolic flow rate (calculated from the post-procedure CT-derived LV volumes) ranged from 13 to 38 L/min.



Effect of LAMPOON on Simulated Left Ventricular Flow Patterns

Simulations of left ventricular flow patterns are depicted by color maps (red = highest velocity, blue = lowest velocity) with streamlines for a representative subject (Subject 5) (Figure 2). For the condition of the virtual control procedure (TMVR without LAMPOON), flow acceleration occurred at the level of the neo-LVOT, resulting in a narrowed outflow jet (Figure 2, left panel). In this condition, the neo-LVOT was shown to be the predominant geometric narrowing for systolic flow. All forward flow was directed through the neo-LVOT, causing an increase in velocity at this location due to the reduced flow area. Additionally, there was a region of reduced flow adjacent to the transcatheter valve due to the narrowed outflow jet, as noted in the neo-LVOT short-axis view (Figure 2, upper left image).
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FIGURE 2. Effect of LAMPOON on left ventricular flow patterns. Simulated flow patterns for a representative subject (Subject 5) are shown in color maps (red = highest velocity, blue = lowest velocity) with streamlines. The left column shows the flow simulation for the virtual control procedure (TMVR without LAMPOON). For this condition, all flow is directed through the narrowed residual LVOT (neo-LVOT), resulting in a narrowed and high-velocity outflow jet. Additionally, there is a region of reduced flow in the immediate vicinity of the valve (upper left image). The right column shows the flow simulation for the actual performed procedure (TMVR with LAMPOON). For this condition, additional flow occurs through exposed cells of the transcatheter valve due to LAMPOON. Following LAMPOON, the velocity of flow through the neo-LVOT is reduced, and there is improved flow in the immediate vicinity of the valve (upper right image). Ao, aorta; LV, left ventricle; neo-LVOT, neo-left ventricular outflow tract; THV, transcatheter heart valve.


For the condition of the performed interventional procedure (TMVR with LAMPOON), flow occurred both through the neo-LVOT and through exposed cells of the transcatheter valve (Figure 2, right panel). LAMPOON provided an additional source of flow into the LVOT, leading to a reduction in outflow velocity due to the increased flow area. The region of reduced flow adjacent to the valve in the case of TMVR without LAMPOON was decreased in the case of TMVR with LAMPOON, thus reflecting flow closer to normal flow physiology (Figure 2, upper right image). Following TMVR with LAMPOON, the main impediment to forward flow was observed to be the transcatheter valve skirt which still projected into the native LVOT.



Effect of LAMPOON on Simulated Left Ventricular Pressure Fields

Simulations of left ventricular pressure fields are depicted by color maps (red = highest pressure, blue = lowest pressure) for a representative subject (Subject 5) (Figure 3). For the condition of the virtual control procedure (TMVR without LAMPOON), there was a substantial pressure drop which occurred at the location of the neo-LVOT, corresponding to the location of geometric narrowing. For the condition of the performed interventional procedure (TMVR with LAMPOON), the simulated pressure drop was reduced at the neo-LVOT due to the increase in flow area from the splayed anterior leaflet. In this subject, the splayed anterior leaflet from LAMPOON exposed three cells of the transcatheter valve, corresponding to a total increase in flow area of 87 mm2.
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FIGURE 3. Effect of LAMPOON on left ventricular pressure fields. Simulated pressure fields for a representative subject (Subject 5) are shown in color maps (red = highest pressure, blue = lowest pressure). The left column shows the simulated pressure drop at the LVOT for the virtual control procedure (TMVR without LAMPOON). The right column shows the simulated pressure drop at the LVOT for the actual performed procedure (TMVR with LAMPOON). The simulated LVOT gradient is substantially reduced following LAMPOON. In this subject, LAMPOON exposed three cells of the transcatheter valve, corresponding to a total increase in flow area of 87 mm2.




Comparison of Simulated Hemodynamics

As compared to TMVR without LAMPOON, TMVR with LAMPOON resulted in lower Vpeak, lower ΔPpeak, and higher EOApeak by 14 ±7% (p = 0.006), 31 ±17% (p = 0.01), and 17 ±9% (p = 0.002), respectively (Figure 4). Following LAMPOON, Vpeak decreased from 2.6 ±1.1 m/s to 2.2 ±0.9 m/s, ΔPpeak decreased from 17.5 ±19.6 mmHg to 10.0 ± 8.8 mmHg, and EOApeak increased from 1.6 ±0.6 cm2 to 1.8 ±0.7 cm2 (p < 0.05 for all comparisons). Subject 7 had a substantially larger simulated LVOT gradient than the other subjects and could be considered an outlier (Figure 4A). However, when we excluded this subject from the analysis, we observed the same significant trend for the effect of LAMPOON on simulated LVOT gradient (p = 0.02).
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FIGURE 4. Comparison of simulated hemodynamics following TMVR with and without LAMPOON. Simulated hemodynamics following TMVR with LAMPOON were superior to those following TMVR without LAMPOON for all subjects. Following LAMPOON, the simulated peak outflow gradient (ΔPpeak) and velocity (vpeak) decreased in all subjects (p < 0.05 for both comparisons) (A,B). Additionally, the simulated peak effective orifice area (EOApeak) increased following LAMPOON in all subjects (p < 0.05) (C). LVOT, left ventricular outflow tract.




Relationship Between Neo-Left Ventricular Outflow Tract Area and LAMPOON Efficacy

LAMPOON was most effective in subjects who had a small post-procedure neo-LVOT area, as measured on post-procedure CT (Figure 5). The largest hemodynamic improvement with LAMPOON was observed in Subject 7 who had the smallest post-procedure neo-LVOT area across all subjects (49 mm2). This subject experienced a 32 mmHg reduction in the simulated LVOT gradient following LAMPOON. 3D flow patterns in this subject were also shown to substantially improve following LAMPOON, as evidenced by more centrally directed flow along the LVOT (Supplementary Video 1).
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FIGURE 5. Relationship between post-procedure neo-LVOT area and hemodynamic improvement with LAMPOON. Subjects with a smaller post-procedure neo-LVOT area experienced a greater hemodynamic improvement with LAMPOON. The largest improvement in simulated LVOT gradient (32 mmHg reduction in gradient) was observed in the subject with the smallest post-procedure neo-LVOT area (49 mm2). As neo-LVOT area increased beyond 250 mm2, there was a smaller hemodynamic improvement with LAMPOON (<2 mmHg reduction in gradient). Neo-LVOT area = cross-sectional area at the narrowest point of the neo-left ventricular outflow tract. Skirt neo-LVOT area = cross-sectional area of the neo-left ventricular outflow tract measured at the level of the transcatheter valve skirt.


As the post-procedure neo-LVOT area increased beyond 250 mm2, LAMPOON began to demonstrate a smaller hemodynamic effect. For all subjects with a post-procedure neo-LVOT area greater than 250 mm2, the simulated LVOT gradient reduced by less than 2 mmHg following LAMPOON. This finding is also illustrated in Figure 6 which shows simulations of flow patterns in two representative subjects with different neo-LVOT dimensions.
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FIGURE 6. Flow simulations demonstrating the relationship between neo-LVOT size and LAMPOON efficacy. Two representative subjects are shown, where the subject shown in the top panel (Subject 6) has a larger neo-LVOT area as compared to the subject shown in the bottom panel (Subject 7). 3D models and simulated flow patterns are shown for the conditions of TMVR with and without LAMPOON. As neo-LVOT area decreases, the hemodynamic effect of LAMPOON increases. The total area of the transcatheter valve cells exposed by the splayed anterior leaflet were identical in both subjects (88 mm2). Ao, aorta; LV, left ventricle; neo-LVOT, neo-left ventricular outflow tract; THV, transcatheter heart valve.





DISCUSSION

This study evaluated the hemodynamic impact of LAMPOON in TMVR using patient-specific in silico models. The main finding was that LAMPOON improved outflow hemodynamics in all subjects, with a larger hemodynamic effect in the setting of a smaller post-procedure neo-LVOT area. Because of the impossibility of performing a controlled clinical trial of TMVR with vs. without LAMPOON, the present in silico study is the first to provide quantitative insight into the hemodynamic effect of LAMPOON.

Left ventricular outflow tract obstruction is a significant problem for the broader adoption of TMVR as a therapy for patients with mitral valve disease who are not otherwise surgical candidates. The risk of LVOT obstruction is a primary reason for screen failure in TMVR device trials (10). For patients at prohibitive risk of obstruction, LAMPOON is a potential option to mitigate the risk of obstruction. To date, all clinical studies of LAMPOON to have been single-arm studies to assess clinical safety and feasibility of the technique (4, 11, 12).

The hemodynamic impact of LAMPOON in TMVR has not previously been investigated since patients who are considered for LAMPOON are anticipated to be at prohibitive risk of LVOT obstruction and therefore are not considered anatomical candidates for the control procedure (TMVR without LAMPOON) which would be needed to compare hemodynamic outcomes. The only way to quantitatively assess the hemodynamic impact of the LAMPOON procedure would be to perform a controlled in vivo (animal), in vitro (bench), or in silico (computational) study. In vivo studies are not always feasible due to procedural and anatomical limitations of the animal model. In vitro studies are more feasible but are also often very tedious to perform and can be costly. We chose to perform a controlled in silico study, which allowed us to use each subject as their own virtual comparator.

In silico modeling revealed that LAMPOON leads to a consistent improvement in hemodynamics following TMVR. Mechanistically, splaying the anterior mitral leaflet allows additional flow into the LVOT which decreases LVOT velocity and pressure gradient, while increasing the effective orifice area. The average number of transcatheter valve cells exposed by LAMPOON was 2 ±0.6 cells which corresponded to a total increase in outflow area of 70 ±20 mm2. On average, the area of a single exposed cell was 36 ±7 mm2. This small increment in outflow area led to a critical improvement in simulated hemodynamics, particularly for subjects with a smaller post-procedure neo-LVOT area (Figure 5). In this study, TMVR without LAMPOON was modeled by artificially closing the exposed transcatheter valve cells to mimic an intact anterior leaflet. However, in the clinical setting, the anterior leaflet may not only drape the cells but also hang lower beyond the valve frame. Thus, the actual improvement in hemodynamics with LAMPOON may be even more dramatic than what was calculated in this study.

Flow simulations in this study also validated the importance of the skirt neo-LVOT concept when predicting the risk of LVOT obstruction following TMVR with LAMPOON. The skirt neo-LVOT area is measured at the level of the transcatheter valve skirt, and represents the main impediment to forward flow following TMVR with anterior leaflet resection or LAMPOON (8). In the subject with the smallest post-procedure neo-LVOT area (Subject 7), there was the largest hemodynamic improvement with LAMPOON (>30 mmHg decrease in simulated LVOT gradient). However, despite this improvement, this subject still had a 30 mmHg simulated LVOT gradient post-LAMPOON due to a small skirt neo-LVOT area (162 mm2). While initial clinical data suggested a skirt neo-LVOT area of <150 mm2 should be avoided to prevent significant LVOT obstruction (catheterization gradient >30 mmHg), a more recent study from our group has shown that a skirt neo-LVOT area >180 mm2 is ideal to ensure survival with measurable clinical benefit (e.g., improvement in Kansas City Cardiomyopathy Questionnaire Score) (9). Thus, flow simulations in this study corroborate the clinical observation that LVOT obstruction may still occur following LAMPOON in the case of a small skirt neo-LVOT, and confirm that the skirt neo-LVOT should be routinely and carefully evaluated prior to performing TMVR with LAMPOON.

This study also highlighted that there can be differences between the anticipated risk of LVOT obstruction and the actual risk of LVOT obstruction in patients undergoing TMVR. All subjects in this study were initially thought to be at prohibitive risk for obstruction based on a predicted end-systolic neo-LVOT area of <200 mm2 measured on baseline CT. However, the neo-LVOT area measured on post-procedure CT was found to be substantially larger (>100 mm2) than the predicted neo-LVOT area at baseline in four subjects (Subjects 1, 2, 3, and 8) (Table 1), indicating that the actual risk of obstruction was substantially lower than the anticipated risk of obstruction. These four subjects experienced the least simulated hemodynamic benefit with LAMPOON. These data suggests that, in patients undergoing a valve-in-ring or valve-in-mitral annular calcification procedure, the anticipated risk of obstruction may in fact differ from the actual risk based on factors such as valve deployment depth (more atrial vs. more ventricular) or the valve deployment orientation (coaxial vs. canted with respect to the mitral valve). Personalized computational modeling may eventually help in better predicting the hemodynamic outcome of patients (13), and should account for a range of valve deployment scenarios. Recent interventional techniques have also enabled more predictable deployment of the transcatheter valve in the predicted landing zone, and may help improve future predictions of LVOT obstruction risk (14, 15).

In silico studies have the potential to provide key insights into the performance of novel interventional procedures such as LAMPOON which may be impossible to evaluate in a controlled clinical trial. The advantages of in silico studies are to (1) avoid the costs associated with conventional clinical trials, (2) avoid risk to patients, and (3) study unique metrics which may be difficult or impossible to attain in a clinical setting. Within the realm of structural heart disease interventions, prior in silico studies have evaluated para-valvular regurgitation in transcatheter aortic valve replacement (16, 17), device size selection for left atrial appendage occlusion (18), and LVOT hemodynamics in the setting of TMVR (7, 19, 20). In the future, in silico trials may also be used to supplement conventional clinical trial evidence and support the regulatory process of new devices and procedures (21). With appropriate validation, in silico data can represent a potentially valuable form of evidence which can be obtained at a reduced cost and without risk to patients (22).


Limitations

This was a retrospective study with a small sample size. As adoption of the LAMPOON technique expands, larger datasets will be needed to corroborate the findings of this study. The modeling of blood flow in this study using CFD may be limited given the assumptions of fixed left ventricular walls with zero wall velocity during peak systole, and steady flow boundary conditions. Since the pressure gradient across a normal aortic valve should be negligible relative to the gradient across an obstructed LVOT, we did not model an aortic valve in our simulations for simplicity. The anterior mitral leaflet was modeled depending on whether the leaflet could be reliably segmented on the post-procedure CT dataset. The posterior mitral leaflet was not modeled since this leaflet is not affected by the LAMPOON procedure and should not impact flow in the LVOT. The value of our CFD workflow is to provide a simplified, rapid approach to simulate LVOT hemodynamics. This method has been previously validated and has demonstrated good accuracy (<10% error) when compared to clinical hemodynamic measurements (7). Despite the discussed limitations, this study provides unique insight into the hemodynamic effect of LAMPOON which would have been impossible to study in a clinical setting.




CONCLUSION

A controlled in silico study was performed to investigate the hemodynamic impact of LAMPOON in TMVR. LAMPOON achieved a critical increment in outflow area which resulted in a consistent improvement in hemodynamic outcomes and 3D flow patterns following TMVR. Patients with a smaller post-procedure neo-LVOT area experienced a greater hemodynamic improvement with LAMPOON. This study demonstrates the potential for in silico studies to evaluate procedures virtually which may improve cost-effectiveness and patient safety as compared to a conventional clinical trial.
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A substantial proportion of heart failure patients have a preserved left ventricular (LV) ejection fraction (HFpEF). This condition carries a high burden of morbidity and mortality and has limited therapeutic options. left ventricular pressure overload leads to an increase in myocardial collagen content, causing left ventricular stiffening that contributes to the development of heart failure patients have a preserved left ventricular ejection fraction. Although several heart failure patients have a preserved left ventricular ejection fraction models have been developed in recent years to aid the investigation of mechanical alterations, none has investigated different phenotypes of the disease and evaluated the alterations in material properties. In this study, two similar healthy swine were subjected to progressive and prolonged pressure overload to induce diastolic heart failure characteristics, providing a preclinical model of heart failure patients have a preserved left ventricular ejection fraction. Cardiac magnetic resonance imaging (cMRI) scans and intracardiac pressures were recorded before and after induction. In both healthy and disease states, a corresponding finite element (FE) cardiac model was developed via mesh morphing of the Living Heart Porcine model. The material properties were derived by calibrating to its passive and active behavior. The change in the passive behavior was predominantly isotropic when comparing the geometries before and after induction. Myocardial thickening allowed for a steady transition in the passive properties while maintaining tissue incompressibility. This study highlights the importance of hypertrophy as an initial compensatory response and might also pave the way for assessing disease severity.
Keywords: heart failure with preserved ejection fraction, phenotypes, finite element analysis, computational modelling, material properties, animal modeling
INTRODUCTION
Heart failure (HF) is a leading cause of morbidity and mortality (Roger, 2021). HF with preserved ejection fraction (HFpEF) is characterized by an ejection fraction above 50% and increased left ventricular (LV) filling pressure (Heidenreich et al., 2022). It is estimated to affect a considerable proportion of HF patients (Clark and Velazquez, 2020). In the United States alone, the prevalence of HF is estimated to be 6 million, which is approximately 1.8% of the total United States population (Roger, 2021). HFpEF is associated with increased morbidity and mortality, including a 35% 2-year rate of HF hospitalization and a 14% 2-year mortality (Dunlay et al., 2017), even in asymptomatic patients (Kane et al., 2011). The prevalence rate continues to rise significantly owing to the aging of the population and the increasing prevalence of comorbidities such as hypertension, obesity, and diabetes (AlJaroudi et al., 2012; Shah and Solomon, 2012; Kitzman and Shah, 2016; Virani et al., 2020). Despite the large number of patients, few pharmacological or device-driven therapies have been shown to improve clinical outcomes or lower mortality rates (Bhuiyan and Maurer, 2011; Wintrich et al., 2020; Anker et al., 2021).
A key contributing etiology of HFpEF is LV stiffening due to myocardial remodeling. Progressive and prolonged LV pressure overload leads to an increase in myocardial collagen content, causing both regional and global LV stiffening as well as elevated LV filling pressures (Borbély et al., 2005; Zile et al., 2015). However, this stiffening mechanism is still not fully understood, and the variety of phenotypes makes an accurate assessment difficult (Shah and Solomon, 2012; Sengupta and Marwick, 2018; Shah et al., 2020; Roh et al., 2022).
Numerical analysis enables non-invasive mechanical assessment of the cardiovascular system (Chandran, 2010; Niederer et al., 2011; Votta et al., 2013; Sahli Costabal et al., 2018; Wisneski et al., 2020; Cutugno et al., 2021). In recent years, models have been developed to investigate the impact of HFpEF on heart function (Poh et al., 2012; Adeniran et al., 2015; Dabiri et al., 2018; Escher et al., 2020). Global tissue stiffness has been examined using finite element (FE) modeling by comparing the mechanical properties of an HFpEF cardiac ventricle to a healthy heart of a different subject (Sack et al., 2018). Torres et al. (2020) have recently investigated LV stiffening in response to progressive pressure overload. A predictor variable for LV stiffness was derived from computed stress magnitudes in the circumferential and longitudinal directions. It was based on clinical echocardiogram strain measurements in selective heart regions and the adaptation of an ellipsoidal model. Although tissue stiffening has been corroborated by these models, a more comprehensive description of the material properties is required to establish a better pathophysiological understanding.
In this study, we aim to compare material properties before and after the elevation of the LV filling pressure. Four FE models were developed for healthy and HFpEF scenarios based on an animal study, where swine were recorded before and after HFpEF induction. This study is the first to compare healthy and HFpEF conditions of the same subject by calibrating their material properties. The same technique can be applied to a larger study population, to quantify the changes in material properties in HFpEF and aid in the classification of disease variants.
MATERIALS AND METHODS
Animal experiment
Yorkshire Landrace pigs at the age of 3–4 months were subjected to progressive and prolonged pressure overload using an aortic inflatable cuff over a 5-week period to induce diastolic HF characteristics (Charles et al., 2020). Cardiac magnetic resonance imaging (cMRI) scans and LV pressures were recorded on days 1 and 42, pre- and post-cuff placement, representing healthy and disease conditions, respectively. A subset of two normal pigs with similar body weight (19.9 and 20.5 kg), surface area (0.74 and 0.77 m2), and cardiac characteristics (Table 1) were chosen from the full cohort. During the experiment, the two pig models demonstrated good development of HFpEF characteristics, including LV hypertrophy and preserved ejection fraction. The study was conducted as part of the Asian neTwork for Translational Research and Cardiovascular Trials (ATTRaCT) program and was authorized by the Institutional Animal Care and Use Committee (IACUC) of the National University of Singapore (Protocol R15-0090).
TABLE 1 | Pressure and volume magnitudes of the healthy configuration before the HF induction.
[image: Table 1]Geometrical modeling
For each pig model, the geometries of normal and HFpEF anatomies were reconstructed based on recordings before and after HF induction. The recordings were segmented at end diastole and were followed by smoothing with volume preservation (Weissmann et al., 2021). The living heart porcine model (LHPM; Simulia, Dassault Systèmes, Providence, RI, United States) (Baillargeon et al., 2014, 2017; SIMULIA, 2016) was morphed based on the reconstructed geometries, using Abaqus solver (Simulia, Dassault Systèmes), to generate multiple FE models. A detailed description of the algorithm can be found in our published work (Weissmann et al., 2021).
For each pig, the LV wall thickness was measured before and after the induction of HFpEF to evaluate the muscular growth due to hypertrophy. Short-axis slices at end-diastole were analyzed and the LV mass (LVM) was calculated by subtracting endocardial from epicardial volume. The value was normalized to body surface area (LVMI), which was calculated using the Mosteller formula (Mosteller, 1987).
Material properties calibration
The material characteristics of the LV tissue include passive and active properties embedded in the LHPM (Simulia, 2016). The passive behavior was defined according to the Holzapfel and Ogden (2009) constitutive model. The strain energy function is comprised of isochoric [image: image] and volumetric [image: image] components as follows:
[image: image]
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where the tissue stiffness is determined in the isotropic direction (a, b), fiber direction (af, bf), sheet direction (as, bs), and the connection between the fibers and sheet (afs, bfs). [image: image], [image: image], and [image: image] are invariants, C is the right Cauchy-Green tensor, and f0 and s0 are vectors that define the fiber and sheet directions, respectively. Sym () operator represents symmetrical disposition with respect to the axes of deformation (Merodio and Ogden, 2006), J is the third deformation gradient invariant, and D = 2/K where D is the incompressibility parameter and K is the bulk modulus.
The coefficients of the isochoric function were determined using the analytic pressure-volume curve suggested by Klotz et al. (2006). The curve was customized for each case with the end diastolic pressure (EDP) and end diastolic volume (EDV) obtained from clinical measurements. Further details of the configuration of the “Klotz” curve are provided in the Supplementary Material.
A genetic algorithm was implemented to obtain an optimal set of passive material parameters matching the Klotz curve while accounting for local and global minima. An initial generation was chosen randomly, and for each parameter, specified bounds were chosen to allow a wide range of physiological values (Göktepe et al., 2011; Wang et al., 2013; Nikou et al., 2015) (Table 2). The algorithm used default settings for selection, recombination, and mutation (Pohlheim and Marenbaeh, 1996). Each set of parameters was ranked by a fitness function, which computed an overall distance between the desired Klotz curve and an FEA-generated pressure-volume curve. The next generation was created by applying recombination and mutation attributes to the sets of parameters with the lowest scores. Iterative selection was performed for three generations until a score within 2.5% of the target value was found. This process was implemented using an in-house Python script, which generated an Abaqus input file for each set of parameters, executed the solver, and analyzed the FEA results.
TABLE 2 | The passive parameter bounds.
[image: Table 2]For each model, a second calibration of the HFpEF conditions was performed to quantify potential changes in the passive behavior by eliminating the influence of geometrical alterations. The healthy FE models, prior to the induction, were compared to the Klotz curves, using volume and pressure measurements taken after the induction of HFpEF. The algorithm ran under identical conditions and predefined boundaries as in the first calibration. To enable more degrees of freedom, as an alternative to hypertrophy, the incompressibility parameter D was also included in the calibration. The first calibration values were utilized as an initial guess in the second calibration to obtain minimal alterations relative to the healthy state.
To synchronize the pressure and volume magnitudes during heart contraction, an alteration in contractility was facilitated by the active sarcomere tension (Guccione and McCulloch, 1993; Genet et al., 2014; Sack et al., 2016). More information can be found in the supplementary material section.
Circulatory system
The embedded blood flow model in the LHPM uses a lumped parameter approach. Figure 1 shows a schematic illustration of the blood flow model, with resistors representing flow resistances and capacitors representing structural compliance. The blood flow was modeled by inducing fluid exchange between the various heart chambers. The capacitors are mechanically represented by reservoirs and their pressure-volume response is controlled by springs. For each model, the venous compliance and the aortic valve, systemic and venous resistances were adjusted to obtain pressure–volume loops similar to clinical measurements. The HFpEF lumped settings and the corresponding healthy ones differed only in their resistance, such that the aortic and systemic resistances were increased in our HFpEF models, representing the aortic cuffing that induced HFpEF in the animal. To maintain proper venous return in our models, the venous resistance was also slightly lowered. The lumped parameters are listed in Supplementary Table S1.
[image: Figure 1]FIGURE 1 | Electrical representation of the blood flow model.
RESULTS
Model geometry
A visualization of the FE models following cMRI segmentation and mesh morphing is shown in Figure 2. The LHPM was used as a baseline mesh, and was morphed to generate cardiac models matching those of our animal models, both before and after induction of HFpEF. A previously developed mesh-morphing algorithm was used for this, which can accurately match imaged wall and septal thicknesses, and has the advantage of preserving fine structural details captured in the baseline mesh (Crick et al., 1998; Weissmann et al., 2021). For each model, long- and short-axis cross sections in the initial healthy configuration and the post induction HF configuration are presented in Figure 3. The LV mass value was determined for each case and is shown in Table 3. Albeit similar physical properties at normal condition, the mass properties have changed after induction, as the hypertrophy in Case 1 was substantially larger, predominantly if normalized to the body surface area. (Figure 4; Table 3).
[image: Figure 2]FIGURE 2 | Comparison of the morphed FE models of the two cases’ anatomies before and after HFpEF induction.
[image: Figure 3]FIGURE 3 | Long and short axis views of the two cases before and after HFpEF induction.
TABLE 3 | Left ventricular mass properties before and after induction.
[image: Table 3][image: Figure 4]FIGURE 4 | The passive filling FE results and the corresponding “Klotz” curves for the four models.
Material parameter estimation
The material parameters (a, b, af, bf, as, bs, afs, bfs) were calibrated for the subject-specific anatomies and produced appropriate results for all models, as previously reported in the literature (Göktepe et al., 2011; Wang et al., 2013; Nikou et al., 2015; Genet et al., 2016; Dabiri et al., 2018; Peirlinck et al., 2019; Heidari et al., 2022). Table 4 lists the values of the eight calibrated passive material parameters for the two cases. The FE passive filling curves were plotted against the corresponding analytical Klotz curves to graphically highlight the optimization efficiency (Figure 5). R2 scores were calculated for quantitative fitting evaluation, with R2 of 0.999 and 0.997 for the healthy and unhealthy configurations, respectively, in both models.
TABLE 4 | The passive material properties for each cardiac model before and after the induction of HFpEF.
[image: Table 4][image: Figure 5]FIGURE 5 | The pressure-volume curves of the FE models and the corresponding Klotz curves of HFpEF models without geometric alterations.
For comparison, the material properties were also calibrated against the HFpEF condition using the healthy anatomy, i.e., without introducing geometric alteration related to hypertrophy. Figure 2 shows this calibration with an identical “Klotz” curve as in Figure 5. The R2 scores for a HFpEF condition with normal geometry were 0.998 and 0.999 for Cases 1 and 2, respectively. The differences between the passive properties of normal and HFpEF without anatomical alterations are shown in Table 5. From the results, the major alteration was observed in a single parameter, while the change in the other parameters was minimal. When the calibration accounted for hypertrophic conditions (Table 4), change was observed in all parameters.
TABLE 5 | The passive material properties for each cardiac model, for normal condition and HFpEF condition while the normal geometry was maintained.
[image: Table 5]Cardiac cycle simulation
The sixth cardiac cycle analysis was analyzed to ensure fully converged results (Sack et al., 2018) and stable periodic solutions with closed pressure-volume loops (Figure 6). The computed pressure was within the clinical range for both models before and after the induction, with maximal pressures of 85 mmHg for normal configurations and 150 mmHg for HFpEF conditions.
[image: Figure 6]FIGURE 6 | The pressure-volume loop of each porcine normal. The normal and HFpEF configurations are denoted by continuous and dashed lines, respectively.
The EDV and ESV compared adequately between the imaging studies and the computational results, with less than a 5% inaccuracy. Accordingly, in silico stroke volume (SV) matched in vivo measurements for all HF models in all configurations. The computed SVs in Case 1 were 32.2 ml and 31.2 ml for normal and HFpEF conditions, respectively, compared to 33.5 ml and 30.5 ml in vivo measurements. Similarly, in Case 2, the SVs were 35.4 ml and 34.0 ml, vs. 36.1 ml and 34.4 ml measured in vivo. The changes in EF in both HF conditions are illustrated in Figure 7.
[image: Figure 7]FIGURE 7 | The ejection fraction of normal and HFpEF configurations.
Strain assessment and validation
Supplementary Video S1 shows the beating heart models during the cardiac cycle with varying maximal principal strains. The HFpEF models for Case 1, with an increased hypertrophy, have shown similar magnitudes relative to the corresponding normal heart, whereas the strains in the HFpEF model for Case 2 have shown a reduction. These strains were computed per element and may suggest the focused impact of hypertrophy on specific segments. To further assess the strain and to validate the results, global FE strain measurements in the longitudinal and circumferential directions were computed across the endocardium and compared to in vivo strain data. Although echo-derived strain data is considered reliable, it is most challenging given the time-dependent variation in position and particularly while analyzing cross-sectional images. The end-systolic phase was chosen as the target configuration, and the end-diastolic phase was defined as the reference configuration. To best fit the FE results to the in vivo strain measurements, curve lengths from long and short axis slices were measured manually rather than using the built-in strain results.
The results of the FE models have shown a reduction in myofiber longitudinal strain within the LV, with 18% vs. 15% for Case 1 and 17% vs. 14% for Case 2. A slight increase was observed in the endocardial circumferential strain: 21% vs. 23% and 25% vs. 26% for Cases 1 and 2, respectively. The global strains, which were calculated from the FE results, are commensurate with the clinical measurements listed in Table 6. The accuracy in predicting longitudinal strain was higher than the circumferential strain. The latter is more complicated to accurately measure given the image resolution and the high variability between slices. Furthermore, the overall measurements can also be affected by the myofiber orientation.
TABLE 6 | Endocardial longitudinal and circumferential strains in percentages from manual echocardiogram length measurements.
[image: Table 6]DISCUSSION
In this study, we used cMRI scans from HFpEF induced pigs to determine changes in material properties and to assess different phenotypes of the disease. Subject-specific FE models were developed based on the living heart porcine model to represent anatomies before and after induction.
Geometrical reconstruction
The geometries in this study were constructed to match the cMRI recordings by morphing the cardiac porcine model of the living heart. It is considered a highly demanding model, as it enables the investigation of the four heart chambers as well as the coupled electrophysiology. The use of animal subjects and a non-symmetrical geometry enables realistic modeling of the disease and allows exploring alterations in the material properties more precisely.
The phenotype classification was determined according to the degree of hypertrophy in response to the increased overload. This compensatory mechanism can result in heart failure when it occurs excessively (Kehat and Molkentin, 2010). The computed LVMI has shown a substantial twofold increase in myocardial mass in both pigs. In Case 1, myocardial thickening was greater, implying a more pathologic scenario.
Material properties
All FE models were calibrated from the same initial volume to normalize them and to reduce material discrepancies due to volume alterations (Figures 4, 5). Furthermore, selecting a reference point allowed to limit the number of solutions of the multivariate analysis, as there is often more than one possible solution. For each model, the best solution was chosen after running the stochastic algorithm three times for each scenario, using the same scoring method. The set of material properties with the optimal score was used for our comparison.
The pressure-volume curves of both cases before the induction of HFpEF are in close range, attesting to the resemblance between the two initial calibrated configurations. The volume was estimated from a small number of slices, resulting in a measurement error range of 10% (El-Rewaidy and Fahmy, 2016), which is more than the volumetric calibration error. Differences in pressure magnitudes of less than 1 mmHg are also considered minor (Tolia et al., 2018), since the physiologic pressures were estimated from E/e’ measurements according to Nagueh’s formula (Nagueh et al., 1997).
It is important to underscore that the curves are ultimately determined by the patient-specific anatomy and the material properties, as demonstrated by the variability between the post induction configurations and their corresponding curves. To eliminate alterations in the cardiac anatomy due to remodeling, thus isolating the impact of the passive material parameters, the initial anatomy was modified to fit the HFpEF pressure volume curve (Figure 7). The change was primarily isotropic (a, b), with negligible impact on the remaining parameters. These results are not biased by initial parameter constraints (Nikou et al., 2015), nor by parameter significance ranking (Nair et al., 2007). Importantly, to keep the parameters in the physiological range, the stiffness of the heart had to rise, resulting in a drop in the incompressibility parameter D, which yielded an increase in the bulk modulus of three orders of magnitude greater than the increase in parameter a (Göktepe et al., 2011). The reduction in the incompressibility parameter D also leads to a shift of the Klotz curve toward lower volumes (to the left). The range of the D parameter (0.1–0.25 MPa) was chosen to ensure that the influence of incompressibility on the material properties is minimal (Sack et al., 2018). Interestingly, the change in the myocardial passive behavior is predominantly isotropic direction 2) when comparing the same geometry before and after induction (Table 5). Our calibration algorithm ran under identical conditions in all models, including initial volume setting as well as predefined boundaries for each parameter, to assure normalization and to reduce material discrepancies due to volume alteration. No additional constraints were added, allowing all the parameters to change randomly until an optimal solution was obtained. Importantly, this is the first article to compare HFpEF to normal heart of the exact subject, thus allowing for an accurate assessment of myocardial changes. Our findings suggest that cardiac hypertrophy may enable the preservation of the passive material properties in the physiological range while tissue incompressibility is maintained. It is consistent with the convention that hypertrophy serves as an initial compensatory response to sustain cardiac function (Hein et al., 2003). Finally, we compared two HFpEF phenotypes. High variability in material properties was observed following the realistic calibration of the two models (Table 4). The hypertrophy magnitude triggered dissimilar changes in different parameters, emphasizing the importance of addressing all material properties for accurate calibration.
Cardiac cycle simulation
Pressure-volume curves of the LV (PV-loops) were generated to represent normal and HFpEF conditions (Figure 6). The converged cardiac cycles accurately described clinical observations, with a difference of less than 5%. This error is minor, considering physiological variations in volume, pressure, and timing during cardiac function and over in-vivo sampling. While the PV-loops representing the normal configurations of the two cases are in close resemblance, this is not the case in the HFpEF configurations. The differences in the HFpEF curves are demonstrated both in the PV values and the shape of the curves. These changes can be explained by the degree and direction of the hypertrophy, which engenders alterations in the material properties.
A quantitative assessment of the models was performed by comparing the strains of the HFpEF and normal configurations. The strain measurement difference between the cardiac subjects before and after induction has shown an expected reduction in longitudinal strain at diastole. The FE estimations agreed with the clinical data, with only a negligible increase in the circumferential strain. The relative error between the FE results and the clinical data can be explained by the different imaging modalities, i.e., cMRI vs. echocardiography, respectively. Furthermore, the model geometries were reconstructed without adjusting the orientation of the muscle fibers. Nonetheless, the trends were largely the same, and the cardiac behavior was similar.
Study limitations and future directions
Several key factors contribute to diastolic HF formation and include both systolic and diastolic abnormalities (Sengupta and Marwick, 2018). The FE analysis in this study addressed the alteration in mechanical properties of the LV as well as geometrical changes such as hypertrophy (Aurigemma and Gaasch, 2004; Torres et al., 2020). Investigation of the LV systolic mechanics is beyond the scope of this paper. In our investigation, we assumed the change in material properties to be homogeneous across the LV and uniform in all directions. The calibration process was based on echocardiographic estimation of intra-cardiac pressures normalized by weight rather than direct catheter readings. Moreover, the FE models relied on cMRI recordings that were only obtained before and after HF induction. Sequential MRI monitoring during the induction process could provide additional information on disease progression and tissue remodeling and is the goal of our subsequent study. Here, we sought to investigate changes in global passive material properties of similar baseline anatomies to induce different representations of HFpEF.
CONCLUSION
This study evaluates material property alteration in two different phenotypes of HFpEF using subject-specific cardiac models for porcine hearts before and after the application of progressive and prolonged pressure overload. The change in the myocardial passive behavior was isotropic and its magnitude was heavily reliant on the degree of hypertrophy. When hypertrophy was excluded, elevation in incompressibility was enforced, triggering alterations only in parameter b. This study is the first to quantify and compare alterations in material properties and incompressibility in different HFpEF phenotypes. The results underline the advantage of computational modeling in understanding complex cardiac representation via tissue behavior quantification.
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Background: Type B aortic dissection (TBAD) is a dangerous pathological condition with a high mortality rate. TBAD is initiated by an intimal tear that allows blood to flow between the aortic wall layers, causing them to separate. As a result, alongside the original aorta (true lumen), a false lumen (FL) develops. TBAD compromises the whole cardiovascular system, in the worst case resulting in complete aortic rupture. Clinical studies have shown that dilation and rupture of the FL are related to the failure of the FL to thrombose. Complete FL thrombosis has been found to improve the clinical outcomes of patients with chronic TBAD and is the desired outcome of any treatment. Partial FL thrombosis has been associated with late dissection-related deaths and the requirement for re-intervention, thus the level of FL thrombosis is dominant in classifying the risk of TBAD patients. Therefore, it is important to investigate and understand under which conditions complete thrombosis of the FL occurs.
Method: Local FL hemodynamics play an essential role in thrombus formation and growth. In this study, we developed a simplified phenomenological model to predict FL thrombosis in TBAD under physiological flow conditions. Based on an existing shear-driven thrombosis model, a comprehensive model reduction study was performed to improve computational efficiency. The reduced model has been implemented in Ansys CFX and applied to a TBAD case following thoracic endovascular aortic repair (TEVAR) to test the model. Predicted thrombus formation based on post-TEVAR geometry at 1-month was compared to actual thrombus formation observed on a 3-year follow-up CT scan.
Results: The predicted FL status is in excellent agreement with the 3-year follow-up scan, both in terms of thrombus location and total volume, thus validating the new model. The computational cost of the new model is significantly lower than the previous thrombus model, with an approximate 65% reduction in computational time. Such improvement means the new model is a significant step towards clinical applicability.
Conclusion: The thrombosis model developed in this study is accurate and efficient at predicting FL thrombosis based on patient-specific data, and may assist clinicians in choosing individualized treatments in the future.
Keywords: type B aortic dissection, thoracic endovascular aortic repair, false lumen thrombosis, phenomenological modelling, computational fluid dynamics
1 INTRODUCTION
Aortic dissection (AD) is a dangerous pathological condition with a high mortality rate. AD is characterized by an intimal tear that allows blood to flow between the aortic wall layers, causing them to separate. As a result, alongside the original aorta known as the true lumen (TL), a new false lumen (FL) develops. The FL can rapidly extend along the aorta and serves as an alternative pathway for the blood flow. It is common for secondary re-entry tears to develop, creating additional communication channels between the TL and FL. This aortic disaster compromises the whole cardiovascular system, which in the worst case can lead to complete rupture of the aorta (Elefteriades et al., 1992). Based on the Stanford classification system of AD (Daily, 1970), if AD occurs in the ascending aorta, it is classified as a type A aortic dissection (TAAD), and if it originates in the descending aorta, it is classified as a type B aortic dissection (TBAD). In TAAD, urgent surgical intervention is necessary because more critical complications can occur due to blood flow to the brain being compromised (Salameh and Ratchford, 2016). In TBAD, depending on the patient’s conditions, medical treatment (non-invasive management of the patient with anti-hypertensive drugs) or thoracic endovascular aortic repair (TEVAR) are typically adopted (Pape et al., 2015). TEVAR is a minimally-invasive procedure in which a stent-graft is inserted into the TL to cover the primary entry tear to stop blood flow into the FL and to provide structural support to the weakened vessel to promote TL remodeling.
The local hemodynamic conditions in the FL contribute to the formation and growth of thrombus (Menichini and Xu, 2016). Based on the level of FL thrombosis, the FL status is classified as patent FL, partially thrombosed FL, and completely thrombosed FL (Tsai et al., 2007). Partial thrombosis is the simultaneous presence of thrombus and flow in the FL. Similarly, the presence of only flow and only thrombus corresponds to patent FL and completely thrombosed FL, respectively (Tsai et al., 2007; Trimarchi et al., 2013). Clinical studies have shown that dilation and rupture of the FL are related to the failure of the FL to thrombose (Evangelista et al., 2012). A significant predictor for late dissection-related deaths and retreatment of the descending aorta is the FL thrombosis status, with studies showing that FL growth rate and mortality of AD patients are significantly higher in the case of a partially thrombosed FL (Bernard et al., 2001; Akutsu et al., 2004; Sueyoshi et al., 2004; Trimarchi et al., 2006; Tsai et al., 2007; Fattouch et al., 2009; Trimarchi et al., 2013).
Tsai et al. (2007) showed that the risk of death for patients with a partially thrombosed FL is 2.7 times higher than for patients with a patent FL. They hypothesized that a so-called “blind sac”, which occludes the distal tear, results in aneurysmal dilation or rupture. The risk of rupture might also increase because of local hypoxia in the aortic wall adjacent to the formed thrombus. Similar to aortic aneurysms, hypoxia can increase local inflammations, neovascularization, and localized wall weakening (Satta et al., 1996; Vorp et al., 2001). Thus the aortic wall might be more prone to failure. However, not all clinical studies support that a partial thrombus leads to an increased risk of death (Sueyoshi et al., 2009).
Complete thrombosis of FL has been shown to improve the clinical outcomes of chronic TBAD patients (Bernard et al., 2001; Akutsu et al., 2004; Sueyoshi et al., 2004; Trimarchi et al., 2006; Tsai et al., 2007; Fattouch et al., 2009; Trimarchi et al., 2013; Tanaka et al., 2014; Naim et al., 2016). In particular, it decreases the death risk and is associated with the lowest FL growth rates. Hence, complete FL thrombosis is the desired outcome of any treatment, to slow down or potentially stop the dissection progression. Therefore, it is important to investigate and understand under which conditions complete FL thrombosis occurs.
Since thrombus formation can be inhibited due to hemodynamic conditions (well perfused regions with high velocities and shear rates), TEVAR can be used to promote favourable thrombosis conditions by limiting blood flow into the FL through occlusion of the primary entry tear. Nienaber et al. (2009) showed that up to 91.3% of patients who underwent TEVAR achieved complete FL thrombosis and the positive morphological remodeling over time.
Clinical decision-making is usually confined to identifying high-risk patients based on recommended guidelines. Given the clear evidence of the importance of FL thrombosis status in TBAD, modelling thrombosis and predicting how a patient’s dissection will develop is highly desirable to aid clinicians in providing the appropriate treatment.
Menichini et al. (2016) presented the first study predicting FL thrombosis in patient-specific geometries of TBAD patients, using a hemodynamics-based model which was first developed and tested in idealised cases (Menichini and Xu, 2016). The model has been further developed and applied in clinically focused studies (Menichini et al., 2018; Armour et al., 2020b), with the most up-to-date form of the model being presented and utilised in a study on the influence of FL perfused side branches on thrombosis (Armour et al., 2022). In the model, thrombus formation depends on local hemodynamic conditions in the FL, which are influenced by the dissection morphology, such as the location, size, number of intimal tears, and the dimensions of the FL. Among the quantities related to hemodynamic conditions, shear rate and shear stress play a significant role in driving FL thrombosis (Menichini et al., 2016; Menichini and Xu, 2016; Menichini et al., 2018; Jafarinia et al., 2020; Armour et al., 2022).
Five field variables (resting, activated, and bound platelets, coagulant, and residence time) which simplify and represent the coagulation cascade and hemostasis process are modelled through a series of convection-diffusion-reaction equations to predict thrombosis (Menichini and Xu, 2016). The model’s kinetic parameters are not related to specific biochemical reactions in the homeostasis process; therefore, these parameters are artificially accelerated. Understanding the relation between computational and actual time would require analysis of the model using a substantial amount of follow-up patient scans. However, such suitable time-resolved data on thrombus formation is very sparse, which makes the modeling process challenging. As a result, there is no connection between simulation time and real time taken for thrombus to form.
To reduce the complexity of the model and make it more efficient, it is beneficial to reduce the number of equations and variables. Melito et al. (2020) performed a sensitivity analysis on Menichini and Xu’s 2016 model and showed that not all the model parameters influence thrombus formation, meaning that the model can be reduced. Model reduction is of interest for several reasons. First, reducing the number of equations and input parameters allows for easier control of the thrombus formation process. Each input parameter is a potential source of uncertainty; therefore, reducing the number of input parameters makes the thrombus formation model less prone to output variation. Second, model reduction will significantly reduce the computational cost. Menichini and Xu’s 2016 model requires five partial differential equations to be solved alongside the Navier-stokes equations, meaning simulations take on the order of 1–2 weeks to complete depending on patient-specific details such as cardiac cycle length. The computational cost increases even more when considering structural wall mechanics by performing fluid-structure-interaction (FSI) simulations - Chong et al. (2022) performed an integrated FSI-thrombus study in an idealised geometry with Menichini and Xu’s 2016 model, with simulations taking 2–3 months to complete.
Given that the key aim of this field of work is clinical impact and being able to predict thrombus formation for making clinical decisions, reducing the computational time and improving applicability are imperative. Thus, this study aims at developing a new thrombosis model, starting from the work of Menichini and Xu (2016), guided by the sensitivity analysis by Melito et al. (2020). This paper presents a new and simplified thrombosis model, along with validation of the model in a patient-specific post-TEVAR TBAD case.
2 MATERIALS AND METHODS
2.1 Thrombus growth model
The newly developed model predicts thrombus formation through a single equation, known as the coagulant equation. The coagulant equation (Eq. 1) is interpreted as the lumped effect of all the biochemical reactions in the coagulation cascade. Coagulant is released into the domain from the wall based on the specific conditions at the wall. Furthermore, it can be formed in the domain via a source term that drives coagulant production in regions where coagulant is already present. Hence, the coagulant is modelled through a diffusion-reaction equation.
The degree of thrombosis is represented by the concentration of coagulant (Eq. 6) and thrombus growth begins in regions of low cycle-averaged wall shear stress and cycle-averaged bulk shear rate. However, the negative influence of high instantaneous shear rates on the hemostasis process and thrombus formation is highlighted in several studies (Goel and Diamond, 2002; Taylor et al., 2014, 2016). Thus, to avoid thrombus growth in high shear rate zones, the instantaneous shear rate on the surface of the thrombus plays an important role and is incorporated into the coagulant equation. This allows for instantaneous control over the thrombus growth, while also allowing for the growth rate to significantly increase without facing numerical inaccuracy or instability in recirculation and low shear rate zones.
The model is based on the following assumptions:
1) The thrombus formation can initiate from the wall only if cycle-averaged shear stress ⟨τw⟩ falls below the threshold value of 0.15Pa. This value is taken from Armour et al. (2022), the most up to date version of Menichini & Xu’s model (2016), which has tuned the TAWSS threshold based on application of the model to multiple patient-specific geometries over numerous studies. In the current study we refer to ⟨τw⟩ as time-averaged wall shear stress (TAWSS). Where this condition is met, there will be a flux of coagulant c into the domain from the wall.
2) The growth of thrombus into the bulk of the domain is only controlled by the shear rate [image: image]. Thrombus forms and grows in regions of low cycle-averaged shear rate [image: image]. Simultaneously, thrombus growth is inhibited at high shear rates by computing the instantaneous shear rate at the surface of the thrombus. This criterion is implemented in the source term of the coagulant equation (Eq. 1).
3) The thrombus model is coupled with the modified Navier-Stokes equations, where the effect of a growing thrombus on flow is modelled through a fictitious body force. Incorporating the fictitious body force into Navier-Stokes equations was proposed by (Fogelson, 1992) and employed by (Menichini and Xu, 2016). The thrombus forms where the concentration of coagulant is sufficiently higher than a threshold value.
The coagulant equation is
[image: image]
where
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and
[image: image]
where c is coagulant, ct denotes a threshold value above which it is assumed that thrombus begins to form, Dc is the constant coagulant diffusivity, [image: image] is the shear enhanced coagulant diffusivity, kc is the coagulant kinetic constant, and [image: image] is the cycle-averaged shear rate threshold. Numerical values for constant parameters are reported in Table 1. The values for these parameters were chosen during model development to ensure the predicted thrombus patterns matched those of the original model (Menichini and Xu, 2016) in an idealised geometry. Since thrombus formation and growth occur over a much larger timescale (weeks/months) compared to the period of a cardiac cycle (second), our strategy was to artificially accelerate the kinetics of thrombosis as explained in the original paper by Menichini and Xu (2016). As a result, the simulated thrombus growth time has no correlation with real time growth observed in the patient.
TABLE 1 | Thrombus formation model parameters.
[image: Table 1]The degree of thrombosis ϕth depends on the coagulant concentration, as
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ϕth ranges between 0 ≤ ϕth ≤ 1. For visualising results, complete thrombosis was defined as ϕth ≥ 0.8.
The Neumann boundary condition on the wall is
[image: image]
where kcw is the coagulant kinetic constant at the wall, cw is the concentration of coagulant at the wall, and cwt is the coagulant concentration threshold at the wall. The values of kcw and cwt are reported in Table 1.
2.2 Rheological model
The thrombus growth model is fully embedded in the CFD model in order to account for the effect of thrombus growth on flow and the haemodynamic conditions that drive the thrombosis process. Hemodynamics and thrombus formation are coupled through the modified Navier-Stokes equation. The blood is modeled as a non-Newtonian, incompressible fluid. Assuming a constant density ρ, the mass balance reduces to the velocity field’s solenoidality, i.e., the continuity equation ∇ ⋅u = 0. The modified Navier-Stokes equation which couples blood flow with thrombus growth reads
[image: image]
with pressure p and the extra stress tensor τ. The Navier-Stokes equation is modified by a sink term kthϕthu, which accounts for the degree of local thrombosis through the variable ϕth and a coefficient kth which is chosen to effectively stop the flow when ϕth approaches a value of 1 (Menichini et al., 2016). The coupling of the thrombosis model with the Navier-Stokes equations means that while the hemodynamic conditions are driving the thrombus growth, the thrombus growth also influences the flow field.
The extra stress tensor τ is determined by a model equation taking into account the shear-rate dependent behavior of the dynamic viscosity η. The rheological model of blood as a shear-thinning liquid determines the extra stress tensor as a function of the rate-of-deformation tensor,
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where the rate-of-deformation tensor D is defined as the symmetric part of the velocity gradient ∇u,
[image: image]
and viscous stress and rate of strain magnitudes are given by
[image: image]
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Carreau’s model (Carreau, 1968) is then implemented for rheological modeling,
[image: image]
Both parameters η0 and η∞ represent a limiting behavior of the model. For low shear rates the viscosity tends to η0, the zero-shear viscosity (1st Newtonian plateau). In contrast, for high shear rates, the viscosity tends to η∞ (2nd Newtonian plateau). The power-law region is defined by nη, and λ determines the shape of the transition from the first Newtonian plateau to the power-law region.
The model parameters η0, η∞, λ, and nη were determined from experimental data, as reported by Jafarinia et al. (2020). The values are listed in Table 2.
TABLE 2 | Values of model parameters of the rheological and thrombus models.
[image: Table 2]2.3 Patient-specific modelling
The simplified model was applied to a patient-specific case to demonstrate the model’s capability of predicting thrombosis in a physiological dissection geometry. Computer tomography (CT) data from a TBAD patient treated with TEVAR using a Gore TAG device (Gore Medical, Flagstaff, AZ, United States ) as part of the ADSORB trial (Brunkwall et al., 2014) is employed in this study to evaluate the simplified phenomenological thrombosis model in a patient-specific geometry. Formal ethical approval was not required for this study, as prior agreement was made to undertake computational modeling using anonymized images and data. CT scans were taken one-month and 3-year post-TEVAR using a Brilliance 40 (Philips Healthcare, Best, Netherlands) scanner with a kVp of 120 and voxel size of 0.47 × 0.47 × 0.8 mm3. From these CT scans, geometries were segmented using Mimics (Materialize HQ, Leuven) and are shown in Figures 1A,B. The thrombus model was implemented in the 1-month post-TEVAR geometry as a starting morphology and was run until thrombus growth plateaued. Given the accelerated kinetics, our model was designed to predict the final status of false lumen thrombosis rather than the actual growth rate. For this patient, the final simulated false lumen thrombosis was compared with the 3-year follow-up scan. However, there was no time resolved data so although the CT scan was taken after 3 years it is not necessarily the case that it took 3 years for the thrombus to form.
[image: Figure 1]FIGURE 1 | Reconstructed aorta from (A) 1-month post-TEVAR and (B) 3-year follow up CT scan. (C) Predicted FL surface after thrombus growth over 20 cardiac cycles using the model presented in this study.
All major side branches were included when segmenting the geometry for simulation, those being the brachiocephalic artery, left common carotid artery, celiac trunk, superior mesenteric artery, right and left renal arteries, and right and left iliac arteries. The left subclavian artery was occluded by the stent graft. The model was meshed in ICEM (v15, Ansys Inc.) using tetrahedral core elements and ten prismatic layers at the wall. Mesh sensitivity tests were conducted to ensure a grid-independent solution. For each mesh created, mean and maximum wall shear stress and velocity were evaluated on multiple analysis planes in the dissection. The final mesh was chosen when the hemodynamic parameters varied by less than 5% between the selected mesh and a more refined mesh. The final mesh contained approximately 5.5 million elements.
As no patient-specific flow data was available for this case, boundary conditions were extracted from the literature. A flat inlet velocity profile of period 1.3 s was applied at the inlet (Dillon-Murphy et al., 2016) (Figure 2), and 3-element Windkessel (3-EWK) models were applied at all outlets. To tune the 3-EWK models, compliance and total resistance values for each branch were taken from the literature (Dillon-Murphy et al., 2016). Proximal and distal resistances were then calculated based on the total resistance and the branch diameter following the methodology presented by Pirola et al. (2019). Table 3 reports the 3-EWK parameters for each branch.
[image: Figure 2]FIGURE 2 | Inlet flow rate applied in the simulation.
TABLE 3 | 3-Element Windkessel parameters for all branches. Branches include brachiocephalic (BRAC) and left common carotid (LCCA) artery, celiac trunk (CEL), superior mesentric artery (SMA), right (RR) and left (LR) renal, and right (RI) and left (LI) iliac. Reported parameters are proximal resistance (R1), distal resistance (R2) and compliance (C).
[image: Table 3]The simulation was run in Ansys CFX (Ansys, v.15), using a time step of 0.005 s. Two flow-only cycles were run to initialise the domain and calculate the necessary cycle-averaged parameters before the thrombosis model was switched on. The simulation ran for 20 cardiac cycles after which no significant further change in thrombus volume was observed - total predicted thrombus volume varied by ≤ 1% over the final 6 cardiac cycles.
3 RESULTS
Figure 3 shows velocity fields throughout the second systolic phase and TAWSS contours at the end of the second cardiac cycle of the simulation. It can be seen that there are very low velocities throughout the thoracic FL. Compared to the TL, velocities are also low in the abdominal FL; however, a relatively high-velocity jet can be observed in the middle of the abdominal FL. This is where there is a small re-entry tear resulting in blood flow exchange between TL and FL. This can be seen clearly in Figure 4. Helical flow is present from peak systole through to diastole both in the abdominal region and lower thoracic region close to the renal artery. The low velocities in the thoracic FL mean that the TAWSS is close to zero, while higher TAWSS values are observed in the abdominal FL as the velocity jet disperses, with particularly high values opposite the re-entry tear where the velocity jet hits the FL wall (Figure 3D).
[image: Figure 3]FIGURE 3 | Velocity fields at (A) mid-systolic acceleration, (B) peak systole, and (C) mid-systolic deceleration during the second cardiac cycle of the simulation. (D) Time-averaged wall shear stress (TAWSS) contours after the second cardiac cycle of the simulation.
[image: Figure 4]FIGURE 4 | Velocity streamlines at (A) mid-systolic acceleration, (B) peak systole, (C) mid-systolic deceleration, (D) early diastole during the second cardiac cycle of the simulation.
The low TAWSS throughout the thoracic FL results in the model predicting complete thrombosis in this region. Figure 1C shows the final FL surface after thrombus formation over 20 cardiac cycles. Due to the increased flow and high TAWSS in the abdominal region, very little thrombus is formed there. This is in line with what was clinically observed in this patient at the 3-year follow-up, as seen in Figure 1B.
4 DISCUSSION
Understanding FL thrombosis is critical in monitoring and treating TBAD patients. With prognosis linked to the degree of thrombus formation (Tsai et al., 2007; Qin et al., 2012), being able to predict the extent and location of thrombus formation when a patient first presents would be very beneficial. The hemodynamics-based model developed by Menichini and Xu (2016) was a great step towards clinical application of thrombus modelling, with results showing the model’s capability of predicting thrombus formation in patient-specific geometries (Menichini et al., 2016, 2018; Armour et al., 2020b). Sensitivity tests on the model performed by (Melito et al., 2020) demonstrated that there was potential for simplification to reduce computational cost and improve clinical applicability. This study did just that, removing four of the five variables modelled by Menichini and Xu (2016) (bound, resting and activated platelets, and residence time) and presented a simple one-species, phenomenological thrombus model.
Our results show that the current, simplified model can predict thrombus formation in a patient-specific geometry in accordance with patient-specific measurements. Hemodynamic analysis and thrombus predictions with the original model presented by Menichini et al. (2016) have previously been presented for this patient (Armour et al., 2020b). Figure 5 shows the evolution of the aorta surface, i.e., specifically the surface of the descending aorta FL, at multiple time points as the thrombus grows in the FL, for both the simplified, Figure 5A, and the original, Figure 5B, model. It can be seen that in the thoracic FL, growth patterns are similar for both models; however, complete thrombosis of the thoracic FL was predicted quicker with the simplified model.
[image: Figure 5]FIGURE 5 | Evolution of the descending aorta false lumen surface due to thrombus formation in (A) simplified model and (B) original model. Time points presented are after (a) 6, (b) 9, (c) 12, (d) 15, and (e) 20 cardiac cycles. Figure adapted from Armour et al. (2020b).
The volume of thrombus in the thoracic FL was measured at the end of each cardiac cycle and is shown in Figure 6. These results show that the original model saw an initially quicker thrombus growth rate, with the growth rate then slowing down and the final thrombus volume being reached after approximately 16 cardiac cycles. In the simplified model the growth rate was mostly constant from the beginning, with the final thrombus volume being reached after approximately 12 cardiac cycles.
[image: Figure 6]FIGURE 6 | Thoracic false lumen (FL) thrombus volume in the original and simplified model. Volume was measured at the end of each cardiac cycle.
An unintended result of the simplified model was improved thrombosis prediction in the abdominal FL. Very little thrombus was predicted by the simplified model (levels not observable in the images) while significant thrombus formation was predicted in the original model. As explained in Section 2.1, the parameters listed in Table 1 were chosen to ensure predicted thrombus results of the simplified model matched the results of the original model in an idealised geometry. In both models, all equations and parameters interact to control the thrombosis process, and with four of the five species originally modelled being removed in the simplified model, it is understandable that the numerical values for the model parameters common to both models differ. However, given the simplified model is derived from the original based on the general concept of hemodynamic-based thrombus formation, hemodynamic parameters can be compared when discussing differences in predicted thrombus patterns. Specifically, the differences in predicted abdominal thrombus formation may be influenced, although not solely, by the differing bulk shear rate threshold values. The original model had a bulk shear rate threshold of 50 s−1, while the simplified model has a bulk shear rate threshold of 1 s−1. In this specific patient, the influence of this change was significant. There were areas in the abdominal FL where the TAWSS was below the threshold of 0.15 Pa, which resulted in coagulant beginning to form on the wall in both models. However, the shear rates in this region were above 1 s−1, thus inhibiting thrombus formation in the simplified model, and below 50 s−1, thus a substantial amount of thrombus grew in the original model. Figure 1B shows that at the 3-year follow-up very little thrombus was observed in the abdominal FL, in line with the results of the simplified model.
Computational time was significantly reduced with the simplified model. Running the simulation in parallel using 24 cores, the original model took just over 10 h per cycle, while the simplified model took approximately 3.5 h per cycle. This is an approximate 65% reduction in computational time. Reduced computational time due to the reduction in modelled species combined with the fewer number of cycles needed to reach the final thrombus volume means the simplified model is a significant step towards clinical applicability.
A key limitation of this study is that no patient-specific flow data was available, thus for the inlet and outlet boundary conditions data from the literature was utilised. Armour et al. (2020a) showed that TAWSS magnitudes are highly impacted when non-patient-specific stroke volumes are used. While it appears that the generic inlet boundary condition did not significantly impact thrombus results in this case, likely due to the fact that there was very little flow in the thoracic FL where the thrombus formed, and therefore any error in TAWSS values would be insignificant, this may not hold in all cases. In patients where the thrombus is forming in a more perfused section of the FL, the TAWSS patterns will be more influential. Application of the model to a larger patient cohort would allow for the model to be tested across a range of morphologies and flow fields to ensure accuracy and applicability in all TBAD cases, building upon the single patient study presented here. In this way, the role of current values for shear rate threshold and other parameters can be further investigated. Additionally, performing a global sensitivity analysis, similar to the study of Melito et al. (2020), would be beneficial for revealing the sensitivity of the results to each parameter. Future work can also explore the use of mesh deformation, such as the work presented by Di Achille et al. (2016), to capture the finer details at the evolving thrombus surface as our mesh sensitivity tests were conducted on the thrombus-free hemodynamics only. Furthermore, our simulation assumed a rigid wall. In a study using an idealised geometry, Chong et al. (2022) demonstrated that accounting for wall compliance and flap motion can results in a 25% increase in the volume of thrombus formed. Flap stiffness varies from patient to patient, and tends to increase with the age of dissection (Peterss et al., 2016), thus the flap may have been less mobile in this post-TEVAR case making the rigid wall assumption less impactful. Again, this limitation can be assessed in future work, however our initial results show that the rigid wall assumption may be feasible for quick model predictions. Finally, the time taken for thrombus growth in the simulation has no correlation to the real time taken for the thrombus to grow in the patient. A carefully planned study with an extensive set of follow-up scans showing progressive thrombus growth in a patient would allow for the relationship between these two time scales to be elucidated.
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This study aims to validate a numerical model developed for assessing personalized circle of Willis (CoW) hemodynamics under pathological conditions. Based on 66 computed tomography angiography images, investigations were obtained from 43 acute aneurysmal subarachnoid hemorrhage (aSAH) patients from a local neurovascular center. The mean flow velocity of each artery in the CoW measured using transcranial Doppler (TCD) and simulated by the numerical model was obtained for comparison. The intraclass correlation coefficient (ICC) over all cerebral arteries for TCD and the numerical model was 0.88 (N = 561; 95% CI 0.84–0.90). In a subgroup of patients who had developed delayed cerebral ischemia (DCI), the ICC had decreased to 0.72 but remained constant with respect to changes in blood pressure, Fisher grade, and location of ruptured aneurysm. Our numerical model showed good agreement with TCD in assessing the flow velocity in the CoW of patients with aSAH. In conclusion, the proposed model can satisfactorily reproduce the cerebral hemodynamics under aSAH conditions by personalizing the numerical model with TCD measurements.
Clinical trial registration: [http://www.trialregister.nl/], identifier [NL8114].
Keywords: cerebral hemodynamic, circle of Willis (CoW), numerical modeling, subarachnoid hemorrhage, transcranial Doppler (TCD)
INTRODUCTION
The circle of Willis (CoW) plays a pivotal role in the distribution of blood throughout the brain and in the development of cerebrovascular disease (CVD). Knowledge of the blood flow through the CoW is frequently used in clinical practice, for instance to evaluate hemodynamic impairment in patients with an internal carotid artery occlusion. Furthermore, mechanical forces such as wall shear stress in individual vascular segments of the CoW has been found to correlate with intracranial aneurysm development (Tanweer et al., 2014). Thus, studying the hemodynamics of the CoW helps us understand the pathology of CVD.
Computed tomographic and magnetic resonance angiography (CTA/MRA) and transcranial Doppler (TCD) are the most commonly used techniques in clinical practice to collect information regarding blood flow through the CoW. Both CTA and MRA can accurately depict blood flow through the CoW but offer only morphological information. MR technics may provide additional information on the flow velocity and direction of blood flow in the CoW, but these methods are time-consuming and expensive (Van Laar et al., 2006; Amin-Hanjani et al., 2015; Hartkamp et al., 2018). TCD is an alternative noninvasive bedside tool that can be used to assess the proximal cerebral blood flow (CBF) but is highly operator dependent and limited by patients’ bone window conditions (Lui et al., 2005; Lorenz et al., 2009).
Numerical models have been proposed as an alternative method for determining blood flow through the CoW. Previous studies have shown that these models can assess multiple hemodynamic parameters, such as flow velocity and pressure throughout the CoW. Multiple studies have already revealed that various hemodynamic parameters are associated with the development of intracranial aneurysm and carotid artery stenosis. However, their conclusions are all conceptual, and no specific threshold of abnormal hemodynamics has been drawn yet. Numerical models are not used in clinical practice due to their complexity and unproved accuracy. The existing validated models have been attested at a group average level (Reymond et al., 2009) or with a very small number of participants (Reymond et al., 2011; Groen et al., 2018), failing to meet the required sample size of an accuracy test study [50 cases for an expected ICC of 0.8 (de Vet et al., 2011)]. Therefore, with unknown prediction error, it is hard to draw a threshold of abnormal hemodynamics on the basis of a numerical model for any CVD development, e.g., the rupture of aneurysm and tendency of plaque formation in the carotid artery. The prediction error of a numerical model is essential before its personalized application in clinical research.
Moreover, many of the validation studies have been performed in healthy volunteers (Helthuis et al., 2020) or in a physiological state (Alastruey et al., 2007; Liu et al., 2015), while the cerebrovascular environment significantly changes under pathological conditions, especially after the onset of aneurysmal subarachnoid hemorrhage (aSAH), when cerebral vasospasm is prone to occur, the arterial diameter does not vary equally throughout the CoW and the spastic artery might show a beaded pattern. Changes of vascular compliance is another important issue. Elevated blood pressure after subarachnoid hemorrhage (SAH) may lead to an increase in vascular smooth muscle cell tone, which contributes to increased cerebrovascular resistance not only at the level of the CoW (Warnert et al., 2016) (relating to the setting of stiffness constant) but also at the level of smaller arterioles (relating to the setting of boundary conditions). Whether a numerical model can assess CBF under such complicated situations is worth investigating.
In this study, we aimed to validate the accuracy of an in-house–developed numerical model (Shen, et al., 2022) that simulates CBF in the CoW in the subacute phase after aSAH, in which vasospasm reaches a peak at day 6–8 after the rupture of intracranial aneurysm (Weir et al., 1978). Prospectively collected CTA and TCD data of aSAH patients were used in this study, covering the spasm peak period to the greatest extent, thus guaranteeing that the study sample is representative of extensive pathological CBF conditions.
METHODS
This study was approved by the institutional ethical review board of the University Medical Center Groningen. The objection register was verified before data collection, and patient consent was therefore not required. The protocol of this study has been previously published (Shen et al., 2020); the Netherlands Trial Register Identifier: NL8114.
Subjects
Clinical and imaging data were collected from a previously completed prospective cohort study (the transcranial Doppler and CT angiography for investigating cerebral vasospasm in subarachnoid hemorrhage—TACTICS—study), which involved adult aSAH patients who had paired TCD and CTA performed at day 5 and day 10 after the onset of aSAH (van der Harst et al., 2019); TCD and CTA were performed within 24 h of each other.
Clinical features
Demographics, blood pressure, Fisher scale, and clinical outcome information were obtained from the TACTICS database. High arterial blood pressure was defined as a systolic blood pressure (sBp) over 140 mmHg. The Fisher Grading Scale based on patients’ CT examination at admission was used to rate the severity of SAH (Fisher et al., 1980). Delayed cerebral ischemia (DCI) was defined as neurological deterioration and/or new ischemic lesions on follow-up imaging, not explained otherwise (van der Harst et al., 2019). The parent artery was defined as the artery with aneurysm, and the nonparent artery was the artery that was free from aneurysm.
Transcranial Doppler
Flow velocity measurements with TCD were obtained by trained neurophysiology technicians, according to a standardized protocol (van der Harst et al., 2019). The mean flow velocity of nine cerebral arteries were collected: bilateral distal cervical part of the internal carotid artery (ICA) [C1 segment according to Bouthillier classification of ICA segments (Bouthillier et al., 1996)], bilateral proximal middle cerebral artery (MCA), bilateral anterior cerebral artery (ACA), basilar artery (BA), and bilateral posterior cerebral artery (PCA).
CT angiography
CTA images were acquired on Siemens CT scanners (Siemens AG, München, Germany) in accordance with a standardized imaging protocol, and the CTA images were reconstructed to 0.60–0.75 mm slices (van der Harst et al., 2019). Two physicians (Y.S. and M.U.), blinded to the TCD results and clinical information, evaluated the images for scan quality and measured the diameter of the distal and proximal points of each artery from the brain CTA using the TeraRecon AquariusNET iNtuition Viewer [V.4.4.13 (P4)]. The CTA was excluded if the images were determined as uninterpretable due to movement, insufficient contrast in the arteries, or severe artifacts due to clip/coils.
Three points of each ACA, MCA, PCA, and ICA, as well as two points of BA and three communicating arteries were measured for simulation. The details of these locations have previously been described in the study protocol (Shen et al., 2020) and is sketched in Figure 1.
[image: Figure 1]FIGURE 1 | Locations of CTA and TCD measurements.
In the numerical model, each artery segment is depicted as a uniform thin and homogeneous deformable tube, the diameter of which is the volume-equivalent diameter by multiple measure points from CTA.
Numerical model
The hemodynamic model used in this study is based on a block-diagram hydraulics toolbox, Simulink Simscape Fluids library. One of the distinguishing features of the present model is that it provides an intuitive and a simple way to construct patient-specific models by interconnecting a series of hydraulic components that represent artery segments. The applied common artery network consisted of 18 intracranial artery segments to capture flow feature in the CoW and 15 artery segments from the main body to offer a background blood flow. For personalized simulation, the input diameters were updated with the measured diameters per case. The diameters were assigned 0 if the artery segment was absent in CTA. By this way, the personalized CoW simulation was carried out with the common network as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Block diagrams of the common arterial network.
In the numerical model, the prescribed flow rate was applied at the root of the ascending aorta, and the three-element Windkessel model (WK3) was employed at each terminal branch to avoid unexpected reflection. The conventional approach (Alastruey et al., 2007) assumed that the flow rate was proportional to the cross-section area, as the peripheral resistance of each terminal branch was determined by the given flow distribution. This assumption may be invalid for patients with aSAH. A recent study (Helthuis et al., 2020) employed a structured tree and a simple autoregulatory model at the distal boundary conditions based on the measurement from healthy volunteers. It is unclear what the impact of aSAH is on edema and autoregulation, particularly during severe vascular spasms. The present numerical model proposed a three-step procedure, with the patient’s TCD and blood pressure measurements as input, to calibrate the personalized resistance and compliance of WK3. This procedure tailored the boundary of the Simulink model per patient per case under different aSAH conditions. The implementation of the three-step procedure is as follows:
1) Determining the peripheral resistance at each terminal branch with a linear electric circuit model, using the mean blood pressure and mean flow rate as input;
2) Correcting the Young’s modulus and peripheral compliance of the main body artery segments by using systolic and diastolic blood pressure as input;
3) Correcting the compliance of the cerebral arterial segments by adjusting the Young’s modulus of the cerebral segments based on the results of the tentative simulation in (2), using the systolic and diastolic flow rates as input.
This calibration procedure is important because peripheral resistance plays a dominant role in the flow distribution in terminal branches and segments in the CoW, and we found that the optimal peripheral resistance was highly scattered for patients with aSAH, as showed in Figure 5 in (Shen et al., 2020; Shen, et al., 2022).
The simulation ran for 10 cardiac cycles to achieve the steady periodic state that commonly takes 1 minute of computational time per case. Furthermore, the details of this numerical model have been described in previous studies (Shen et al., 2020; Shen, et al., 2022).
Statistical analysis
The agreement on the mean flow velocity through the CoW from TCD and the numerical model was calculated by the intraclass correlation coefficient (ICC), based on a single rater type, consistency, and a two-way random model (Koo and Li, 2016). The Bland–Altman plot was generated to describe the correlation between the difference and mean of flow velocity measurements. Base 10 logarithmic transformations were performed to study the limits of agreement by percentile. High blood pressure, a high Fisher score (scale 3 or 4), close to ruptured aneurysm, and DCI were taken as potential negative factors associated with the accuracy of the numerical model. The ICC of each subgroup (dichotomized by blood pressure, Fisher score, location of ruptured aneurysm, and DCI) was considered to assess whether the prementioned factors were application restrictions of the numerical model. Statistical analyses were performed using SPSS version 25.0 (SPSS Inc.) and R version 4.0.2.
Patient and public involvement
Data were collected from a completed prospective study. The objection register was checked before data collection. Informed consent was not required. The patients and public were not involved in the study design.
RESULTS
Patient characteristics
Fifty-nine consecutive patients (37 women, 22 men, 57 ± 11 years) were included from the TACTICS database. Fifty-two investigations were excluded based on poor CTA image quality or long interval time between TCD and CTA. As such, 66 CTA data sets from 43 patients were available with sufficient image quality (Table 1). The study flow chart is presented in the supplementary 1.
TABLE 1 | Baseline patient characteristics.
[image: Table 1]Correlation between transcranial Doppler and numerical model
TCD-measured mean flow velocities, paired difference between TCD and the numerical model, limits of agreement of the two methods, and ICC consistency are presented in Table 2. The ICC over all 568 arteries was 0.88 (95% CI, 0.86–0.90). The ICA had the lowest ICC of 0.75 (95% CI, 0.66–0.82), followed by ACA with 0.78 (95% CI, 0.70–0.84); the ICC of MCA, BA, and PCA was 0.85, 0.87, and 0.98, respectively. The scatter plots of the two logarithmic measurements grouped by DCI are presented in Figure 3.
TABLE 2 | Agreement analysis per cerebral artery.
[image: Table 2][image: Figure 3]FIGURE 3 | Correlation between base 10 logarithmic mean flow velocity from TCD on the x-axis and from simulation on the y-axis. Blue line represents the regression line y = x. First row from left to right: anterior cerebral artery, middle cerebral artery, and posterior cerebral artery; second row from left to right: internal carotid artery, basilar artery, and overall arteries. DCI: delayed cerebral ischemia. 1 represents cases that developed DCI afterward, 0 represents cases that are free from DCI.
The magnitudes of differences remained the same over the whole range of mean measurements in the Bland–Altman plots, except for the ACA and BA. Therefore, base 10 logarithmic transformations of the flow velocity were performed to yield logarithmic Bland–Altman plots, and the percentile differences are shown in Figure 4 (Martin Bland and Altman, 1986). The plots show a slight systematic underestimation of the numerical model when compared to TCD. The percentile differences are equally spread along the x-axis. The smallest antilogarithmic limits of agreements were in the PCA between 0.89 and 1.15, followed by the MCA (0.80 and 1.39), ICA (0.75 and 1.36), and ACA (0.73 and 1.67), while the widest were in the BA between 0.81 and 2.09.
[image: Figure 4]FIGURE 4 | Bland–Altman plots show the agreement among the presented numerical model and TCD after base 10 logarithmic transformation. x-axis is the average mean of base 10 logarithmic flow velocity measured by TCD and simulation; y-axis is the difference between two logarithmic measures. Light blue dotted line represents the mean difference of two logarithmic velocities; two dark blue dotted lines represent 1.96 SD above or below the mean difference. Limits-of-agreement are listed at the bottom of each artery plot. First row from left to right: anterior cerebral artery, middle cerebral artery, and internal carotid artery; second row from left to right: posterior cerebral artery, basilar artery, and overall arteries.
In the subgroup analysis, the ICC of the DCI group decreased by 0.2 when compared to the non-DCI group (ICC 0.93) without a 95% CI overlap of their ICCs. The ICC difference within the blood pressure, Fisher scale, and ruptured intracerebral aneurysm location groups was 0.04, 0.06, and 0.07, respectively; all overlapped within each pair’s 95% CI of the ICC (Table 3). The scatter plots of the paired subgroups are displayed in Figure 5.
TABLE 3 | Subgroup analysis.
[image: Table 3][image: Figure 5]FIGURE 5 | Subgroup analysis of all arteries. Correlation between mean flow velocities from TCD measurement on the x-axis and from simulation on the y-axis. (A) 0 represents non-DCI; 1 represents DCI. (B) 0 represents sBp ≤ 140 mmHg; 1 represents sBp higher than 140 mmHg. (C) 0 represents Fisher scale grade 1 or 2; 1 represents Fisher scale grade 3 or 4. (D) 0 represents ruptured aneurysm located at anterior CoW; 1 represents ruptured aneurysm at posterior CoW.
The ICC in the nonparent artery group was 0.87 (95% CI, 0.83–0.89), similar to the group with the parent artery (supplementary 2). The ICC in a sub–data set that excluded the second scan from 23 patients who offered two investigations is 0.87 (95% CI 0.83–0.90), similar to that of the full data set (supplementary 3).
DISCUSSION
This study validates our in-house–developed numerical model for simulating CBF in the CoW in patients with aSAH. With an ICC of 0.88 (N = 568; 95% CI 0.86–0.90), the model accurately simulated flow velocities, according to the ICC reporting guideline (poor if <0.5, moderate if between 0.5 and 0.75, good if between 0.75 and 0.9, and excellent if >0.9) (Koo and Li, 2016).
MRI is another noninvasive technique to measure the CBF. Previous studies have shown that the correlation between the MR technique and TCD is between 0.49 and 0.80 (Sorond et al., 2010; Meckel et al., 2013). Helthuis et al. (2020) validated a linear model with NOVA-MRI on simulating CBF among 20 healthy people and reported an ICC of 0.86 with the exclusion of 8 outliers out of 279 cerebral artery segments.
TCD is the most widely used application in clinical practice to determine CBF. However, it is not a perfect gold standard for cerebral flow velocity measurement. It is a highly operator-dependent instrument. The reliability of TCD in measuring CBF at the MCA has been reported to be between 0.76 and 0.82 depending on the patient’s bone window condition (Lorenz et al., 2009; Muñoz Venturelli et al., 2017). The reliability of the TCD measurements in the ACA and PCA may even be lower than those in the MCA. The expected validity of the numerical model, using TCD as a comparison test, cannot be more than the square root of the product of its reliability and the reliability of TCD. Therefore, the accuracy of the presented numerical model on simulating flow velocity has a maximum of 0.91 (Birnbaum et al., 1968). As such, the presented numerical model showed a good accuracy under various aSAH conditions over all cerebral artery segments measured in the CoW.
Scrutinizing the agreement at each cerebral artery, the presented numerical model showed a good agreement in the PCA, MCA, and ICA, with relatively bigger limits of agreement at the BA and ACA. In 95% of the cases, the simulated PCA flow velocity may differ from the TCD measurement by 11% below to 15% above; for the MCA, it is 20% below to 39% above, and 25% below to 36% above for the ICA.
The base 10 logarithmic Bland–Altman plot of the ACA reported a relatively wide range of limits of agreement with TCD from 27% below to 67% above. Its ICC also led to a relatively lower accuracy. When checking these outliers in Figure 3, it has been revealed that they belonged to patients who had developed DCI afterward. Whether the fast flow velocity or DCI caused a less accurate simulation in the ACA cannot be determined using the current data set. The other reason from the wide range of limits of agreement is that the ACA is divided into the A1 segment as the pre communicating part and A2 segment as the post communicating part in our numerical model, while in the TCD report only the flow velocity of the ACA was recorded, without a clear distinction between the A1 and A2 segments.
In 95% cases, the simulated BA flow velocity differed from the TCD measurement by 19% below to 109% above. The board range of limits of agreement is consistent with the range of its 95% CIs of ICC. This might be due to the setting of the BA in our numerical model. Though there are many paired arteries along the way from the beginning to the end of the BA (e.g., superior cerebellar artery), they are neglected in this lumped model. Such simplification shall lead to differences from reality. The other reason for this wide measurement error is insufficient data power for the BA analysis as we have reported in the study protocol (Shen et al., 2020). Therefore, the inherent measurement error of the BA segment in this numerical model might be overestimated with the current data set.
To understand the restrictions of the numerical model under various acute pathologic conditions, we stratified the data set by blood pressure, Fisher scale, location of ruptured aneurysm, and DCI. One may hypothesize that vasospasm might influence the accuracy of the numerical model under aSAH conditions. Vasospasm at the level of the CoW is correlated with the change of vascular smooth muscle cell tone, which would influence arterial wall stiffness in the numerical model. With vasospasm, arteries not only have reduced diameter but occasionally also exhibit a beaded pattern in their geometry. The influence of such a pattern is not accounted for in the presented model. The degree of local vasospasm is closely related to the amount of SAH and location of the ruptured aneurysm. Global and local edema after aSAH theoretically have sophisticated impacts on the setting of the numerical model as well.
The 95% CIs of ICC reported in Table 3 overlap between the paired subgroups stratified by the Fisher score or location of ruptured aneurysm, which means that the difference of paired ICC is random rather than a true difference. It implies that the model could simulate the flow velocity accurately regardless of the amount of SAH and bleeding location. High blood pressure was, furthermore, not found to affect the ICC between both techniques.
In the DCI group, the ICC was found to be lower without an overlap of their 95% CIs. Most of the outliners presented in Figure 3 are from patients who had developed DCI afterward. DCI as a complication might present during the course of aSAH, in which insufficient blood flow plays a conspicuous role (van Gijn et al., 2007). The boundary condition of the presented model, i.e., resistance, was calculated based on the Hagen–Poiseuille flow, which likely predominated the CBF of each terminal branch. The obtained resistance might have difficulties to properly derive the perfusion of each terminal branch under extreme pathological conditions which would lead to discrepancy. Whether a poor simulation by this model could identify DCI at the early course of aSAH is worth investigating in the future.
Strength and limitation
This study is the first to validate a numerical model with sufficient population sampling and under the pathological condition of aSAH between day 5 and 10 after the onset. In order to present the model’s validity under all circumstances of aSAH and to explore the limitation of this numerical model, we included every sample after checking the outlier was not due to typing error (none was found). The simulation accuracy of each artery in the CoW is particularly reported by the measurement error, in favor of the presented numerical model’s personalized application for further clinical research. Its application limitations were further explored by multiple clinical parameters.
One limitation of the study design is the time interval between the artery morphology exam and flow velocity measurement. The aSAH patient is prone to suffer cerebral vasospasm which subsides by day 12 (Weir et al., 1978). Cerebral vasospasm after the onset is progressive and varies among individuals. Morphological information and flow velocity collected synchronously are thus important conditions for this validation purpose. MR technic can collect angiographic images and flow velocities simultaneously. However, due to the relatively long exam duration, severe patients (e.g., with delirium) are unable to endure the MR exam, which would lead to selection bias. An ideal study plan is thus impossible in practice for this research purpose. We excluded investigations where paired CTA and TCD performed longer than 24 h to avoid morphological changes, thus the diameter presented in the CTA image could represent the one while TCD was performed to the most extent.
Fifty-two investigations out of 118 were excluded due to the long time interval or poor CTA image quality. Besides the abovementioned reason, most investigations those were excluded were owing to severe image artifacts. All CTA images used in this study were captured after the repair of aneurysms. Thus, it is inevitable to have severe artifacts in some images that interfered with the segmental diameter measurement in the CoW. However, this exclusion rate might lead to selection bias.
Another limitation in this validation study has been the diameter measurements. As previously stated, the validity of the presented numerical model in this study setting highly depended on both the reliability of TCD and the numerical model. Since this numerical model took artery diameters as the input, its reliability was highly determined by the reliability of the measurements. To avoid bias, we used the semiautomatic central lumen calculation. The diameter measurement bias underestimated the ICC of the presented numerical model. Researchers using an automatic diameter-measuring tool can expect a more accurate CBF with this model. For others without a special image processing tool, the precision of the diameters measured from the daily image viewer can still accurately simulate the presented numerical model. Thus, the measurement bias could be the point of strength for external validation of this study.
The abovementioned limitations lead to another strength of this numerical model: it is applicable even for ordinary clinical practice without special equipment settings, while CTA and TCD are both common in a neurovascular center. Besides, based on arterial imaging stored in the medical files, the presented numerical model can even be applied in retrospective studies.
In addition, this study is an internal validation study, which tends to overestimate. An external validation should be carried out in the future.
Clinical implications
When compared to the correlations of MRI techniques with TCD, mathematic models, and MR techniques for detecting CBF, the presented numerical model shows a good agreement even in the subacute phase of patients with aSAH. TCD, MR techniques, and the numerical model can detect patients’ CBF specifically and noninvasively. However, none of the three methods can measure the real in vivo blood flow. This study has shown that personalized hemodynamics of CBF simulation by our numerical model can act as a supplement to TCD and MR techniques by providing global hemodynamics of the CoW.
The present numerical framework integrated patients' commonly available morphology information and flow measurements to provide a comprehensive cerebral flow information. Time consumption of this numerical model from diameter measurement to personalized simulation on a PC was done within 20 min. The present study sheds light on the potential application of the hemodynamic model for clinical practices.
With personalized WK3 parameters, the model can assess the blood flow in the three communicating arteries, which are hardly detected by either TCD or MR exam, and the limited data measured can provide a global cerebral hemodynamic map that could serve as the boundary condition for higher level simulations, such as the 3D CFD model; it may be potentially used to investigate the hemodynamics of the CoW and CVD—e.g., a recent systematic review has demonstrated that despite the well-known association between the configuration of the CoW and the presence or rupture of intracranial aneurysm, a qualified hemodynamic assessment tool to identify such factors in clinical practices is still lacking (Shen, et al., 2022). The model may also be used to predict cerebral hemodynamic improvement if patients' CoW configuration get altered (e.g., during intracranial bypass operation and carotid endarterectomy).
CONCLUSION
The presented numerical model can be a useful and generalizable tool for reconstructing personalized CoW hemodynamics by integrating limited clinical measurements. With this model, hemodynamic studies focused on CVD can be performed without special equipment setting.
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Despite advancements in early detection and treatment, atherosclerosis remains the leading cause of death across all cardiovascular diseases (CVD). Biomechanical analysis of atherosclerotic lesions has the potential to reveal biomechanically instable or rupture-prone regions. Treatment decisions rarely consider the biomechanics of the stenosed lesion due in-part to difficulties in obtaining this information in a clinical setting. Previous 3D FEA approaches have incompletely incorporated the complex curvature of arterial geometry, material heterogeneity, and use of patient-specific data. To address these limitations and clinical need, herein we present a user-friendly fully automated program to reconstruct and simulate the wall mechanics of patient-specific atherosclerotic coronary arteries. The program enables 3D reconstruction from patient-specific data with heterogenous tissue assignment and complex arterial curvature. Eleven arteries with coronary artery disease (CAD) underwent baseline and 6-month follow-up angiographic and virtual histology-intravascular ultrasound (VH-IVUS) imaging. VH-IVUS images were processed to remove background noise, extract VH plaque material data, and luminal and outer contours. Angiography data was used to orient the artery profiles along the 3D centerlines. The resulting surface mesh is then resampled for uniformity and tetrahedralized to generate the volumetric mesh using TetGen. A mesh convergence study revealed edge lengths between 0.04 mm and 0.2 mm produced constituent volumes that were largely unchanged, hence, to save computational resources, a value of 0.2 mm was used throughout. Materials are assigned and finite element analysis (FEA) is then performed to determine stresses and strains across the artery wall. In a representative artery, the highest average effective stress was in calcium elements with 235 kPa while necrotic elements had the lowest average stress, reaching as low as 0.79 kPa. After applying nodal smoothening, the maximum effective stress across 11 arteries remained below 288 kPa, implying biomechanically stable plaques. Indeed, all atherosclerotic plaques remained unruptured at the 6-month longitudinal follow up diagnosis. These results suggest our automated analysis may facilitate assessment of atherosclerotic plaque stability.
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Introduction

Understanding the adverse sequelae of atherosclerotic plaques is critical, as plaques are at the root of many cardiovascular illnesses (1). Plaque size, composition, blood flow, and calcium accumulation can all be detected using current imaging techniques. Current methods for assessing the risk of a major adverse cardiac event (MACE) include the Framingham Risk Score (FRS), Coronary Artery Calcium (CAC) score, Carotid Intima-Medial Thickness (CIMT), and Fractional Flow Reserve (FFR). However, these methods do not account for the structural mechanics of the artery wall, which influences acute instability risk as well as growth and remodeling of atherosclerotic plaque. Our novel method aims to address this deficit by modelling the biomechanics of a patient-specific artery.

In the last few decades, characteristics contributing to the instability of plaques have been established (2–4). Structurally, rupture-prone characteristics include thin-fibrous caps (<65 µm in thickness), large lipid core, and calcified nodules near the lumen. Characteristics defining erosion-prone areas include intimal thickening and fibrous atheroma with little/no lipid core (3, 5). Spatial correlation between plaque instability and areas of high mechanical stress that exceeds the strength of the artery were previously found (6). Maximum stress values >300 kPa in the plaque cap have been linked to follow-up rupture locations in several investigations (6–8). Ultimately, quantifying the structural mechanics of patient-specific plaques and stresses experienced by plaque constituents is a better indicator of rupture potential than size alone.

Image-based computational approaches allow for personalized risk assessment and enhanced treatment planning. Herein we present an automated method to go from 3D reconstruction of coronary artery meshes to execution and FE mechanical analysis. High-resolution imaging data can now be used to construct and evaluate comprehensive 3-D patient-specific models of arterial vasculature. Previously, research in this area was done using 2-D cross-sectional VH-IVUS images of arterial tissue or linear modeling (9, 10). Advances in medical imaging and computational approaches have paved the way for researchers to further investigate structural loading occurring in a 3-D patient-specific model. Recent approaches modelling arterial biomechanics using volumetric geometry have been successful in utilizing various imaging modalities and material models yet were limited in scope. That is they either use a limited set of materials or a single homogenized material to represent plaque constituents (11, 12), require additional manual segmentation (13, 14), and neglect arterial curvature, branching or bifurcations (12–14). In short, previous approaches do not fully address the inherent heterogeneous nature of atherosclerotic artery tissue or the complex curvature presented by coronary artery geometry (11). The publicly available automated method presented herein embraces heterogenous tissue variability and leverages patient-specific data to build an accurate 3D representation of the patient's atherosclerotic artery. The outcomes from this model seek to provide a diagnostic risk-assessment tool to assess the mechanical integrity of a patient-specific atherosclerotic artery.



Materials and methods

The methods presented in the following subsections outline our approach for automatically generating volumetric meshes using VH-IVUS images and coronary angiography data (Figure 1). The algorithm was developed using the MATLAB (R2022a) scripting language and a 11-artery dataset, from 11 patients, consisting of coronary VH-IVUS images and angiography data. The script and user interface allows the user to modify meshing parameters of the arterial geometry as well as simulation parameters for FEBio.


[image: Figure 1]
FIGURE 1
Simplified workflow highlighting the steps in creating a patient-specific artery model with material properties. Artery centerline is extracted from angiogram data (Red). VH-IVUS images are processed to extract individual plaque constituent data, oriented along the 3D centerline, and meshed to create the volumetric finite elements (Blue). FE analysis is solved in FEBio (Black).



Data acquisition

A dataset of twenty-seven patients between 2007 and 2009 with moderate coronary artery disease (CAD) enrolled in an Atorvastatin clinical trial at Emory University (ClinicalTrials.gov; Identifier: NCT00576576) (15, 16). All patients received optimal medical therapy for cardiovascular risk factors, including 80 mg atorvastatin daily. According to standard of care, all patients underwent baseline and 6-month follow-up biplane coronary angiography as well as EKG-gated (R-wave peak) radiofrequency backscatter virtual histology-IVUS (VH-IVUS) image acquisition of the proximal left anterior descending (LAD) and left main (LM) coronary arteries (20 MHz Eagle Eye® Gold Catheter, Volcano Corp., Rancho Cordova, CA). Clinically, angiography provides 3D geometry and indicates areas of stenosis of the artery, while IVUS imaging enables visualization of the properties of the artery wall. Virtual Histology (VH, Volcano Corp.) converts the IVUS radiofrequency spectrum to construct a color-coded tissue map overlay on the IVUS images. The tissue map consists of four materials: fibrous tissue (densely packed collagen fibers), fibrofatty tissue (loosely packed collagen fibers with minimal lipid deposition), dense calcium (calcium deposits), and necrotic core (high lipid content and areas of necrosis) (Figure 2) (17–19). VH-IVUS images were acquired at an automated motorized pullback (0.5 mm/s) from approximately 60 mm down the LAD up to the guide catheter in the aorta. Lastly, Doppler derived pressure data was acquired in the LM and distal LAD coronary arteries using a 0.355 mm monitoring guidewire (ComboWire, Volcano Corp.). Of note, none of the patients in the trial experienced a plaque rupture or MACE after 6-months.
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FIGURE 2
VH-IVUS and angiogram data. (A) Example of VH-IVUS images comparing bifurcated and non-bifurcated areas. (B) Angiogram data acquired from coronary angiography videos from two perspectives.


After approval by Emory University and UT Dallas Institutional Review Boards, data collected in the clinical trial was used for FEA analysis. Of this dataset, for the development of our methods, we used arteries from eleven different patients who exhibited varying degrees of tortuosity, plaque heterogeneity, and number of branches to best represent the range of inputs that may be seen in the clinic. Hence, we will refer to these arteries as numbered from one to eleven for the remainder of this manuscript. Analyzed arteries excluding arteries 8, 9, and 11 have bifurcations present. Patient specific diastolic and systolic pressure values are recorded in Supplementary Table S1. The mean systolic pressure across the dataset of 17 kPa (131 ± 24.8 mmHg) was used for each arterial model (Supplementary Table S1). Lastly, 3D centerline coordinates were extracted from the angiogram videos using QAngio (20) and exported for use in the mesh creation process (Figure 2).



Mesh creation


VH-IVUS image processing and centerline orientation

Generic IVUS imaging produces grayscale images (Figures 3A,F) which are then processed using virtual histology (Figures 3B,G) and exported. These VH-IVUS images are filtered to remove background noise and separated into material groups depending on pixel RGB values (calcium, necrotic core, arterial wall, fibrofatty, and fibrous) (Figures 3C,H). These filtered images are then masked, and islands are removed using an area-opening algorithm (21).
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FIGURE 3
VH-IVUS imaging processing procedure. Image processing steps of VH-IVUS images with (F-J) and without (A-E) a bifurcation. (A,F) raw IVUS images. (B,G) VH overlay on the raw IVUS image. (C,H) image after extracting plaque constituent pixels. (D,L) image after adding sleeve layer. (E,J) Image after extracting inner (lumen) and outer surface profiles.


To create a support layer of tissues for protecting thin arterial walls, a perivascular “sleeve” layer with a predefined thickness (0.2 mm radially) is added (Figures 3D,I) and the lumen and outer surface profiles are extracted (Figures 3E,J). The sleeve layer acts as a buffer and was implemented for two reasons. First, it allows the creation of volumetric elements where the artery is too thin. Second, it provides an external buffer for the artery wall to push against during pressurization, ensuring model stability during the simulation. Pixel coordinates and profiles are then scaled to millimeters (1 pixel = 0.02 mm) and oriented in 3-D along the centerline. In the case of bifurcated arterial segments, an additional step is used to obtain the branched geometry. Here, the code performs a radial sweep to find discontinuous IVUS pixels and identify where a branch occurs within the inner and outer profiles. These images are flagged and the inner/outer profile coordinates corresponding to the branched gap are stored for use in the surface mesh creation step.



Surface mesh

The luminal and outer surface profiles extracted from the VH-IVUS images are used to create a first pass approximation of the arterial mesh via procedural lofting. The ends of the arterial mesh are closed by lofting from the outer edges to the luminal edges. In the case of bifurcated arteries, IVUS images containing a branch are flagged and the luminal/outer profile coordinates within the branch are stored (Figure 4A). These profiles are still used to create the first-pass approximation of the mesh and hence, the nodes correlating to the branched regions are easily identified. The faces in the mesh connected to the branch nodes are removed and the resulting holes are used to identify edge sequences for branch creation. The coordinates along these edges are averaged for the luminal and outer surfaces separately and subtracted to create a normal vector between them, defining the branch angle (Figure 4B). This branch angle is then used to project the two edge sequences (luminal and outer) onto an orthogonal plane at a predefined distance offset from the outer surface of the mesh. Here, the two edge sequences will typically overlap, causing problems when lofting to the projected edges. Hence, the edges along the luminal branch edge sequence are dilated and projected back onto the mesh wherein the faces on the outer surface that lie inside the projected space are removed. Such an assumption is blind to the true thickness of the branched artery wall; however, it is necessary since the thickness of the branched artery wall cannot be determined from the axial VH-IVUS images. Next, we loft the branch edge sequence to the projected nodes via a spline loft. The spline loft requires additional computation of start and end vectors parallel to the mesh faces and orthogonal to the projection plane, respectively. Once complete, the branch is closed by lofting the outer edges on the projected plane to the luminal edges on the projected plane (Figure 4C). This procedure is completed for each branch and results in a closed-volume first-pass approximation of the arterial mesh. Though this first-pass approximation resembles the real arterial structure, it comprises of non-uniform triangles and significantly varying edge lengths. Hence, we apply Humphrey class smoothing (22) and a resampling algorithm to create the uniform triangular mesh (Figures 4D,E).
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FIGURE 4
Branch creation procedure. (A) Black dots overlayed on VH-IVUS image represent the inner and outer coordinates proximal to the branch region in blue. (B) Computed Normal vectors to plan the branch lofting procedure. (C) Branched mesh post lofting procedure merged with main arterial mesh. (D) non-bifurcated and (E) bifurcated arterial meshes, respectively, after smoothing and resampling is applied.




Volumetric mesh

The final step in the mesh creation procedure is to generate the volumetric mesh via tetrahedralization in preparation for FEA. Currently, our method uses linear tetrahedral-4 (tet4) element shapes, although the user interface allows for nonlinear tet10 element shapes to be used instead. The decision to use tetrahedral element shapes was informed by (23) which pointed toward tetrahedral elements as the most applicable shape for biomechanical loading and use with nonlinear material models. Although other element shapes exist, tetrahedral elements allow for automated utilization of the open source tetrahedralization code TetGen (24), implemented within the GIBBON library (25), to automate the creation of the finite elements. Additionally, TetGen allows the use of command line flags to control the various optimization parameters used when tetrahedralizing the mesh. Here we use a maximum volume constraint paired with an edge length constraint to maximize element quality and produce elements with uniform volumes and edge lengths. The values of each constraint are automatically calculated in our code using the mean edge length of the surface mesh as well as a user-defined mesh resampling resolution.




Material assignment

As shown in Table 1, each artery is composed of 5 types of materials: arterial wall, fibrotic, calcium, necrotic core, and sleeve. Materials were assigned based on their specific VH-IVUS color (i.e., RGB value). The material properties were assumed to be linear elastic as suggested by previous studies (26).


TABLE 1 Material properties used for FEA. VH-IVUS color, associated Young's modulus (MPa), and Poisson's ratio for each material type used in the FEA simulations (26).

[image: Table 1]

Up until this point, VH-IVUS images have been processed and the surface mesh and volumetric meshes have been generated. However, the finite elements have not yet been associated with a particular material type. We use the arterial centerline and VH-IVUS pixel coordinates to associate each finite element with a tissue type (Figure 8A) and the associated material properties (Table 1). To do so, the centroid of each element in the volumetric mesh is first calculated. We then loop through each element centroid, find the nearest VH-IVUS pixel coordinate, and assign the material type associated with that coordinate to the element (Supplementary Figure S3). Naturally, one can see how the computational cost of comparing millions of VH-IVUS pixel coordinates with each element centroid increases exponentially with the number of elements. Therefore, to decrease computational cost, VH-IVUS pixel coordinates and element centroids are first pre-indexed into overlapping sections along the centerline. Materials are then assigned to each element by only searching the VH-IVUS pixel coordinates within the element's section rather than searching the entire mesh domain. This approach significantly reduces the number of calculations needed, thereby decreasing the time and computational resources needed to assign materials. Preliminary analysis of this process has shown that the time taken to assign materials with this optimization technique takes ∼15 min or on average between 20–40x less time; significant reductions in memory use and computational resources allow for faster material assignment with higher resolution meshes. Once materials are assigned, the volumetric mesh can be prepared for analysis in FEBio.



FEBio setup - loads, boundary conditions, and solver parameters

Here we outline the loads, boundary conditions and assumptions within the FE model. Since the aim of our method is to model the general structural mechanics within the artery wall, the loads, BCs, and assumptions presented herein are not geared toward a specific model, but rather to provide a base framework for future modification and improvement. An overview of only the necessary conditions for general modelling of arterial mechanics is provided.


Luminal loading

Loading conditions replicate in-vivo conditions with physiologically relevant pressure loads defined at the faces of the lumen surface (Figure 5, left). In the current version of the model, a static pressure load representing systolic blood pressure is used. However, this value is user-defined, allowing the use of patient-specific pressure values or, with slight modification, the incorporation of a time-dependent load curve to be used. Pressure loads are defined at the mesh faces but FEBio distributes these values to the associated nodes internally. The pressure is applied over the course of one second with a small time-step to capture the small deformations and ensure model convergence. Here it must be noted that although the goal of our method is a simplified general model, care must be taken when choosing the time step and pressure loads. Larger pressure loads will inherently result in larger deformations and hence, a smaller time step must be chosen. Additionally, it is worth noting that a static load does not represent the dynamic pulsatile loading exhibited in-vivo. However, as previously mentioned, we aimed to create a basic framework to model general arterial biomechanics without introducing any unnecessary complexity in the current iteration.


[image: Figure 5]
FIGURE 5
Boundary conditions and loading. The luminal surface (Left) is used to apply pressure loads and the end caps (Right) are fixed in x, y, and z axes.




Boundary conditions and assumptions

As is the case with all finite element models, boundary conditions (BCs) must be carefully chosen by considering relevant observations and assumptions. In the case of coronary artery segments, they are not simply floating in free space nor isolated from surrounding tissues. They are surrounded by various perivascular tissues, in direct contact with the myocardium, and in-line with arterial tissue outside the scope of the VH-IVUS imaging domain. However, one can still gain useful insight into the general arterial biomechanics by using simplified boundary and loading conditions. Therefore, BCs were chosen to ensure model convergence while replicating pseudo-physiological conditions. Nodes connected to the surfaces at the ends of the main artery line as well as the ends of the branches are fixed in all axes (Figure 5, right). Rotational, compressive, or tensile forces generated by heart contraction were not considered. Another factor not considered are residual stresses present in the artery in-vivo. The advent of bi-axial artery tissue testing and the opening-angle theory present in arterial continuum mechanics models made it clear that residual stresses are always present in the vasculature. For uniquely heterogenous tissues, these factors, although widely studied and published since the 1990s (27–29), require additional experiments and procedures that are difficult to conduct without destroying the tissue itself. Therefore, we do not consider residual stresses in our model and focused solely on the biomechanics at play during pressurization.





Results

Our algorithm is capable of automatically generating a biomechanical model from patient-specific VH-IVUS images and angiograms. The algorithm was developed using MATLAB scripting language and open-source programs such as TetGen and FEBio. Depending on the number of IVUS slices, meshing resolution, curvature complexity, type of computer, etc., the time taken to reconstruct a mesh will vary broadly. For example, a mesh reconstruction with 200 frames and 0.2 resolution took around 15 min on a generic consumer laptop. User-friendly step-by-step instructions as well as the source code are available on GitHub: https://github.com/VMBL-UTD/Automated-Artery-Reconstruction.


Mesh convergence study

A mesh convergence study was conducted to determine the resolution that best captured the volumes of each plaque constituent. Although the speed and power of computer processors only increases with time according to Moore's law, it is still worth considering such a mesh convergence study to minimize computational resource consumption and problem complexity. The mesh resampling value is a user-defined parameter and refers to the triangular and tetrahedral edge lengths (in millimeters) of the surface and volumetric meshes, respectively. Hence, within this section the terms “resampling value”, “edge length”, and “resolution” are used interchangeably.

For this study, a representative full artery mesh was reconstructed using resampling values ranging from 0.04 mm to 0.4 mm in steps of 0.005 mm. Additionally, the total volumes of each plaque constituent (medial, adventitial, necrotic, calcium, fibrotic, and fibrofatty) were calculated at each resampling value (Figure 6). It is also worth noting that although the sleeve element volumes were also considered in this study, mesh convergence was primarily determined by the actual plaque constituents taken from VH-IVUS data. Coarser mesh resolutions (larger resample values) resulted in inconsistent variations in constituent volumes, whereas finer meshes (smaller resample values) saw the convergence of constituent volumes. Edge lengths above 0.2 mm resulted in varying constituent volumes with increasingly inconsistent volumes; going from a resampling value of 0.3 to 0.35, for example, resulted in large differences in fibrotic element volumes. Edge lengths between 0.2 mm and 0.04 mm produced constituent volumes that were largely unchanged, hence, for the purpose of the following subsections and to save computational resources, a value of 0.2 mm was used. The mesh convergence results verify that the model behaved as expected (i.e., finer resolutions between 0.04 mm to 0.2 mm, resulted in more precise constituent volume).
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FIGURE 6
Mesh convergence study. An entire representative artery was reconstructed at various mesh resolutions. Meshing resolutions ranging from 0.04 mm to 0.4 mm in steps of 0.005 were used (x-axis). The total volume of each plaque constituent was calculated at each resolution (y-axis).


Once the meshing resolutions that best captured plaque constituent volumes were identified, we conducted a stress-based convergence study to quantify the impact of mesh resolution on stress distribution (Figure 7, Supplementary Table S2). This study was designed to show how the distribution of effective stress, displacement, and element size change with different mesh resolutions as compared to the original VH-IVUS images. A representative section of the artery was reconstructed using 5 IVUS images at resolutions of 0.2, 0.15, 0.10, and 0.05 mm and the same simulation parameters, as outlined in “FEBio setup - loads, boundary conditions, and solver parameters”, were utilized. Owing to the fixed boundary conditions (in x, y, and z) applied to the nodes at the end caps, peak stresses were in the elements nearest the end caps. Hence, we chose to use a cross sectional view from the middle of the segment where the fixed boundary conditions would have less of an effect on the stress distribution. Regarding deformation, the thinnest region of the cross-section consistently had the largest displacement magnitude as expected. Maximum displacement values gradually increase with finer resolution (i.e., maximum displacement increases from 0.11 to 0.14 mm at resolutions 0.2 to 0.05 mm, respectively). Volumetrically, the size of the elements decreased linearly with smaller edge-length values which aligned with the outcomes of the volumetric mesh independence study. Mechanically, effective stress in the artery also decreased as the resolution neared a 1:1 ratio with the VH-IVUS pixel size. This pattern can be attributed to a shear locking phenomenon typically experienced by linear element shapes wherein they are unable to accurately capture deformation in nonlinear materials. The trend of stress increasing with finer resolutions could also be attributed to our material assignment method. Though the material assignment method does apply similar materials globally, larger meshes resulted in less consistent local material assignment. This discrepancy arises because our current approach uses element centroids to find the nearest VH-IVUS pixel for material assignment. Due to the image pixel edge-length value being significantly smaller than the mesh, a neighboring pixel could be nearer to an element's centroid when a slightly different resolution is applied. An example of this limitation is seen in Figure 7B where the volume of the red necrotic core pixels is over approximated in larger meshes and more precisely represented with finer resolutions. Moreover, the stress distribution in Figure 7B are clearly impacted by coarser resolutions. This result paired with the plaque heterogeneity seen in the VH-IVUS image suggests that finer resolutions are better suited for a more precise representation of the VH-IVUS pixels. Furthermore, we found that using nonlinear tet10 element shapes results in more consistent stress calculations compared to linear tet4 elements at the same meshing resolutions (Supplementary Figure S4). Supplementary Table S3 quantifies the percent difference in stress values as a function of element shape and mesh resolution for each material type. The user interface (GitHub repository: https://github.com/VMBL-UTD/Automated-Artery-Reconstruction) allows the user to modify the resolution and element type. Yet, one must also be aware that finer meshes can significantly increase computational time and required resources when reconstructing the mesh and running the FEA simulation.
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FIGURE 7
Effective stress and displacement with varying mesh resolutions. Arterial meshes of a short 5 VH-IVUS slice artery segment were reconstructed at resolutions of 0.05, 0.1, 0.15, and 0.2 mm. Similar simulation parameters were used in all meshes to calculate effective stress and displacement in FEBio. (A) First column shows the middle slice of the reconstructed meshes. Second and third columns show cross-sectional views of the effective stress and displacement, respectively. (B) Close-up view of a calcified region of the middle VH-IVUS image and corresponding regions of the arterial mesh. The top row shows effective stress, and the bottom row shows the mesh at each resolution.




Volumetric differences between straight and curved geometry

We sought to determine if the volume of the plaque constituents and/or wall mechanics differed between straight and curved arterial geometry. Original works utilized straight meshes reconstructed from IVUS (32). Yet, angiogram data allows the realization of a curved centerline and hence a more anatomically accurate arterial reconstruction. One of the inputs to the mesh creation script allows the user to define whether the geometry uses the curved centerline or not. Plaque constituent volumes can then be computed from the volumetric mesh and wall mechanics from the FE simulation.

In a representative mesh, the relative volumes of the plaque constituents were 52.48% sleeve material, 17.78% fibrotic/fibrous cap, 18.34% arterial wall, 6.47% fibrofatty, 3.21% necrotic core, and 1.71% dense calcium in the straight reconstruction. The curved centerline artery reconstruction was composed of 52.02% buffer material, 17.95% fibrotic/fibrous cap, 18.49% arterial wall, 6.57% fibrofatty, 3.24% necrotic core, and 1.73% dense calcium. Statistical analysis between the plaque constituent volumes was conducted in R (version 4.1.3). Simple correlation test (p < 0.05, R = 0.99) shows there is a high correlation between the constituent volumes. Thus, using curved geometry instead of straight geometry does not create statistically significant differences in plaque constituent volumes.



Effective stress

A representative arterial mesh (Artery 4) was chosen to illustrate the FEA results. Note that these results are not intended to suggest any sort of global interpretation but rather display our method's FEA capabilities. Materials were assigned according to “Material assignment” and a sleeve thickness of 0.2 mm was used (Figure 8A). Boundary conditions, assumptions, and loading parameters outlined in “Luminal loading” and “Boundary conditions and assumptions” were also used for this analysis and Von Mises elemental stresses were calculated for each plaque constituent (Figure 8B). Elemental stress was highest in calcified elements with an average of 288.17 kPa and lowest in necrotic elements with an average of 2.2 kPa. After applying nodal smoothening, the average effective stresses across the entire artery segment remained below 60 kPa. Of note, the thickness of the sleeve layer can impact simulation results and stress values. In the same representative artery, a discrete range of sleeve thicknesses from 0 (no sleeve) to 0.4 mm corresponded to a change in mean stress from 28 kPa to 19 kPa, respectively. Figures and tables displaying various mesh characteristics and results for all 11 arteries used for development of our method are included in the supplementary material (Supplementary Figures S1, S2, and Supplementary Table S1).
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FIGURE 8
Volumetric elements and Von mises stress by material type. A full representative artery was reconstructed at a 0.2 mm resolution with tet4 elements. (A) Separated materials that were assigned using the plaque constituent pixel coordinates extracted from VH-IVUS images in “VH-IVUS image processing and centerline orientation”. (B) Nodal-smoothened effective stress across the entire artery (left) and elemental Von-Mises stress (right) corresponding to the material types noted in (A).





Discussion

Understanding the state of stress inside atherosclerotic coronary arteries is paramount for improved patient care and treatment planning. The automated method presented herein uses patient-specific VH-IVUS images and angiogram data to produce volumetric arterial meshes. FEA is then applied to the volumetric mesh to calculate the stresses and strains that develop in the artery. A simple way to determine the biomechanics of a patient's artery will give insight into the state of a patient's disease. Previous studies have utilized VH-IVUS or OCT imaging to generate 2D planar FEA simulations of atherosclerotic plaque (26, 31, 32). Moreover, 3D FEA models of coronary arteries have also been developed, utilizing a single generalized homogeneous material for the entire artery or a limited set of heterogenous materials (33, 34). These methods provide useful insight into both planar and 3D stresses that develop within a plaque buildup during the cardiac cycle. However, the full 3D complexity of the plaque structure is impossible to be accurately depicted in planar simulations and the use of homogenous or limited materials in previous 3D simulations fail to address the complex heterogenous nature of plaque. Another factor to note is the amount of manual intervention required to generate the FE meshes in each approach. Images had to be manually cleaned and processed to extract the inner and outer arterial profiles and plaque constituents. Our method addresses each of these shortcomings, opting to combine the use of 2D images for reconstructing the mesh, 3D spatial locations of materials extracted from VH-IVUS to address material heterogeneity, and automation to limit any manual intervention. Additionally, the complex curvature of coronary arteries, captured via coronary angiography, is also incorporated; resulting in a method capable of automatically generating anatomically accurate arterial meshes in 3D at the press of a button.

As with all modern computational methods, the results from FEA are not definitive and results must be interpreted with care. The complex, heterogeneous nature of arterial tissue and nonlinearity of soft tissues allow only an approximate solution to be realized (35). Additionally, special care must be taken when choosing boundary conditions and loads capable of replicating physiological conditions while also minimizing computational resources and complexity. For example, fixing nodes along the end caps can result in higher stresses in adjacent elements, hence skewing the distribution of stress in nearby regions. Boundary conditions and assumptions are absolutely necessary in any computational model; however, one must also be weary of oversimplifications and misinterpreting the results. Another area requiring close attention are material properties. We currently use the widely accepted linear neo-Hookean material model presented by Paritala et. al (26), while works from Hoffman et. al (36) and Holzapfel et al. (37), have proposed Mooney-Rivlin or modified versions for atherosclerotic constituents. The nonlinear Mooney-Rivlin material model is a third-order model, which is postulated to be better suited for describing shear deformation in elastic materials (38) as compared to the second-order Neo-Hookean model currently used. However, we did not aim to quantify the difference or implications of either model but rather, offer a robust method capable of easily interchanging between material models if desired.

The stresses presented herein are within ranges seen in the literature. Work by Paritala et al. found stresses in a stenosed artery to range between 0.002 to 286.1 kPa, with a large percentage of the higher stresses focused on the plaque shoulder (26). Wang et al. reported wall stresses between 0.3634 and 450.4 kPa in planar 2D FEA simulations (39). Some variation is expected, owing to differences in materials properties or mesh reconstruction methods employed, but the stress results of our FEA lie within both ranges. Additionally, none of the atherosclerotic plaques presented herein ruptured at follow-up (16). This stability is also consistent with our results as the nodal-smoothened values from our FEA were below the suggested 300 kPa rupture threshold (40). In summary, our values are within previously published literature values.

The method presented herein aims to display the current capabilities for automated arterial mesh reconstruction, yet, as with all computational methods, this approach does come with its limitations. One shortcoming is the material assignment method. Currently, our material assignment method (“Material assignment”) simply assigns one of five materials to each element using the nearest spatial location of the VH-IVUS pixels extracted in “VH-IVUS image processing and centerline orientation”. This generic approach does not refine the transition in material stiffness at the boundary of stiff and soft materials, which may result in larger stresses in these areas (e.g., adjacent calcium and necrotic elements) as seen in Figure 7 and Supplementary Table S2. This limitation is an important and common issue in heterogeneous FE models and gives rise to the need to address material heterogeneity while minimizing additional computational resources. Of note, if desired, the user can modify the mesh resample value to address this limitation. However, to save computational resources one may consider alternative meshing approaches such as finer resolution around material boundaries or adaptive remeshing to potentially minimize numerical errors and ensure a refined transition between stiff and soft materials. Additionally, the user interface allows for manipulation of the element shape used during analysis. The code defaults to linear tet4 element shapes but nonlinear tet10 element shapes can be applied for the analysis instead; this choice will increase the amount of computational power needed for simulation and influence the biomechanical analysis (Supplementary Figure S4). A second limitation is seen in the default material model. Currently, the code defaults to using a Neo-Hookean material model which is less accurate for predicting the nonlinear response exhibited by biological tissues. This material model was chosen as a mere surrogate for the development of the algorithm but can easily be modified to use a different material model if desired. This versatility gives users the ability to define custom material models or choose from another one of the multitude of models currently implemented in the FEBio software. Although not explicitly implemented in the user interface, a custom plug-in can also be implemented with FEBio allowing for fully customized material models to be used which may be better suited for other applications. A third limitation of our method is its inability to predict plaque rupture or fully characterize plaque stability. This limitation has been a topic of interest in cardiovascular research for many years (41, 42) and a variety of predictive measures have been suggested namely, necrotic core thickness (3), fibrous cap thickness (43), and microcalcifications (5). Due to the difficulties involved with obtaining such geometrical features from VH-IVUS imaging, these aspects were not analyzed in the manuscript. However, the incorporation of different imaging modalities that are capable of identifying such structures would expand the capability of our method and enhance outcomes. In fact, the objective of this manuscript is to detail our novel, automated meshing algorithm and its potential for biomechanical analysis. We hope widespread adaptation of our method will result in valuable and insightful innovation regarding the limitations mentioned above and advancement in the realm of vascular biomechanical analysis and patient-specific precision healthcare.

In addition to acute analysis, continued development of our methods will yield novel insights into the state of cardiovascular disease. It is beyond the scope of this manuscript, but future studies can use this model to analyze the biomechanics between baseline and follow-up data to allow for more insight into the state of growth and remodeling occurring in the artery. Co-registration efforts by Timmins et al. (44) have already been used to identify how hemodynamics effects atherosclerotic progression. Such works would also allow for more insight into structural mechanical analysis as it relates to rupture mechanisms and prediction capabilities, opening the door for translational medicine and enhanced treatment options. The groundwork presented herein details an automated, user-friendly, 3D, and robust biomechanical modeling approach that has the potential to broaden research insights and utility for clinical applications.
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Background: Personalized hemodynamic models can accurately compute fractional flow reserve (FFR) from coronary angiograms and clinical measurements (FFRbaseline), but obtaining patient-specific data could be challenging and sometimes not feasible. Understanding which measurements need to be patient-tuned vs. patient-generalized would inform models with minimal inputs that could expedite data collection and simulation pipelines.



Aims: To determine the minimum set of patient-specific inputs to compute FFR using invasive measurement of FFR (FFRinvasive) as gold standard.



Materials and Methods: Personalized coronary geometries (N = 50) were derived from patient coronary angiograms. A computational fluid dynamics framework, FFRbaseline, was parameterized with patient-specific inputs: coronary geometry, stenosis geometry, mean arterial pressure, cardiac output, heart rate, hematocrit, and distal pressure location. FFRbaseline was validated against FFRinvasive and used as the baseline to elucidate the impact of uncertainty on personalized inputs through global uncertainty analysis. FFRstreamlined was created by only incorporating the most sensitive inputs and FFRsemi-streamlined additionally included patient-specific distal location.



Results: FFRbaseline was validated against FFRinvasive via correlation (r = 0.714, p < 0.001), agreement (mean difference: 0.01 ± 0.09), and diagnostic performance (sensitivity: 89.5%, specificity: 93.6%, PPV: 89.5%, NPV: 93.6%, AUC: 0.95). FFRsemi-streamlined provided identical diagnostic performance with FFRbaseline. Compared to FFRbaseline vs. FFRinvasive, FFRstreamlined vs. FFRinvasive had decreased correlation (r = 0.64, p < 0.001), improved agreement (mean difference: 0.01 ± 0.08), and comparable diagnostic performance (sensitivity: 79.0%, specificity: 90.3%, PPV: 83.3%, NPV: 87.5%, AUC: 0.90).



Conclusion: Streamlined models could match the diagnostic performance of the baseline with a full gamut of patient-specific measurements. Capturing coronary hemodynamics depended most on accurate geometry reconstruction and cardiac output measurement.



KEYWORDS
fractional flow reserve, computational fluid dynamics, patient-specific modeling, sensitivity analysis, uncertainty quantication, Sobol analysis





1. Introduction

Computational blood flow models that minimize the number of patient-tuned parameters required to extract diagnostic phenomarkers accurately may circumvent clinical data acquisition challenges and help enable interventional planning. One particular application is coronary artery disease—a leading cause of death and disability worldwide, with 7 million deaths and 129 million disability-adjusted life years lost annually (1). Invasively-measured fractional flow reserve (FFRinvasive) is the gold standard for identifying atherosclerotic lesions requiring intervention (2, 3). In recent years, computational fluid dynamics (CFD) models that predict FFR have emerged. These models are either based on coronary angiography (4, 5) or computed tomography (6, 7). Some of these models have been used extensively for research, such as VIRTUHeart (8–12), or have been made available to market, namely FFRCT (HeartFlow, Mountain View, CA, USA) (13, 14), FFRangio (CathWorks, Kfar-saba, Israel) (15–17), CAAS-vFFR (Pie Medical, Maastricht, The Netherlands) (18, 19), and QFR (Medis Medical Imaging, Leiden, The Netherlands and Pulse Medical Technology Inc., Shanghai, China) (20–22). However, these models require many clinically-measured inputs to accurately capture the effect of stenoses. In theory, a CFD model incorporating a maximum number of patient-tuned inputs would calculate the most accurate FFR. Requiring large numbers of invasively-measured parameters is challenging, costly, and sometimes not feasible. CFD models incorporating extensive patient-specific measurements have limited use when patients lack the complete set of necessary parameters for flow simulation. The pervasiveness of missing data in electronic health records increases the prevalence of such cases (23–25). Contrary to intuition, requiring full patient-specificity, which includes personalizing the computational domain, physical properties of blood vessels, and boundary conditions that dictate flow, may not even be required to recover diagnostic phenomarkers accurately. A low-cost CFD model based on only a few patient-derived measurements could streamline costly clinical data acquisition pipelines without compromising the diagnostic performance of fully personalized models. Prior sensitivity analysis and uncertainty quantification studies have attempted to identify the key anatomic and physiologic parameters contributing to FFR, but these studies often rely on models that have not been validated against FFRinvasive measurements and are limited by small cohort sizes (11, 26–29).

Prior studies have demonstrated that accurately capturing stenosis geometry (in terms of minimal luminal radius and stenosis length) through imaging and prescribing flow distribution down the coronary tree (27) are the most sensitive inputs. Controlling flow distribution throughout the coronary tree is a function of terminal branch geometry as determined by Murray’s Law, which may indicate that coronary anatomy is the overriding input (30). Ensuring accurate coronary anatomy could allow some leeway for the variance of other parameters. When patient-tuned values do not drastically deviate from patient averages, patient-generalized inputs could result in the same FFR calculation. As the focus has been on identifying sensitive inputs, it is unknown which parameters are insensitive to FFR and could be relegated to patient averages, or patient-generalized parameters, without sacrificing diagnostic performance (31). We hypothesized that on top of accurately segmenting the overall coronary tree, an accurate model with minimized inputs would require prescribing flow distribution parameters and capturing the geometric severity of stenoses on a per-patient level. In this work, we present a patient-specific CFD FFR model (FFRbaseline) and validated the model in a cohort of 50 patients. Sobol decomposition techniques were used to derive optimized, low-cost models (FFRsemi-streamlined and FFRstreamlined) with minimal patient-specific clinical inputs without sacrificing diagnostic performance and agreement compared to FFRinvasive.



2. Materials and methods


2.1. Patient data

This study did not involve human tissue samples, direct patient experimentation, or interaction. The protocol was approved by the Massachusetts General Brigham Institutional Review Board (IRB Protocol #2015P001084). The IRB did not require individual patients to sign informed consent since the study was not prospective and there was no patient interaction or intervention performed. Patient data, consisting of coronary angiograms and clinical measurements, were acquired from 50 patients who underwent a clinically indicated coronary angiogram and were found to have angiographically-documented coronary artery disease at Brigham and Women’s Hospital, Boston, MA, USA. Exclusion criteria were prior coronary artery bypass graft surgery, ST-elevation myocardial infarction, chronic total occlusion, and ostial lesions. The 50 patients were randomly selected. Angiograms included at least 4 standard orthogonal views of the left coronary circulation and 2 standard orthogonal views of the right coronary circulation (Figure 1A). Clinical measurements were collected during coronary angiography to inform personalized blood flow simulations, including aortic blood pressure, cardiac output, heart rate, and hematocrit. Routine FFR measurements were performed by administering intravenous adenosine (140 mcg=kg=min × 120 s) to induce hyperemic conditions. A coronary guidewire pressure sensor (Volcano Corporation, San Diego, CA) was placed distal to the coronary stenosis for in vivo FFR computation. An experienced interventional cardiologist selected the location of distal pressure measurement, ranging 5–65 mm with respect to the distal-end of the stenosis. FFR ≤ 0.80 was considered ischemic and FFR > 0.80 was considered non-ischemic. The researchers performing the coronary reconstructions and CFD simulations were blinded to clinically measured FFR values until CFD validations were completed.


[image: Figure 1]
FIGURE 1
Computational fluid dynamics modeling pipeline. (A) Coronary angiograms were acquired for each patient. At least 4 or 2 standard orthogonal views were collected for left and right coronary trees, respectively. (B) A three-dimensional (3D) arterial tree model was semi-automatically reconstructed using a pair of coronary angiograms. (C) Vessel centerlines were extracted from the 3D reconstructed geometry for one-dimensional (1D) simulation. Pulsatile flow rate was used at the inlet boundary condition and 2-element Windkessel models were used at the outlet boundary conditions. The lumped parameter models consisted of resistance-compliance components, where resistances were related to terminal vessel anatomy. (D) FFR results mapped on a left coronary vessel. The distal location (LDistal) was labeled by an expert physician and was situated 55 mm downstream to the distal-end of the stenosis. FFRbaseline and FFRinvasive resulted in the same FFR classification with minimal discrepancy.




2.2. Coronary geometry reconstruction

Three-dimensional (3D) full coronary tree models (Figure 1B) were reconstructed from pairs of coronary angiograms using a semi-automated algorithm described in (32, 33). The algorithm first computed two-dimensional vessel centerlines with corresponding cross-sectional diameters semi-automatically on the pair of images. Afterward, a fully automated computation was used to generate the 3D coronary tree models in stereolithography (STL). Reconstructions were validated topologically and anatomically by an expert interventional cardiologist using ImageJ v1.52k (NIH, Bethesda, MD, USA) via comparing the minimal luminal diameter of the stenotic lesion segment in 3D models with the minimal diameter of the same diseased arterial segment in angiograms, which were additional cine runs acquired different from the pair of images (or the 3rd view) as used for 3D reconstruction. All identifiable (>1 mm) main and side branch vessels were reconstructed from 2D coronary angiography data. To create one-dimensional (1D) geometries (Figure 1C), vessel centerlines with corresponding hydraulic diameters were extracted from the reconstructed STL models using Mimics (Materialise, Leuven, BE). Vessel lengths were computed from centerline outputs at a resolution of 100 micrometers. The centerline data was validated by comparing the minimal luminal diameter between the 1D model with physician-measured ground truths on angiograms. These 1D full coronary tree models were used as inputs to personalized CFD simulations. Coronary anatomy was used to define the computational domain and was required to be reconstructed accurately on a per-patient level.



2.3. 1D computational model


2.3.1. Model assumptions

Blood was modeled as an incompressible Newtonian fluid with ρ = 1, 060 kg/m3. Dynamic viscosity was computed per-patient using an empirical relationship between viscosity and hematocrit from (34):

[image: display math]

where μ is the dynamic viscosity of blood, μ0 is the dynamic viscosity of plasma, and ϕ is hematocrit. We assumed a constant plasma hematocrit of 1.2 cP (4, 5, 34). The 1D blood flow simulator inherently uses elastic walls, but we enforced quasi-rigid walls. We noted area deformations of 0.78% when averaged across all cases, all vessels, and over all time points. The area deformations here were comparable to other 1D models (35) that enforced quasi-rigid walls.



2.3.2. Mathematical formulation

We used a 1D blood flow model described in (36, 37). The 1D blood flow simulator was based on the following governing equations:

[image: display math]

where A is vessel cross-sectional area, Q is flow rate, P is pressure, ρ is density of blood, α describes the velocity profile, and Cf = 22πμ is a frictional term. α and Cf were estimated from experimental data that have been used in 1D models (36–39). P and A are related by the following constitutive equation:
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where Pext is external pressure exerted on vessels and A0 is the undeformed cross-sectional area when P = Pext. β describes arterial stiffness and is a function of A0, wall thickness (h = 0.945 mm) (40), elastic modulus (E = 1.41 MPa) (41), and Poisson’s ratio (ν = 0.5) (42). The conservation of mass (Equation 2), conservation of momentum (Equation 3), and pressure-area constitutive relationship (Equation 4) were solved using a MacCormack finite difference scheme.

To model pressure drop across stenoses, we coupled the 1D model with an explicit pressure loss term:
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where ΔPs is pressure drop across a focal stenosis, ru is radius of an unstenosed artery, Au is cross-sectional area of an unstenosed artery, As is cross-sectional area of a stenosed artery, and Ls is stenosis length. The stenosis model (Equation 5) was coupled to the 1D governing equations via the continuity of total pressure. The anatomical position of stenoses were labelled by expert interventional cardiologists. ru was estimated from physician labeled stenosis degree and minimal luminal radius (rs), using the following expression:
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As was parameterized using the minimal luminal diameter. Kv, Kt, and Ku are viscous, “turbulent,” and inertial coefficients, respectively. The “turbulent” term reflects non-linear effects of converging or diverging flow patterns, for example swirling or chaotic flow downstream of the distal end of a stenosis. These coefficients were parameterized as Kv = 32(0.83Ls + 1.64Ds) × (Au/As)2/Du, K = 1.52, and Ku = 1.2 based on (36). Du and Ds are unstenosed and stenosed arterial diameters, respectively.



2.3.3. Personalized boundary conditions

To tune the boundary conditions to each patient, a pulsatile flow rate waveform was incorporated at the inlet and 2-element Windkessel models at the outlets (Figure 1C). Left and right coronary waveforms were derived from (43) and scaled to a patient-specific level using clinically measured cardiac output, heart rate, and flow dominance at resting state. Hyperemia was simulated by scaling up the flow rate based on empirical observations, where the left and right circulations were scaled up by 4x and 3x, respectively (44).

A 2-element Windkessel model, consisting of peripheral resistance (Rp) and compliance (C), was applied to the ends of each terminal vessel to account for the effect of microvascular hemodynamics (45):
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C was assumed to be constant at 9 CM4 s2 g−1 based on patient averages from (36). Rp was distributed among the terminal branches using resistance-radius relationships commonly used for coronary simulations (4, 5, 14, 46):
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where Ri is the peripheral resistance at each terminal branch, Pmean is mean arterial pressure, Qostial is flow rate at the ostium, r is the average terminal branch radius, and Nterminal is the number of terminal branches. Resting state mean arterial pressure and inlet flow rate were both obtained from clinical measurements and terminal branch radii were computed via 1D vessel centerlines. Specifically, the ostial flow rate was determined as a fraction of cardiac output via flow dominance (4, 5). Terminal resistances were scaled down by a factor of 0.22x (4, 5, 14, 44) from the resting state to estimate hyperemia.



2.3.4. Model convergence

Blood flow was simulated for 20 cardiac cycles based on temporal convergence tests, and the last cardiac cycle was used for analysis (Figure 1D). The grid spacing, or Euclidean distance between fluid points, was set to 500 micrometers based on grid invariance tests. The time step was 10−5 s to satisfy the Courant-Friedrichs-Lewy condition. The convergence criterion was L2 error <10−3 based on similar CFD studies (4, 5, 47–50). The metric of interest was time-averaged pressure at the distal location. Pressure at the distal location was selected because this was used to compute FFR. Temporal and spatial convergence data could be found in supplementary Figure S1 and Table S1, respectively.




2.4. Defining the streamlined model for calculating fractional flow reserve

Understanding which clinical inputs could be relegated to patient averages was the first step to developing a streamlined computational FFR framework. We used global uncertainty analysis to elucidate which raw clinical measurements were critical to computing FFR accurately, as defined by a validated baseline model with all parameters derived from patient data, FFRbaseline.


2.4.1. Mathematical basis of global uncertainty quantification

We employed variance-based global uncertainty quantification techniques as explained by Eck et al. (51). Global was selected over local uncertainty quantification to most uniformly sample the multi-dimensional parameter space and capture non-additive, non-monotonic, and non-linear effects and interactions between inputs (51). Global uncertainty quantification enabled assessment of the individual contribution of input parameters to the overall variance in FFR as well as the interaction between input parameters. Sobol indices were used to quantify the impact of clinical inputs on FFR:
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where Si captures the main effect of input parameter Zi (neglecting interaction between inputs) to the total variance [image: display math], Sij quantifies the effect of interaction between inputs Zi and Zj, and STi quantifies the sum total of main and interaction effects. The [image: display math] term is the variance of the expected value of output Y given a fixed value of input parameter Zi. Z−i is a set of all input parameters excluding Zi. When Si ≈ STi, interaction effects are negligible, suggesting that main effects drove the variance in Y.



2.4.2. Parameterizing clinical inputs

Incorporating a complete set of inputs could be injudicious if many parameters do not significantly contribute to FFR, which would in effect only enlarge the sample space needlessly. The raw inputs to define personalized blood flow simulations included mean arterial pressure, cardiac output, coronary geometry, heart rate, stenosis anatomy, hematocrit, and distal location. We considered stenosis anatomy separately from coronary geometry. Explicit pressure drop terms were required to accurately evaluate ischemic burden, and these terms were parameterized via stenosis geometry: stenosis length and stenosis radius at the minimum luminal diameter (30, 31). Cardiac output was used to parameterize the inlet flow rate waveform and peripheral resistance at the outlets. To prevent diluting the parameter space with insignificant parameters, the raw inputs were narrowed to mean arterial pressure, cardiac output, stenosis degree, and distal location based on what has been shown to be significant from prior works (27, 31). As inlet flow rate was found to be insignificant in the literature (27, 31, 52), we only evaluated cardiac output as it pertained to peripheral resistance and relegated cardiac output as it pertained to inlet flow rate as patient-generalized. The importance of distal location has been discussed in (53) and was also considered potentially significant. From this point forward, we define distal location as the anatomic location of pressure sampling distal to the stenosis. Supplementary Figure S2 summarizes the raw inputs we investigated within the context of the CFD framework.

The uncertainty bounds, or range of allowed uncertainty, for each clinical input was either derived from literature or estimated from the patient population (Table 1). All uncertainty bounds in clinical inputs were modeled as normal distributions (51). Patient-specific cardiac output and mean arterial pressure were varied by multiplying with scaling factors, modeled as normal distributions with means of unity and standard deviations from literature-derived coefficients of variations (27, 54). The error bound in stenosis degree was modeled to reflect the worst-case inter-observer variability. The difference in stenosis degrees measured by an interventional cardiologist and a researcher, with measurements blinded to each other, was used to parameterize a normal distribution of uncertainty. The mean was fixed to zero to reflect the case when both observers agreed perfectly. The standard deviation directly quantified the error bound and was added to the baseline stenosis degree to probe uncertainty. For distal location, we estimated a coefficient of variation (CV = 0.117; see supplementary Figure S3) and mean (30 mm) based on the patient population and clinical recommendations (55). The values sampled from the resulting normal distribution were used as the distal location to compute FFR in the global uncertainty analysis.


TABLE 1 Input parameter bounds to study the impact of patient-specificity on FFR.

[image: Table 1]



2.4.3. Evaluating the relative contribution of clinical inputs to fractional flow reserve

After defining the parameters and range of uncertainties to explore, we needed to perturb FFRbaseline models to compute Sobol indices and evaluate the relative contribution to FFR. The normal distributions in Table 1 were sampled according to a second order Saltelli sequence. This sampling technique has been shown to minimize error rates in estimating the Sobol indices (56, 57). Sobol indices were considered as converged when the bootstrapped 95% confidence interval width of the main and total effects were smaller than 10% of the maximum Sobol index for each parameter (58). FFR was computed for every combination of the four clinical inputs from the Saltelli sequence. Sobol indices were computed on the aggregate of all FFR values to relate the impact of uncertainty in clinical inputs to the resulting FFR value. Based on tests, over 1 million simulations were required to achieve converged Sobol indices. A high number of simulations were also noted by Eck et al. (51) to obtain convergence. We used an embarassingly parallel scheme to run multiple simulations simultaneously. The simulations were completed with wall clock duration of two weeks on 32 compute nodes. Sobol indices exceeding a threshold of 0.05 were considered significant (51).



2.4.4. Establishing and evaluating FFRstreamlined

The Sobol indices were used to identify which clinical inputs were most important and inform on streamlining the CFD framework. Patient-generalized values were used for parameters that had relatively little contribution to FFR. These values were computed by taking the average over the entire cohort of patients to be used as inputs in the streamlined model. One parameter that could be patient-generalized from the get-go was inlet flow rate waveform. As prior studies (27, 31, 52) demonstrated that the inlet flow rate waveform contributed minimally to FFR, two canonical hyperemic waveforms were created (Figure 2), one for the left coronary artery (LCA) and one for the right coronary artery (RCA).


[image: Figure 2]
FIGURE 2
Canonical waveforms for the left and right coronary circulation. Hyperemic pulsatile flow rate waveforms were used as inputs to the streamlined model for the left (LCA) and right (RCA) coronary arteries. The waveforms were generalized over the 50 patients in the cohort.


After identifying all the patient-generalized parameters via global uncertainty quantification, the streamlined model was compared to the baseline framework and clinical ground-truths. Correlation between streamlined models (FFRsemi-streamlined and FFRstreamlined) with FFRbaseline and FFRinvasive was determined using a least-squares linear regression. Bland-Altman analysis was used to evaluate the mean differences between streamlined models with FFRbaseline and FFRinvasive. We also evaluated ability of streamlined models to classify ischemic vs. non-ischemic stenoses identified by FFRinvasive, using metrics such as sensitivity, specificity, positive predictive value, negative predictive value, and overall accuracy. Finally, receiver-operating characteristics (ROC) curves were used to compute an area under the curve (AUC) and to recover the 0.80 ischemic threshold to evaluate bias. An unbiased model would recover the 0.80 threshold and trade-off the true positive and false positive rate. The optimum threshold from an ROC curve was taken as the point that maximizes sensitivity (or true positive rate) and minimizes 1-specificity (or false positive rate).



2.4.5. Determining if relative contribution is generalizable across patients

As a secondary endpoint to this work, we evaluated whether Sobol indices varied across patients. Previous works have conventionally aggregated the Sobol indices over all patients in the cohort, but the relative importance of each input parameter to FFR may not generalize across differing patient anatomy and physiology (11, 27, 31). To this end, we performed a global repeated measures analysis of variance (ANOVA), where anatomic and hemodynamic variations subdivided the Sobol indices. Specifically, anatomy was subdivided by LCA and RCA. We considered two hemodynamic variations. Ischemia-inducing disease was considered at the clinical threshold of 0.80. Patients were stratified using this classification to probe how the impact of patient-specificity could differ between functionally significant and insignificant stenoses. As a positive control, we also incorporated the grey-zone FFR—a range of FFR values, between 0.75–0.85, traditionally known to be of uncertain ischemic burden (59). Subdividing by grey-zone provided a baseline variance to compare with coronary vessel and ischemia classification subgroups. Successive factorial ANOVAs were performed to reveal the most important subdivisions in the parameter space using variance.




2.5. Statistical analysis

The Kolmogorov-Smirnov test was used to ensure that the data followed the central limit theorem. Predicted FFR was evaluated against the clinical ground-truth via least-squares correlation and Bland-Altman analysis. ANOVA and post hoc tests were performed on JMP Pro 16 (JMP Statistical Discovery LLC, Cary, NC, USA). Diagnostic performance metrics between models were compared using paired t-test or Wilcoxon signed-rank test. A value of p < 0.05 was considered significant.




3. Results


3.1. Patient and clinical characteristics

A retrospective cohort of 50 patients was created from adults with angiographically documented coronary artery disease, involving at least one vessel with FFRinvasive measurement between January 1, 2016 and August 1, 2018. Patient characteristics are highlighted in Table 2. A total of 69.4% of patients were male. The mean age was 66.5 years. 2.0% had hypertension, 8.2% had hypercholesterolemia, and 32.7% had diabetes mellitus. The mean left ventricular ejection fraction was 58.2%. The most common medications at the time of cardiac catheterization were lipid lowering agents (93.9%), aspirin (87.8%), and ACEi/ARB (59.2%). Stenosis characteristics are presented in Table 3. 79.6% of stenoses were right dominant, 12.2% were left dominant, and 8.2% were co-dominant circulations. The mean stenosis degree was 55.6%. Stenosis that underwent intervention were found in the left anterior descending artery (53.1%), left circumflex artery (20.4%), and right coronary artery (26.5%). The majority of stenoses were concentric (65.3%).


TABLE 2 Aggregated characteristics of patients (N = 50).
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TABLE 3 Aggregated characteristics of vessels (N = 50).
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3.2. Patient-specific 1D coronary models agree with clinical measurements

The first step in developing a streamlined framework was to validate a baseline CFD framework with full patient-tuned inputs—representing the best-case scenario. The baseline framework, FFRbaseline, was validated in 50 patients who had angiographically documented coronary artery disease. We validated FFRbaseline against FFRinvasive. The correlation coefficient was 0.71 (p < 0.0001) and the mean difference was 0.01 ± 0.09 (Figure 3). Diagnostic performance of FFRbaseline to discern ischemic stenoses are summarized in Table 5. The sensitivity was 89.5% (95% CI: 66.9–98.7%), specificity was 93.6% (95% CI: 78.6–99.2%), and overall accuracy was 92.0% (95% CI: 80.8–97.8%). Furthermore, the positive predictive value was 89.5% (95% CI: 68.8–97.0%) and the negative predictive value was 93.6% (95% CI: 79.6–98.2%).


[image: Figure 3]
FIGURE 3
Correlation and agreement of FFRbaseline compared to FFRinvasive. (Top) Scatter plot of FFRbaseline and FFRinvasive for 50 vessels. The number of stenoses and Pearson’s r are presented in the lower right hand corner. Interrupted lines represent the 0.80 ischemic threshold and the solid red line represents ideal correlation. (Bottom) Bland-Altman plot displaying the mean difference between FFRbaseline and FFRinvasive for 50 vessels. The mean difference and standard deviation are presented in the lower right corner. Black interrupted lines indicate the upper and lower limits of agreement (σ: ±1.96) and the solid red line indicates mean difference.




3.3. Cardiac output and stenosis degree contributed most to fractional flow reserve

When aggregating all 50 patients, the uncertainty analysis (Figure 4) indicated that cardiac output and stenosis degree contributed most to the variance in FFR. Distal location and mean arterial pressure also exceeded the threshold for sensitivity, but contributed less to the variance in FFR than cardiac output and stenosis degree. While distal location exceeded the threshold for significance, Sobol indices are relative metrics and the effect sizes of cardiac output and stenosis degree exceeded distal location. To minimize the number of parameters, we created two streamlined models. FFRsemi-streamlined incorporated patient-generalized mean arterial pressure, and patient-specific cardiac output, stenosis degree, and distal location. FFRstreamlined used patient-generalized distal location and mean arterial pressure, and patient-specific cardiac output and stenosis degree. The total and main effects were not statistically different, which meant that interaction effects between input parameters were insignificant.


[image: Figure 4]
FIGURE 4
Sobol sensitivity indices of patient-tuned parameters on FFR. Total and main effects are displayed for cardiac output, distal location, stenosis degree, and mean arterial pressure. Cardiac output and stenosis degree contribute most to the variance in FFR. The horizontal interrupted line at 0.05 shows the threshold for sensitivity.




3.4. Streamlined models maintain diagnostic performance

To test our findings from the aggregated Sobol indices, we parameterized the streamlined models with patient-generalized mean arterial pressure (87.3 mmHg), heart rate (70.8 bpm), hematocrit (39.2%), and ostial diameter (3.9 mm) (Table 4). With an average hematocrit of 39.2%, the average dynamic viscosity was 1.97 cP, which was comparable to viscosities used in other works at hyperemic state (4, 5). Patient-generalized cardiac output (4.5 L/min) was used to derive inlet flow waveforms, but patient-specific cardiac output was used to compute peripheral resistance. A patient-generalized distal location of 30 mm was used for FFRsemi-streamlined.


TABLE 4 Patient-generalized clinical inputs.

[image: Table 4]

FFRsemi-streamlined compared well against FFRbaseline in terms of correlation (r = 0.96, p < 0.001) and agreement (mean difference = 0.00 ± 0.04) (Figure 5A). Compared to FFRbaseline vs. FFRinvasive, FFRsemi-streamlined vs. FFRinvasive had slightly improved correlation (r = 0.75, p < 0.001) and agreement (mean difference = 0.01 ± 0.08) (Figure 5B). FFRstreamlined compared well against FFRbaseline in terms of correlation (r = 0.84, p < 0.001) and agreement (mean difference = 0.01 ± 0.07) (Figure 5C). Compared to FFRbaseline vs. FFRinvasive, FFRstreamlined vs. FFRinvasive had a decrease in correlation (r = 0.64, p < 0.001) but a slight improvement in agreement (mean difference = 0.01 ± 0.08) (Figure 5D). The average percentage discrepancy compared to FFRbaseline was 3.3% for FFRsemi-streamlined and 5.7% for FFRstreamlined.


[image: Figure 5]
FIGURE 5
Correlation and agreement comparing FFRsemi-streamlined, FFRstreamlined, FFRbaseline, and FFRinvasive. (Left) Scatter plots. The number of stenoses and Pearson’s r are presented in the lower right hand corner. Interrupted lines represent the 0.80 ischemic threshold and the solid red line represents ideal correlation. (Right) Bland-Altman plots. The mean difference and standard deviation are presented in the lower right corner. Black interrupted lines indicate the upper and lower limits of agreement (σ: ± 1.96) and the solid red line indicates mean difference. We compared (A) FFRsemi-streamlined to FFRbaseline, (B) FFRsemi-streamlined to FFRinvasive, (C) FFRstreamlined to FFRbaseline, and (D) FFRstreamlined to FFRinvasive.


In terms of diagnostic performance to identify ischemic stenoses, the sensitivity was 89.5% (95% CI: 66.9–98.7%), specificity was 93.6% (95% CI: 78.6–99.2%), and overall accuracy was 92.0% (95% CI: 80.8–97.8%) for FFRsemi-streamlined, which was identical to FFRbaseline. As for FFRstreamlined, the sensitivity was 79.0% (95% CI: 54.4–94.0%), specificity was 90.3% (95% CI: 74.3–98.0%), and overall accuracy was 86.0% (95% CI: 73.3–94.2%). To compare between the models (Table 5), we applied paired Wilcoxon signed-ranked tests with Holm-Bonferroni correction. The diagnostic metrics were not statistically significant for FFRstreamlined vs. FFRbaseline (p = 0.125) and the diagnostic metrics were identical between FFRsemi-streamlined vs. FFRbaseline. We further validated the streamlined models by evaluating AUC and recovering the ischemic threshold (Figure 6). The idealized case, FFRbaseline, had an AUC of 0.95, and the ischemic threshold was recovered to be 0.79–0.80. FFRsemi-streamlined had an AUC of 0.96 and the ischemic threshold ranged between 0.79–0.81. FFRstreamlined had an AUC of 0.90 and the ischemic threshold ranged between 0.78–0.80.


[image: Figure 6]
FIGURE 6
Receiver-operating characteristics curves to compare FFRsemi-streamlined, FFRstreamlined, and FFRbaseline. AUC is area under the curve. Interrupted vertical and horizontal lines indicate the sensitivity and 1-specificity values that correspond to the optimum threshold. Blue, green, and red colored circles represent the threshold overlaid on the receiver-operating characteristics curves.



TABLE 5 Diagnostic performance of FFRstreamlined, FFRsemi-streamlined, and FFRbaseline to detect ischemic stenoses at the clinical threshold of 0.80.
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3.5. Relative contribution of clinical inputs influenced by anatomy

As a secondary endpoint, we also evaluated whether Sobol indices could be generalized across patients. Using global ANOVA, grey-zone (p = 0.0356), anatomy (p = 0.0357), and the repeated measures of the Sobol indices (p < 0.0001) were statistically significant main effects (Supplementary Table S2). The interaction effect of the repeated measures with anatomy (p = 0.0293) was significant. Since the repeated measures captured most of the effect size and contributed to the significant interaction effect, we subdivided the clinical inputs and performed a factorial ANOVA. Distal location was found to have no significant effects (Supplementary Table S3). Anatomy had a significant main effect for cardiac output (p = 0.0279) (Supplementary Table S4), stenosis degree (p = 0.0025) (Supplementary Table S5), and mean arterial pressure (p = 0.0266) (Supplementary Table S6). Since the contribution of mean arterial pressure to FFR was the least in the aggregated global uncertainty quantification results (Figure 4), we focused on elucidating how cardiac output and stenosis degree varied by anatomy via post hoc analysis.

Through two-tailed t-tests (Figure 7A), the impact of patient-specificity differed between LCA and RCA for cardiac output and stenosis degree. Specifically, uncertainty in cardiac output had a larger effect on the LCA than RCA (p < 0.05), and uncertainty in stenosis degree had a larger effect on the RCA than LCA (p < 0.001). However, examining variances are relative metrics, and demonstrating statistically significant differences in total effects may not translate to crossing the ischemic threshold or motivating a different treatment strategy. To test if the impact of patient-specificity in cardiac output and stenosis degree could change treatment strategy, we re-sampled the normal distributions of cardiac output and stenosis degree simultaneously while restricting distal location and mean arterial pressure to their patient-specific baselines. To quantify variability in FFR, we computed an average within-patient range of FFR values across the population as a function of increasing error. Since uncertainty was modeled using normal distribution, we re-sampled the normal distributions with increasing standard deviations. The results indicated that the average range of FFR values was slightly higher in the RCA than LCA across all standard deviations (Figure 7B). We examined the proportion of the cohort that was reclassified due to uncertainty. The reclassification proportion (RP) also increased with increasing standard deviation, but demonstrated that the RCA was more sensitive to reclassification than the LCA at all standard deviation levels (Figure 7B). Both FFR range and RP curves plateaued after one standard deviation. At one standard deviation, 50% of cases were reclassified in the RCA and 25% of cases were reclassified in the LCA (Figure 7C). The patients that were reclassified were more sensitive to uncertainty and the patients that were never reclassified were less sensitive to uncertainty. In short, cardiac output and stenosis degree needed to be patient-tuned, and the impact of uncertainty could have differing effects between anatomies and patients.


[image: Figure 7]
FIGURE 7
The differing impact of patient-specificity in cardiac output and stenosis degree between anatomies. (A) Coronary anatomy had differing effects on cardiac output and stenosis degree. LCA is left coronary artery and RCA is right coronary artery. (B) Re-sampling the global parameter space to estimate FFR range and reclassification proportion (RP) when only varying cardiac output and stenosis degree. Normal distributions of uncertainty were re-sampled at increasing levels of standard deviation (SD). (C) Dumbbell plot showing the range of FFR values when re-sampling to include 1 standard deviation of the variability in cardiac output and stenosis degree. Red dumbbells indicate re-classified cases and black dumbbells indicate cases without re-classification.





4. Discussion

This study demonstrates the potential for CFD frameworks with minimal patient-tuned inputs to match the accuracy and diagnostic performance of frameworks with a full gamut of patient-tuned parameters, which is important because obtaining patient-specific parameters for CFD simulations is difficult and not always possible. Through global uncertainty analyses, we not only identified that stenosis degree and cardiac output (when used to parameterize peripheral resistance) were required on a per-patient level, in addition to accurately reconstructing coronary trees, but also demonstrated the validity of the findings by creating streamlined models to compare with baseline and clinical ground-truths. FFRsemi-streamlined had nearly-identical results with the FFRbaseline and FFRstreamlined was comparable in accuracy and diagnostic performance to the FFRbaseline. Furthermore, the impact of uncertainty on stenosis degree and cardiac output was shown to cause reclassification in some patients, and the impact of uncertainty had a larger effect on the RCA than LCA for stenosis degree and on the LCA than RCA for cardiac output. These results could help increase the reach and translatability of CFD frameworks for cases with missing data and scenarios when clinical data collection could be challenging.


4.1. FFRbaseline compares well to categorical and continuous FFRinvasive

To create a low cost CFD framework, it was important to first demonstrate an accurate baseline high cost model compared to clinical measurements. This work used a cohort of 50 patients with a representative disease prevalence of 38% that is comparable to other studies (16, 17), and the baseline 1D FFR framework was validated against clinical ground-truths. FFRbaseline had generally superior diagnostic performance and comparable correlation and agreement compared to computed tomography-based models (13, 60), albeit on a much smaller sample of patients. On a per-study basis, FFRbaseline had comparable mean differences and diagnostic performance compared to other 3D or 0D coronary angiography-based models (8, 19, 20, 61–68). The studies that validate angiography-based 1D FFR is generally less than 0D or 3D models. Of note, Mohee et al. (69) validated a coronary angiography-based 1D model against invasive FFR. FFRbaseline had better correlation and diagnostic performance. Other global uncertainty analysis studies have generally validated their models with smaller patient cohorts and use 3D models as ground-truth. Fossan et al. (27) validated their 1D model of FFR in 13 patients with 24 stenoses, but used 3D FFR models as ground-truth. Morris et al. (11) validated a pseudotransient model in 20 patients against full transient 3D CFD models. There were also studies focusing on idealized or few patient-specific geometries (26, 28, 51). In contrast, the high cost, patient-tuned, 1D model had high diagnostic performance (sensitivity = 89.5, specificity = 93.6%) compared to clinical measurements of FFR and provided a robust baseline of models to investigate patient-specificity.



4.2. Streamlining clinical inputs maintain comparatively high diagnostic performance

To develop streamlined models, we explored how the variance contribution of clinical inputs impacted FFR. We found that cardiac output, stenosis degree, and distal location crossed the 0.05 threshold for sensitivity, and mean arterial pressure narrowly crossed the threshold. The effect size for cardiac output and stenosis degree far exceeded that of distal location. Based on the global uncertainty quantification results, we created streamlined models using only personalized values for coronary anatomy (including stenosis anatomy) and cardiac output for FFRstreamlined and additionally with patient-specific distal location for FFRsemi-streamlined.

The semi-streamlined model had identical diagnostic performance with the baseline and slightly better accuracy and mean difference. The streamlined model maintained high diagnostic performance (sensitivity = 79.0%, specificity = 90.3%) while introducing minimal bias as compared to the baseline model (mean difference = 0.01 ± 0.07) and clinical measurements (mean difference = 0.01 ± 0.08). We also successfully recovered the ischemic threshold using ROC curves and demonstrated minimal bias for all three models. The semi-streamlined model had nearly identical AUC with the baseline model. This finding indicated that it was possible to use a streamlined set of inputs, and nearly identical performance could be maintained if there was a patient-specific distal location. The streamlined model had slightly lower AUC and represents a worst-case scenario, where a relatively high diagnostic performance could still be maintained without a clinically-indicated distal location.

In the streamlined framework, only two waveforms were used for the entire population, one for the LCA and one for the RCA. This indicated that patient-derived waveforms may not be needed. A common ostial diameter was used to convert coronary flow velocity to flow rates, which suggested that coronary anatomy did not matter at the inlet but mattered in terminal branches when controlling flow distribution around the coronary tree. As FFRsemi-streamlined almost perfectly matched FFRbaseline, mean arterial pressure, heart rate, and hematocrit did not tangibly influence FFR. The discrepancy in performance between FFRsemi-streamlined and FFRstreamlined could be solely attributed to distal location. While a relatively high diagnostic performance was maintained with FFRstreamlined, the non-negligible influence of distal location on FFR was observed here and was also consistent with the global uncertainty analysis results.

We demonstrated that peripheral resistance and stenosis anatomy contributed most to the variance in FFR, and that peripheral resistance had the largest variance contribution. These results are consistent with current literature (11, 27–29) that also investigated the contribution of input parameters to FFR using global uncertainty quantification. In this study, we further identified cardiac output as the input that contributed most to peripheral resistance. We used a patient-generalized mean arterial pressure to determine peripheral resistances, which demonstrated that cardiac output was more important than mean arterial pressure in distributing flow down the coronary tree. Ultimately, the framework has the flexibility to accept a full set of patient-tuned inputs, representing the best-case scenario, but could also simulate cases with missing data using the streamlined models without compromising much diagnostic performance.



4.3. Impact of geometry reconstruction and cardiac output differ by coronary vessel

Coronary arteries can widely vary in anatomy and physiology (70–72), especially in diseased cases where there could be disturbed blood flow dynamics. Existing sensitivity analysis and uncertainty quantification studies assume generalizability (11, 27). We further investigated the impact of uncertainty across anatomy (LCA vs. RCA) and physiology (ischemic vs. non-ischemic identified by FFRinvasive, grey-zone vs. non-grey-zone). The grey-zone is a known cluster of FFR values where there is uncertainty on how to treat patients (59, 73). Global repeated measures ANOVA identified that the main effect of anatomy was significant and had the same effect size as grey-zone. From a variance perspective, the results indicated that the difference between grey-zone and non-grey-zone cases was comparable to the difference between LCA and RCA. Therefore, the impact of uncertainty was not generalizable across coronary geometry. There was also a significant interaction effect between anatomy and the repeated measure of total effects in clinical inputs. We first subdivided the repeated measures and found that cardiac output and stenosis degree had significant main effects, which highlighted that the impact of uncertainty was not generalizable in these clinical inputs. Conversely, distal location had no statistically significant main or interaction effects. To characterize how the impact of uncertainty varied in the LCA and RCA, we performed post hoc analyses and discovered that uncertainty in cardiac output had a larger effect on the LCA than RCA and uncertainty in stenosis degree had a larger effect on the RCA than LCA. The impact of error on FFR was not only different across anatomy, but how the effect differed also varied between clinical inputs. As total effects are relative, we also re-sampled the global parameter space to examine whether the uncertainty could cause reclassification and warrant a different treatment strategy. The parameter space was re-sampled incrementally, from the baseline inputs to 3 standard deviations of the error parameter space. These results demonstrated that the magnitude of error in cardiac output and stenosis degree was sufficient to reclassify a considerable proportion of the population. Measuring accurate clinical inputs should be prioritized on a coronary anatomy-specific level. Hence, accurate anatomic reconstruction and measurement of cardiac output were important in accurately computing FFR.



4.4. Clinical translatability of streamlined 1D models

It is important to consider whether the pathway to clinical translation is feasible. While models such as FFRangio (CathWorks, Kfar-saba, Israel) (15–17) have already paved the way for clinical translation, these state-of-the-art frameworks rely on a full gamut of patient-specific inputs for accurate FFR assessment. This work indicated that a few clinical parameters were needed, namely cardiac output and stenosis degree at the minimum, to maintain diagnostic performance as compared to the invasive gold-standard. Clinical measurements such as mean arterial pressure, heart rate, and hematocrit could be omitted. This finding could be useful in the event of missing data, which is a pervasive issue seen intra- and inter-clinic (23–25). Streamlining the clinical measurement process expands the utility of currently available techniques and may reduce the barrier for clinical translation. Further, the streamlined models have several advantages over other 1D models currently undergoing the process for clinical translation. The average computation time for the 1D framework was 10.1 ± 4.7 min. Our calculation time was more than twice as fast as other 1D models, such as 23.9 ± 11.2 min with Siemens cFFR (74) and 27.1 ± 7.5 min with Toshiba CT-FFR (75). Both streamlined models also had superior diagnostic performance, correlation, and mean differences compared to the Siemens and Toshiba 1D models (75, 76). Accurate geometry segmentation was shown to be an important factor, and is typically a bottleneck even for 1D simulations (77). Applying our semi-automated algorithm, accurate coronary reconstructions were completed within 10 min (32, 78). The streamlined framework contributes to clinical translatability by identifying the measurements that could be patient-generalized and those that need to be patient-specific for accurate FFR computation.



4.5. Limitations

Regarding limitations, the patient population was retrospective and from a single center. A prospective study from multiple centers would provide a more robust validation, but the point of this work was to develop an optimized model from a fully patient-specific model, and validating with clinically measured FFR demonstrated that both models were accurate. Second, the correlation between FFRbaseline and FFRinvasive was moderate. There are multiple ways to validate FFRbaseline against the clinical ground-truth. FFR is fundamentally a dichotomous metric used to refer patients to percutaneous coronary intervention (FFR ≤ 0.80) or optimal medical therapy (FFR > 0.80). In this work, we validated both continuous and categorical FFR. While the Bland-Altman mean differences indicated negligible bias, the correlation was moderate. FFRbaseline was comparable to other studies in the literature. The vast majority of 1D FFR models validate against 3D models (27, 29, 52, 79–81). Compared to studies that also validated with invasive FFR (75, 76, 82), FFRbaseline had generally higher correlation. Categorical FFR was validated using diagnostic performance metrics (i.e., sensitivity, specificity, positive predictive value, negative predictive value, accuracy, AUC) and exceeded 90% for nearly all metrics. Third, the effect of adenosine was considered generalizable across the cohort. Lo et al. (83) recently compared patient-specific outflow conditions based on myocardial perfusion from positron emission tomography data to the conventional scaling method. They found that the effect of adenosine could be overestimated and result in overestimating FFR severity. The FFRbaseline vs. FFRinvasive slope exceeded unity, which could indicate that our model overestimated hyperemia because of using scaling laws. This could be rectified in future works by acquiring myocardial perfusion data and tuning hyperemia on a per-patient level (83, 84). Fourth, the factorial study subdividing patient-specificity by anatomic and hemodynamic classes was limited. Although we explored coronary anatomy, ischemic vs. non-ischemic stenoses, and grey-zone cases, the study could have also explored differing effects of patient-specificity on factors such as age, sex, and the presence of co-morbidities. A larger cohort would be required to expand on the number of factors investigated. We also primarily focused on focal lesions. Including complex coronary disease, such as ostial and bifurcation stenoses, would require separate sensitivity studies as we expect hemodynamics to differ from focal stenoses. For example, ostial stenoses may have an impact on inlet coronary waveforms and bifurcation stenoses may increase the importance of segmenting accurate stenoses.



4.6. Conclusion

In this study, we developed two streamlined models with minimal clinical inputs that could compute FFR accurately. This work demonstrated that patient-generalized parameters could be used to accurately recover diagnostic phenomarkers and that the impact of error was not generalizable across varying anatomy and physiology. We presented a flexible framework that could enable cases with missing data to be simulated accurately. Additionally, the proposed framework could help improve the translatability and use of CFD models to guide interventional planning.
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Cardiovascular disease often occurs with silent and gradual alterations of cardiac blood flow that can lead to the onset of chronic pathological conditions. Image-based patient-specific Computational Fluid Dynamics (CFD) models allow for an extensive quantification of the flow field beyond the direct capabilities of medical imaging techniques that could support the clinicians in the early diagnosis, follow-up, and treatment planning of patients. Nonetheless, the large and impulsive kinematics of the left ventricle (LV) and the mitral valve (MV) pose relevant modeling challenges. Arbitrary Lagrangian-Eulerian (ALE) based computational fluid dynamics (CFD) methods struggle with the complex 3D mesh handling of rapidly moving valve leaflets within the left ventricle (LV). We, therefore, developed a Chimera-based (overset meshing) method to build a patient-specific 3D CFD model of the beating LV which includes a patient-inspired kinematic model of the mitral valve (LVMV). Simulations were performed with and without torsion. In addition, to evaluate how the intracardiac LV flow is impacted by the MV leaflet kinematics, a third version of the model without the MV was generated (LV with torsion). For all model versions, six cardiac cycles were simulated. All simulations demonstrated cycle-to-cycle variations that persisted after six cycles but were albeit marginal in terms of the magnitude of standard deviation of velocity and vorticity which may be related to the dissipative nature of the numerical scheme used. The MV was found to have a crucial role in the development of the intraventricular flow by enhancing the direct flow, the apical washout, and the propagation of the inlet jet towards the apical region. Consequently, the MV is an essential feature in the patient-specific CFD modeling of the LV. The impact of torsion was marginal on velocity, vorticity, wall shear stress, and energy loss, whereas it resulted to be significant in the evaluation of particle residence times. Therefore, including torsion could be considered in patient-specific CFD models of the LV, particularly when aiming to study stasis and residence time. We conclude that, despite some technical limitations encountered, the Chimera technique is a promising alternative for ALE methods for 3D CFD models of the heart that include the motion of valve leaflets.
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Introduction

Cardiovascular disease is the main cause of death worldwide, accounting for 17.8 million deaths expected to increase up to 23.6 million by 2030 (1). Most often, this entails a chronic process whereby pathophysiological changes in cardiac function progress slowly (e.g., development of cardiac hypertrophy, cardiac dilatation, valvular dysfunction) and unnoticed, until reaching a point of no return with the development of symptoms, or occurrence of a fatality as myocardial infarction or stroke. In many cardiovascular pathologies, unphysiological intraventricular hemodynamics is a consequence and/or direct cause of the pathology (e.g., valve dysfunction), leading to flow disturbing and energy dissipating jets, altered intraventricular swirling patterns with less energy-efficient filling and emptying of the ventricular chamber, and effects on blood residence times within the cardiac cavity. Furthermore, therapeutic interventions - especially those related to resting valve function - may drastically alter flow patterns within the heart cavities. A fundamental understanding of intraventricular hemodynamics should lead to an improved assessment of deviations from normal physiological flow, earlier detection of chronic abnormalities, better assessment of therapeutic efficacy, and further refinements in surgical techniques or cardiovascular medical device design.

Among the techniques used to investigate the intraventricular flow field, Computational Fluid Dynamics (CFD) modelling offers the advantage to compute flow metrics with finer spatial and temporal resolution than possible with any available in vivo imaging technique. Compared to in-vitro benchmarks, it is much more flexible in performing parametric and comparative studies thanks to the ease of tuning and isolating the parameter under investigation. Therefore, with the relentless improvement of computational power and the growth of computational models, it would be paramount if patient-specific CFD simulations could finally be used as a clinical support tool in cardiovascular surgical planning and diagnostics (2).

The investigation of the intraventricular flow features in relation to the LV pathophysiological condition has been evaluated with several flow-based biomarkers. The diastolic vortex formation interplays both with the pumping efficiency (such as flow washout, ventricular energetics) and the biological nature of the blood flow (blood clots). This dual-side efficiency has been thoroughly investigated focusing on sustaining the blood motility up to the apex and, preventing thrombus formation, and has become a key feature in terms of wash-out of the ventricular chamber and ventricular energetics (3). The clinical contribution of CFD modelling is potentially multidisciplinary and groundbreaking, ranging from the early detection of cardiovascular diseases (heart failure conditions, pulmonary hypertension, aortic and cerebral aneurysms, aortic dissection, cardiac valve pathologies), to the assessment of cardiovascular devices and therapies (prosthetic valves, stent, and ventricular assist device placement, cardiac resynchronization therapy) (4). The MV leaflets motion can be computationally replicated via a kinematic model, preferably based on measurements from 4D medical images, or a Fluid-Structure Interaction (FSI) model (5).

The first MV models were highly simplified, implementing the valve as a planar orifice that was either open or closed [on-off approach (6–8)] or with a time-varying cross-sectional area (6, 9, 10), therefore neglecting the MV leaflets' configuration, their kinematics and interaction with the flow field. Next generation models considered both the morphology and the motion of the leaflets. These valve models can be classified into the patient-inspired (often based on parametric models) or patient-specific MV models, segmented from medical images. Among the patient-inspired MV models: (i) Chnafa et al. (11–13) segmented the moving MV annulus from 4D CT scans and modeled the MV leaflets as a continuous elliptical shape with a given thickness, which instantaneously switches between the open and the closed configuration, thus neglecting the opening and closing phases; (ii) Seo et al. (14) defined the MV morphology based on the anatomical measurements by Ranganathan et al. (15) with the Anterior (AL) and Posterior (PL) leaflets following rigid rotations with different angular profiles. Contributions among patient-specific MV models are: (i) Mihalef et al. (16) modeled the whole heart using machine-learning algorithms to robustly estimate the patient's morphological and functional parameters from multiple 4D CT datasets with claimed precision of 90%; (ii) Bavo et al. (17) segmented the LV and MV kinematics from 4D transesophageal echocardiographic images.

Even though patient-specific MV models based on 4D medical images can account for the fluctuations and curvature changes, the limited thickness of the leaflets (around 2 mm), compared to their other dimensions, in combination with their fast opening and closing dynamics, makes it challenging for the currently used imaging modalities to visualize the valve with a sufficiently high spatial and temporal resolution, especially during the opening and closing phases. A whole branch of research is dedicated to combining the different imaging techniques to enhance their advantages. In addition to the 4D medical images used to derive geometrical and kinematical patient-specific models (ultrasound, CT or MRI), the 4D flow MRI is a promising cardiac imaging technique, which allows to quantify the intracardiac flow without the need of performing CFD modelling. Nonetheless, at the current stage, it still suffers from a coarser spatial and temporal resolution in comparison with CFD and FSI simulations (18). In this case, the motion of the ventricular walls is entirely prescribed by medical images, with 1 temporal configuration the mitral valve segmented by medical images, and thus not computed from the resulting pressures. Hence, the model is Computational Fluid Dynamics (CFD) with moving boundary but not Fluid-Structure Interaction (FSI)’.

On the other hand, FSI modeling requires: (i) the definition of the constitutive and structural properties, which is more straightforward for materials composing prosthetic mechanical valves rather than the natural leaflets; (ii) a finer description of the MV anatomy including the details, such as the chordae tendinae and papillary muscles, not essential in kinematic models. For these reasons, patient-specific FSI models coupling the LV and MV rarely succeeded to combine simultaneously multiple features: the patient-specific LV model with both mitral and aortic valves by Su et al. (19) is limited to a 2D geometry, otherwise the 3D MV is placed within a fixed tube (18) or limited to the filling phase (20). Recently, there have been a few breakthroughs in coupling patient-specific MV and LV models with FSI and they have been used to study the effects of impaired myocardial active relaxation (21) or the transapical neo-chordae implantation (22, 23).

Regardless of whether the MV kinematics is prescribed in CFD simulations or calculated in FSI simulations, the computational approaches typically used to solve the flow (and structural) equations of problems involving moving meshes can be boundary-conforming, such as the Arbitrary Lagrangian-Eulerian (ALE) approach, or non-boundary conforming, such as the Immersed Boundary Method (IBM). In the former, the boundary mesh deforms accordingly to the motion of valves in providing an accurate WSS computation on their surface. In the latter, the effect of the moving immersed body on the fluid is taken into account by adding a source term in the Navier–Stokes equations resulting in a more suitable approach for complex geometries. In addition to these most common techniques, one has to mention: the smoothed particles hydrodynamics, which is a meshless approach used successfully to overcome the lack of complete valve coaptation during systole (24, 25); the Chimera (or overset) technique, which is particularly suitable in handling problems with different components in motion, used to investigate the hemodynamics within a pulsatile left ventricular assist device (26). The Chimera technique has the advantage over ALE that it allows tackling the separation of the fluid domain that occurs during the valve coaptation without a local fictitious increase of viscosity or added source term in the Navier-Stokes equations, whereas, over the IBM approach, complex geometries can be represented with boundary layer meshes resulting in a more accurate computation of interface wall shear stress.

In previous work, we built a patient-specific CFD model of the LV chamber based on the Chimera technique. Firstly, we generated a semi-automatic algorithm to generate 4D meshes of the LV with 1-to-1 vertex correspondence to replicate the patient-specific cardiac motion (27). Secondly, we investigated the impact of the LV torsion on the fluid dynamics using the Chimera technique (28). A major limitation of that study, however, was the absence of the mitral valve in the model, known to highly impact the intraventricular flow field and a key structural element in the formation of the ventricle-filling vortex ring in diastole. Therefore, we propose a workflow to build patient-specific CFD models of the LV with a kinematic model of the MV based on the Chimera technique, which is promising to tackle the several challenges involved in cardiac modeling. Bearing in mind that many cardiac pathologies (cardiomyopathies, hypertrophy, diabetes, hypertension, ischemia, normal aging) influence ventricular torsion, simulations are performed in a model with and without physiological torsion.



Materials and methods


Medical imaging dataset segmentation

The heart of a 27 years old healthy male volunteer was scanned using a cine-MRI short-axis dataset and a cine-MRI radial dataset at the Policlinico San Donato using a Gradient Recalled Echo (GRE) sequence within 30 time-instants spanning 1 cardiac cycle. The study was performed with the ethical approval of the hospital and the informed consent of the subject. The short axis dataset had an in-plane resolution of 1.17 mm and a through-plane resolution of 8 mm, whereas the radial dataset shared the same in-plane resolution and was acquired every 10° along the rotation axis passing through the LV apex and MV centroid. The 4D geometries of the LV were manually segmented using Materialise Mimics 18.0® from the cine-MRI short-axis dataset, while the 4D annulus and one configuration of the leaflets at the A-wave peak, due to high uncertainty linked with the highly impulsive leaflets and the low spatial and temporal resolution, were segmented from the cine-MRI radial dataset within an in-house Matlab-code developed by the Biomechs groups of Politecnico di Milano.



Mesh generation

The Chimera (or overset) technique defines the shape of the fluid domain with one or multiple component Boundary Layer (BL) grids attached to the moving walls that are overlapping a 3D Cartesian grid which is stationary. Interpolation schemes transfer the flow field solution (pressure and velocities) from the component to the background mesh, and vice versa. The Chimera technique is particularly helpful when dealing with complex deforming geometries, and avoids complex remeshing of an ALE technique. A detailed description of the Chimera technique can be found in the Methods section of Canè et al. (29).

In this section, we describe the steps taken to generate three component grids: (i) one anterior MV mesh connected conformally to the anterior part of the LV mesh; (ii) one posterior MV mesh connected conformally to the posterior part of the LV mesh (posterior LVMV mesh, shown in green) and (iii) an inlet plug mesh overlapping with both LVMV meshes to close the fluid domain (Figure 1C: conformal fused LVMV).
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FIGURE 1
(panel A) Mitral valve segmentation from cine-radial MRI images; (panel B) Creation of the mitral valve mesh; (panel C) Tested meshes configurations: not-working separated LV-MV configuration on the left, working conformally connected fused LV-MV on the right.


The surface mesh of the MV leaflets is generated by connecting the MV annulus, modeled in a static configuration defined from the averaging of its 4D configurations over a cardiac cycle, with the profile of the MV free edge of the valve at the A-wave peak (Figure 1A). The anterior and posterior BL MV meshes were created around the MV surface, bearing in mind that they represent the fluid region in contact with the MV surface mesh, following these steps:


	(1)Two copies of the segmented MV surface mesh (represented in cyan) were generated and translated, sliding along the LV endocardial mesh, so that the space encompassed between the two copies (shown with the dotted red line in Figure 1.B.1) represents the MV with a thickness of 2 mm. Subsequently, the lower edges of the copies are connected (shown with the yellow line, Figure 1B.1);

	(2)A collar mesh (shown with a black line in Figure 1B.2) overlapping with the LV endocardial surface mesh at the upper and lower part of the leaflets is created and fused with the surface leaflet meshes, generated in the previous step;

	(3)The resulting mesh is divided into the anterior and posterior leaflets (shown in red and green, respectively, in Figure 1B.3), sharing six overlapping layers, with the following steps performed both for the anterior and posterior leaflets;

	(4)As preparation to build the three-blocks BL mesh for each leaflet, the surface mesh of this region is divided into three surfaces: the upper mesh, which is composed of the upper collar and upper leaflet grids (shown in orange, Figures 1B.4A,B), the free edge (shown in blue, Figures 1B.4A,B), the lower mesh (composed of the lower collar and lower leaflet, shown in magenta, Figures 1B.4A,B). Separately for the anterior and posterior leaflet (Figures 1B.4A,B), the upper and lower surface meshes are extruded with a thickness of 4 mm to build the first two blocks of each leaflet (shown in red and green, in Figures 1B.4A,B);

	(5)The third block is generated by extruding the surface shown in yellow (Figures 1B.5A,B), resulting from the fusion between the free edge surface and the contiguous surfaces created at step 5, towards the inner direction with a thickness of 4 mm (Figures 1B.6A,B).
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FIGURE 2
Kinematic model of the mitral valve reporting the average angle for each zone of the valve.
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FIGURE 3
Cycle-to-cycle variation in the investigated cloud points shows that the transitional effects are still relevant.
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FIGURE 4
Velocity, vorticity and wall shear stress during the diastolic peaks show a marginal impact of torsion on the investigated variables.



[image: Figure 5]
FIGURE 5
(Top) Velocity, vorticity, wall shear stress contours during end systole show a slight increase of these variables in the case disregarding torsion; (middle) the percentage of particles ejected is higher in the torsion case (+9.8%), nonetheless after two beats the difference decreases below 3%; (Bottom) the case without torsion induces a better motility of the particles residing in the left ventricle.



[image: Figure 6]
FIGURE 6
(Top) Residence time of the particles released from the apex show how the mitral valve enhances the apical wash-out. (Bottom) Standard deviation of velocity and vorticity magnitude in the LA plane between the 3rd, 4th, 5th, 6th cycle at the E-peak computed for the case with torsion and without MV (LV Torsion), the case without torsion and with MV (LVMV No Torsion), and the case with torsion and MV (LVMV Torsion).


The mesh separation between the anterior and posterior leaflet (step 3) is fundamental during valve closure because the Chimera technique allows the intersection between different component grids, but not self-intersection, which may become problematic during valve closure.

We enabled manual cut-control and ensured that the overset interface occurred along a vertical direction between the anterior and posterior LVMV meshes wall and along a horizontal direction between the inlet plug and the anterior and posterior LVMV meshes. The overlapping between the component grids was conformal on the external surface of the three boundary layer meshes. The final three component grids are displayed in Figure 1C (anterior LVMV mesh in red; posterior LVMV mesh in green and an inlet plug mesh overlapping with both LVMV meshes to close the fluid domain in blue).

The opening angles were not assigned homogeneously to the leaflets, but via a shaping function that divided the MV into four zones (anterior and posterior leaflet, front and posterior commissure) (Figure 2). The finer control was essential to leave more space during early diastole between the MV leaflets and the LV wall in correspondence with the commissures, which otherwise would have been too narrow to fit the valve, resulting in negative volume errors. The quality criteria used for the 4D generated meshes are a maximum skewness of 0.9 and a minimum scaled Jacobian of 0.02. The number of mesh elements is 737 k, 496 k, 346 k, 2.5 M for the anterior LVMV grid, the posterior LVMV grid, the inlet plug, and the background grid, respectively.

The mesh sensitivity analysis was performed in our previous study without the mitral valve (28), evaluating the combinations of a background grid with an edge length of 0.5 mm and 0.7 mm and a component grid with 100 k and 300 k elements. The comparison of the different meshes was based on the investigation of the WSS, the endocardial pressure, pressure, and velocity along predefined trajectories. A finer mesh resolution of the component boundary layer grid allows for a finer evaluation of the flow velocity profile and hence the wall shear stress without significant impact on the computed variables or the computational time. Therefore, the component grid with 300 k elements was chosen, in combination with the background grid with an edge length of 0.5 mm. In the case with the MV, the near-wall mesh resolution was refined to increase the overlapping between the component grids, resulting in 737 k, 496 k, and 346 k for the anterior LVMV grid, the posterior LVMV grid, the inlet plug, respectively. A background grid with an edge length of 0.7 mm (2.5 M elements) was chosen to solve an unexpected vanishing error of the fluid zone corresponding to the posterior LVMV grid when using a background grid with an edge length of 0.5 mm.



Torsional implementation

Torsion has been applied as a rotation of the LV sac with respect to the vertical axis passing through the MV centroid and the apex. The intensity of the rotation varies linearly during the cardiac cycle and is defined with a piecewise ramp-like function: the twist and the uncoil occur during systole and diastole, respectively. The maximum rotational angle occurs at end-systole and, in the physiological torsion (referred to as Torsion) case, it was based on the measurement of the angle encompassed by the centroid of the papillary muscles between end-diastole and end-systole (γ = 13°). In a second simulation, torsion was omitted (referred to as No Torsion).



Temporal interpolation

The anterior and posterior LVMV meshes were generated on the existing and already interpolated 4D BL meshes of the LV using a Natural Cubic spline, resulting in 290 temporal configurations spanning one cardiac cycle and a time step of 3 ms. For more details on the temporal interpolation method, the reader is referred to (28).



CFD set-up

Our Chimera-based CFD model was defined in Fluent 2019 R3®, with the fluid domain represented by three BL component grids (anterior LVMV, posterior LVMV, inlet plug) embedded in a 3D Cartesian grid. The initialization of the overset interface subdivided the cells of the meshes into four categories (dead, solve, receptor, donor) and established the connectivity between the participating zones to exchange variables during the computation of the Navier-Stokes equations. The cut-control feature was required for finer control on the cells to disable (dead cells), allowing to specify the wall zones not to be cut by the fluid zones. In our case, the wall zones of the anterior and posterior LVMV meshes were excluded from the cutting of the posterior and anterior fluid zones, respectively.

As in (28), a coupled solver scheme was used for the pressure-velocity coupling, together with a 2nd order upwind scheme for the convective terms and a 1st order implicit scheme for the time discretization. Blood was modeled as a homogeneous and Newtonian fluid [ρ = 1,060 kg/m3, μ = 0.003 kg/(m·s)]. Alternating on-off boundary conditions were imposed as follows: inlet pressure set at 7 mmHg and outlet as a wall during diastole; outlet pressure set at 120 mmHg and inlet as a wall during systole. Our model is without turbulence model. The flow regime inside the LV is debatable due to the highly transient dynamicity involved and, in agreement with Chnafa et al. (11–13), we believe that the main large-scale hemodynamic features (such as jets, main vortices, and ejection) can be characterized even with the laminar flow assumption. Six cardiac cycles were simulated on a Dell PowerEdge R620 server (2 × Intel Xeon E5-2680v2 CPUs at 2.8 GHz) and the HPC-UGent cluster system. In the former, one cardiac cycle was computed in about 24 h using eight cores. In the latter, the computation time depended on the number of nodes and the architecture of the available cluster unit.



Post-processing

The comparison of the fluid dynamics in the simulated cases is based on the computation of the velocity and vorticity magnitude, the energy loss (EL), the wall shear stress (WSS) distribution, and the Residence Time (RT). The velocity and vorticity are separated into classes (reported in Supplementary Material Tables S1–S6 in the Supplementary Material) in ascending order according to the magnitude to quantitively assess the differences of the contours and are evaluated in three short-axis planes (SA1, SA2, SA3, from top to bottom) and one long axis plane (LA).

The EL is computed from the viscous term of the incompressible Navier-Stokes, as follows:
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where [image: display math] is the strain rate tensor, Vi the volume of the cell (0.343 mm3), µ the blood viscosity [0.003 kg/(m·s)], and dt the time step of the integration.

Regarding the RT, 4,500 massless particles were seeded at the nodes of the inlet surface mesh at the beginning of the 5th diastole and moved along the velocity field during the last two cardiac cycles, using the particle paths computation in Tecplot 360 EX 2,019 R1. For the RT computation, the particles were classified into three categories: (i) ejected within the 1st beat (direct flow); (ii) ejected within the 2nd beat; (iii) residing in the LV after 2 beats.

Both the EL and the RT were evaluated during the 5th and 6th cardiac cycles, whereas the remaining variables during characteristic time-points of the 6th cardiac cycle. The chosen characteristic time-points were the diastolic E-peak and A-peak and end-systole.

The cycle-to-cycle variation was estimated by computing the median, 5th and 95th percentile of velocity and vorticity magnitude, pressure, and velocity components, within three spherical cloud points (Npoints = 1,000 points, radius = 5 mm) distributed along the axis passing through the MV centroid and the LV apex. In addition to studying the impact of torsion, we also compared results to a case without the presence of the MV. We also assessed the impact of the cycle-to-cycle variation by computing the standard deviation of the velocity and vorticity magnitude in the LA plane at the diastolic E-peak, being the time step with the largest velocity gradient. The reported quantities were computed using data from the 3rd–6th cycle and evaluated for the three simulated cases (LV Torsion, LVMV No Torsion, LVMV Torsion).

In the bulls' eye representation, which divides the LV endocardium into 17 sectors, we reported the mean and maximum WSS as the difference in every sector between the investigated cases (Torsion - No Torsion, LVMV - LV) to highlight visually the zones impacted by Torsion and the MV. Visually, the first case (Torsion, LVMV) dominates in the red zones, whereas the second case (Torsion, LV) in the blue zones.




Results


Influence of torsion on intraventricular hemodynamics

Figure 3 displays 5th percentile, median, and 95th percentile values of velocity (magnitude and components), pressure, and vorticity as a function of time within the three control volumes for the reference case with physiological torsion and the presence of the mitral valve. Cycle-to-cycle variation is still prominent after six cardiac cycles, especially for vorticity and y and z components of velocity. The evaluation of the standard deviation of the velocity and vorticity magnitude allowed us to quantify the impact of the cycle-to-cycle variation. Even though the cycle-to-cycle variation is still visible after six cycles, the maximum value of the standard deviation at the E-peak is 3.8 10−8 m/s and 3.5 10−5 s−1 in the LA plane at the diastolic E-peak for the velocity and vorticity magnitude, respectively (Figure 6). The higher values of the standard deviation are reached within the tract between the atrium and ventricle, and their magnitude is amplified by the presence of the MV.

At the E-peak of diastole (Figure 4, upper panel), the inlet jet reaches the peak velocity magnitude of 2.0 m/s with the formation of two vortical structures that impinge the posterior endocardial wall in every simulated case. Both the velocity and vorticity distributions are highly comparable between the Torsion and No torsion cases (Supplementary Material Tables S1,S2). Omitting torsion leads to a slight increase in velocity magnitude in the long axis (LA) and SA1 planes and a mild decrease in the SA3 plane; a slight increase in vorticity is found in the SA1 plane.

At the diastolic A-peak (Figure 4, bottom panel), two main features can be noted regardless of the torsional degree: (i) both the peak of velocity (0.7 m/s) and vorticity (800 s−1) lost intensity; (ii) the two main E-peak vortex structures dissipated into smaller vortices more uniformly distributed in the LV domain. Disregarding torsion induces a mild increase in velocity magnitude in the LA, SA1 and a moderate increase in the SA3 plane (Supplementary Material Tables S3,S4).

At the end-systolic configuration (Figure 5, upper panel), the maximum velocity magnitude is around 0.65 m/s and 0.43 m/s, whereas the vorticity magnitude reaches 680 s−1 and 520 s−1 in the No Torsion and Torsion case, respectively. Omitting torsion leads to a mild increase in velocity and vorticity magnitude in all the investigated planes, but confined to small areas (Supplementary Material Tables S5,S6).

In a model that incorporates the mitral valve, torsion has a mixed impact on the maximum and mean WSS with a moderate change (increase/decrease) during diastole (changes in the order of 13% and 6%, respectively) and somewhat stronger changes (increase/decrease) at end systole (64% and 25%, respectively). Whether values decreased or increased was dependent on the region considered, as clear from Supplementary Material Tables S7–S10 in the Supplementary Material, where a detailed analysis of maximal and mean WSS in the different ventricular segments for the models with and without the mitral valve and with/without torsion is found.

Energy dissipation (EL) is about 14% higher for physiological torsion (9.7 mJ) over cycle 5 (4.8 mJ) and 6 (4.8 mJ) than when torsion is omitted (8.4 mJ, with 4.1 mJ in cycle 5 and 4.3 mJ in cycle 6).

Figure 5 encompasses the results that were obtained on particle residence times. When particles are released from the inlet, discarding torsion leads to a reduction of the particles ejected within the 1st beat of −9.8% (=76.9%–67.1%) with a consequent increase of both the particles ejected during the 2nd beat (+7.2%) and residing in the LV after two beats (+2.5%) (Supplementary Material Table S1). Within two beats, 91.6% of the particles left the LV without torsion, while this becomes 94.1% when torsion is present. Looking at the velocity of the particles residing after 2 beats, 287 (out of 378) have a velocity lower than 0.5 m/s without torsion; with torsion, this applies to 250 (out of 264) particles.



Influence of the mitral valve on intraventricular hemodynamics

At the E-peak (Figure 7), the MV increases the maximum velocity magnitude from 1.0 m/s to 2.0 m/s and extends the areas with velocity beyond 1 m/s by 14%, 3.5%, 23.8%, and 71.5% in the LA, SA1, SA2, SA3 planes, respectively. With the MV, the vortices originate at the tip of the MV leaflets instead of the annulus, resulting in enlarged vortices in the SA1 (the vorticity within 0–250 s−1 and beyond 750 s−1 increased by 5.3% and by 0.6%, respectively) and in the SA2 plane (the vorticity over 250 s−1 increased by 20.8%).
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FIGURE 7
Impact of the mitral valve in the torsion case on the velocity, vorticity and wall shear stress during the diastolic.


At the A-peak (Figure 7), the MV increases the maximum velocity magnitude from 0.5 m/s to 0.8 m/s, and the areas with velocity beyond 0.25 m/s enlarge by 37.9%, 29.3%, 45.5%, 52% in the LA, SA1, SA2, SA3 planes, respectively. The MV slightly enhances the vorticity above 250 s−1 by 1.1%, 4.8%, and 0.9%, in the LA, SA1, and SA3 planes, respectively.

As can be expected from the impact on the velocity field, the presence of the mitral valve increases maximal and mean WSS at all levels in the left ventricle (Supplementary Material Tables S9,S10) with the largest impact for the medial (4–8-fold increase in mean and maximal WSS) and apical segments (2–3-fold increase in mean and maximal WSS).

Focusing on the influence induced by the presence of the mitral valve leaflets in washing out of the LV (Figure 6), we studied clearance of particles released from the apex for a simulation with and without valve (and with torsion applied to both cases). With the valve present, 76.9% and 21% of the particles released from the apical region are ejected during the 1st and 2nd beat, respectively, with the remaining 11.1% of the particles residing in the LV after two beats. In absence of the valve, 44% and 27.2% of the particles were ejected during the 1st and 2nd beat, respectively, with 28.4% residing in the LV.




Discussion

In this manuscript, we developed a Chimera-based patient-specific model of the LV coupled with a patient-inspired moving MV and showcased the model to assess the impact of torsion and the presence of the mitral leaflets on intraventricular hemodynamics. The open MV was segmented from cine-radial MRI images and leaflet motion was defined using a kinematic model. We tested the Chimera technique because it is particularly suited to combine the large motion of the LV endocardium with the impulsive kinematics of the MV leaflets. The Chimera technique allowed us to overcome the main limitations faced in previous work based on the ALE approach where CFD simulations in a deforming LV with mitral valve limited to one cardiac cycle (17), due to excessively distorted mesh resulting in negative volumes errors, or even to the diastolic phase (30).

Despite the obvious advantages of the Chimera technique over ALE for the given study case, we did experience unexpected technical difficulties while setting up the problem. Initially, the BL meshes of the MV leaflets were separated from the BL mesh of the LV (Figure 1C: separated LVMV): one anterior MV mesh; one posterior MV mesh; one LV mesh, whose generation is described in in (27, 28). With this mesh configuration, however, we experienced sudden vanishing of some component zones during the CFD calculation, regardless of several attempts involving the definition of customized cut-control, the BL thickness, the mesh densities, the temporal interpolation, and smooth connecting angles.

This unforeseen dead zone error forced us to include the MV leaflets directly into the moving LV mesh resulting in limitations for the MV opening angles to preserve the mesh quality. Therefore, despite the claimed advantages of the Chimera technique in terms of handling mesh motion, the software version used in this study should be further optimized. We are aware that the proposed model (with a 2nd order upwind scheme for the convective terms and a 1st order implicit scheme for the temporal discretization) is based on a dissipative numerical scheme that is not ideal to capture the transitional nature of the intraventricular flow field. This numerical scheme was actually imposed by the implementation of the Chimera technique (with further limitations due to the presence of moving boundary conditions) in Fluent software 2019 R3®. The reported limitation is not intrinsic to the Chimera technique as such, but rather dependent on the implementation within software packages, which isn't surprising considering that it is relatively recent (i.e., introduced in Fluent 2018). We tried to minimize the numerical viscosity effect by using reasonably small time steps of 3 ms and a fine grid.

Cycle-to-cycle variation after six cardiac cycles indicates that, even with perfectly repeatable moving (and alternating on-off pressure-wall) boundary conditions, the transitional-to-turbulent flow regime induces differences in the flow field from cycle to cycle. The analysis of the simulated cases highlights that the cycle-to-cycle variation affects more the shape and (marginally) the contours distribution rather than the magnitude of the computed variables. Nonetheless, the effects of the cycle-to-cycle variations might be underestimated in the simulated cases due to the dissipative nature of the numerical schemes. For this reason, cycle-to-cycle variation might be more prominent when using numerical schemes with higher order discretization [as in (12)] and further investigations are required.

Simulating multiple cardiac cycles is a good practice to get rid of the transitional effects, as confirmed by several studies: Long et al. (7), Vasudevan et al. (29), Seo et al. (4), Mangual et al. (31), Chnafa et al. (12) simulated 4, 4, 5, 10, 35 cycles, respectively. Among these, it is worth noticing that only Chnafa et al. (12) reported the cycle-to-cycle variations in the wall shear stress of the diastasis during the 20th and 21st cycles. In the referred case, five cycles were simulated to washout the initial conditions, and the results were reported based on phase-averaging over 30 additional cycles. In the other reported studies, even if multiple cycles were simulated, the analysis is often limited to the last cycle without reporting additional checks about the vanishing of the transient effects (4, 7, 29, 31). More precise recommendations to objectively assess when a CFD calculation has reached a regime state may be helpful to the community. In this context, it is worth remembering that the multi-laboratory study promoted by the FDA to support the use of CFD simulations from a regulatory perspective is at a standstill (32), with CFD-use limited to the design stage and considered appropriate for evaluating relative design changes rather than assessing absolute quantities (33) (ISO 14,708-5). In our case, the RT computation became of interest only after performing the CFD simulations, making it impossible to compute the advection-diffusion-reaction equation using Overset Meshes technique in Fluent 2019 R3. Therefore, the RT computation was based on particle tracking methods. A comparison of the different methodologies to compute residence time (e.g., Eulerian residence time or ERT) in the LV cavity could be of interest as further development.

Overall, we noticed only minor differences in velocity, wall shear stress, and vorticity contours in the simulations with and without torsion (Figures 4 and 5 and Supplementary Material Tables S1–S6). Interestingly, energy dissipation was found about 14% higher in the physiological torsion case compared to the simulation discarding torsion. Nonetheless, given that energy losses are of an order of one thousand of the total cardiac energy (order of a few J) in both simulated cases, the impact of torsion on the energy loss is considered marginal and unlikely of physiological relevance. Moreover, the impact on the energy loss becomes even more marginal considering that the use of low-order dissipative schemes leads to an overestimation of the energy loss. Vasudevan et al. (29) recently investigated the effects of torsional motion on the LV in the fluid dynamics of five healthy human fetal and two healthy adult porcine hearts. The MV geometry was based on detailed anatomical measurements from a database of 10 adult porcine specimens (34) and the opening angles of the leaflets were derived from the three-chamber view of MRI data. Flow and energy dynamics were evaluated varying the torsional degree (0°, 5°, 15°), with and without the mitral valve and the papillary muscles, and under a diseased condition. They found that the impact of ventricular torsion was minor and irrelevant on flow patterns, energy losses, ejection work, and wall shear stress, and the impact on the residence time was not evaluated. In our case, the effects of torsion on velocity and vorticity magnitude were negligible, whereas energy loss increased by 14% when considering torsion. It is hard to assess the physiological significance of this finding; as discussed further, torsion has a meaningful impact on the residence time and particle clearing from the left ventricle, of which the beneficial effects on reducing the risk of blood stasis and thrombus formation may outweigh the energy cost. Indeed, physiological torsion was found to have a favorable effect on removing particles from the LV at the first beat (+9.8%) that reduces up to 2% after two beats. On the other hand, the motility of the particles residing in the LV chamber was reduced by torsion.

To the best of our knowledge, there are no other studies that evaluated the particle residence time in function of the LV torsion, other than our previous study without the MV (28). In that study, however, the mitral valve leaflets were not considered, and given the huge impact of the leaflets on intraventricular hemodynamics (see further), results should not be compared. Mangual et al. (14) injected a virtual tracer inside the LV, of which about 80% is ejected within two beats in the healthy cases (mean ejection fraction and stroke volume equal to 55% and 74 ml, respectively), while this dropped to 20% in the cases with dilated cardiomyopathy (mean ejection fraction and stroke volume equal to 17.8% and 41 ml, respectively). Therefore, the flow after two beats is higher in our case (94.2%). A likely factor leading to this higher value is the high ejection fraction of 67% and stroke volume of 109 ml for this case. Also, the implementation of the MV into the LV mesh limited the opening angle of the valve (to preserve the mesh quality), which may have led to a more energetic incoming jet, generating more swirling flow, and enhancing particle evacuation.

Beyond the study on the torsional effects, we also performed simulations (including torsion) without the MV, well known to have a dramatic impact on intraventricular hemodynamics. Starting from the contours of velocity, vorticity, and WSS, the presence of the mitral valve induced several effects, among which: (i) the formation of the vortical structures at the free edge of the valve instead of the annulus, resulting in a more central position of the vortices with respect to the long axis of the ventricle; (ii) an increased velocity peak of the inlet jet induced by the narrowing of the mitral orifice area; (iii) as a result of the combination of (i) and (ii), the jet and the vortical patterns better penetrate towards the apex, with enhanced local washout, as can be seen by the vorticity and wall shear stress (Figure 7). Our findings about the influence of the valve in the flow field agree with the ones of Bavo et al. (17) and Seo et al. (14). In our case, the apical washout was also assessed by releasing the particles in the apical region and computing their residence time with and without the mitral valve (Figure 6). In this regard, we found out that the valve enhances the direct flow (67.9% vs. 44.4%) and the particles ejected in two beats (88.9% vs. 71.6%). The presence of the valve also has an impact on the faith of particles released from the inlet. In previous work that did not include the mitral valve, physiological torsion decreased the direct flow and the particles ejected within two beats. Conversely, in the current study, torsion enhances the direct flow and the particles ejected within two beats increase. From a clinical perspective, we strongly believe that the residence time and the velocity distribution of the residing particles provide more significant insights to assess the predisposition to stasis rather than velocity, vorticity, or wall shear stress. Torsion does seem to have an impact on these parameters. It may therefore be safe to consider torsion in patient-specific CFD models, especially when these studies target stasis and residence time. In that context, future studies should also evaluate the impact of the Trabeculae Carneae. This will, however, require more advanced mesh handling methods that can cope with small cavities that compress and expand as the ventricle contracts and relaxes.

Our study has some important limitations. The patient-specific LV model has a limited opening angle of the MV, because of the unforeseen dead zone error of the Chimera technique which forced us to include the MV mesh into the LV mesh. This results in a flow field (peak velocity = 2 m/s) more intense than a typical physiological case, which induces instabilities at the tip of the MV at the E-peak. We also believe that the 8 mm slice thickness of our cine-MRI short-axis imaging dataset considerably limited the accuracy of the segmentation of our patient-specific LV model. Therefore, the proposed workflow should be tested on imaging datasets with higher resolution.

The validation of the proposed model could not be performed at the current stage due to limitations of the medical imaging dataset and the Chimera technique (as implemented in Fluent 2019 R3). The low spatial and temporal resolution of the cine-radial MRI imaging dataset prevented the comparison between the patient-inspired kinematic model of the MV and the cine-radial MRI images. Furthermore, the E-peak velocity of 2 m/s imposed by the limitations of the Chimera technique invalidates a direct comparison between the CFD simulations and 4D flow MRI data.

The mitral valve is not sealed during systole resulting in a gap between the MV leaflets during systole. The on-off (pressure-wall) boundary approach was mainly used because in our simulations the flow is driven by the contraction and dilation of the LV chamber, but also because (theoretically) this would have allowed us to avoid regurgitation across the mitral valve during systole given that the volume of our modeled left atrium is fixed. Nonetheless, the minimal motion of the MV leaflets during systole, as indicated by the decrease of the MV orifice area (visible in Figure 2), induces a backflow towards the left ventricle with a peak velocity of 0.4 m/s. Our boundary conditions should be investigated with a new medical imaging dataset that results in a more physiological SV. Furthermore, we could not overcome some important technical difficulties related to the Chimera technique, among which problems with cut-control and insufficient compatibility with the flow solver (e.g., a 2nd order temporal discretization, particles tracking already in Fluent).

The presented model, without turbulence model, can be assumed as a DNS approach able to solve the main large-scale hemodynamic features (such as jets, main vortices, and ejection) scales of the flow field, but it lacks the resolution needed to resolve the smaller flow details. Therefore, much more refined background grids and/or higher order schemes should be further pursued to capture the smaller-scale flow feature of the flow field, transitional flows, and the dissipation of the small scale of the vortices more accurately. Lastly, ventricular torsion was superimposed to the 4D meshes of the LV sac as a global uniform rotation due to the inability to derive this motion component from MRI and CT medical images. A more advanced model that could account for the local variations of the torsional motion might have a relevant impact on our findings.

Finally, only one patient-specific CFD model of the LV has been established. Therefore, caution is warranted to interpret these findings and assess their physiological and clinical relevance. More simulations of physiological and pathological cases are needed to confirm these findings in a sufficient number of cases that is statistically significant. The presented workflow should have the necessary versatility to be applied to both physiological and pathological cases.



Conclusion

In this study, we presented a Chimera-based patient-specific model of the LV coupled with a patient-inspired kinematic model of the MV. We assessed the impact of torsion in the LV fluid dynamics by simulating multiple cardiac cycles with and without physiological torsion. Our results indicate that torsion has a minimal effect on velocity, vorticity, wall shear stress, and energy loss. With the implementation of the mitral valve, torsion enhanced both the direct flow and (minorly) the particles ejected within two beats, while it reduced the motility of the particles. The MV enhanced the propagation of the inlet jet and promoted both the general and apical washout.
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Abdominal aortic aneurysm (AAA) is one of the leading causes of death worldwide. AAAs often remain asymptomatic until they are either close to rupturing or they cause pressure to the spine and/or other organs. Fast progression has been linked to future clinical outcomes. Therefore, a reliable and efficient system to quantify geometric properties and growth will enable better clinical prognoses for aneurysms. Different imaging systems can be used to locate and characterize an aneurysm; computed tomography (CT) is the modality of choice in many clinical centers to monitor later stages of the disease and plan surgical treatment. The lack of accurate and automated techniques to segment the outer wall and lumen of the aneurysm results in either simplified measurements that focus on few salient features or time-consuming segmentation affected by high inter- and intra-operator variability. To overcome these limitations, we propose a model for segmenting AAA tissues automatically by using a trained deep learning-based approach. The model is composed of three different steps starting with the extraction of the aorta and iliac arteries followed by the detection of the lumen and other AAA tissues. The results of the automated segmentation demonstrate very good agreement when compared to manual segmentation performed by an expert.
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1. Introduction

Abdominal aortic aneurysm (AAA) is defined as a focal dilation of the aorta where the maximum diameter exceeds the normal diameter by at least 1.5 times (1). When not diagnosed and treated, an aneurysm may continue to enlarge until it ruptures, resulting in significant mortality and morbidity (2). AAA is accompanied by the alteration of the major structural proteins (elastin and collagen) in the aortic wall, which results in irreversible enlargement and loss of structural integrity. The majority of aneurysms are characterized by the presence of intraluminal thrombus (ILT), which is associated with hypoxia and is a locus of inflammatory processes that contribute to arterial wall weakening and growth (1–3). Calcification is often present in AAAs and is recognized as one of the factors contributing to the progression of aneurysmal disease through local stiffening and stress concentration (4, 5).

The presence of an aneurysm and its progression are normally assessed using CT imaging. Figure 1 shows an axial image from a CT scan of the abdomen of a patient. The aorta, a small fraction of the whole image, is located anteriorly to the spinal column and is composed of the wall, lumen, ILT, and calcification. The adoption of a three-dimensional assessment of the aorta is limited by the lack of standardized automated segmentation tools for the aorta, in particular for the aortic wall (6).


[image: Figure 1]
FIGURE 1
 Axial acquisition of an abdominal CT scan showing an AAA. The aorta is a small fraction of the whole image and is composed of the lumen (black), ILT (blue), wall (green), and calcification (orange).


Several traditional machine-learning methods have been proposed to segment the different surfaces and volumes comprising the aneurysm, including the wall-to-lumen/thrombus interface and the lumen volume. Applications have included graph cut theory (7, 8), intensity- and gradient-based segmentation approaches (9), and variable neighborhood search (10). Many studies have focused on identifying the ILT as the wall-to-ILT surface is difficult to segment due to similarities in the image intensity with neighboring structures. The ILT was segmented using a trained deep convolutional neural network (CNN) on post-operative CT images by López-Linares et al. (11). A level set method was applied to detect the ILT and the outer wall boundary by Zohios et al. (12). A segmentation of the lumen and ILT was also achieved using an active contour approach by Lareyre et al. (13). A semi-automatic interactive image segmentation method was proposed by Maiora et al. (14) to detect the aorta. In this approach, the gray level co-occurrence matrix (GLCM) and the local binary patterns were used as features to train a random forest classifier. An intensity-based approach followed by neural networks was used to detect the lumen and wall contours by Shum et al. (15). Another contour-based segmentation approach to extract the aorta was proposed by Drapikowski and Domagala (16). An interactive segmentation model based on active shape was developed to extract the AAA tissues after manual segmentation of the first slice of the CT stack by de Bruijne et al. (17). A semi-automatic, interactive image segmentation model was also proposed by Maiora et al. (18) to detect lumen and ILT.

One recurring feature of published methods to segment the aortic wall is the need for some user intervention (semi-automated methods). Another commonality is the use of pre-processing steps, often used to define thresholds. These methods lack generality due to the possible inconsistencies between operators and the considerable geometrical and structural variability among different patients' aneurysms.

More recently, convolutional neural networks have been proposed for AAA segmentation from CT images (19–23). CNNs are very good feature extractors and good classifiers to discriminate between various extracted tissues, but they are not recommended for detecting and segmenting different tissues.

Finally, there are a few published examples of deep convolutional neural networks to segment the aorta, for example, the work by López-Linares et al. (24). In another recent study, thrombus segmentation using a region-based convolutional neural network was performed by Hwang et al. (25). A thrombus segmentation model followed by lumen segmentation using a U-net was proposed by Brutti et al. (26). Most of these recent studies approach the segmentation by directly segmenting the thrombus first. The ILT has a very irregular morphology and inconsistent tissue properties that vary considerably from patient to patient and even within one patient. Therefore, starting the segmentation directly by detecting the thrombus, results in training the model on very inconsistent features.

This study proposes a fully automatic segmentation model to segment the whole AAA. The model first detects the “aorta” as a whole, including the aortic wall, ILT, lumen, and calcification, and masks the original image to remove all surrounding similar organs and structures for more precise wall segmentation. This allows the subsequent networks to concentrate on identifying the wall, ILT, lumen, and calcification within an image that comprises only the aorta.



2. Materials and methods

For the purpose of this article, the ROI was defined as the abdominal aorta including wall, lumen, ILT, and calcification from the celiac artery to the common iliac arteries, and the external and internal iliac arteries. The proposed model is composed of four trained networks. The first network receives the original CT image to detect and extract the ROI including the abdominal aorta and iliac arteries. Histogram equalization was performed on the input images to ensure that the trained model will be generalized to CT images from different CT scanners. The output of the first network is received by the second network to detect and extract the lumen. By extracting the lumen from the ROI, the remaining tissue is a combination of wall and ILT (ILT/wall). The third network receives the extracted ILT/wall and categorizes it slice-by-slice as calcified if any calcification is detected. Otherwise, the ILT/wall is categorized as non-calcified (Figure 2). A final fourth network was trained separately for landmark detection. This network receives the original CT image to detect and extract the ROI including the abdominal aorta, iliac, celiac, and renal arteries. The celiac and renal arteries are considered landmarks. The model architecture and segmentation steps are shown in Figure 2.


[image: Figure 2]
FIGURE 2
 Visual representation of the network architecture and output for AAA tissue segmentation.


Experiments were performed according to the following steps: 1. Designing the model. 2. Fine-tuning and transfer learning to adapt a pre-trained network to our segmentation problem. 3. Training and validation of the networks at each step of the model. 4. Evaluating the performance of the final trained model on a set of 19 new patients that were not involved in any of the training, validation, and test sets. 5. Selecting two challenging cases and evaluating the performance of the final model on challenging cases. 6. Evaluating the performance of the proposed segmentation model on an external cohort of patients from a different institution. All the experiments were performed in MATLAB R2021b.


2.1. Data collection

The experiments were performed on 6030 CT slices from abdominal CT scans obtained from 56 different patients with AAA. Image acquisition was performed at the Peter Lougheed Centre in Calgary, Alberta, Canada.

The studies involving human participants were reviewed and approved by the Conjoint Health Research Ethics Board (CHREB), University of Calgary. Written informed consent to participate in this study was provided by the patient/participants.

The imaging protocol consisted of retrospectively gated multi-phase CT angiography (64-row helical GE Medical System CT scanner) with variable radiation dose to capture the R-R interval, with spatial resolution of approximately 0.7 × 0.7 × 2.0 mm. Notably, some scans had lower or higher image resolution varying from 0.6 × 0.6 × 2 mm to 0.9 × 0.9 × 2 mm. Gantry rotation time was equal to 0.35 s. Inclusion criteria were patients with diagnosed AAA from 2016 to 2020, aged 18+, and no prior aortic surgery.

We evaluated the generalizability of the algorithm performance on CT images obtained from 19 different patients that were not included in any of the training, validation, and test sets. This dataset had the same inclusion criteria.

As an external validation, we evaluated the performance of our proposed segmentation model on CT images obtained from six AAA patients with imaging performed at a different center. The images were collected from Centre hospitalier de l'Université de Montréal (CHUM) using TOSHIBA CT scanner with a spatial resolution of 0.8 x 0.8 x 0.8 mm.

Due to the retrospective nature of the study, we have demographic information only on a subset of 47 patients. The mean age±standard deviation is 77.4 ± 8.0. Also, five out of 47 patients are female.

All data were annotated by an expert operator using the commercial segmentation software Simpleware (Simpleware ScanIP, R-2020.09). On a subset of 10 patients, the manual annotations were validated pixel-by-pixel by an experienced vascular radiologist. The segmentation accuracy was deemed acceptable by the radiologist to be used as ground truth. To further verify the quality of the expert operator segmentation, an additional operator was trained, and inter-operator variability was quantified by comparing the masks obtained by the two on 19 patients.



2.2. Detection and extraction of the ROI

Inspired by the study of Chen et al. (27), we employed a Resnet-based fully convolutional network (FCN) with dilated convolutions. This network, an encoder–decoder with dilated convolution based on ResNet-18 architecture, was used as a pre-trained network. The model was developed in two steps: design of the model and transfer learning. First, we trained the model in different steps by detecting the ROI, which is the whole aortic structure including a combination of the aortic wall, ILT, lumen, and calcification. This way, the model searches for a combination of the aortic wall, lumen, ILT, and calcification as an extra feature, which helps remove all surrounding structures and organs with almost the same gray-scale level as the aortic wall. As a consequence, in the next steps, all other tissues including ILT, wall, and lumen can be segmented more accurately. Transfer learning and fine-tuning were performed by initializing the weights of the networks at each step by the weights of the pre-trained network and finding the optimal learning parameters. Each network is composed of stacked complex building blocks, each consisting of a combination of convolutional layers with kernel sizes of 1×1 and 3×3. The output features from each building block are concatenated into a single vector, which is the input of the next block. 1×1 convolutions were used for dimensionality reduction. The factorization of convolutions into small convolutions reduced the number of parameters as well as the computational cost while maintaining high efficiency. Dilated convolutions were used instead of standard convolutions for a larger field of view with the same computational cost, stride, and number of parameters as the standard convolution. This resulted in denser output features and higher segmentation performance. Dilated convolution was applied as follows:

[image: image]

where x is the input feature map and y is the output feature map. Dilated convolution was applied with a convolutional filter w over the input feature map x at each location i of the output feature map y for dimensionality reduction and providing a larger field of view.

We started fine-tuning from deeper network layers using grid searching for an extensive interval of values. Upper layers in the network architecture are responsible to extract more generic features of the images such as edges, borders, and shapes, which are common attributes in various applications. Caution was taken to allay over-fitting concerns in consideration of our small patient data set. The weights of all other layers remained constant by forcing the learning rates to zero for those layers. The learning process was performed using Adam as the model optimization algorithm. The optimization algorithm is used to minimize the loss function. The most important learning parameter that controls the adjustment of the model according to the updated weights at each iteration is the learning rate. The scheduling rate controls the learning rate at the end of each epoch according to the behavior of the learning curves and model convergence. In fast model convergence, the scheduling rate can be decreased after a few epochs but in slow convergence, a larger scheduling rate is required. Momentum is another parameter to be considered. Momentum is responsible to control the step sizes, while the optimization algorithm is searching for the global minimum. Small values of momentum may result in sub-optimal results since the algorithm can reach a local minimum by taking a small searching step and incorrectly consider it as the global minimum. The optimal learning parameters were obtained by evaluating the model performance on the validation set for each assigned value. The optimal learning parameter was determined to be 0.02. The momentum and scheduling rate were assigned as 0.8 and 0.9 at each step of the fine-tuning. The dilation rate was assigned as 2 and 4 for the last two blocks. An up-sampling factor of 4 was assigned to the decoder to up-sample the encoder output. The output of the decoder was combined with the low-level features after applying 1 x 1 convolution. The ROI was labeled as the first class and all the other surrounding tissues and the image background were labeled as the second class. Since the ROI is a small fraction of the whole image, we considered weighted loss functions. The performance of the network was evaluated by using both weighted cross-entropy and weighted generalized dice as loss functions. Weighted cross-entropy demonstrated better performance with the weight defined as follows:
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where N is the number of images annotated as foreground with predicted probabilistic map elements pn. Adam network optimizer was applied with L2 regularization of 0.0005, mini-batch size of 8, and validation patience of 6. The dataset was split into training, validation, and test sets. A total of 80% of the data was randomly selected for training, and the remaining 20% was split into two for validation and test sets. To avoid any bias, we ensured that there was no overlap between the three datasets. To validate the performance of the model on new patients' data, leave-one-out cross-validation was performed by leaving one patient data as the validation set and training the model on the data of all the other patients. This process was repeated 32 times for a subset of 32 different patients used in this study. To evaluate the results, at each step of the work, we measured the per-class accuracy, sensitivity, specificity, BF-score, and intersection-over-union (IoU) score based on the obtained confusion matrix as follows:
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where TP, FP, FN, and TN are true positive, false positive, false negative, and true negative, respectively, for each patient.



2.3. Lumen, wall, and calcification detection

In this step, we segmented and extracted the lumen from the ROI. By extracting the lumen from the ROI, the remaining tissues are a combination of ILT and wall (ILT/wall). The same configuration of Resnet-based FCN was adapted in this step for lumen segmentation. The output of the previous step (extracted ROI including the whole aortic structure) was fed into the network for further processing to detect and extract the lumen. The lumen and the image background were labeled as the foreground and background, respectively, to train the model. A total of 80% of the data was used as the training set, and the remaining 20% was split into the validation and test sets. The results were validated by measuring the per-class accuracy, sensitivity, specificity, BF-score, and IoU-score using the obtained confusion matrix. Leave-one-out cross-validation was performed, and the process was repeated 32 times for a sub-set of 32 different patients used in this study.

In the next step, we evaluated the extracted ILT/wall to discriminate between calcified and non-calcified regions. Since calcification may not occur in all images, it is not efficient to train an FCN with a small number of images to detect calcification. With the existing dataset, we chose to discriminate between calcified and non-calcified ILT/walls by extracting deep features from all the extracted ILT/walls and training a classifier to consider the similarity between deep features and classify the calcified vs. non-calcified slices. Deep features are apt to describe various tissues and are strong discriminators. In CNN, the defined filter at each convolutional layer is responsible to move along the whole image with a defined stride and create a feature map. The upper layers of the network are responsible to extract abstract-level image information such as borders, shapes, and corners, while deeper layers are responsible to extract detailed image information such as complex texture features. A combination of a CNN as a feature extractor and a feed forward neural network as the classifier was applied. All the extracted ILT/walls were labeled manually as calcified or non-calcified. To be consistent in using the networks, we used features from the ILT/walls that were detected and extracted in the previous step. The extracted deep features were fed to a feed-forward neural network with 479 hidden layer neurons, which acts as the classifier. To find the optimal hidden size for the network, we evaluated the performance of the network for an extensive interval of hidden size values from 100 to 500. The training process was based on the scaled conjugate gradient method, while the parameter Sigma estimates the weight change for the second derivative approximation. To obtain the optimal value of Sigma, the performance of the classifier was evaluated by assigning various values from 0.0001 to 0.01. The highest performance of the network was obtained for the value of 0.085. The training was performed for 1,153 epochs, with a maximum validation failure of 191. For the number of epochs and validation failures, the performance of the network was evaluated for values ranging from 1 to 2,500 and 0 to 500, respectively.



2.4. Landmark detection

For added generality, we decided to perform the landmark detection separately from the rest of the structures in the aorta. The location of celiac and iliac arteries were considered as landmarks. Automated segmentation lends itself to be used successfully in accurately determining changes from baseline to follow-ups if appropriate landmarks are identified and labeled to ensure that the same segments of the aorta are evaluated for both baseline and follow-up. In addition, the renal artery was also included as a landmark because it is used by clinicians when planning surgical repair. To detect landmarks, the same configuration of the first network was trained to segment the aorta, iliac, celiac, and renal arteries as the ROI. Eighty percent of the data was selected randomly as a training set, and the remaining 20% of data was split equally into validation and test sets. We ensured that there was no overlap between any of the training, validation, and test sets. To evaluate the landmark network performance, the output of the network was compared against the ground truth by measuring accuracy, sensitivity, specificity, BF-score, and IoU-score on the test set.




3. Results

In the first step of the model, we segmented and extracted the ROI including the abdominal aorta and iliac arteries using a Resnet-based FCN (Figure 3). The measured per-class accuracy, sensitivity, specificity, BF-score, and IoU-score for the extraction of the ROI are shown in Table 1. Leave-one-out cross-validation was performed by leaving one patient data as the validation set and training the model on the data of all the other patients. The measured accuracy over all 32 patients was obtained as 0.94 ± 0.04. A network with the same configuration was trained in the second step to detect the lumen from the extracted ROIs (Figure 3). The measured accuracy, sensitivity, specificity, BF-score, and IoU-score for lumen extraction are shown in Table 1. At this step, leave-one-out cross-validation was performed, for a sub-set of 32 different patients used in this study. The measured accuracy over all 32 patients was obtained as 0.95 ± 0.03. Finally, a neural network was trained to classify the ILT/walls as calcified or non-calcified (Figure 3). The results are shown in Table 2.


[image: Figure 3]
FIGURE 3
 Visual representation of each network output for segmenting the ROI including the abdominal aorta, lumen, ILT, and wall. Calcification accumulation in ILT and wall was determined in the final step.



TABLE 1 Measured accuracy, sensitivity, specificity, BF-score, and IoU-score to evaluate the performance of the segmentation model.
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TABLE 2 Measured accuracy, sensitivity, and specificity for the classification of calcified vs. non-calcified ILT/wall.
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The results of landmark detection are shown in Table 1 and Figure 4. The final 3D reconstruction was performed in Simpleware (Synopsis) following the extracted ROIs for four different patients using our proposed automatic segmentation algorithm (Figure 5) only to visualize the results of our proposed segmentation model in 3D.


[image: Figure 4]
FIGURE 4
 Visual representation of the landmark detection including the detection of the aorta, iliac, celiac, and renal arteries.



[image: Figure 5]
FIGURE 5
 3D reconstruction obtained from the results of the automatic segmentation model for four different patients (A–D). For each patient, the lumen is visualized in blue, the aortic ILT/wall is transparent, while the celiac and renal arteries are shown in red and yellow, respectively.


After preparing the network architecture and finding the optimal parameters and training options, the performance of the final trained networks was evaluated on 19 different patients with AAA. These patients were never introduced to the trained networks. They were not included in any of the training, test, or validation sets and were used solely to evaluate the generalizability of the proposed model. Measured accuracy, sensitivity, specificity, BF-score, and IoU-score of all 19 patients are shown in Table 3. In these 19 patients, we selected two challenging cases to report the model performance. Patients 1 and 2 were considered challenging cases. Patient 1 presented a very tortuous aorta. This tortuosity created a visual artifact in the axial CT acquisition and resulted in a select number of images presenting two lumens in the middle portion of the aorta. The iliac bifurcation for patient 2 also presented some tortuosity, with the two iliac arteries developing mostly in a horizontal direction with respect to the acquisition plane instead of the longitudinal direction. Therefore, the iliac arteries of this patient did not appear as circular but as structures elongated in the acquisition plane. The CT images of these two challenging cases were used as the input of each trained network. The mean and standard deviation of the accuracy, sensitivity, specificity, BF-score, and IoU-score were measured for each patient separately. The results are shown in Tables 4–6.


TABLE 3 Measured accuracy, sensitivity, specificity, BF-score, and IoU-score to evaluate the model performance on 19 different patients, which were not included in any of the training, test, and validation sets and were only used for algorithm verification.
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TABLE 4 Measured accuracy, sensitivity, specificity, BF-score, and IoU-score for the detection of the aorta in CT images of the two challenging cases.
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TABLE 5 Measured accuracy, sensitivity, specificity, BF-score, and IoU-score for lumen detection in CT images of the two challenging cases.
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TABLE 6 Measured accuracy, sensitivity, specificity, BF-score, and IoU-score for the landmark detection including the aorta, iliac, celiac, and renal arteries on CT images of the two challenging cases.
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We also evaluated the performance of the segmentation model on an external cohort. The images were collected from a different center and CT scanner that were never introduced to the network and were not included in any of the training, test, or validation sets. The results are shown in Table 7.


TABLE 7 Measured accuracy, sensitivity, specificity, BF-score, and IoU-score to evaluate the model performance on an external cohort of six different patients that were not included in any of the training, test, and validation sets and were only used for algorithm verification.

[image: Table 7]

Results of inter-operator variability are shown in Table 8. This comparison was performed by comparing the masks created by two expert operators.


TABLE 8 Inter-operator variability by comparison the segmentation masks created by two expert operators.
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4. Discussion

In this study, we proposed a fully automatic model to segment the whole AAA. The following considerations were taken into account in designing the model to improve the existing limitations of recent studies. Most of the recent articles started by training a deep learning model to segment and extract the ILT/wall as a first step (24–26). The ILT is a complex tissue with highly inconsistent properties. It is highly variable among patients not only as a result of patient variability but also as a result of the stage of disease progression and thrombus formation. Furthermore, within the same patient we may have ILT exhibiting different features (more or less porous, more or less calcified) depending on how the ILT is responding and adapting to the regional environment and also depending on the deposition and formation stage of the thrombus. In addition, the aorta is a small subset of an abdominal CT scan image and many of the structures in view have similar intensities. For this reason, the direct segmentation of the ILT/wall is challenging and increases the need to include pre-processing steps. We overcame this limitation by proposing a model which segments and extracts the aorta including ILT/wall and lumen in two main steps: 1. Segmenting and extracting the whole aortic structure as the ROI in the first step. To achieve this, in addition to the extracted deep features from the ROI, we introduced an extra feature to the network to look for the whole aortic structure as a combination of the aortic wall, ILT, lumen, and calcification. The early detection and extraction of the ROI removes all the surrounding organs and structures resulting in precise and accurate detection of the ILT/wall and lumen in the next step. 2. Training the second network to receive the extracted ROI as the input and recognize the lumen in the ROI. Once the lumen is segmented and extracted from the ROI, the remaining tissue is the ILT/wall.

The use of pre-processing steps for AAA images can lead to problems due to the variations in the background at different levels along the abdomen. Most pre-processing methods are based on filtering and defining specific thresholds, which cannot be generalized to a variety of CT acquisitions (8–11, 13, 19, 20, 22–24, 28, 29). Our only pre-processing step is histogram equalization to ensure that the proposed segmentation model can be applicable to different CT scanners.

One of the improvements of our approach with respect to many prior studies is that it does not employ patch-based segmentation using CNNs (19–24). In a CNN-patch-based segmentation, the patches will overlap in order to analyze all the pixels, resulting in a redundant feature extraction which is computationally expensive and time-consuming. Moreover, since the input size is fixed in CNNS, the patch size needs to be adapted to it.

Fully convolutional networks can overcome the limitations of patch-based segmentation using CNNs. FCNs can be trained on a smaller number of images with higher pixel-wise segmentation precision. In FCNs, the pooling operators are replaced by up-sampling operators to enhance the output resolution. An arbitrary image size can be fed to the network since there is no fully connected layer involved in the network architecture and the network is trained end-to-end, pixel-to-pixel to optimize the process for accurate segmentation. One of the clearest advantages is that extensive pre-processing is not necessary when using FCNs. Another advantage of our method with respect to existing FCN studies (24–26) is the automatic extraction of the ROI using semantic segmentation, which greatly simplified the subsequent steps of segmenting the structures inside the aorta.

One of the main limitations of this study is the use of 2D segmentation, which may cause inconsistencies between two adjacent slices. To address the limitations of our proposed model, we plan on implementing a 3D version of the networks, once a sufficient number of patients is available. Future improvements can also be achieved by training on more data from different CT scanners and different institutions.

A possible future advantage of using a fully automatic segmentation model is to eliminate the need for a contrast agent during CT angiography imaging since the detection of the AAA tissues is not done visually. The automatic model can detect various tissues by recognizing their features including shape, borders, and detailed texture instead of relying mainly on differences in pixel intensities.



5. Conclusion

This study was focused on developing an automatic deep learning-based segmentation model for the segmentation of the whole AAA, including the wall, lumen, ILT, and calcification in the aorta and iliac arteries. The proposed model overcomes many existing limitations of automated segmentation models by introducing a first step of detecting and extracting the full aortic structure from the image. Future studies will focus on extending the fully automatic segmentation model to cover other aortic diseases including thoracic AA and dissections.



6. Patent
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Rupture risk estimation of abdominal aortic aneurysm (AAA) patients is currently based on the maximum diameter of the AAA. Mechanical properties that characterize the mechanical state of the vessel may serve as a better rupture risk predictor. Non-electrocardiogram-gated (non-ECG-gated) freehand 2D ultrasound imaging is a fast approach from which a reconstructed volumetric image of the aorta can be obtained. From this 3D image, the geometry, volume, and maximum diameter can be obtained. The distortion caused by the pulsatility of the vessel during the acquisition is usually neglected, while it could provide additional quantitative parameters of the vessel wall. In this study, a framework was established to semi-automatically segment probe tracked images of healthy aortas (N = 10) and AAAs (N = 16), after which patient-specific geometries of the vessel at end diastole (ED), end systole (ES), and at the mean arterial pressure (MAP) state were automatically assessed using heart frequency detection and envelope detection. After registration AAA geometries were compared to the gold standard computed tomography (CT). Local mechanical properties, i.e., compliance, distensibility and circumferential strain, were computed from the assessed ED and ES geometries for healthy aortas and AAAs, and by using measured brachial pulse pressure values. Globally, volume, compliance, and distensibility were computed. Geometries were in good agreement with CT geometries, with a median similarity index and interquartile range of 0.91 [0.90–0.92] and mean Hausdorff distance and interquartile range of 4.7 [3.9–5.6] mm. As expected, distensibility (Healthy aortas: 80 ± 15·10−3 kPa−1; AAAs: 29 ± 9.6·10−3 kPa−1) and circumferential strain (Healthy aortas: 0.25 ± 0.03; AAAs: 0.15 ± 0.03) were larger in healthy vessels compared to AAAs. Circumferential strain values were in accordance with literature. Global healthy aorta distensibility was significantly different from AAAs, as was demonstrated with a Wilcoxon test (p-value = 2·10−5). Improved image contrast and lateral resolution could help to further improve segmentation to improve mechanical characterization. The presented work has demonstrated how besides accurate geometrical assessment freehand 2D ultrasound imaging is a promising tool for additional mechanical property characterization of AAAs.
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Introduction

Patients with an abdominal aortic aneurysm (AAA), a local dilatation of the abdominal aorta, are at risk for aneurysm rupture. Currently, this risk is considered high when the diameter reaches a threshold of 5.0 cm for females or 5.5 cm for males, or when the diameter growth exceeds a threshold of 1.0 cm per year (1, 2). However, previous studies have shown that AAAs can rupture before reaching the diameter threshold or can remain stable after exceeding the threshold (3–5). From a mechanical perspective, the vessel wall will rupture once the stress on the wall exceeds the wall strength. Therefore, there is a need for a more patient specific approach that includes mechanical characterization.

Finite element models are tools that can be used to estimate the mechanical state of the vessel during patient follow-up, and to model growth and remodeling of the vascular tissue. Different mechanical properties such as vessel wall stress, strain, and shear modulus can be assessed indirectly (6, 7). However, modeling AAAs adequately requires patient specific information on the shape and material properties of the vessel. Computed tomography (CT) is considered the gold standard to extract the patient specific geometry. This imaging technique, however, involves the use of ionizing radiation and nephrotoxic contrast agent. Furthermore, it typically lacks temporal information. Alternatively, Magnetic Resonance Imaging (MRI) could be used to extract both the geometry and dynamic information. However, MRI has high costs and long scanning times. Ultrasound (US) imaging is an imaging technique which is considered safe, has low costs, and can easily be used at the patient's bedside. An additional advantage of time resolved US imaging is the availability of temporal information, from which mechanical properties can be assessed. These properties can be used to personalize mechanical models, rather than using properties from literature (6, 7). Examples of these properties are wall strain, compliance, and distensibility. Compliance measures the ability of the vessel to increase and decrease in volume resulting from a change in intravascular pressure (8). Distensibility captures this volume change and takes the initial size of the vessel into account (9).

One way to assess distensibility was by evaluating the diameter change at the maximal diameter location (10). However, this approach lacks characterization of the complete vessel. Alternatively, maximum mean segmental dilatation has been assessed using 2D tissue doppler imaging in a single longitudinal imaging plane, from which segmental compliance and distensibility were computed (11, 12). Although a vessel segment, rather than a single location of the vessel is evaluated with this approach, compliance and distensibility computed from diameter change along a single line assumes the vessel to be a circle. Specifically in aneurysms, this is not a valid assumption. Hence, an area or volume-based computation would be more accurate.

With the development of matrix arrays for 3D US imaging, the aneurysm volume can now be assessed (13). Moreover, with time-resolved 3D US, vessel dimension changes during the cardiac cycle can be captured (6). However, the main disadvantages of this imaging approach are the limited temporal resolution, field of view, and image quality. Another 3D approach is freehand 2D US with 3D image reconstruction, where an operator moves a 2D US transducer, that is connected to a probe tracker, after which a single 3D volume is reconstructed offline. Compared to imaging with a matrix array, this approach has lower costs, higher volume quality and an improved field of view (14–17). So far, with electrocardiogram-gated (ECG-gated) or non-ECG-gated freehand 2D US of AAAs, the patient specific geometry and volume have been assessed, from which the vessel diameter and area at the maximal aneurysm diameter location have been computed (14, 15, 17–19). It was previously demonstrated that reproducible AAA volume measurements can be obtained from 3D reconstructions obtained with freehand 2D US (17). Furthermore, it has been shown that AAA volumes measured from volumetric images that were reconstructed from freehand 2D US are comparable to those obtained with computed tomography angiography (CTA) (14). However, registration with CT geometries and quantification of similarity and overlap between the geometries has not been demonstrated yet.

What is often neglected with non-ECG-gated freehand 2D US of AAAs is the pulsatile motion of the vessel, even though it distorts volumetric image reconstruction and volume computation. ECG gating has been used to obtain a volume in the same phase of the cardiac cycle (18, 19). However, the acquisition time is then extended from seconds to minutes and the measurement becomes more susceptible to patient motion. In a freehand 2D US study on carotids, it was demonstrated how heart frequency detection and filtering can correct for the pulsatile motion by considering the individual frames, rather than the reconstructed volumetric image (20). In this way, mean arterial pressure (MAP) state geometries of carotid arteries could be obtained. Since the pulsatility, that is captured during the acquisition, can be filtered out, it could also be exploited for estimation of local vessel properties, such as circumferential strain and in combination with a pulse pressure measurement, distensibility or pressure modulus.

In this study, distensibility of healthy abdominal aortas and AAAs was locally and globally assessed from fast, non-EGC-gated, freehand 2D US acquisitions and non-invasive blood-pressure measurements. A semi-automatic segmentation and automatic spatiotemporal signal processing framework were developed to obtain the vessel geometry at end diastole (ED), end systole (ES) and MAP. Distensibility and mean circumferential strain were estimated locally by evaluating area changes, and distensibility was assessed globally from volume changes. Feasibility of this approach was evaluated by registration and comparison of aneurysm geometries with geometries obtained from the gold standard CT. To evaluate if our approach is sensitive to different levels of distension, mechanical properties of healthy aortas and AAAs were assessed, and compared to previous studies.



Materials and methods


Study population

This study was approved by the local medical ethics committee of the Catharina Hospital, Eindhoven (NL). Young healthy volunteers (N = 12) and AAA patients (N = 26) participated in this study after giving their written, informed consent. After initial review of the US data, 2 healthy volunteer and 7 AAA datasets were excluded due to poor image quality, and 3 AAA datasets were excluded due to excessive motion as a result of breathing during the US measurement. The remaining AAA patients (n = 16, age range: 58–90 years) were grouped into two categories. The patients of the first group (n = 9) had undergone a CTA scan as part of regular clinical practice, whereas the second group (n = 9) consisted of patients that underwent a brachial blood pressure (BP) measurement prior to the US acquisition. Two patients were included in both groups, since both brachial BP and a CTA scan were available. The healthy volunteers (N = 10, age range: of 24–29 years) underwent a brachial BP measurement besides the US acquisitions. The age, brachial BP values and AAA maximal diameter are summarized in Table 1.


TABLE 1 Summary of the age, gender (female/male), brachial diastolic BP (pdia) and systolic BP (psys) for all 10 healthy volunteers (V1–V10) and 16 patients.
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Data collection


Brachial blood pressure measurement

Prior to the US measurement, the diastolic and systolic BP were measured with an arm-cuff while the subject was in supine position. van ‘t Veer et al. showed that brachial cuff pressure measurements overestimate the diastolic BP (Pdia) by 12% and underestimate the systolic BP (Psys) by 5% compared with direct intra-aortic pressures (9). Hence the measured brachial cuff measurements were corrected accordingly.



Freehand 2D ultrasound imaging

A series of 2D US images of the abdominal aorta were acquired while moving a CA431 2D curved array probe (center frequency: 2.6 MHz) connected to a commercial Esaote Mylab70.2 US system (Esaote Europe, Maastricht, the Netherlands) manually on the abdomen (Figure 1A). The entire acquisition was performed during breath-hold, while the subject was in supine position. As the measurement was performed freehand, the length of the acquisition and distance covered by the probe varied from measurement to measurement. The probe was connected to an electromagnetic probe tracking device (Curefab, Munich, Germany), which recorded the 3D probe orientation and a time stamp for every acquired image during the acquisition. The probe tracker was calibrated prior to usage. A study by Feurer et al. demonstrated that this probe tracker has a satisfactory reliability and accuracy (21). Their study showed a mean point accuracy of 1.52 mm and mean total error of distance measurements of 0.9%. Data was stored at a 25 Hz sampling rate. As the measurement was performed freehand, the length of the acquisition and distance covered by the probe varied from measurement to measurement. Consequently, the distance between samples varied per subject, depending on the speed of the probe.
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FIGURE 1
Overview of workflow. (A) Series of 2D US frames acquired with freehand 2D US imaging. (B) Segmentation is performed on the individual 2D US frames. (C) Contours segmented from each frame (yellow) are mapped into 3D space together with the 3D centerline (blue). (D) Conversion of coordinates of each frame to a local polar coordinate system centered around the center line and generating a θ, r, t grid. (E) Envelope detection on a radius time signal (black line) for a single angle θ. The radii at end diastole (blue line) and end systole (purple line) are estimated from which the radii at the mean arterial pressure state (grey line) are derived. (F) Final 3D geometries with from left to right: End systole (purple), mean arterial pressure state (grey) and end diastole (blue). Geometries are shown together with the original contours (yellow).




Post-processing computed tomography datasets

CTA scans were acquired within 1 month (Table 2) from the US acquisition as part of regular clinical practice using a 256 slice CT scanner (Philips Healthcare, Best, the Netherlands), with a slice thickness of 3 mm. Hemodyn post-processing software (Philips Medical System and Eindhoven University of technology, the Netherlands) was used to semi-automatically obtain the 3D geometries of the aneurysm (7). With this software, the lumen-wall interface was segmented using a 3D active contour. In case intraluminal thrombus was present, the thrombus-wall interface and lumen-wall interface were segmented. Small manual adaptations were made after the segmentation process.


TABLE 2 Similarity indices and median hausdorff distances with interquartile range (IQR) of AAA geometries assessed from freehand 2D US data that were registered and compared to CT geometries.
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Geometry assessment


Segmentation of transverse 2D US images

Segmentation was performed to extract the lumen-wall interface of the aorta in the transverse images of the freehand acquisition. In the case intraluminal thrombus was present in AAAs, the thrombus-wall interface was segmented. Prior to segmentation, a Euclidean shortening flow filter, a well-known edge preserving de-speckling filter (22), was applied followed by a Gaussian filter with a 3 by 3 kernel size. These filters were applied to enhance the contrast between the wall and lumen region by reducing noise. Next, lumen-wall or thrombus-wall interface contours were segmented semi-automatically using an in-house toolbox, based on a star-Kalman approach by Guerrero et al. (23) that was adapted by de Ruijter et al. (20) and implemented in MATLAB (R2019b, Mathworks Inc., Natick, MA, USA). In this algorithm the lumen-wall or thrombus-wall interface is approximated by an ellipse-shape. The segmentation algorithm was initialized by manually defining an ellipse at the aorta location in the first frame. Next, the star algorithm was used to find the interface in the next frame. For this algorithm, a search region was defined around the ellipse of the previous frame. Within this search region the best edge positions, representing the lumen-wall or thrombus-wall interface positions, in the next frame were detected using step edge detection (24). The search region was extruded both inwards and outwards with respect to the ellipse, resulting in a radial thickness of 2.5 and 7 mm for healthy aortas and AAAs respectively. A larger search region was used for AAAs compared to healthy aortas, as besides geometry change due to pulsation, morphological vessel shape changes can occur from one frame to the next. Next, an ellipse was fitted through the high probability edge positions found in this search region, which was the final segmentation for this frame as well as the starting contour for a new search of the vessel wall in the next frame (Figure 1B). Using a Kalman filter, adapted from Guerrero et al., the frame-to-frame ellipse estimates were stabilized (20, 23).



3D centerline detection

A 3D centerline was computed based on the centers of mass of the contours of the ED frames, which were automatically detected using heart frequency analysis. A heart frequency range was automatically detected from the artery area-time signal in the Fourier domain. The area of the lumen was obtained by converting the segmented contours into a binary mask, from which the lumen area was extracted using the pixel dimensions. Next, the area per frame signal was resampled to have equidistant time steps. The heart frequency range was then detected from the power-density spectrum of this signal, where it was defined as the highest peak in the physiological range of the power-density spectrum ± 0.2 Hz, allowing for a ± 12 beats per minute change throughout the acquisition. Next, the smallest radii in the signal separated by a period range corresponding to the detected heart frequency range were detected. Then, the signal was converted back to the original sampling in time and the frames closest to the timepoints of the smallest radii were defined as the ED frames. Next, the segmented contours of each ED frame were mapped from the local image coordinate system to the 3D Cartesian coordinate system according to the probe tracker orientation data. Finally, the 3D centerline (Figure 1C) was generated using 3D spline interpolation between the ellipse center points of the ED frame contours. A moving average filter with a kernel size of 15 samples was applied to the centerline, to smooth the centerline. Centerline coordinates were obtained for the remaining frames by computing the intersection of the centerline with the image planes of each frame.



End diastolic, end systolic and mean arterial pressure state geometry assessment

To obtain estimates of the ED, ES and MAP geometries, the contours were locally converted into the polar coordinate system (r, θ) with the local centerline location as the origin (Figure 1D). Then for each contour, the r, θ contour points were resampled to have equidistant angle intervals θ. Next, the r, θ coordinates of all contours were combined in a 3D grid with time t as the third dimension (r, θ, t). This was followed by envelope detection on the r-t signal for each angle θ individually to obtain radii at ES, res. Next, the r-t signal was reversed by multiplying it with −1. Envelope detection on this signal provided the radii at ED, red (Figure 1E). The envelope detection was constrained such that only peaks separated by at least the minimal period of the heart frequency range were detected. The radii at MAP, rmap, were assessed for each angle θ from the previously assessed red and res according to:
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As the interpolation of the r-t signals were performed for each angle θ individually, local irregularities may occur. Hence, ellipses were fitted to the θ-r coordinates for every contour, after which the coordinates were transferred back to image coordinate system followed by mapping the newly obtained contours to 3D space (Figure 1F).




Comparison with computed tomography


Registration

To register an US geometry with a CT geometry, the optimal translation and rotation that maximizes the overall similarity between the point clouds was found using an iterative closest point (ICP) algorithm (25, 26). An ICP algorithm minimizes the distances between two 3D point clouds according to the minimal distance difference principle. This is followed by computation of the global rotation and translation that aligns the two point clouds. An optimum is provided in result of an iterative process that runs until the root mean square error is under a set threshold, or when a set number of iterations is completed. In this study a publicly available ICP algorithm (compatible with MATLAB) was used for the registration process (27). Upon visual inspection of the results, the number of iterations was set to 30. Next the contours of the US data are transformed to the new registered position by rigid transformation of the coordinates using the global rotation and translation that was previously computed.



Comparison metrics

To compare US and CT geometries, the similarity between the registered freehand US and CT geometries was measured. First, the US and CT point clouds were resampled to series of equidistant contours in the vessel length direction, i.e., the y-direction, with a spacing of circa 0.2 mm depending on the initial sparsity of the US contours. Next, for every y-location, the similarity was quantified using the similarity index (SI), also known as Dice coefficient. This is a measure for spatial overlap, defined as
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with PUS and PCT being the set of pixels present in binary masks generated from US contours and CT contours at each y-location. The Hausdorff distance (HD) was used to calculate the maximum of the minimum distances between the registered US contour points A = {a­1, a­2­, …. a­n} and CT contour points B = {b­1, b­2­, …. bn} of each y-location and is defined as
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with |a–b| and |b–a| being the Euclidean distance between a and b (28). For each geometry, the SI and the median HD and interquartile range were computed. Furthermore, an overall median SI and HD and interquartile range were computed.




Mechanical property assessment

Distensibility was computed locally and globally by evaluating area change and volume change respectively and by using the measured pulse pressure data. First the compliance was computed locally, Clocal, and globally, Clocal, according to Equations 4, 5:
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where ΔA and ΔV represent the area and volume change between ES and ED, respectively, and ΔP is the pulse pressure. Area change was obtained by converting the ED and ES contours in binary masks, from which the area of the lumen pixels was computed. To extract the volume change, the ED and ES contours were first converted into surface meshes. Next, they were converted into closed solid structures from which the volumes were computed using SpaceClaim software (SpaceClaim, Ansys, 2019 R3). Next, the distensibility was determined locally, Dlocal, and globally, Dglobal, according to Equations 6, 7:
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where AED and VED represent the area and volume at ED respectively. Besides these properties, strain, εcirc, was computed locally from the circumference of the aorta at ED and ES according to:
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where lES and lED represent the circumference of the aorta at ES and ED respectively. The circumferences were extracted from the binary masks of the ES and ED contours. For this computation, the aortic tissue was assumed to be incompressible and isotropic, and to have small strains. A Wilcoxon test was performed to test whether distensibility was significant between AAA and healthy aortas (p-value <0.05).




Results


Geometries

Figure 2 shows examples of ED and ES geometries assessed from a freehand 2D US dataset of AAA patients B1 and B3 and volunteers V5 and V8 together with a reconstructed cross-section of the US image data showing the vessel throughout the sweep in the longitudinal direction. The distension, present during the acquisition is clearly visible in the US cross-sections. Furthermore, it shows that the vessel dimensions change over the length of the vessel. It can be appreciated that the geometries overall match with the vessel shape. For the AAAs there are regions where a large change in vessel dimension occurs, as indicated with the yellow arrows in Figure 2. Here the ES geometry is more enlarged compared to the ED geometry than in other regions. For the healthy vessels, there are some regions where the wall is less visible due to reduced image quality, indicated by the arrows in Figure 2. In these regions the difference between ES and ED is either strongly increased or strongly decreased compared to the rest of the vessel. The average length of the region that was segmented frame by frame is 60 mm ± 21 (N = 10) for volunteers and 65 mm ± 15 for AAA patients (N = 16).
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FIGURE 2
Examples of ED (blue) and ES (purple) geometries of AAAs of patients B1 and B3 and healthy aortas of volunteers V5 and V8. A longitudinal cross-section reconstruction extracted by interpolation of the individual series of US frames is shown separately and together with the geometries. Yellow arrows point at regions of large geometry changes in AAAs and poor image quality regions of healthy aortas.


Figure 3A shows the registered CT geometry and US geometry of patient A2 with a similarity index of 0.93. The figure shows that the US geometry generally follows the shape and size of the CT geometry. Furthermore, this example demonstrates that a large field of view can be achieved with freehand 2D US. However, the full aorta including the aneurysm shoulders is not included. In Figure 3B an example is shown of the CT image data together with the AAA wall outline of the CT geometry and US geometry at y-location −0.91 cm of Figure 3A. This image shows that deviations are visible at the location where thrombus is present and at the side wall regions. As shown in Table 2, SIs of the nine patients range between 0.88 and 0.93 and the overall median SI and interquartile range is 0.91 [0.90–0.92]. The median HD of the patients are in the range of 3.0 and 7.3 mm, where the overall median HD and interquartile range is 4.7 [3.9–5.6] mm.
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FIGURE 3
Example of registered US geometry with CT geometry. (A) US geometry of patient A2 (blue) with the corresponding CT geometry (purple) after registration. (B) Example of a CT image with the US contour (blue) and CT contour (purple) at location y = −0.91 cm.




Mechanical properties

Figures 4, 5 show the local distensibility and circumferential strain mapped onto the MAP geometry for healthy volunteers and AAA patients respectively. These are shown together with an interpolated longitudinal cross-section obtained from the acquired US frames. The mean and standard deviation of the local distensibility and strain values are shown in Table 3. The mean distensibility ranges between 60 and 105·10−3 kPa−1 and 21 and 60·10−3 kPa−1 for healthy aortas and AAAs respectively. For both healthy aortas and AAAs, variation in distensibility is visible along the length of the vessel. In some volunteers the variation is more gradual (V1, V3, V4, V6, V7, V9, V10), whereas for others the patterns are more scattered (V2, V5, V8). For 7 out of 10 healthy aortas, a decline in distensibility is visible from the proximal to the distal side of the aorta. For volunteers V2 and V5 there are regions where the wall is less visible, as indicated with blue arrows. As shown in Figure 2, the distension is increased in this region for V5. Hence an increase in distensibility is visible in Figure 4. For volunteers V8 and V9, a change of vessel direction is visible, as indicated with the purple arrows. For AAAs, besides the dilated aneurysm region, less dilated regions were also analyzed. In these regions, for patients B4, B5, B6, B7 and B9, the distensibility and strain are larger compared to the dilated region. On the contrary, for patients B1, B3 and B8, an increased distensibility is observed in the dilated region, compared to the less dilated regions (Figure 5). These regions correspond to regions where a large change in vessel shape occurs, as is visible in Figure 2.
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FIGURE 4
Overview of the assessed mechanical properties distensibility, D·10−3 (kPa−1), and circumferential strain, εcirc (−), of volunteers V1–V10 mapped onto the mean arterial pressure state geometry and visualized with an interpolated cross-section of the acquired US images. Blue arrows point at locations of poor echogenicity and purple arrows point at regions where the vessel direction changes.
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FIGURE 5
Overview of the assessed mechanical properties distensibility, D·10−3 (kPa−1), and circumferential strain, εcirc (−), of AAA patients B1–B9 mapped onto the mean arterial pressure state geometry and visualized with an interpolated cross-section of the acquired US images.



TABLE 3 Overview of mean local distensibility, Dlocal, and mean local circumferential strain, εcirc, of healthy volunteers (V1–V10) and AAA patients (B1–B9).
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Global mechanical properties are shown in Table 4. Distensibility of the healthy aortas with a mean and standard deviation of 80 ± 15·10−3 kPa−1 is larger compared to the AAAs, where the mean and standard deviation is 29 ± 9.6·10−3 kPa−1. Figure 6 shows that there is a clear distinction between the global distensibility of AAAs compared to healthy aortas. Distensibility of the AAA wall is significantly different from the healthy aorta distensibility (Wilcoxon test: p-value = 2·10−5).


[image: Figure 6]
FIGURE 6
Boxplot of the global distensibility·10−3 (kPa−1) of healthy aortas (blue) and AAAs (purple).



TABLE 4 Overview of global mechanical properties of healthy volunteers (V1–V10) and AAA patients (B1–B9).
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Discussion

In this study, healthy abdominal aorta and AAA geometries were assessed from fast probe-tracked freehand 2D US acquisitions, using semi-automatic segmentation and fully automated signal processing. The presence of pulsatility in the acquired data, which typically distorts volumetric image reconstruction, allows for retrieving distensibility both locally by evaluating area change, and globally by evaluating volume change. Furthermore, geometries of AAA patients were compared to CT geometries obtained within 1 month of the US acquisition, showing good similarity. Distensibility was estimated in healthy aortas and AAAs to evaluate whether the approach is sensitive to different and expected levels of distensibility, in both cylindrical and more complex geometries. Moreover, a comparison of the material properties with those found in previous studies was performed.

Using the star-Kalman algorithm, ellipse-shaped contours were detected in each consecutive frame. Although ellipses can closely resemble the aorta shape, they do not fully match with the vessel shape. To achieve this, an additional 2D active contour can be used. These are energy minimizing functions that attract to the lumen-wall or thrombus-wall interface image features and are constrained by internal forces. As with AAAs the diameter changes significantly over the length and AAAs have various shapes and sizes, tuning such an active contour for each frame and for every aorta remains challenging. Furthermore, in the side wall regions, i.e., regions where the radial wall direction is parallel to the lateral axis of the US image, these active contours may fail if not tuned properly. The ellipse approach that was used in our study was robust in images where the image quality at the sides of the aorta was reduced, but the flexibility of the approach is limited, which may lead to errors in some geometries. Therefore, in this study only the ellipse estimate was used. Alternatively, minor manual adaptions could be incorporated to improve the final geometry as was shown in a study by Rouet et al. (29).

Heart frequency detection was used, such that the ED frames could automatically be detected from the area over time signal obtained from the segmented contours. The centers of these frames were then mapped to 3D space and used to generate a centerline. Compared to the study by de Ruijter et al., the centerline was interpolated in 3D space (Figure 1), rather than in the image coordinate system, such that correction for the probe position was considered (20). A single heart frequency was often not distinguishable from the power-density spectrum. Therefore, a frequency range was detected, allowing for small frequency changes when searching for the minima that represent the end diastolic frames. The frequency change throughout the acquisition is likely due to heart frequency changes that commonly occur during breath-hold (30). The acquisitions were performed during breath-hold to limit motion of the aorta within the body due to breathing, which cannot be detected with the probe tracker. When breathing is constant, breathing motion could be filtered out. This would limit the chance to get heart frequency changes throughout the acquisition and it would allow for extended acquisition time.

To obtain estimates of ED and ES geometries, envelope detection was applied on radius-time signals originating from the segmented contours of each frame. The approach relies strongly on the segmentation quality and erroneous radii can lead to inaccuracies in the final geometry. By performing the detection in the r-t­ domain with equidistant timesteps and by constraining peak detection with a minimal peak distance corresponding to the found heart frequency range, erroneous detection of peaks is limited. Figure 2 shows that overall, the geometries correspond well to the US data. However, in regions with large geometry change, which occurs in some AAAs, the ES geometry seems to overestimate the expansion of the vessel, which likely leads to the high distensibility values found in these regions (Figure 5). This could be circumvented by reducing the speed of the probe during the acquisition, such that more heartbeats occur over the length of the vessel. In this way changes due to geometry and changes due to vessel expansion are likely better distinguished such that envelope detection can improve locally. Probe speeds were manually increased for the AAAs, as the time of the breath-hold was commonly shorter for patients, opposed to healthy volunteers. In some datasets, regions with reduced image quality were present. In these regions the difference between the ES geometry and ED geometry was either larger or smaller compared to regions of good image quality, as observed in Figure 2. Furthermore, from Figure 4 it was observed that in these regions the distensibility either strongly increased or decreased compared to other regions.

The MAP AAA geometries obtained were compared to CT geometries by evaluating the similarity and overlap after registration. As shown in Table 2, the median SI and IQ range is 0.91 [0.90–0.92] and the overall median HD and IQ range is 4.7 [3.9–5.6] mm. These values are in the same range as those reported in conventional 3D US studies (7, 29, 31). This demonstrates that the approach proposed for geometry assessment has a high accuracy and is not inferior to 3D US-based approaches, while with this imaging approach additional mechanical properties can locally be assessed using a 2D US system. Visual inspection of the resulting geometries reveals reduced performance in regions where thrombus is present (Figure 3) and where the angle between the US beam direction and the radial direction of the wall is large, i.e., the side wall regions. Hence, as expected, structures in these regions are less clearly visible in US images. Multi-perspective US imaging can help improve the lateral resolution, which can help improve segmentation quality in these regions (32). Registration was performed by iteratively minimizing the distances between the 3D point clouds of the CT and US geometries. Registration of the two datasets is challenging as the AAA is not rigid. Therefore, we limited the time between the US scan and CT scan as much as possible (Table 2). Furthermore, we used the mean arterial pressure state geometry for registration with the CT geometry. In the future, registration can be refined by matching image features.

Distensibility and strain were computed from the assessed ED and ES geometries and the brachial pressure measurements. Local assessments were performed by evaluating area change between ED and ES and global assessment of distensibility was performed by evaluating volume change. As illustrated in Figure 6 and Table 4, global distensibility values were larger for healthy aortas (80 ± 15·10−3 kPa−1) in comparison with AAAs (29 ± 9.6·10−3 kPa−1). Compared to previous studies (Table 5), distensibility values of healthy aortas are larger, but are in the same order of magnitude (11, 33). In our study, larger values than in previous literature are likely found, because the healthy volunteers are younger compared to those from previous studies. There is a biological variability in vessel properties over the length of the vessel. A decline in distensibility from the proximal to the distal side of the aorta was visible for 7 out of 10 healthy aortas (Figure 4). Analysis of the local distensibility maps (Figure 4) and visual inspection of the US data and geometries (Figure 2) showed that regions of poor image quality apparently lead to overestimation or underestimation of distensibility. Circumferential strain values of the young healthy adults in our study (0.25 ± 0.03) were comparable to findings by a previous study on young adults (34, 35). Circumferential strains were assessed under the assumptions that the vessels exhibit small strains and that the aortic tissue is incompressible and isotropic, which are simplifications that are often used to model aortas and AAAs (36). Furthermore, the local circumference change is estimated from the spatiotemporal data that was available in the close neighborhood. In the future, higher frame rates and improved image quality can potentially lead to a more local approach where the local heterogeneity in the circumference of the wall could be studied, by using methods such as speckle tracking (34, 35).


TABLE 5 Comparison of our distensibility findings with other studies.
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As illustrated in Figure 5, distensibility was for most AAA cases smaller in dilated vessel regions compared to the non-dilated, or less dilated regions, which is in accordance with previous studies (37–39). As shown in Table 5 distensibility values of the AAA patients fell within the range of a study by Molacek et al. but were larger than those obtained in other studies (9, 12, 38, 39). Although the geometries match well with the gold standard, segmentation errors may lead to over or underestimation of distensibility. Commonly, diameter-based distension values are computed from US data for distensibility computation. The compliance of the vessel is then often computed with the assumption that an increase in diameter leads to an area change that is twice as big (11, 12). This has been derived for circular shapes (40). However, AAAs are typically non-circular and healthy abdominal aortas are not necessarily a circle (41). Hence this assumption is not fully reliable. Evaluation of area change, or volume change would allow for accurate compliance assessment. US imaging is considered safer than MRI or CT. However, with US imaging the image is generally reduced in the side wall regions compared to the upper and lower wall regions, due to the physics of US. This can lead to inaccuracies in area or volume measurements. Multiperspective US imaging or artificial intelligence techniques that can optimize the image quality could further improve the reliability of compliance assessment from lumen area change as opposed to a diameter-based approach.

Freehand 2D US acquisition is fast and save and can easily be performed in the clinical workflow. In addition to this, the offline segmentation of the vessel wall is semi-automatic, and the remainder of the workflow is fully automatic, allowing for quick analysis. With the approach we propose, we can obtain both patient-specific geometries and mechanical properties such as distensibility and circumferential strain. Locally we could estimate the distension of the vessel based on automatically detected sample points in the end diastolic and end systolic phase of the cardiac cycle. The spatial resolution, temporal resolution and the field-of-view that can be achieved with freehand 2D US clearly outperform those provided by conventional 3D US imaging. Hence, this approach can provide more complete data (i.e., full geometry, local material properties) for making a personalized finite element model of the aneurysm, as was previously performed with conventional 3D US imaging (6), but with a simpler 2D US device. Furthermore, application may now be considered for AAA follow-up studies. These studies can help to determine how these biomechanical parameters relate to AAA growth and AAA rupture risk. Distensibility assessment from freehand 2D US is not limited to wall distension only and could be extended for studying distension of the lumen-thrombus interface as well.

A limitation of the imaging approach in this study is the fixed sampling rate of 25 Hz of the acquisition system combined with the probe tracker. As the probe is moved freehand, the distance between frames may vary within one acquisition and between acquisitions of different subjects. It is expected that local estimations of distensibility are more accurate in regions where the samples are closer together, i.e., with slower probe speeds. Specifically in regions where besides changes due to pulsatility, the vessel dimension changes significantly within one heartbeat, unexpected values of distensibility were observed. There is a tradeoff between field-of-view and sample density. A too slow probe speed will reduce patient comfort. Moreover, the image quality may be hampered by patient body motion and motions due to breathing. In the future, instructing and training sonographers to perform the acquisition with reasonable speeds can help to reduce the geometrical spacing between frames as much as possible, while maintaining a large field-of-view.

What remains challenging with freehand 2D US is assessment of the full geometry. The average length of the captured region that was segmented was 60 mm ± 21 for volunteers and 65 mm ± 15 for AAA patients. Due to bowel gas and obesity, the image quality can locally be reduced, leading to incomplete measurements, as has previously been reported in studies with freehand 2D US (14, 15, 17). However, similar challenges occur with conventional 2D US imaging or 3D US imaging with a matrix array. The focus of this study was to evaluate quality of geometry assessment compared to CT and to demonstrate assessment of distensibility based on area change and volume change. Therefore, datasets that included a part of the region of interest were still included and only datasets with poor image quality throughout the entire acquisition were discarded. Acquisitions are performed during breath-hold, which limits acquisition time and thereby the field of view. To increase the field of view, multiple acquisitions could be performed, where the best data of each acquisition could be included and registered. Alternatively, acquisitions could be performed without breath-hold. Besides this, additional training for freehand 2D US imaging could help to improve image quality and field of view.

Freehand 2D US acquisition is fast and save and can easily be performed in the clinical workflow. In addition to this, the offline segmentation of the lumen-wall or thrombus-wall interface is semi-automatic, and the remainder of the workflow is fully automatic, allowing for quick analysis. Distensibility assessment from freehand 2D US is not limited to wall distension only and could be extended for studying distension of the lumen-thrombus interface, which could help to further model and characterize AAAs.



Conclusion

To conclude, in this study we propose a novel approach that uses the pulsatility that is captured with freehand 2D US imaging for distensibility assessment of AAAs. Where pulsatility typically hampers reconstruction of volumetric images and is therefore neglected, it can be utilized to retrieve additional information from the dataset besides geometries. Registration and comparison with CT showed good overall overlap between geometries. Furthermore, results are comparable to studies that assessed geometries from 3D US data obtained with a matrix probe, while the higher frame rate of freehand 2D US combined with signal processing allows for local distensibility assessment. The method performs as expected in regions with sufficient image quality but needs improvements for regions with large geometry changes and poor image quality. This could be mitigated by reducing the probe speed, advanced motion filtering of motions due to breathing, and by performing multi-perspective ultrasound imaging. In the future, the approach can be further expanded with quantification of distension of the lumen-thrombus interface.
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The analysis of mechanobiology of arterial tissues remains an important topic of research for cardiovascular pathologies evaluation. In the current state of the art, the gold standard to characterize the tissue mechanical behavior is represented by experimental tests, requiring the harvesting of ex-vivo specimens. In recent years though, image-based techniques for the in vivo estimation of arterial tissue stiffness were presented. The aim of this study is to define a new approach to provide local distribution of arterial stiffness, estimated as the linearized Young’s Modulus, based on the knowledge of in vivo patient-specific imaging data. In particular, the strain and stress are estimated with sectional contour length ratios and a Laplace hypothesis/inverse engineering approach, respectively, and then used to calculate the Young’s Modulus. After describing the method, this was validated by using a set of Finite Element simulations as input. In particular, idealized cylinder and elbow shapes plus a single patient-specific geometry were simulated. Different stiffness distributions were tested for the simulated patient-specific case. After the validation from Finite Element data, the method was then applied to patient-specific ECG-gated Computed Tomography data by also introducing a mesh morphing approach to map the aortic surface along the cardiac phases. The validation process revealed satisfactory results. In the simulated patient-specific case, root mean square percentage errors below 10% for the homogeneous distribution and below 20% for proximal/distal distribution of stiffness. The method was then successfully used on the three ECG-gated patient-specific cases. The resulting distributions of stiffness exhibited significant heterogeneity, nevertheless the resulting Young’s moduli were always contained within the 1–3 MPa range, which is in line with literature.
Keywords: in vivo arterial stiffness, tissue mechanics, ECG-gated CT images, mesh-morphing, inverse engineering
1 INTRODUCTION
The analysis of arterial tissue remains a pivotal topic of research in the field of cardiovascular pathologies. It was well established that a plethora of cardiovascular diseases find their origin within the mechanics and the biology of the vessel tissues (Humphrey and Schwartz. (2021)). Attention was focused on both large and small vessels including different types of pathologies like dissections, stenosis/atherosclerotic arteries and aneurysms (Celi et al. (2013); Gültekin et al. (2019); Vignali et al. (2020)). An aneurysm is defined as a local dilatation in the aortic wall, that is usually asymptomatic up to the sudden rupture which may be linked with patient’s death (Ramanath et al. (2009)). The current clinical practice is to define a critical aortic size criterion to determine the necessity of surgical implantation. The aneurysm pathology remains an open clinical challenge and it still requires a deep insight in terms of formation and progression mechanisms. Different studies reported that the critical state of an aneurysm case arises from the status of the tissue biomechanics and its degradation (Vignali et al. (2020); Vignali et al. (2021c)). The usage of the mechanical analysis principle could ideally provide an improved understanding of the aneurysm nature and, in general, of the arterial behavior under given pathological conditions.
Following this analysis principle, different groups have provided mechanical insights concerning the arterial tissues. In the current state of the art, various experimental testing procedures have been proposed, like uniaxial/biaxial traction tests (Vignali et al. (2021a); Peña et al. (2015)) and bulge inflation approaches (Duprey et al. (2016)). It is also worth noting that several studies were focused on the investigation of correlation of biological and mechanical features of the arterial tissue (Vignali et al. (2020; 2021c)), given their important link. This literature field presents a shared flaw, which is the necessity of ex-vivo tissue samples to be tested. Given this, the mechanical analysis is necessarily limited to post-operative cases, in which the surgical procedure has already been performed. Consequently, it is impossible to have a direct mechanical characterization of the arterial tissue without an invasive procedure.
Obtaining mechanical features of the arterial tissue non-invasively still represents an open research topic. Nevertheless, research efforts towards this direction have been made recently. Several image-based approaches have already been explored to estimate mechanical properties of soft tissues in general (Fanni et al. (2020); Di Lascio et al. (2014)). These in vivo estimation methods are made possible thanks to the recent advances in terms of clinical imaging (Celi et al. (2017)), which allow high-resolution reconstruction of cardiovascular structures at different cardiac phases. The dynamic nature of imaging techniques like ECG-gated Computed Tomography (CT), echography and 4D Magnetic Resonance Imaging (4D-MRI) opens the possibility to reconstruct the displacement fields of cardiovascular structures.
The main focus of non-invasive mechanical analysis resides mainly in strain estimation on vessels like the ascending aorta section. The reported in vivo strain evaluation techniques are usually based on mapping algorithms aimed at reconstructing the aortic kinematics along the cardiac cycle. Among the different mapping techniques, iterative registration approaches (Liu et al. (2019b); Narayanan et al. (2021)), projections along the normal of the aortic surface (Pasta et al. (2017)) and centerline-based decompositions with parametric templates (Farzaneh et al. (2019b; Farzaneh et al. (2019a)) were proposed. Beyond the knowledge of aortic strain, stress is still required for a stiffness estimation. Nevertheless, the in vivo evaluation of stress remains a difficult task. For this reason, different studies were limited to strain-only analyses (Pasta et al. (2017)), or presented assumptions on the load to infer simplified stress distributions (Duprey et al. (2016); Martin et al. (2013)). Some groups proposed iterative Finite Element (FE) approaches for the direct estimation of aortic stiffness (Krishnan et al. (2015)), but the requirement for multiple numerical simulations can be computationally onerous. Other groups also proposed aortic volumetric distensibility as a surrogate for stiffness estimation (Trabelsi et al. (2018)), but the global nature of the parameter did not allow for a local estimation of the material properties.
With the current study, a new method for the strain and stiffness estimation of the aortic vessel is proposed. The method aims at providing local information, in opposition with volumetric/global approaches (Trabelsi et al. (2018); Danpinid et al. (2009)) by relying on CT data, centerline calculation and mesh-morphing based mapping. Other previous studies relied on centerline-based information (Zeinali-Davarani et al. (2011)), nevertheless their focus was more centered on the abdominal aorta district and they used the centerline to map wall thickness interpolations along the vessel. To our knowledge, this is the first approach proposing a mesh-morphing sequence to allow for the mapping of the aortic surface along the different cardiac cycle phases. The morphing of the baseline mesh on the different deformed surfaces can allow for a fast method for mapping and, consequently, it gives a great potential for local strain evaluation. Concerning the stress, a further step to go beyond the literature relying on the Laplace hypothesis (Liu et al. (2019a); Martin et al. (2013)) could be imposed by relying on inverse FE simulations.
The aim of the current work is to propose a new approach to provide local distribution of arterial stiffness, based on the knowledge of in vivo patient-specific imaging data. The method is based on the calculation of aortic strain on the basis of contour length ratios for each section. For the estimation of stress, two approaches were tested: an approach based on Laplace hypothesis, and an approach based on an inverse engineering FE simulation to estimate the distribution of wall tension on the aortic geometry. The entire procedure was first validated on a set of FE simulations. The two estimation methods were first compared for the validation phase. Finally, the approach was applied on three patient-specific ECG-gated CT data to estimate the local stiffness distribution in vivo. The results are then presented and discussed to assess the new method performances and future applications.
2 MATERIALS AND METHODS
In this section the three main steps of the entire pipeline are presented: method description (Subsection 2.1), validation (Subsection 2.2) and application (Subsection 2.3).
2.1 Method for non-invasive stiffness estimation
The methods for the stiffness estimation are described in the workflow depicted in Figure 1. The workflow is divided in three main parts: strain i), stress ii) and stiffness iii) estimation.
[image: Figure 1]FIGURE 1 | Summary of the workflow for the non-invasive stiffness estimation (ɛθ—circumferential strain, [image: image]—circumferential stress estimated with Laplace Hypothesis (LH) or with inverse engineering (IE) approach, [image: image]—circumferential stiffness estimated with Laplace Hypothesis (LH) or with inverse engineering (IE) approach.
Strain estimation—A mapping procedure is required first. The mapping purpose is to define a nodal mesh which can be tracked across each reconstructed aortic geometry. Each node must be mapped to represent the position of the same material point at each phase of the cardiac cycle. For this reason, it is fundamental to define a mesh for all phases with the same number of nodes and connectivity. To achieve this, a mesh morphing approach based on radial-basis functions interpolation is adopted (Capellini et al. (2018); Capellini et al. (2021)). Briefly, the surfaces at each of the different cardiac phases are calculated by taking the 0% phase as the reference mesh, that is the baseline surface configuration (Σdia). The baseline surface mesh is then morphed onto the deformed surfaces, according to radial basis functions interpolation. The source points to morph the initial mesh onto the other phases were selected on the basis of a sphere grid within the ascending aorta section. At each phase, specific sets of target points were chosen. After the procedure, the result is given by a set of deformed meshes, including the peak systolic phase (Σsys).
After the mapping procedure, a specific algorithm is developed to estimate the strain from the mapped aortic surfaces in the Σdia and Σsys configurations. The algorithm is based on sectional contour length ratios and it is summarized in Figure 2. The choice of defining sectional contours to estimate the strain is motivated by the fact that the imposed mapping does not account for physiological deformations of the vessel but it is based on surface fitting optimizations (Sieger et al. (2014)). In brief, the centerline (ξ) of the Σdia configuration is evaluated first. Then, for each centerline coordinate ξ, a set of nodes was extracted representing a given cross section of the vessel. The cross sectional points were selected according to a distance threshold from the surface Σdia and a given plane defined from the centerline tangent. It is important to highlight that it is sufficient to evaluate the centerline on the baseline configuration only, as the movement of the centerline itself is already taken into account by considering the corresponding cross sectional points, thanks to nodal mapping. It is reasonable to consider that during the cardiac cycle the aorta experiences longitudinal displacement as well. In fact, the mapping provided by the morphing of the baseline surface onto the deformed surface also accounts for axial displacement.
[image: Figure 2]FIGURE 2 | Summary of the strain estimation algorithm: example of a plane and closed contour definition on configuration Σdia (A), corresponding closed contour definition on configuration Σsys (B) with closeup on plane with polar coordinates (C).
At the ξ centerline coordinate, a closed contour Ω|dia(ξ) is defined by sorting the cross sectional points according to a polar coordinate conversion (Figure 2A). At this point, the Ω|dia(ξ) radial contour length is defined as:
[image: image]
where ρ(θ) and θ are the polar coordinates (radial and circumferential, respectively) defined for the cross sectional plane at the ξ centerline coordinate point. Thanks to the mapping procedure, it was possible to identify the corresponding cross sectional nodes for each centerline node at the Σsys configuration. This permitted the definition of a closed contour at the ξ centerline coordinate within the Σsys configuration (Ω|sys(ξ)) and, by applying Eq. 1 again, the definition of the corresponding length (L|sys(ξ)) (Figures 2B, C). As circumferential strain represents the change in the length along the aorta cross section, it is possible to define the sectional contour length ratio as:
[image: image]
where ɛθ(ξ) is the circumferential strain at the aortic cross section identified by the centerline coordinate ξ. By assuming this, the obtained strain distribution results to be a function of the centerline coordinate ξ.
Stress estimation—For the evaluation of local stress distribution, two main approaches were adopted: a Laplace-hypothesis-based (LH) and an inverse-engineering-based (IE) method.
For the first method, the assumption of a thin walled surface is made for the aortic structure, with negligible curvature at the ascending section (Liu et al. (2019a)). The negligibility of curvature is checked according to the following condition (Zhang et al. (2013)):
[image: image]
where m is the curvature effect factor, R0 is the centerline radius of curvature and r is the section radius. On the basis of this, it is safe to evaluate the circumferential stress as the wall hoop stress. By considering each cross section of the aortic centerline, the corresponding nodal circumferential stress according to the Laplace method is evaluated as:
[image: image]
where [image: image] and δ are the circumferential stress and the thickness of the aortic vessel, while ΔP is the pressure difference between the systolic and diastolic condition and [image: image] is the mean radius at the centerline coordinate ξ. The mean radius was calculated by considering the mean radial coordinate, according to the polar coordinate system already defined for the sectional contour calculation (see Eq. 1).
For the second alternative method, an inverse engineering (IE) approach is chosen (Lu et al. (2008); Zhou et al. (2010)). It is well known that the wall tension in a pressurized membrane is equilibrium-determinate and it depends exclusively on the morphology. Briefly, a structural FE simulation is setup to evaluate the circumferential stress distribution at each node of the mapped mesh. To obtain a stress distribution, depending on the aortic morphology only, the deformed geometry in systolic configuration was loaded with an internal pressure of ΔP. The aorta was modeled as a membrane with a practically undeformable isotropic material (Young’s modulus (E) [image: image] 10 GPa). By considering each cross section of the aortic centerline, the mean circumferential stress from the inverse method at a given point for the centerline can be evaluated as:
[image: image]
where [image: image] is the nodal maximum principal stress resulting from the simulation and N is the number of nodes in a sector of section Ω|sys(ξ). By assuming this model, it is possible to account for curvature effect on stress within the aortic domain.
Stiffness estimation—The definition of stiffness from the evaluation of strain and stress is, at last, performed. To evaluate the stiffness, the model was assumed as linearized, given the possibility to assume small deformations occurring between diastolic and systolic phase (Vignali et al. (2021b); Roccabianca et al. (2014)). The assumption allowed for the adoption of the Hooke law as a constitutive equation to relate stress and strain. By assuming a negligible radial and longitudinal stress and by considering Eqs 2, 4, and 5, the following can be imposed to estimate the circumferential stiffness:
[image: image]
where [image: image] and [image: image] represent the circumferential Young’s moduli evaluated according to the two different stress estimation techniques already described.
2.2 Numerical validation
After defining the stiffness estimation methods, the technique was validated according to a FE approach. Firstly, idealized synthetic geometries were defined. In particular, a cylinder, a 45° and a 90° elbow geometries were defined, to assess the influence of curvature (Figure 3). All the idealized geometries were designed with a diameter of 32 mm and a length of 100 mm. In addition, a patient-specific test case was selected from a segmented aortic geometry. For all the cases, a thickness of 2 mm was assumed. The numerical workflow for the validation on the patient-specific simulated case is summarized in Figure 4. The geometry of the ascending aorta was taken from a contrast-enhanced CT dataset with ECG-gating, obtained with a 320-detector scanner (Toshiba Aquilon One, Toshiba, Japan). Thanks to the ECG-gating, the diastolic phase was selected for the segmentation. The segmentation procedure was carried out through a semi-automatic region-growing algorithm following the approach previously described in Celi et al. (2021). The validation procedure can be summarized in three main phases: material properties distribution i), systolic phase definition ii), stiffness estimation application and comparison iii). All the simulation activities were carried out within the ANSYS environment.
[image: Figure 3]FIGURE 3 | Design of the idealized geometries for the validation cases: cylinder and elbows at 45° and 90°. All quotations are given in mm.
[image: Figure 4]FIGURE 4 | Numerical validation workflow for the stiffness estimation algorithm on the basis of FE simulations.
Material properties distribution definition—For the idealized geometries, a linear elastic isotropic homogeneous distribution of stiffness was assumed. A single value of Young’s modulus ([image: image] = 0.5 MPa) was imposed. Concerning instead the simulated patient-specific case, four main cases of Young’s modulus distribution were simulated and used as validation: three linear elastic isotropic homogeneous (H) distribution with a single Young’s Modulus ([image: image] = 0.5 MPa, 1.75 MPa, 3.0 MPa) i) and a single proximal/distal (PD) distribution with a proximal ([image: image] = 2.0 MPa) and distal ([image: image] = 0.5 MPa) Young’s Modulus ii) (Figure 4). In the PD distribution case, the variation from [image: image] to [image: image] was implemented with a step transition. The values were chosen in order to be contained within the physiological range of stiffness of the ascending aorta (Lin et al. (2022)). In this way, it was possible to estimate the potential of the proposed method to evaluate the possibility to recover a local distribution of stiffness. The imposed values were taken as reference for the validation of the stiffness estimation method.
Systolic phase definition—For the idealized and patient-specific geometries with all the considered stiffness distributions, the surface configuration in the systolic phase was simulated. In particular, static structural simulations were imposed to obtain the systolic configuration starting from the diastolic configuration, designed for the idealized cases and segmented for the patient-specific case. In particular, an internal pressure of 40 mmHg, according to the physiological pressure difference between systole and diastole, was imposed for all cases. The aortic valve plane was constrained with a fixed displacement condition, while the radial displacement was left free for the aortic arch plane. It is worth noting that for all the FE validation cases it is not necessary to consider the mapping for strain estimation (see Figure 1), as the nodes are already mapped by the structured mesh.
Stiffness estimation application and comparison—The diastolic and systolic surfaces resulting from the FE simulations, for both the idealized and patient-specific models with all the stiffness distributions, were set as input for the estimation method described in Subsection 2.1. Both methods based on Laplace hypothesis and inverse engineering were used to calculate [image: image] and [image: image] as summarized in Eq. 6. The resulting stiffness maps and the Relative error (RErr) in percentage for both LH and IE method were considered. Additionally, the stiffness distributions resulting from the simulated patient-specific validation cases were evaluated along the normalized centerline coordinate ξ of both [image: image] and [image: image]. The average root mean square percentage error (RMSPE) along the centerline, relative to the reference values of Young’s moduli imposed at simulation level, was considered for all validation cases.
2.3 Patient-specific cases
After evaluating the performances of the methods on FE validation cases, the estimation technique was imposed by using patient-specific data as input. The analysis procedure can be summarized in three main phases: image acquisition and processing i), systolic phase definition ii), stiffness estimation application iii).
Image acquisition and processing—Three patient-specific aortic morphology were reconstructed from in vivo data. In particular, three datasets of 5-phase ECG-gated CT images were acquired. The following percentages of cardiac cycle phases are considered for the analysis: 0%, 20%, 40%, 60% and 80%. The cases selected were three males (25, 89 and 64 y.o.) with tricuspid aortic valve conformation. The CT images were obtained with a 320-detector scanner (Toshiba Aquilon One, Toshiba, Japan) by adopting a iodinated contrast medium. For each phase of the three cases, the ascending aorta morphology was reconstructed according to a semi-automated segmentation algorithm. For each of the three patient-specific cases, the Signal-to-Noise-Ratio (SNR) was calculated by considering a ROI within the ascending aorta section and by calculating the ratio between the pixel mean and standard deviation.
Together with the morphologies, the systemic pressure range was acquired, according to the corresponding clinical record, for each analyzed case. In particular pressure ranges of 82–120 mmHg (Case 1), 78–122 mmHg (Case 2) and 80–124 mmHg (Case 3) were reported. It is important to notice that the pressure ranges (ΔP1 = 38 mmHg, ΔP2 = 44 mmHg, ΔP3 = 44 mmHg) for the chosen cases can be considered as physiological. This aspect confirms the possibility to assume small deformations occurring between diastole and systole and to linearize the material response (Gundiah et al. (2008); Vignali et al. (2021b)).
Systolic peak phase definition—The resulting aortic surfaces from the image segmentation phase are adopted and used as input for the procedure described in Subsection 2.1. In brief, the segmented surfaces from clinical data were mapped according to the already described morphing technique and the baseline centerline was calculated. Then, the corresponding circumferential strain maps at each phase recorded by the ECG-gating process were calculated. Each strain map was calculated considering the 0% phase as the Σdia baseline reference. The Σsys phase was then individuated. To choose the Σsys phase among the different cardiac cycle phases form the ECG-gating, the different strain maps were analysed first. By assuming that the configuration revealing the maximum strain was the one associated with the most pressure difference, Σsys was chosen by selecting the phase revealing the highest circumferential strain for each case.
Stiffness estimation application—After the selection of the Σsys, the procedure for stiffness estimation was carried out, according to the methods already described in Subsection 2.1. The stiffness maps were evaluated on the ascending aorta section of the patient-specific cases by considering the baseline surface and the systolic phase only, as selected in the previous step. Additionally, the resulting stiffness maps and distributions along the centerline coordinate ξ were evaluated for each case.
3 RESULTS
The results from the FE validation procedure are presented first. Concerning the simplified geometries, the curvature effect factor is reported first. According to Eq. 3, values of m = 1, m = 0.93 and m = 0.86 were calculated for the cylinder and the elbows at 45° and 90°, respectively. The results in terms of Young’s modulus maps for cylinder and elbows geometries are presented in Figures 5A–F. The relative error maps, calculated according to the reference value imposed at simulation level, are reported as well (Figures 5G–L). The corresponding RMSPE values for all the idealized geometries are reported in Table 1.
[image: Figure 5]FIGURE 5 | Young’s modulus maps of FE validation for idealized geometries (A–F) with corresponding relative errors (G−I). The maps are presented for both LH (A, G, C, I, E, K) and IE (B, H, D, J, F, L) methods.
TABLE 1 | Table summarizing the Young’s modulus RMSPE, relative to the reference values for all validation cases, including idealized and patient-specific.
[image: Table 1]Before presenting the patient-specific validation cases, the negligibility of the curvature was checked by evaluating the curvature effect factor. The geometry revealed an m factor suitable for the condition of Eq. 3 (m = 0.89). In Figures 6A, B, Figures 7A, B and Figures 8A, B the Young’s modulus maps of the patient-specific validation cases with homogeneous material properties distributions are reported for the imposed values of [image: image] 0.5 MPa, 1.75 MPa, 3.0 MPa. The RErr maps for are reported as well in Figures 6C, D, 7C, D, 8C, D. The results are presented for both LH and IE method. The distributions along the centerline coordinate for the patient-specific validation cases with homogeneous distributions case are reported in Figure 9. Highlights concerning the location of the centerline coordinate, including aortic root, ascending aorta and aortic arch, are represented in figure as well. The distributions according to both LH and IE methods exhibited approximately a constant trend for all the simulated cases of stiffness. The three reference values of [image: image] 0.5 MPa, 1.75 MPa, 3.0 MPa are also reported in the graph with dashed lines. The corresponding RMSPE values are all reported in Table 1, with values ranging from 8.5% and to 10.1%.
[image: Figure 6]FIGURE 6 | Young’s modulus maps of FE validation for patient-specific geometry with homogeneous distribution with [image: image] 0.5 MPa (A, B) with corresponding relative errors (C, D). Both Laplace-hypothesis-based [image: image] (A, C) and inverse-engineering-based [image: image] (B, D) results are presented.
[image: Figure 7]FIGURE 7 | Young’s modulus maps of FE validation for patient-specific geometry with homogeneous distribution with [image: image] 1.75 MPa (A, B) with corresponding relative errors (C, D). Both Laplace-hypothesis-based [image: image] (A, C) and inverse-engineering-based [image: image] (B, D) results are presented.
[image: Figure 8]FIGURE 8 | Young’s modulus maps of FE validation for patient-specific geometry with homogeneous distribution with [image: image] 3.0 MPa (A, B) with corresponding relative errors (C, D). Both Laplace-hypothesis-based [image: image] (A, C) and inverse-engineering-based [image: image] (B, D) results are presented.
[image: Figure 9]FIGURE 9 | Young’s modulus variation along the centerline coordinate according to both LH and IE methods for the patient-specific homogeneous distributions cases ([image: image] 0.5 MPa, 1.75 MPa, 3.0 MPa) compared with the reference values.
In Figure 10 the Young’s modulus maps of the second validation case with proximal/distal material properties distribution are reported. The different maps of [image: image] and [image: image] can be evaluated to determine the performances of both the Laplace-hypothesis-based (Figure 10A) and inverse-engineering-based (Figure 10B) estimation methods in the proximal/distal validation case. The RErr maps for are reported as well in Figures 6C, D for both LH and IE methods. The distributions along the centerline coordinate for the proximal/distal validation case are reported in Figure 11. The distributions according to both LH and IE methods exhibited a step-like behavior, with a higher stiffness in the proximal section, as expected. Similarly to the first validation case, the reference values and the highlights concerning the location of the centerline coordinate are reported in the plot. The corresponding RMSPE value are reported in Table 1, with values of 16.3% and 16.1% for the LH and IE methods, respectively.
[image: Figure 10]FIGURE 10 | Young’s modulus maps of FE validation for patient-specific geometry with proximal/distal distribution (A, B) with corresponding relative errors (C, D). Both Laplace-hypothesis-based [image: image] (A, C) and inverse-engineering-based [image: image] (B, D) results are presented.
[image: Figure 11]FIGURE 11 | Young’s modulus variation along the centerline coordinate according to both LH and IE methods for proximal/distal distribution case compared with the reference values.
The results from the patient-specific cases analyses are then presented. Given the equivalent performances of the estimation methods from the first FE validations, the IE method was chosen for the patient-specific analysis. The values of SNR for each of the patient-specific CT datasets were the following: 35.5 for case 1, 36.1 for case 2 and 37.0 for case 3. The circumferential strain maps at the different cardiac phases from clinical data cases are presented in Figure 12 for all three cases. By inspecting the maximum strain value for each case, it was possible to select the systolic peak phase for each dataset: phase 20% for Case 1, phase 40% for Case 2 and Case 3. The only phase chosen as systolic peak was adopted for the stiffness calculation.
[image: Figure 12]FIGURE 12 | Circumferential strain maps at the four cardiac phases: 20% (A–C); 40% (D–F); 60% (G–I); 80% (J–L) from patient-specific Case 1 (A, D, G, J), Case 2 (B, E, H, K) and Case 3 (C, F, I, L).
After selecting the systolic peak phase for each case on the basis of the strain, the results in terms of Young’s modulus were calculated. The maps for the different patient-specific cases are reported in Figure 13. The Young’s modulus trends as a function of centerline coordinate are also presented for all the patient-specific cases, as showed in Figure 14. For Case 1 and Case 2, a more homogeneous trend was reported. On the contrary, the behavior of Case 3 appeared to be less homogeneous, as stiffer values were encountered in the ascending aorta in proximity of the aortic arch section.
[image: Figure 13]FIGURE 13 | Young’s modulus maps from patient-specific cases: Case 1 (A), Case 2 (B) and Case 3 (C).
[image: Figure 14]FIGURE 14 | Young’s modulus variation along the centerline coordinate for the three patient-specific cases.
4 DISCUSSION
The results presented in the previous section demonstrate the effectiveness of the proposed technique for the stiffness estimation in the ascending aorta from in vivo data. The performances of both Laplace-hypothesis based and Inverse-engineering based approaches have been presented. In particular, the methods were first tested on FE-based validation cases in which homogeneous and heterogeneous Young’s modulus distribution were imposed on both idealized and patient-specific geometries. The proposed approach was successfully implemented also with patient-specific data thanks to shape morphing techniques, revealing the strain and stiffness distribution of three real cases of ascending aortic sections.
The results from the validation on the idealized geometries are presented in Figure 5. From the resulting maps it is possible to assess that the produced errors are always below 10% for all the chosen cases. In particular, it is interesting to notice that for the ideal cylinder there is no substantial difference between the LH and IE estimation methods, as in both cases the results presented correspond to the Laplace theory. In both cases, the cylinder produces negligible errors, below 2% (see also Table 1). By introducing a curvature, the differences between the two methods emerge. In fact, by inspecting the results from the elbow cases, it is evident that the effect of curvature influences the performances of the LH method. This effect is particularly evident for the elbow at 90°, where the curvature factor equals to 0.86, in which the RErr values reach a maximum of 7% for the LH method, while the IE method produces maximum errors of 3%. These results demonstrate that the curvature effects the method performances, nevertheless both approaches produced satisfactory estimations of stiffness distribution with errors always remaining below the 10% threshold.
The results obtained in the patient-specific validation cases in which stiffness distribution was imposed as homogeneous are presented in the maps of Figure 6, Figure 7 and Figure 8. From the maps, it is possible to observe that according to both the estimation techniques that the homogeneity of the stiffness was correctly coped for all the imposed values of Young’s modulus. This behavior is confirmed also by the Young’s modulus trend as a function of centerline coordinate from Figure 9. For all the imposed values of Young’s modulus, the same trends have been encountered. In particular, for the LH cases, a wider variation of stiffness values is encountered only within the aortic root section. This behavior can be assumed as a consequence of stress direct dependence on the section radius. This oscillation in the aortic root section is absent instead according to the IE method for all the three values of imposed Young’s modulus. Underestimations are instead encountered within the aortic arch section for the [image: image] calculation. It is reasonable to assume these underestimations linked with [image: image] can be caused by imposed boundary conditions at FE simulation level. Nevertheless, it is interesting to highlight that both methods reveal a similar and constant trend within the ascending aorta section, as reported by both the maps of Figure 6, Figure 7 and Figure 8 and also the plots of Figure 9. The similarity of LH and IE performances is also confirmed by the RMSPE values reported in Table 1. In all patient-specific validation cases, the RMSPE percentages were similar, with values around 10%. In particular, a maximum of 10.1% for the LH method with [image: image] 0.5 MPa and a minimum of 8.5% for IE method with [image: image] 3.0 MPa were experienced. Concerning homogeneous stiffness distributions for the patient-specific validation, these error values make plausible to assume that both LH and IE methods are comparable in terms of performances.
Similar trends were encountered also for the second validation case with heterogeneous distribution. From the maps of Figure 10, the underestimation area in the aortic root zone of the LH method map remains evident, as observed also in the previous validation case. Concerning the IE method, the same underestimation area in the aortic arch area, already observed in the homogeneous validation case, can be highlighted on the heterogeneous validation case. Nevertheless, both LH and IE methods correctly cope the zone distribution of the Young’s moduli in the proximal and distal sections of the ascending aorta. In fact, the transition from the high stiffness ([image: image] = 2.0 MPa) area in the proximal section to the low stiffness ([image: image] = 0.5 MPa) area in the distal region is correctly marked in both [image: image] and [image: image] maps, as showed in Figures 10A, B. The same transitions can also be detected in the graphs of Figure 11, where the Young’s modulus trend according to centerline coordinate is reported. The [image: image] is oscillating in the aortic root zone, as already observed in the first validation case. Additionally, the [image: image] underestimation in the aortic arch section remains even in this validation case. It is safe to assume that the underestimation of [image: image] in the aortic arch section remains linked with the boundary conditions imposed in the FE simulation, as already observed in the first validation case. It is interesting to observe that the estimations remain approximately equivalent, regardless of the method used, within the ascending aorta section. This aspect is confirmed by the presence of the same outliers, encountered in both [image: image] and [image: image] trends. Additionally, for both LH and IE case, it was possible to observe the transition along the centerline. The RMSPE are reported in Table 1. The errors are, in fact, equivalent for both LH (16.3%) and IE (16.1%) method. Higher percentage of errors are encountered for the heterogeneous case in comparison with the homogeneous case. This behavior can be motivated by considering that the sudden change in Young’s modulus cannot be completely coped by the strain estimation approach, which necessarily introduces a smoothing action by considering cross sectional planes.
With these validation results, it was possible to assess the performances of the workflow. It was safe to assume that both LH and IE method revealed in general satisfactory performances, with similar errors for both validation cases. The IE method was chosen to proceed with the patient-specific cases. The strain maps at the given cardiac phases were calculated first (Figure 12). The evaluation of strain maps at the different phases allowed for the individuation of the systolic peak for each case, by evaluating the strain maximum. In all cases, a strain below 10% was encountered. The range reported was in accordance with previously observed data calculated on in vivo aortic cases (Bell et al. (2014); Satriano et al. (2018); Wilson et al. (2019)). It is also possible to observe heterogeneity from case to case. In particular, Case 1 exhibited the highest values of circumferential strain in comparison with the two other patient-specific cases. In addition, Case 3 revealed an area with high strains at the proximal section of the ascending aorta. The individuation of the systolic peak phase made possible the estimation of the Young’s modulus (Figures 13, 14). The calculated stiffness distributions are in line with the reported strain maps. In fact, while Cases 1 and 2 revealed mainly an homogeneous distribution of Young’s modulus, with average values of 0.6 MPa and 1.0 MPa respectively, Case 3 exhibited a marked heterogeneity, with a stiffer section close to the aortic arch and ranging from 0.7 MPa to 2.9 MPa. It is evident from both the maps of Figure 13 and the trends of Figure 14 that Case 3 revealed an increased stiffness in comparison with the other two cases, with peaks below 3.0 MPa. This phenomenon is in line with the already established connection between arterial stiffness and age, as Case 3 data are associated with the older patient case (Qiu and Onuh (2020)). It was plausible to expect this behavior, also considering the lower strain values encountered from the analysis of the different cardiac phases. Considering all three cases, the estimated values of Young’s modulus were always contained within the 0.5–3.0 MPa range, which is in line with already reported physiological values from the state of the art (Lin et al. (2022); Vignali et al. (2021b)).
Further points of development and limitations of the current workflow can be highlighted. Both the proposed LH and IE do not take into account of inertial loading, as in both cases the assumption of quasi-static solicitations was made. A limitation is given by the reduced number of patient-specific cases tested after validation. To better define the approach outcomes, a wider number of cases will be analyzed and presented in the future. The current method is limited on the estimation of circumferential strain only and it assigns a single value for each centerline-based slice of the aorta. Thus, a limitation of the estimation method in its current state is the impossibility to calculate the inner/outer curvature strain difference on the aorta surface by considering the whole contour length. Moreover, even if the mapping of the surface accounts for the axial displacement of sections, the approach based on the contour length cannot estimate the longitudinal strain. Further developments of the algorithm will allow in the future to estimate the axial deformation of the aorta and they will open up the path for the adoption of more complex constitutive models including anisotropy. Concerning hyperelasticity, it is well established that the aortic tissue has a non-linear mechanical response, given the presence of collagen fibers and the presented method does not account for these phenomena. Nevertheless, it was also established that deformations occurring between diastolic and systolic phase can be assumed as small (Gundiah et al. (2008); Vignali et al. (2021b)). This aspect confirms the hypothesis of linear material behavior assumed in the presented method. To further assess the effectiveness of the proposed method, it would be interesting to test the approach even on a complete aortic geometry, including epiaortic vessels and descending aorta. As an additional point of development, the method can be tested also with CT with ECG-gating with finer time sampling. Concerning the CT image quality, to assess the influence of noise on the presented procedure’s outcomes a full uncertainty quantification process would be required. Nevertheless, the SNR assessment for the processed images of the three patient-specific cases confirmed that the image quality was satisfactory and in line with diagnostic standards (Shen et al. (2015)). In this way the method could have the potential to obtain a more accurate estimation of the systolic peak cardiac phase.
5 CONCLUSION
In summary, the current study presents a new method for local strain and stiffness estimation from in vivo ECG-gated CT aortic images, on the basis of mesh-morphing mapping and inverse engineering methods. The method was first validated on two test cases, obtained from FE simulations of aortic structures with different material properties local distributions. After a successful validation, the method was applied on three patient-specific aorta cases. The results demonstrated the successful obtainment of a regional in vivo characterization of patient-specific aortas in terms of deformations and stiffness.
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Aim: Current non-invasive electrocardiographic imaging (ECGi) methods are often based on complex body surface potential mapping, limiting the clinical applicability. The aim of this pilot study was to evaluate the ability of a novel non-invasive ECGi method, based on the standard 12-lead ECG, to localize initial site of ventricular activation in right ventricular (RV) paced patients. Validation of the method was performed by comparing the ECGi reconstructed earliest site of activation against the true RV pacing site determined from cardiac computed tomography (CT).

Methods: This was a retrospective study using data from 34 patients, previously implanted with a dual chamber pacemaker due to advanced atrioventricular block. True RV lead position was determined from analysis of a post-implant cardiac CT scan. The ECGi method was based on an inverse-ECG algorithm applying electrophysiological rules. The algorithm integrated information from an RV paced 12-lead ECG together with a CT-derived patient-specific heart-thorax geometric model to reconstruct a 3D electrical ventricular activation map.

Results: The mean geodesic localization error (LE) between the ECGi reconstructed initial site of activation and the RV lead insertion site determined from CT was 13.9 ± 5.6 mm. The mean RV endocardial surface area was 146.0 ± 30.0 cm2 and the mean circular LE area was 7.0 ± 5.2 cm2 resulting in a relative LE of 5.0 ± 4.0%.

Conclusion: We demonstrated a novel non-invasive ECGi method, based on the 12-lead ECG, that accurately localized the RV pacing site in relation to the ventricular anatomy.
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1. Introduction

Along with QRS morphology from the 12-lead electrocardiogram (ECG), fluoroscopy is the main guiding tool for right ventricular (RV) pacemaker lead implantation. However, several studies have demonstrated the inaccuracy of both fluoroscopy and QRS morphology to determine RV lead implantation site (1–4). Interindividual variations in cardiac and thoracic anatomy, underlying myocardial pathology and variability in ECG electrode positioning influence the recorded ECG waveforms (5). Additionally, the activation patterns resulting from RV pacing at different lead positions may result only in subtle morphological QRS differences making interpretation difficult and thus reducing the usefulness of the 12-lead ECG to guide pacemaker implantation (3, 4). The inaccuracy of current implantation methods result in a high risk of unintended RV free wall implantations (2, 6). Therefore, new methods are needed to ensure optimal RV lead implantation.

Non-invasive electrocardiographic imaging (ECGi) provides 3D reconstruction of the cardiac electrical activity overcoming some of the limitations from the standard 12-lead ECG, potentially increasing the diagnostic value (7). However, ECGi methods require specialized technical equipment to obtain detailed mapping of body surface potentials using a dense array of electrodes placed on the patients thorax (8). Thus, the usefulness of current ECGi methods is limited and not easily implemented in everyday clinical practice (9, 10).

The aim of this pilot study was to evaluate the ability of a novel non-invasive ECGi method, based on the standard 12-lead ECG, to localize initial site of ventricular activation in RV paced patients. Validation of the method was performed by comparing the earliest site of activation estimated from the reconstructed ventricular activation model against the true RV pacing site determined from cardiac computed tomography (CT).



2. Materials and methods


2.1. Study population

Thirty-four patients who underwent de novo implantation of a dual chamber pacemaker due to advanced atrioventricular block at Aalborg University Hospital between December 2014 and December 2017 were retrospectively included. Patients with suspected fusion pacing or patients who had been upgraded to cardiac resynchronization therapy after primary pacemaker implantation were not considered eligible. Following data were acquired at time of study inclusion: clinical characteristics from electronic medical records, a contrast-enhanced cardiac CT scan, an RV paced 12-lead ECG including a 3D photography showing the ECG electrode positions and a transthoracic echocardiography.



2.2. Cardiac CT acquisition

If no contrast-enhanced cardiac CT, showing the RV lead position, was available (n = 30), a study specific cardiac CT was acquired using a second-generation dual source scanner (Siemens Somatom Definition Flash, Siemens Healthcarem Erlangen, Germany). During breath hold, the contrast-enhanced retrospective ECG gated scan was timed with contrast filling of both ventricular cavities. Reconstruction was done in diastole with a mean slice thickness of 0.95 ± 0.1 mm for the narrow field of view focused on the heart. The mean total dose length product (DLP) for the study-acquired CT scans was 114.9 ± 65.3 mGy cm and mean contrast dose (Iopromide 370 mg/ml) was 67.4 ± 9.6 ml.

A segmental approach was used to retrospectively categorize RV lead position (2). The RV long axis was divided into equal thirds and subsequently the RV lead position was analyzed in a short axis view. Lead position was categorized to be apical if located on the lower third of the RV septum. Lead position was categorized as septal if located on the upper two thirds of the RV septum. Leads positioned at the anteroseptal or posteroseptal junction were considered septal. Leads were categorized as free wall if positioned on the RV free wall regardless of long axis position.



2.3. Echocardiography

All patients had a transthoracic echocardiography performed at time of study inclusion using a 2.5-MHz transducer on a commercially available ultrasound system (VIVID E95, GE Healthcare, Milwaukee, WI, USA). The echocardiograms were analyzed using EchoPAC software (GE Healthcare, Milwaukee, WI, USA). Analyses included estimation of left ventricular ejection fraction (LVEF) and left ventricular (LV) volumes (11).



2.4. The 12-lead ECG based ECGi method

The ECGi method was based on an inverse-ECG algorithm that reconstructs the electrical activity of the ventricles by integrating information from an RV-paced 12-lead ECG, location of surface ECG electrode positions together with a CT-derived patient-specific heart-thorax geometric model (12). The electrical activation was reconstructed in a stepwise approach including collection of input data, processing input data and finally applying the inverse ECG algorithm (Figure 1).
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FIGURE 1
Summary of the stepwise process used for reconstructing 3D ventricular activation. (1) Collecting the raw input data including contrast-enhanced cardiac CT, 3D thorax photograph documenting the ECG electrode positions and 12-lead ECG with right ventricular pacing. (2) Processing the input data including creation of a patient-specific geometric model with ECG electrodes correctly positioned on the thorax model and defining QRS onset and duration using the 12-lead ECG median beat. (3) Integration of processed input data using the inverse ECG algorithm creating the 3D ventricular activation model. LV, left ventricle; RV, right ventricle; RVOT, right ventricular outflow tract; rISA, reconstructed initial site of activation (rISA).


For each patient, a standard 12-lead ECG during RV pacing was digitally recorded at time of study inclusion using the Cardiovit AT-102 plus resting ECG machine (Schiller, Baar, Switzerland). All ECG recordings were imported to the MUSE Cardiology Information System (GE Healthcare, Wauwatosa, WI, USA). In MUSE, QRS onset and thus duration was manually adjusted on median beats formed by version 23 of the Marquette 12SL algorithm to exclude the pacing spike. A single QRS onset was defined across the 12 leads as the earliest positive or negative deflection after a pacing spike. Furthermore, a 3D photography of the patient thorax was recorded documenting the position of the ECG electrodes at time of the ECG recording.

The patient specific heart-thorax geometric models were created from the cardiac CT scan using specialized research software (GeomPeacs, Peacs BV, Netherlands) (13). The model creation process was semi-automated, morphing a standard model to match the contours of the patient-specific cardiac and thoracic anatomy. The geometry was constructed as a triangular surface mesh with discrete nodes contouring the four heart valves, the endocardial and epicardial borders of the left and right ventricles and the thoracic walls. The 3D thorax photography of the ECG electrodes was merged with the thorax model, to correctly position the ECG electrodes on the thorax model. Furthermore, also using the specialized DICOM software, the CT images were used to localize the RV lead implantation site and a marker was placed at the endocardial border of the heart geometry where the RV lead touched the RV endocardium.

Application of the algorithm was automated using specialized software (Supplementary material). The algorithm workflow, in short, was as follows:


a)The first step was to determine the QRS axis. The heart-thorax model was used to derive the vectorcardiogram (VCG) from the recorded 12-lead ECG, using the method described by Boonstra et al. (14). The mean QRS-axis was localized to the center of ventricular mass. Entry and exit points were then defined as the QRS axis crossing points of the right ventricular cavity in the heart model (Figure 2).
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FIGURE 2
Geometric model of the heart showing the mean QRS axis (green arrow) located at the center of ventricular mass (yellow marker). The QRS axis crossing points are where the green arrow enters and exits the right ventricular (RV) cavity.



b)The Fastest Route Algorithm, together with a realistic myocardial propagation velocity (0.7–0.85 m/s), was used to compute depolarization times between the discrete nodes on the closed triangulated modeled myocardial surface mesh (15). In this algorithm, the anisotropic nature of the myocardial tissue was captured by a 2.5 times slower transmural velocity than the velocity over the ventricular surface (16). The current problem at hand required the localization of the RV stimulation site, thus limiting the search space for initial site of activation to just the RV endocardium. In the current approach the initial search for the RV lead stimulation site was restricted to the two QRS axis RV crossing points. Using the Fastest Route Algorithm, QRS durations were simulated initiating from discrete nodes around the two QRS axis crossing points and the discrete node resulting in the simulated QRS duration that best matched the recorded QRS duration was selected to be the initial estimate for RV stimulation site.

c)The cardiac depolarization sequence was used to compute ECGs applying the equivalent dipole layer model as a source model, where local transmembrane potentials simulated the local currents generated by the heart (17, 18). The effect of the constructed volume conductor model was computed using the boundary element method previously described (19, 20). Assigned conductivity values were 0.2 S/m for the thorax and ventricular muscles, and 0.6 S/m for the blood cavities.

d)Subsequently, the improvement procedure was started in which additional extra late break through points (foci) were added in the left cavity, mimicking (late) breakthroughs from the His-Purkinje system. The location and timing of the initial RV stimulation site and the added His-Purkinje nodes was optimized in an iterative procedure, matching the recorded ECG and simulated ECGs. The simulated ECGs were the result of the depolarization sequence generated from the location and timing of the combination of different foci.

e)Finally, the depolarization sequence resulting in a simulated ECG best matching the recorded ECG was chosen for final analysis.





2.5. Validation

Performance of the reconstructed electrical activation was assessed by calculating the localization error (LE) defined by the geodesic distance (shortest distances between two points on a curved surface) between the RV CT-marker and the reconstructed initial site of activation (rISA) (Figure 3). Furthermore, a circular area calculated using the LE as the radius was compared to the RV endocardial surface area to demonstrate the LE relative to the RV endocardial size.
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FIGURE 3
Reconstructed 3D ventricular electrical activation sequence showing the reconstructed initial site of activation (rISA) (red marker) and the right ventricular (RV) lead position assessed from computed tomography (CT) (yellow marker). The localization error (LE) is the geodesic distance between the center of the CT marker and the estimated initial site of activation. LV, left ventricle; RVOT, right ventricular outflow tract.


The rISA was constrained to the discrete nodes of the ventricular geometric model whereas the marker for RV lead position was localized on the CT scan and imported into the heart model without this constraint. This created a potential default distance between the RV marker and the rISA. This was adjusted for by calculating a corrected localization error (cLE) defined as the distance from the rISA to the discrete node closest to the RV marker on the path between the rISA and the RV marker. A cLE of 0 mm meant that rISA was located in the triangle to where the RV lead marker was projected on to the endocardial model surface.

Performance of the reconstructed activation sequence was assessed comparing it with an activation sequence forced to initiate from the known RV lead insertion site. This was done to assess how sensitive the overall activation sequence was to change in initial site of activation. Lastly, the correlation between the recorded ECG and the ECG fitting the reconstructed model was assessed.



2.6. Statistical analyses

Continuous variables are reported as mean ± standard deviation (range) unless severely skewed. Categorical values are reported as absolute numbers and percentages. For analyzing associations, unpaired t-test was used for binary independent variables and fractional polynomial regression was used for continuous independent variables. To compare different activation maps within one patient the Pearson correlation coefficient was used. p < 0.05 was considered statistically significant. STATA version 17 was used to perform the statistical analyses.




3. Results


3.1. Study cohort and characteristics

Patient characteristics (Table 1) showed that 20 (58.8%) were male with a mean age of 69.1 ± 11.9 years (range 24.9–84.7 years) at time of study inclusion and a mean duration of pacemaker treatment of 3.4 ± 0.8 years (range 2.6–5.5 years). All patients had a long RV paced QRS duration with a mean duration of 151.2 ± 12.9 ms (range 128–182 ms).


TABLE 1    Patient characteristics.
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3.2. Localization error of reconstructed initial site of activation

The mean LE was 13.9 ± 5.6 mm (range 4.3–28.6 mm) (Table 2 and Figures 4, 5). For 17 (50.0%) of the 34 patients, the LE was < 15.0 mm and for 30 (88.2%) of the patients the LE was < 20.0 mm. There were four patients with an LE above 20.0 mm including one outlier with an LE of 28.6 mm. The mean distance from the RV CT marker to the nearest discrete node on the path to rISA was 4.3 ± 2.2 mm (range 1.0–8.7 mm). Correcting for this, the mean cLE was 9.6 ± 6.2 mm (range 0.0–24.6 mm). The mean RV endocardial surface area was 146.0 ± 30.0 cm2 and the mean circular LE area was 7.0 ± 5.2 cm2 resulting in a LE error of 5.0 ± 4.0% relative to the RV endocardial area.


TABLE 2    Results.
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FIGURE 4
Reconstructed 3D ventricular activation models for all 34 patients. The red marker indicates the reconstructed initial site of activation (rISA), and the yellow marker indicates the true right ventricular (RV) lead position determined by computed tomography (CT).
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FIGURE 5
Segmental plot of the localization error (LE) according to the right ventricular (RV) lead position. The encircled numbers show the LE (mm) for each patient. The color of the circle is a visual representation of the distance.


Several variables possibly affecting local cardiac conduction properties, myocardial propagation velocity and quality of the input data were investigated for their potential to affect the accuracy of the localization algorithm. Following variables were tested for an association with LE: body mass index, gender, age, use of beta-blocker, ischemic heart disease, LVEF, LV end-diastolic volume, RV lead segmental position, noise in the recorded ECG, heart rate and QRS duration. Only the segmental RV lead position was significantly associated with the LE. The mean uncorrected LE among those with a non-septal lead position was 15.2 mm (95% CI 13.1–17.4) compared to 10.3 mm (95% CI 6.2–14.4, p = 0.02) among those with a septal lead position. This association remained significant for the cLE and in a sensitivity-analysis excluding the outlier.



3.3. Assessment of the activation sequence

The correlation between the initial reconstructed activation sequence and the activation sequence initiating from the RV CT marker position was 0.92 ± 0.06 (range 0.73–0.99) (Table 2). The correlation between activation maps was associated with the uncorrected and cLE, with increasing LE resulting in decreasing correlation between activation maps, p = 0.01Check if the edit made in line 1062 is fine.. The correlation dropped significantly for LE > 18 mm (Figure 6). Mean correlation for LE < 18 mm was 0.94 ± 0.04 and for LE > 18 mm mean correlation was 0.82 ± 0.06.
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FIGURE 6
Association between the localization error and the correlation between initially reconstructed activation sequence and the activation sequence initiating from the true right ventricular lead position. LE, localization error.




3.4. Accuracy of the fitted ECG

Overall, the fitted ECG was highly correlated with the recorded ECG [median r = 0.88 (range 0.62–0.99)]. Correlation was > 0.8 in 28 (82%) patients. The correlation between the fitted ECG and the recorded ECG was not associated with the LE (p = 0.22).



3.5. Computation time

Having loaded the patient-specific model and 12-lead ECG into the specialized software system, the mean algorithm computation time used for reconstructing the ventricular activation was 1.1 ± 0.4 s per ECG using a standard laptop (Intel CORE i7 CPU).




4. Discussion

In this pilot study, we developed and validated a novel non-invasive ECGi method based on the 12-lead ECG for reconstructing ventricular activation during RV pacing and showed: (1) The rISA was accurately and effectively localized in relation to ventricular anatomy. (2) The reconstructed ventricular activation sequence was robust to small changes in initial site of activation.

Current ECGi methods are often based on more complex body surface potential mapping (BSM) derived from up to 256 leads (10). Only few studies have investigated 12-lead ECG based methods similar to the method used in this study (21). This is, to our knowledge, the first 12-lead ECG based method tested using clinical data from RV paced patients. Previous studies have validated BSM-based ECGi-methods by assessing the LE between known pacing sites and rISA. Oosterhoff et al. found an average LE of 18 mm using pig hearts and 64-lead BSM (22). Using the smaller rabbit hearts, Han et al. found an LE of approximately 5 mm using 64-lead BSM (23). A study from 2015 used data from 29 pacemaker patients and found a mean LE of 8.6 mm using 224-lead BSM (24). In our study, using only the 10 standard ECG electrodes, we found a LE of 13.9 mm, which is comparable to the studies using multiple lead BSM.

It was not possible to evaluate the accuracy of the ECGi method using invasive electrocardiographic mapping as ground truth data, as it was not available for comparison (9). However, the RV lead position determined from CT provided a reliable fix point for comparison. The robustness of the activation sequence was tested comparing the initial reconstructed activation sequence and the activation sequence initiated from the RV CT marker position. As would be expected, we found an overall strong correlation (r = 0.92, range 0.73–0.99) indicating that despite varying degrees of LE, the reconstructed activation pattern is robust to smaller changes in initial site of activation. The used regularization method in the final optimization, minimizing the L2 error norm of the ECG signals, maximizes the correlation between measured and simulated ECG signals. Due to the smoothness of the initial estimate based on a physiological based activation pattern, no large variations are expected in the error function. Consequently, the found initial correlations are equivalent to the resulting fitting errors in the modeled activation pattern. However, it was not possible to compare the reconstructed activation sequence with invasive electrophysiological mapping and the accuracy of the reconstructed activation sequence needs to be confirmed in future studies using invasive electrocardiographic mapping for comparison.

ECGi is not a direct measurement of electrical activity of the heart, it is a reconstruction estimated by an algorithm using different input data. Regardless of the ECGi method used, there is some inherent sources of error depending on the algorithm used and the quality of the input data (9, 25, 26). In this study, ECG-gated CT scans were reconstructed in diastole. Cardiac motion and changes in size and myocardial thickness during the cardiac cycle results in small inaccuracies in the heart-thorax model when assessing ventricular activation during systole. Furthermore, several patients had incomplete thoracic borders on the CT scan, making the thorax model and positioning of the ECG electrodes less accurate. However, we investigated a wide range of variables with potential to affect the accuracy of the localization algorithm and only RV lead position seemed to significantly affect the LE. The mean LE for non-septal leads was higher than for the septal leads (Table 2 and Figure 5). Leads located in the RV free wall or apex are closer to the body surface, and thus become more sensitive to the exact position of the ECG electrodes and local inhomogeneities like for instance the ribcage and lungs. The latter structures were not part of the reconstructed used volume conductor model. The spatial distribution of the 12-lead ECG may be too coarse to localize the exact position of RV leads on the free wall. Moreover, the volume conductor model is inaccurate, both in assigned general homogeneous conductivity values as well as the fact that the heart moves during contraction and the breathing cycle, which potentially influences the RV free wall more than the septum which is located in the middle of the heart. However, though the LE was larger for the non-septal RV leads, the LE was still small, and the method in general seems robust despite imperfections in the algorithm and the input data. Importantly, the method seems to be sensitive enough to distinguish between RV free wall and septal position (Figure 4).

Our ECGi method assumed a uniform conduction velocity throughout the myocardium. However, we do not know how well the method works when the assumptions in the algorithm are violated. Elderly pacemaker patients often suffer from ischemia, diabetes or hypertension with hypertrophic myocardium and fibrosis resulting in areas of slower conduction velocities (27, 28). This is accounted for indirectly, as the estimated QRS duration must be matched with the recorded QRS duration. However, detailed assessment of the activation sequence localizing ischemic or fibrotic areas with slow conduction is not possible with the current method. Despite this, the method showed to accurately localize the initial site of activation in a heterogenous cohort including both males and females with a wide range of QRS durations, body sizes, ages, LV functions and sizes as well as RV leads positioned throughout the RV endocardium.

Based on these promising results, further work to improve the accuracy of the method seems encouraging. The reconstructions are calculated almost real-time. Thus, potentially enabling intraprocedural model-assisted evaluation of ventricular activation and lead position in relation to ventricular anatomy ensuring optimal pacemaker lead implantation for the individual patient. Furthermore, providing a detailed electrical activation pattern, ECGi is highly relevant as a tool to guide and optimize cardiac resynchronyzation therapy (CRT) implantation (9, 29–31).


4.1. Limitations

As described in detail above, comparison with ground truth data from invasive electrocardiographic mapping was not available and the quality of the input data was varying possibly limiting the accuracy. The current method includes creating a patient-specific heart-thorax model, which is a cumbersome process requiring a cardiac CT scan. Future studies should investigate the feasibility of using a generic model to reduce the workload and avoid the need for a CT scan, making the method more manageable in a clinical setting.




5. Conclusion

In this pilot study, we demonstrated a novel non-invasive ECGi method, based on the readily available 12-lead ECG, which accurately and effectively localized initial site of activation in relation to ventricular anatomy and provided an estimate for the ventricular activation sequence during RV pacing.



Data availability statement

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



Ethics statement

Ethical review and approval was not required for the study on human participants in accordance with the local legislation and institutional requirements. The patients/participants provided their written informed consent to participate in this study.



Author contributions

PF: conceptualization, investigation, methodology, formal analysis, data curation, writing—original draft, and visualization. PV: conceptualization, methodology, software, visualization, and writing—review and editing. AS, JM, and TZ: conceptualization and writing—review and editing. SL-C: conceptualization, formal analysis, and writing—review and editing. PS: investigation and writing—review and editing. CG: conceptualization, methodology, data curation, and writing—review and editing. SR: conceptualization, methodology, writing—review and editing, and supervision. All authors contributed to the article and approved the submitted version.



Funding

This work was supported by the Svend Andersen’s Foundation, Karl G. Andersen’s Foundation, and Helsefonden (grant number 20-B-0193).



Conflict of interest

PV was owner of Peacs-BV and ECG-Excellence-BV. All specialized software used for the method has been developed by ECG-Excellence-BV.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fcvm.2023.1087568/full#supplementary-material



References

1. Moore P, Coucher J, Ngai S, Stanton T, Wahi S, Gould P, et al. Imaging and right ventricular pacing lead position: a comparison of CT, MRI, and echocardiography. Pacing Clin Electrophysiol. (2016) 39:382–92. doi: 10.1111/pace.12817

2. Sommer A, Kronborg MB, Nørgaard BL, Gerdes C, Mortensen PT, Nielsen JC, et al. Left and right ventricular lead positions are imprecisely determined by fluoroscopy in cardiac resynchronization therapy: a comparison with cardiac computed tomography. Europace. (2014) 16:1334–41. doi: 10.1093/europace/euu056

3. Rowe MK, Moore P, Pratap J, Coucher J, Gould PA, Kaye GC. Surface ECG and fluoroscopy are not predictive of right ventricular septal lead position compared to cardiac CT. Pacing Clin Electrophysiol. (2017) 40:537–44. doi: 10.1111/pace.13066

4. Sommer A, Kronborg MB, Witt CT, Nørgaard BL, Nielsen JC, Norgaard BL, et al. The paced electrocardiogram cannot be used to identify left and right ventricular pacing sites in cardiac resynchronization therapy: validation by cardiac computed tomography. Europace. (2015) 17:432–8. doi: 10.1093/europace/euu323

5. Hoekema R, Uijen GJH, Van Erning L, Van Oosterom A. Interindividual variability of multilead electrocardiographic recordings: influence of heart position. J Electrocardiol. (1999) 32:137–48. doi: 10.1016/S0022-0736(99)90092-4

6. Hattori M, Naruse Y, Oginosawa Y, Matsue Y, Hanaki Y, Kowase S, et al. Prognostic impact of lead tip position confirmed via computed tomography in patients with right ventricular septal pacing. Hear Rhythm. (2019) 16:921–7. doi: 10.1016/j.hrthm.2019.01.008

7. Varma N, Ploux S, Ritter P, Wilkoff B, Eschalier R, Bordachar P. Noninvasive mapping of electrical dyssynchrony in heart failure and cardiac resynchronization therapy. Card Electrophysiol Clin. (2015) 7:125–34. doi: 10.1016/j.ccep.2014.11.012

8. Pereira H, Niederer S, Rinaldi CA. Electrocardiographic imaging for cardiac arrhythmias and resynchronization therapy. Europace. (2020) 22:1447–62. doi: 10.1093/europace/euaa165

9. Cluitmans M, Brooks DH, MacLeod R, Dössel O, Guillem MS, Van Dam PM, et al. Validation and opportunities of electrocardiographic imaging: from technical achievements to clinical applications. Front Physiol. (2018) 9:1305. doi: 10.3389/fphys.2018.01305

10. Bear L, Cuculich PS, Bernus O, Efimov I, Dubois R. Introduction to noninvasive cardiac mapping. Card Electrophysiol Clin. (2015) 7:1–16. doi: 10.1016/j.ccep.2014.11.015

11. Lang RM, Badano LP, Mor-Avi V, Afilalo J, Armstrong A, Ernande L, et al. Recommendations for cardiac chamber quantification by echocardiography in adults: an update from the American Society of Echocardiography and the European Association of Cardiovascular Imaging. Eur Heart J Cardiovasc Imaging. (2015) 16:233–70. doi: 10.1093/ehjci/jev014

12. Misra S, van Dam P, Chrispin J, Assis F, Keramati A, Kolandaivelu A, et al. Initial validation of a novel ECGI system for localization of premature ventricular contractions and ventricular tachycardia in structurally normal and abnormal hearts. J Electrocardiol. (2018) 51:801–8. doi: 10.1016/j.jelectrocard.2018.05.018

13. Van Dam PM, Gordon JP, Laks MM, Boyle NG. Development of new anatomy reconstruction software to localize cardiac isochrones to the cardiac surface from the 12 lead ECG. J Electrocardiol. (2015) 48:959–65. doi: 10.1016/j.jelectrocard.2015.08.036

14. Boonstra MJ, Hilderink BN, Locati ET, Asselbergs FW, Loh P, Van Dam PM. Novel CineECG enables anatomical 3D localization and classification of bundle branch blocks. Europace. (2021) 23:I80–7. doi: 10.1093/europace/euaa396

15. van Dam PM, Oostendorp TF, van Oosterom A. Application of the fastest route algorithm in the interactive simulation of the effect of local ischemia on the ECG. Med Biol Eng Comput. (2009) 47:11–20. doi: 10.1007/s11517-008-0391-2

16. Van Dam PM, Oostendorp TF, Linnenbank AC, Van Oosterom A. Non-invasive imaging of cardiac activation and recovery. Ann Biomed Eng. (2009) 37:1739–56. doi: 10.1007/s10439-009-9747-5

17. Van Oosterom A. The dominant T wave. J Electrocardiol. (2004) 37:193–7. doi: 10.1016/j.jelectrocard.2004.08.056

18. Van Oosterom A. Genesis of the T wave as based on an equivalent surface source model. J Electrocardiol. (2001) 34:217–27. doi: 10.1054/jelc.2001.28896

19. Meijs JW, Weier OW, Peters MJ, van Oosterom A, Oosterom AVAN. On the numerical accuracy of the boundary element method. IEEE Trans Biomed Eng. (1989) 36:1038–49. doi: 10.1109/10.40805

20. Geselowitz DB. Description of cardiac sources in anisotropic cardiac muscle. Application of bidomain model. J Electrocardiol. (1992) 25(Suppl.):65–7. doi: 10.1016/0022-0736(92)90063-6

21. Pezzuto S, Prinzen FW, Potse M, Maffessanti F, Regoli F, Caputo ML, et al. Reconstruction of three-dimensional biventricular activation based on the 12-lead electrocardiogram via patient-specific modelling. Europace. (2021) 23:640–7. doi: 10.1093/europace/euaa330

22. Oosterhoff P, Meijborg VMF, Van Dam PM, Van Dessel PFHM, Belterman CNW, Streekstra GJ, et al. Experimental validation of noninvasive epicardial and endocardial activation imaging. Circ Arrhythmia Electrophysiol. (2016) 9:e004104. doi: 10.1161/CIRCEP.116.004104

23. Han C, Pogwizd SM, Killingsworth CR, He B. Noninvasive imaging of three-dimensional cardiac activation sequence during pacing and ventricular tachycardia. Hear Rhythm. (2011) 8:1266–72. doi: 10.1016/j.hrthm.2011.03.014

24. Revishvili AS, Wissner E, Lebedev DS, Lemes C, Deiss S, Metzner A, et al. Validation of the mapping accuracy of a novel non-invasive epicardial and endocardial electrophysiology system. Europace. (2015) 17:1282–8. doi: 10.1093/europace/euu339

25. Tate JD, Good W, Zemzemi N, Boonstra M, van Dam P, Brooks DH, et al. Uncertainty quantification of the effects of segmentation variability in ECGI. Funct Imaging Model Heart Int Work FIMH Proc FIMH. (2021) 12738:515–22. doi: 10.1007/978-3-030-78710-3_49

26. Bear LR, Dogrusoz YS, Good W, Svehlikova J, Coll-Font J, Van Dam E, et al. The impact of torso signal processing on noninvasive electrocardiographic imaging reconstructions. IEEE Trans Biomed Eng. (2021) 68:436–47. doi: 10.1109/TBME.2020.3003465

27. King JH, Huang CLH, Fraser JA. Determinants of myocardial conduction velocity: implications for arrhythmogenesis. Front Physiol. (2013) 4:154. doi: 10.3389/fphys.2013.00154

28. Akar FG, Nass RD, Hahn S, Cingolani E, Shah M, Hesketh GG, et al. Dynamic changes in conduction velocity and gap junction properties during development of pacing-induced heart failure. Am J Physiol Hear Circ Physiol. (2007) 293:1223–30. doi: 10.1152/ajpheart.00079.2007

29. Melgaard J, van Dam PM, Sommer A, Fruelund P, Nielsen JC, Riahi S, et al. Non-invasive estimation of QLV from the standard 12-lead ECG in patients with left bundle branch block. Front Physiol. (2022) 13:939240. doi: 10.3389/fphys.2022.939240

30. Sedova K, Repin K, Donin G, Van Dam P, Kautzner J. Clinical utility of body surface potential mapping in CRT patients. Arrhythmia Electrophysiol Rev. (2021) 10:113–9. doi: 10.15420/aer.2021.14

31. Ploux S, Lumens J, Whinnett Z, Montaudon M, Strom M, Ramanathan C, et al. Noninvasive electrocardiographic mapping to improve patient selection for cardiac resynchronization therapy: beyond QRS duration and left bundle branch block morphology. J Am Coll Cardiol. (2013) 61:2435–43. doi: 10.1016/j.jacc.2013.01.093











	
	TYPE Original Research

PUBLISHED 23 February 2023
DOI 10.3389/fmedt.2023.1130201






[image: image2]

Modeling flow in an in vitro anatomical cerebrovascular model with experimental validation

Saurabh Bhardwaj1, Brent A. Craven2*, Jacob E. Sever1, Francesco Costanzo1,3, Scott D. Simon4 and Keefe B. Manning1,5*

1Department of Biomedical Engineering, Pennsylvania State University, University Park, PA, United States

2Office of Science and Engineering Laboratories, Center for Devices and Radiological Health, U.S. Food and Drug Administration, Silver Spring, MD, United States

3Department of Engineering Science and Mechanics, Pennsylvania State University, University Park, PA, United States

4Department of Neurosurgery, Penn State Hershey Medical Center, Hershey, PA, United States

5Department of Surgery, Penn State Hershey Medical Center, Hershey, PA, United States

EDITED BY
Claudio Chiastra, Polytechnic University of Turin, Italy

REVIEWED BY
Gabor Janiga, Otto von Guericke University Magdeburg, Germany
Marc Horner, Ansys, United States

*CORRESPONDENCE Brent A. Craven brent.craven@fda.hhs.govKeefe B. Manning kbm10@psu.edu

SPECIALTY SECTION This article was submitted to Cardiovascular Medtech, a section of the journal Frontiers in Medical Technology

Abbreviations CCA, common carotid artery; ICA, internal carotid artery; ECA, external carotid artery; LECA, left external carotid artery; RECA, right external carotid artery; MCA, middle cerebral artery; LMCA, left middle cerebral artery; RMCA, right middle cerebral artery; ACA, anterior cerebral artery; LAA, left anterior artery; RAA, right anterior artery; LSA left subclavian artery; RSA right subclavian artery.

RECEIVED 22 December 2022
ACCEPTED 09 February 2023
PUBLISHED 23 February 2023

CITATION Bhardwaj S, Craven BA, Sever JE, Costanzo F, Simon SD and Manning KB (2022) Modeling flow in an in vitro anatomical cerebrovascular model with experimental validation.
Front. Med. Technol. 5:1130201.
doi: 10.3389/fmedt.2023.1130201

COPYRIGHT © 2023 Bhardwaj, Craven, Sever, Costanzo, Simon and Manning. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


Acute ischemic stroke (AIS) is a leading cause of mortality that occurs when an embolus becomes lodged in the cerebral vasculature and obstructs blood flow in the brain. The severity of AIS is determined by the location and how extensively emboli become lodged, which are dictated in large part by the cerebral flow and the dynamics of embolus migration which are difficult to measure in vivo in AIS patients. Computational fluid dynamics (CFD) can be used to predict the patient-specific hemodynamics and embolus migration and lodging in the cerebral vasculature to better understand the underlying mechanics of AIS. To be relied upon, however, the computational simulations must be verified and validated. In this study, a realistic in vitro experimental model and a corresponding computational model of the cerebral vasculature are established that can be used to investigate flow and embolus migration and lodging in the brain. First, the in vitro anatomical model is described, including how the flow distribution in the model is tuned to match physiological measurements from the literature. Measurements of pressure and flow rate for both normal and stroke conditions were acquired and corresponding CFD simulations were performed and compared with the experiments to validate the flow predictions. Overall, the CFD simulations were in relatively close agreement with the experiments, to within ±7% of the mean experimental data with many of the CFD predictions within the uncertainty of the experimental measurement. This work provides an in vitro benchmark data set for flow in a realistic cerebrovascular model and is a first step towards validating a computational model of AIS.
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1. Introduction

Stroke is one of the leading causes of mortality worldwide (over 6.5 million deaths/year) (1), with acute ischemic stroke (AIS) accounting for 87% of the total stroke mortalities (2). AIS is a life-threatening medical condition that occurs when an embolus becomes lodged in the cerebral vasculature and obstructs blood flow in the brain. The available literature contains substantial research that has been performed to investigate cerebral blood flow (e.g., see (3–9)). A main focus of prior research has been to study regional cerebral blood flow, which forms the basis for identifying the causes of several diseases. Generally, the severity of AIS is determined by the location and how extensively emboli become lodged in the cerebral vasculature. It is extremely challenging, however, to measure the flow rate, pressure, and embolus migration in AIS patients. This level of information, though, is needed to explore the underlying causes and treatment of AIS.

The size and location of blood emboli in the cerebral vasculature have been the subject of several studies (10–16). The middle cerebral artery (MCA) is the location where emboli most frequently lodge (13). Measurements of the distribution of cerebral emboli within various arterial branches have been reported. A recent investigation using rats (14) showed that emboli shape and composition have a significant role in determining the severity of brain damage after they reach the cerebral vasculature. Using idealized Y-bifurcation geometries, Pollanen (15) and, more recently, Bushi et al. (16) conducted experiments on embolic particle migration. Beyond what volumetric flow patterns may imply, their research revealed a bias in the distribution of larger particles into the larger branching arteries like the common carotid artery (CCA), internal carotid artery (ICA), and the MCA. In their studies on embolus transport in the cerebral arteries, Chung et al. (10) used a more accurate anatomical model of the Circle of Willis and proposed a similar tendency of larger particles migrating toward the larger branching vessels. The distribution fraction of emboli across major arterial branches has been quantified in these experimental investigations corresponding to the associated volumetric flow patterns. But, they generally neglect the smaller branches along with the aortic arch in the anatomical model that can significantly influence the flow and embolus transport.

Computational fluid dynamics (CFD) can be used to predict patient-specific hemodynamics and embolus migration and lodging in the cerebral vasculature to better understand the underlying mechanics of AIS and to improve recanalization methods. Patient-specific CFD has become widely used for simulating blood flow in the cardiovascular system (17); examples include evaluating the hemodynamics of healthy and diseased blood vessels (18, 19), assisting in the design and assessment of vascular medical devices (20, 21), planning vascular surgeries, and predicting the results of interventions (22, 23). To be relied upon, however, the computational simulations must be verified and validated, which is difficult to achieve in vivo, particularly for embolus migration. Realistic in vitro models can be used to provide a rich data set for CFD validation. For example, researchers at the United States. Food and Drug Administration (FDA) and collaborators have developed benchmark models of a simplified nozzle, a centrifugal blood pump, and a vascular model of the inferior vena cava and have acquired flow measurements that are widely used for CFD validation (24–29).

The objective of this study is to establish an in vitro experimental model and a corresponding computational model of the cerebral vasculature that can be used to investigate flow and embolus migration and lodging in the brain. Levaraging a representative anatomical cerebrovascular model, computational simulations are performed with particular focus on comparing with experimental pressure and flow rate measurements. In addition to normal physiological flow conditions, the effect of arterial embolus occlusion in the MCA is considered to emulate a stroke to investigate its influence on cerebral blood flow.



2. Methods


2.1. Cerebrovascular model

A representative anatomical model of the aorta and cerebral vasculature was used in this study (Figure 1). The model was designed and fabricated by United Biologics (Irvine, CA, United States) based on patient medical image data from several sources (e.g., the NIH Visible Human Project, patient-specific CT data). The in vitro model (Figure 1) is made of silicone with an elastic modulus of 3.1–3.4 N/mm2, which is representative of human arteries. The entire model includes the aorta, common carotid arteries, internal and external carotid arteries, axillary arteries, middle cerebral arteries, and anterior cerebral arteries. In addition, a corresponding computational model of the in vitro model was reconstructed from high-resolution 3D micro computed tomography (μ-CT) scans (Figure 2A).


[image: Figure 1]
FIGURE 1
schematic and photographs of the in vitro circulatory flow loop illustrating the (A) experimental setup, (B) the flow loop setup with the instrumentation that was used to measure flow rate and pressure at various cerebrovascular outlets, and (C) location of nylon spherical clots used to mimic a stroke condition. Here, LSA and RSA are the left and right subclavian arteries, LECA and RECA are the left and right external carotid arteries, LMCA and RMCA are the left and right middle cerebral arteries, and LAA and RAA are the left and right anterior arteries, respectively.



[image: Figure 2]
FIGURE 2
(A) 3D reconstructed computational model of the corresponding in vitro cerebrovascular model with a cut plane view in the aortic arch to show the mesh for the (B) 3 M, (C) 6.5 M and (D) 9 M cell meshes.




2.2. In vitro experiments

A closed-loop circulatory flow system was designed that included a centrifugal pump (Cole-Parmer, IL, United States), reservoir, flow meter and ultrasonic flow probes, and pressure transducers as shown in Figures 1A,B. The flow loop was connected to the cerebrovascular model, which was placed in the supine orientation. The inlet and outlet flow rates and pressures were monitored using ultrasonic flow probes (Transonic Systems, Inc., Millis, MA) and pressure transducers (Merit Medical, South Jordan, UT), respectively. The pressure transducers were connected to an analog data acquisition module (DAQ, National Instruments, Texas, United States) and recorded using LabVIEW software (National Instruments, Texas, United States).

Similar to Riley et al. (26), the working fluid consisted of a mixture of water (60% by weight) and glycerol (40% by weight) to obtain a density and dynamic viscosity that is representative of blood (1.09 ± 0.03 g/ml and 3.98 ± 0.14 cP, respectively) at an operating temperature of 22.2°C. Experiments were performed using a steady inlet flow rate of 5.17 ± 0.078 L/min, corresponding to a Reynolds number (Re) in the inlet tube of approximately 3890. This inlet flow rate was chosen to correspond to a representative mean physiological cardiac output of an adult. An extended tube of 900 mm in length was attached to the model inlet such that the flow entering the model inlet was fully developed. To study the effect of a stroke condition on the mean arterial pressure and flow rate in the cerebral arteries, nylon spherical clots of three different sizes (3.15 mm, 4.75 mm, and 6.38 mm in diameter) were manually inserted into the right MCA (RMCA) to completely block the vessel and the corresponding flow through outlet 4, as depicted in Figure 1C.

Three separate experiments were performed for both conditions (normal and stroke) to measure the flow rate and pressure at the inlet and various outlets in order to provide boundary conditions for the CFD simulations and for validation. Because the fluid heats up as it is continuously pumped through the flow loop, we waited for 30 min to allow for the fluid temperature to reach a steady state (22.2°C) before measuring the flow rate and pressure. Importantly, the viscosity of the fluid was tuned to account for the effect of this temperature rise, so as to obtain the desired value of 3.98 cP at the steady-state operating temperature. The regional distribution of the flow rate was tuned to match available literature data (30, 31) by adjusting clamps downstream of the pressure and flow rate measurement sites. This yielded a regional flow distribution such that 73.2% of the flow passed through the descending aorta and 26.8% of the flow was distributed to the remaining arteries stemming from the aortic arch. The flow rates to individual arteries were also tuned to match that reported in the literature (30, 31), which are summarized in Table 1.


TABLE 1 Distribution of cerebral volumetric flow rates from the literature. The flow rate values are reported as mean ± standard deviation (SD).
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2.3. CFD mesh

The computational geometry was discretized in CF-Mesh+ (version 3.5.1; Creative Fields, Croatia) using an unstructured hexahedral mesh with 5 wall-normal inflation layers at the walls to resolve large velocity gradients. Three different resolutions of meshes were generated yielding coarse, medium, and fine meshes having 3 million, 6.5 million, and 9 million computational cells, respectively (Figures 2B-D). These generated meshes were used to perform a mesh refinement study to evaluate the sensitivity of the results to the mesh resolution. Using the topoSet utility in OpenFOAM, the mesh for the stroke condition was generated by removing the cells covering the section of the arteries that were blocked in the experiments by clots. After eliminating the cells at the clot insertion sites, the newly created surfaces were converted to walls.



2.4. Governing equations & boundary conditions

Using the 3D reconstructed model, CFD simulations of the flow were performed by solving the Reynolds-averaged Navier-Stokes (RANS) equations using the open-source computational continuum mechanics library, OpenFOAM (version 2106). The gravitational force is not considered in the present simulations. The effects of turbulence were modeled using the two-equation eddy-viscosity k − ω shear stress transport (SST) turbulence model (32, 33). The k − ω SST model was chosen because of its reported good behavior in adverse pressure gradients and separated flows (34), and because it has been shown to be capable of handling multi-regime (laminar, transitional, turbulent) flows (35).

The CFD boundary conditions were specified to match the corresponding in vitro experiments. A constant, uniform inlet velocity was applied to the extended inlet to obtain fully developed flow entering the inlet to the ascending aorta at a flow rate of 5.17 L/min. A no-slip velocity boundary condition was applied on the walls, which were assumed to be rigid. The pressureInletOutletVelocity condition in OpenFOAM was applied for the velocity on all outlet boundaries, which uses a zero-gradient Neumann condition on boundary faces with outflow and an extrapolated Dirichlet condition on faces with reversed inflow. A zero-gradient pressure condition was applied at the inlet and fixed static pressure boundary conditions were prescribed on all outlets. The values of outlet pressure were specified by iteratively performing simulations to match the measured flow rate through each outlet in the experiments to within ±10%.



2.5. Numerical methods

Simulations were performed in OpenFOAM using second-order accurate discretization schemes, including second-order upwind for the advective terms. Preliminary steady simulations were performed by solving the steady RANS equations of motion using the semi-implicit method for pressure-linked equations (SIMPLE) solver, simpleFoam. The steady simulations did not converge owing to regions of significant unsteady flow in the ascending aorta and the aortic arch. Fully transient flow simulations were performed using the hybrid pressure-implicit with splitting of operators (PISO)-SIMPLE solver, pimpleFoam. An initial unsteady simulation was performed for 4 s of physical time, which was determined to be the time that was needed for the flow to overcome the initial startup transient conditions and to obtain a stationary, quasi-steady flow state. Simulations were then run for another 4 s at these quasi-steady conditions while time-averaging the flow solution. The simulations were performed on 40 compute cores of a high-performance computing (HPC) system at the Institute for Computational and Data Sciences at the Pennsylvania State University. Post-processing and visualization of the simulation results were performed in ParaView (Kitware, Inc., Clifton Park, NY).




3. Results


3.1. In vitro experiments

The values of volumetric flow rate (L/min) and pressure (mmHg) measured at various arterial outlets are shown in Figure 3A. As mentioned in Section 2.2, the arteries stemming from the aortic arch, which includes the axillary, external, middle, anterior, and other arteries, receive 26.8% of the total flow rate entering the model and 73.2% of the fluid flows through the descending aorta. Out of the total flow rate, 10.23% travels through both axillary arteries, 6.02% through both external carotid arteries (ECA), and 5.62% through the middle and anterior cerebral arteries. This measured flow distribution matches physiological values from the available literature (30, 31). However, it is important to note that these distributions are based on the steady flow measurements, whereas the values reported in the literature are based on total volumetric flow rate values over a pulsatile cardiac cycle.


[image: Figure 3]
FIGURE 3
Mean volumetric flow rate and pressure values along with standard deviation at the inlet and all arterial outlets from (A) in vitro experiments and (B) CFD simulation for the normal condition. The percentage values shown in parentheses indicate the fraction of total inlet flow through each arterial outlet.


Changes in mean arterial pressure and volumetric flow rate were also measured for the stroke condition when there is no flow from outlet 4. The measurements showed that the mean pressure at all outlets decreased for the stroke condition. As illustrated in Figures 3, 4, the flow rate through the right arterial outlets as well as outlets 5 and 6 increased to compensate for the flow that was obstructed due to the emulated stroke.


[image: Figure 4]
FIGURE 4
Comparison of (A) mean pressure and (B) flow rate (log scale) at the inlet and various aterial outlets for the normal and stroke conditions from in vitro experiments. The values of pressure and flow rate at outlet 4 for the stroke condition are zero because there is no flow due to the blockage.




3.2. CFD flow simulation

To verify that the k − ω SST turbulence model is behaving as expected and producing turbulent flow in regions of expected turbulence and laminar flow in the downstream cerebral arteries, we calculated the regional distribution of the turbulent viscosity ratio (νt/ν) that is defined as the ratio of turbulent viscosity (νt) to the molecular viscosity (ν). In regions where the k − ω SST model predicts turbulence, νt/ν is much larger than unity and in regions of laminar flow νt/ν is much less than 1. As illustrated in Figure 5, the k − ω SST model predicts turbulent flow in the inlet and in the aorta where the flow is expected to be turbulent. In the downstream cerebral arteries, we observe that the predicted flow laminarizes, as evidenced by the negligible turbulent viscosity ratio, indicating that the turbulence model is inactive in this region, yielding laminar flow as expected.


[image: Figure 5]
FIGURE 5
Contours of the distribution of the ratio of turbulent viscosity (νt) to molecular viscosity (ν) in the CFD model, illustrating regions of predicted turbulent flow where νt/ν is large and regions of laminar flow where νt/ν is small.


To evaluate the sensitivity of the CFD results to the mesh resolution, we performed a mesh refinement study to compare the results from the coarse, medium, and fine meshes that contain 3 million, 6.5 million, and 9 million computational cells, respectively. For the same inlet flow rate and with the same outlet pressures applied to each model, we compared the predicted volumetric flow rate through each outlet for the normal physiological condition. The percent differences in the volumetric flow rate at outlet 1, outlet 3, outlet 5, outlet 6, and outlet 9 were calculated to be approximately 1%, 2%, 0.3%, 0.4%, and 0.3%, respectively, between the medium and fine meshes. Between the coarse and medium meshes the percent differences for these same outlets were approximately 3%, 9%, 2%, 3%, and 1%, respectively. Thus, the results between the medium and fine meshes are in close agreement and, therefore, we chose the medium mesh for the final simulations of both the normal and stroke conditions.

Figure 6 illustrates pressure contours and velocity profiles in the cerebrovascular model from CFD for the normal condition. As shown, higher pressures are observed in the aorta compared to the cerebral arteries due to the fact that most of the pressure drop occurs in the smaller cerebral arteries. As the aortic root is attached with a smaller diameter inlet tube, there is some unsteadiness and recirculating flow in the downstream ascending aorta. Generally, the highest velocities are observed in the inlet tube. Flow speeds in the aortic arch are also much higher compared to the more distal downstream arteries. Additionally, it is interesting that the simulation revealed that the flow in the left common carotid artery has a higher velocity than that in the right common carotid.


[image: Figure 6]
FIGURE 6
(A) Mean pressure contours and (B) profiles of mean velocity at various sections in the anatomical cerebrovascular model from CFD for the normal condition.


Quantitative values of volumetric flow rate and pressure at all of the outlets from the CFD simulation at the normal condition are summarized in Figure 3B. The flow distribution in the axillary, external, and combined middle and anterior arteries are equal to 9.62%, 6.87%, and 5.68%, respectively. Because outlet boundary conditions were assigned to match the experimental flow rate measurement through each artery outlet to within ±10%, we validate the simulations by comparing the resultant outlet pressures from CFD with the experimental pressure measurements. As summarized in Tables 2, 3, all of the arterial outlet pressures from CFD are close to the experimental values to within ±7%, with many of the CFD outlet pressures within the uncertainty of the experimental measurement.


TABLE 2 Mean pressure (mmHg) obtained from in vitro experiments and CFD at various inlet and outlets for the normal condition. The experimental values are reported as mean ± standard deviation (SD) from three experiments.
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TABLE 3 Mean pressure (mmHg) obtained from in vitro experiments and CFD at the inlet and outlets for the stroke condition. The experimental values are reported as mean ± standard deviation (SD) from three experiments.
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4. Discussion

The objective of this study is to establish a realistic in vitro experimental model and a corresponding computational model of the cerebral vasculature that can be used to investigate flow and embolus migration and lodging in the brain. Measurements of pressure and flow rate were acquired and corresponding CFD simulations were performed and compared with the experiments to validate the flow predictions. Overall, the CFD predictions were in relatively close agreement with the experiments, to within ±7% of the mean experimental pressure measurements with many of the CFD predictions within the uncertainty of the experimental measurement.

The in vitro model developed in this study represents a realistic anatomical model of the cerebrovasculature and the upstream arteries that produce a realistic flow distribution. The measurements of the flow distribution are in close agreement with the range of clinical values reported in the literature (30, 31). Compared with other in vitro cerebrovascular models, the present model consists of the major cerebral vasculature and the aorta. In contrast, previous work (e.g. 10, 36, 37), used models that did not incorporate all of the vasculature that is considered in the present study.

The present CFD simulations closely correspond with the in vitro experimental measurements of pressure in the various arterial outlets of the model. Interestingly, as found in previous studies (38, 39), we observed that the regional flow distribution in the cerebrovascular model was highly sensitive to the prescribed outlet pressures. In an exploratory sensitivity study, it was observed that small variations in the prescribed outlet pressures within the range of the uncertainty of the experimental pressure measurements yielded extremely large variations in the regional flow distribution in the model. Also, the flow pattern in the aortic arch in the current investigation generally agrees with that reported in the computational study of Numata et al. (40). The transient flow field found in the aortic arch in the present work has also been reported in other studies (41–44).

Finally, there are several limitations of the present study that should be addressed in future work. First, only flow is measured and simulated in the model; we do not consider embolus migration and lodging, which is a topic of ongoing research. Additionally, steady flow is considered in this study, whereas the physiological flow in the aorta and cerebrovascular is pulsatile in nature. The objective of the current research, however, is to provide a tiered validation data set for systematically validating computational simulations, the first step of which is to validate by comparing with steady flow. Also, the working fluid used in this study is Newtonian. The non-Newtonian rheology of blood is planned to be included in future work. Finally, the CFD simulations in this study assume that the walls of the vascular model are rigid, which is a reasonable assumption for steady flow through the model. Future work investigating pulsatile flow, however, could also consider the influence of vessel wall motion due to fluid-structure interaction and its influence on the flow and migration of emboli.
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Researchers conducting computational fluid dynamics (CFD) modeling can spend weeks obtaining imaging data, determining boundary conditions, running simulations and post-processing files. However, results are typically viewed on a 2D display and often at one point in time thus reducing the dynamic and inherently three-dimensional data to a static image. Results from different pathologic states or cases are rarely compared in real-time, and supplementary data are seldom included. Therefore, only a fraction of CFD results are typically studied in detail, and associations between mechanical stimuli and biological response may be overlooked. Virtual and augmented reality facilitate stereoscopic viewing that may foster extraction of more information from CFD results by taking advantage of improved depth cues, as well as custom content development and interactivity, all within an immersive approach. Our objective was to develop a straightforward, semi-automated workflow for enhanced viewing of CFD results and associated data in an immersive virtual environment (IVE). The workflow supports common CFD software and has been successfully completed by novice users in about an hour, demonstrating its ease of use. Moreover, its utility is demonstrated across clinical research areas and IVE platforms spanning a range of cost and development considerations. We are optimistic that this advancement, which decreases and simplifies the steps to facilitate more widespread use of immersive CFD viewing, will foster more efficient collaboration between engineers and clinicians. Initial clinical feedback is presented, and instructional videos, manuals, templates and sample data are provided online to facilitate adoption by the community.
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1. Introduction

Predicting the impact of fluid flow in biomedical applications is time consuming and mathematically complex without computational tools. Computational fluid dynamics (CFD) is a method of simulating fluid passing through or around an object, in the case of arteries and vessels for the current applications, by replacing partial differential equations governing the flow with algebraic equations that can be solved numerically using digital computers. Biomedical CFD therefore yields spatial and temporal patterns of fluid flow that are difficult to measure experimentally, costly to obtain routinely, and potentially intractable due to non-existent clinical methods or the emergent state of a given pathologic situation (1, 2).

CFD researchers with a biomedical focus can spend weeks or months creating realistic geometric models, determining appropriate boundary conditions, running numerical simulations, and post-processing results (3). The results are typically viewed on a 2D display at one point in time, or by slowly progressing through sequential time steps without the aid of supplementary data. Issues with this traditional approach are that only a fraction of the available CFD results are being studied in detail, and potentially inefficiently. For example, a common approach in one co-authors lab is to run simulations for 3–8 cardiac cycles with ∼2,500 to >25,000 time steps per cycle (4), depending on CFL number. Historically, such simulations have taken days to months of physical time to complete. Results that are generated include scalar and vector quantities mentioned below that are then used to calculate additional indices believed to be of clinical and/or biological importance (e.g., wall shear stress) at each element for vessel geometries discretized into tetrahedral meshes of up to 8 million elements (5). Rather than viewing results at each time step and element location, 50 time-steps have traditionally been extracted from simulation results for corresponding videos (∼50 frames-per-second). Results were also traditionally used to construct temporal waveforms at inlet or outlet services, and indices of interest were viewed side-by-side at specific time points (3). Another large limitation with traditional approaches to CFD is that resulting associations from related data can go unnoticed since they are not often viewed in concert with other available data. This is an important point because biomedical CFD simulations are often conducted to better appreciate the relationship between mechanical stimuli and biological response, which can be complex and challenging to visualize without access to complementary information easily viewed in the local proximity of a vessel. Immersive visualization through tools like virtual reality (VR) and augmented reality (AR) can, in theory, alleviate many of these issues by taking advantage of improved depth cues, custom interactivity and development to simultaneously view many sources of related data using an immersive approach that can create a sense of presence within the data for a CFD researcher (6).

The first known attempt to view biomedical CFD results immersively was documented in 2000 when a coronary artery graft was viewed in an IVE to better uncover approaches aimed at reducing failure rates (7). Feedback was mostly positive, but it was noted that “significant time” was put toward reformatting the simulation results before they could be viewed immersively. A common issue presenting when preparing CFD results for immersive viewing is that there is a paucity of approaches that store 3D geometry and vertex magnitude in a format that is natively compatible with related software. A 2010 study aided the process of viewing CFD results in a IVE by developing a semi-automatic workflow that used MATLAB (The MathWorks; Natick, MA) as an intermediary tool to convert select CFD results into files that were compatible with a specific software platform used within an IVE (6). The workflow imitated pulsatile flow in arteries by using time-varying velocity vectors. Velocity vectors for each time step had the same coordinates, but their colors and lengths changed depending on the speed at each location for a particular time step. Blood flow within the featured arteries therefore appeared as though it was pulsating when time steps were displayed rapidly in succession. The tools developed for this application lacked accessibility given the software used to display the results in VR were specific to the IVE within the facility where it was used. Consequently, more advanced functionality was difficult to test and implement. More specifically, preparation of the CFD results featured in the IVE was conducted on in-house computer software packages and using scripts where only the individuals who built the models, ran the simulations, and prepared the visualizations could advance resulting data to the point of use within the specified IVE. In 2015, a study outside of biomedical research viewed CFD results for urban planning using Unity (Unity Technologies; San Francisco, CA) (8). Unity is a multipurpose game engine that is compatible with many immersive systems from head mounted displays (HMD) to large-scale IVEs. Using an approachable and well-documented toolset like Unity may allow more users and labs to create and view their simulation results immersively, potentially alleviating many of the limitations experienced previously with CFD results visualization.

The objective of the current work was to develop a rapid, easy to use, semi-automatic workflow that combines biomedical CFD results and subsequent supplementary data for immersive viewing and use as a collaborative tool between engineers and clinicians by more easily and rapidly being able to view all available data. The presentation below is similar to prior work advancing methods for CFD related to boundary condition developments (9, 10) in that the utility of the method is presented first in a simple example, and then extended to several specific applications. Application of the workflow is demonstrated across clinical research areas including: the aorta with application to congenital cardiovascular disease, the Circle of Willis with respect to cerebral aneurysms, and the nasal airway for surgical treatment planning. The resulting workflow also aimed to permit viewing across platforms spanning a range of cost and development considerations including a large-scale CAVE-type (CAVE Automatic Virtual Environment) (11, 12) (∼$1.5 million clustered approach), stereoscopic projector (∼$5,000 single processor approach) and HMD (∼$500 mobile approach).



2. Materials and methods

The methods below describe steps in the workflow for use with hardware capable of generating and interacting with objects within a virtual environment. All data featured were obtained following Institutional Animal Care and Use Committee (IACUC) approval from the Medical College of Wisconsin and Marquette University (Application 1), and Institutional Review Board (IRB) approval from the University of California San Francisco (Application 2) or the Medical College of Wisconsin (Application 3).


2.1. Platforms for immersive viewing

Viewing CFD results immersively requires access to specific hardware. Common types of devices used in the current work included several HMD, a large-scale IVE, and standalone stereoscopic projectors. A HMD includes equipment that is worn by a user to display content directly in front of the eyes. The first HMD was developed in 1968 and subsequent upgrades continued over the next five decades. However, in many cases the devices either lacked functionality, quality and or were too costly (13). Beginning in the 2010's, companies like Samsung and Oculus (now Meta Quest) helped revitalize interest in immersive visualization and VR with HMD product lines that were less expensive, more accessible and provided a higher quality that had been possible previously. All data analysis is precomputed for the current workflow, which enables the visualization to run on low end HMDs such as the Gear VR or Oculus Go, as well as the Oculus Rift on moderately powerful desktop PCs.

Large-scale IVEs can offer advantages over HMDs. For example, large-scale IVEs often facilitate simultaneous experiences with other end users. Large-scale IVEs range in shape and size, each designed for unique purposes (14). Examples include projection-based cylindrical or dome structures, 4–6 walled CAVE-type systems and panel-based system with narrow bezels (15). Wearing system-specific glasses within such IVEs allows for stereoscopic viewing of content. One example is the MARquette Visualization Laboratory (MARVL) within the Opus College of Engineering at Marquette University (16). MARVL is a $1.2 million, 1,700 ft2 facility with hardware and software that aims to create a sense of presence within content through stereoscopic viewing for improved depth cues, surround sound, and motion tracking. MARVL has space for over 30 people to view content that has been filmed, reconstructed or created computationally.

Standalone stereoscopic projectors can also serve as virtual environments. This hardware offers a less expensive alternative to large-scale IVEs, while still offering stereoscopic and collaborative viewing (17). Depending on the installation, standalone stereoscopic projectors may not generate as large of a projection as multi-display systems so a user looking directly at the screen from some distance may naturally conclude they are in the real world (18) based on cues noted in his or her peripheral vision.



2.2. Workflow requirements

The workflow described here to display and interact with CFD simulation results within immersive environments has five steps (Figure 1): (1) format, (2) convert, (3) reorganize, (4) customize, and (5) arrange. The workflow is compatible with a variety of CFD software packages and uses open source packages once the CFD results are obtained. For a standard multi-time step CFD simulation resulting in scalars such as pressure, time-average wall shear stress (TAWSS), oscillatory shear index (OSI) as well as animated vector information in the form of streamlines or glyphs (i.e., 3D arrows originating from data points that are colored based on scalar values), the workflow is almost fully automated with the user only needing to complete small tasks and run scripts for each step.


[image: Figure 1]
FIGURE 1
Diagram of the immersive visualization workflow after a CFD simulation is complete. CFD results in a (1) format of the simulation software are (2) converted into .vrml files (type of 3D geometry) before being (3) reorganized in Blender where supplementary material can be added. Simulation results and supplementary material are (4) customized within Unity for the given application and then (5) arranged for a given immersive virtual environment. black = necessary steps, blue = optional steps, green = user selects one of the options.


Requirements for the workflow presented above were determined based on the simulation and visualization needs of investigators within the Department of Biomedical Engineering at Marquette University/Medical College of Wisconsin and collaborating clinical divisions, while keeping potential derivative projects in mind. Based on programs and input from associated researchers, the workflow was designed to facilitate viewing of CFD results using a diverse set of hardware including HMDs, IVEs and standalone stereoscopic projectors. For automation purposes, the main Unity template used in part 5 of the workflow is geared to work on systems using the Oculus software development kit (SDK). SDK are libraries of code and examples that help aid the developers in building an application for a specific HMD or IVE. For this workflow, modest alterations can be made to the template to address variances in a platform's SDK if a particular CFD simulation is to be viewed using an IVE or other type of HMD such as the Microsoft HoloLens. To date, the workflow has been successfully tested on VR-based HMD's (e.g., Samsung Gear VR and Oculus Rift), the AR-based Microsoft HoloLens, as well as a large-scale IVE and standalone stereoscopic projector within MARVL.



2.3. Format of CFD results

The workflow was designed to accommodate common CFD software packages such as the commercial software Fluent (ANSYS Inc; Canonsburg, PA) and open source software SimVascular (simtk.org). These software packages yield results that can be saved in formats such as .vtk, .vtu, .vtm or .cas files. Given the potential interchangeability and capability of geometry, mesh and simulation results files, it is possible the workflow could also work for other software packages that can be saved, or converted into, one of these formats. The aforementioned files facilitate viewing CFD results on a 2D display but are not natively compatible with IVEs. The steps within the workflow are designed to use supporting software packages that are common within academic, engineering and digital design facilities. Table 1 lists the supporting packages that are required by the workflow, along with the function being performed by each package.


TABLE 1 Programs used in the current workflow and their function in immersively viewing CFD results.

[image: Table 1]

As an initial test case, we present methods associated with the workflow based on a CFD simulation run using a cylinder phantom. These data are from a microfocal x-ray CT scan of PE-240 tubing as discussed in detail elsewhere (19). For the current work, the imaging data was segmented, lofted into a 3D model, meshed, and an associated simulation was run using SimVascular. The pulsatile inflow waveform used for the simulation was from prior literature of a similarly sized vessel (20). The walls were considered rigid and a 3-element-Windkessel model was applied to the outlet thereby allowing pressure within the cylinder to range between the normal diastolic and systolic values of 80 and 120 mmHg typically measured in a healthy adult. Simulation results were output as a series of 20 .vtu files. The following figures in the methods section were generated from these results for the initial test case.



2.4. Convert CFD results into a 3D format

The majority of CFD simulations display flow patterns over some duration of physical time that often represents one cycle of the event being studied (e.g., one heartbeat or one breathing cycle). Velocity results are commonly shown using streamlines or glyphs. To view the streamlines or glyphs in an immersive environment, the CFD results need to be converted into a form that stores 3D geometry, vertex magnitude, and is compatible with the selected 3D gaming engine. The number of glyphs or streamlines to be implemented is a balance between end user preference of aesthetics and ensuring the visualization is not so complex that it is no longer performant enough for the associated hardware. Some guidance on specific details implemented previously can be found elsewhere (6). For the workflow's purpose, streamlines and glyphs for each time step are converted into .vrml files using ParaView version 5.4.2 (Kitware, Inc; Clifton Park, NY). ParaView is an open source software package for scientific and interactive visualization. It was chosen for its ease of use in monoscopically visualizing CFD results before their conversion and because it also has excellent utility as a file conversion tool. ParaView does support stereoscopic viewing, but with several limitations. For example, it may require a special build on some IVE's (16), and may not be available natively with some HMDs to date. Moreover, there is often a lag when viewing consecutive time steps and the viewer is unable to easily view supplementary data sources. The current workflow uses a custom Python script, within ParaView (version 5.4.2), to save each time step as a .vrml file.



2.5. Reorganize CFD results

Blender, (Blender Foundation; Amsterdam, Netherlands) is an open-source graphics program used to rectify the import and export formats between ParaView and Unity. ParaView's exportable 3D formats are .x3d or .vrml. In contrast, Unity's suitable importable 3D formats are .fbx, dao, .3ds, .dxf, .obj and .skp. For the current workflow, Blender takes .vrml files exported from ParaView and ultimately exports the entire CFD simulation as a .fbx file for import into Unity. Within Blender all model objects are set to have a consistent scale and default orientation, and their origin is established in a sensible position near an object's center of gravity. All the objects and vertex colors ultimately used during an animation for immersive viewing are created in one Blender project (Figure 2).


[image: Figure 2]
FIGURE 2
Screenshot of Blender's interface depicting CFD simulation details from a cylinder phantom. (A) Blender's Text Editor where a Python script is used to reorganize the simulation details and reduce the number of vertices. (B) Blender's 3D View which displays every object of the simulation. Objects will be turned on or off within Unity as part of a later step, and (C) Blender's Outliner of parent-child relationships where each object may be edited.


When preparing CFD simulations that have multiple time steps, it is important for the workflow that each time step is uploaded in the correct 3D space. To ensure proper object positioning, a Python script was written for implementation in Blender's text editor. The script re-creates the original CFD simulation, sequencing the 3D-geometry-time-steps inside the wall mesh and creates proper parent-child relationships that are necessary when the Blender project is loaded into Unity. At the top of the Python script, shown in Figure 2A, is a set of instructions. In addition to re-creating and organizing the simulation, the Python script also creates a wire-frame wall-mesh game object, UV maps the wall mesh (technique used to wrap a 2D texture on a 3D model), and deletes unnecessary cameras and lamps that are rooted in the .vrml files.

It is common for a CFD model's mesh to have duplicate structures (i.e., a double-sided mesh). When viewing CFD results immersively, an excessive number of vertices can slow down the frame rate of the Unity project, which can contribute to simulator sickness (21, 22) [i.e., motion sickness thought to result when sensory cues receive conflicting inputs from visual vs. vestibular systems (23, 24)]. If the wall mesh is visible in the 3D view without glyphs or streamlines, this indicates a secondary script in the workflow should be run to remove duplicate structures and consequently reduce the number of vertices. The secondary script may also be run regardless of whether the wall mesh is double-sided if the user would like to reduce the number of vertices. Lastly, the Blender file is exported as an .fbx file and loaded into Unity.

The ability to add related supplementary data sources to the viewing of CFD simulation results is one of the main reasons why our CFD researchers and collaborators created the current workflow for immersive visualization. Importantly, supplementary data such as medical imaging can provide valuable information on surrounding structures and tissues, thus combining anatomical and functional results for comprehensive analysis. Depending on the type of data the user wishes to display as supplementary material, it can be added in either the Blender project or Unity template. For example, in the current workflow and template, volumetric imaging data (i.e., CT, MRI) used to create a CFD model and consisting of a stack of slices are imported in Blender while a flow waveform created in a program such as Excel (Microsoft; Redmond, Washington) is added later in Unity.



2.6. Customize for the application

The Unity game engine is used in the workflow for its speed, flexibility and ability to integrate data from multiple sources. The combination of Blender and Unity have become the basis for all projects conducted in MARVL to date (16). After the models are prepared in Blender, it is a straightforward procedure to import them into Unity. An environment is created to house models, the models are positioned in the scene, lighting is established, and supplementary features or data are added as needed for a particular application.

For the current workflow, a pre-programed automated Unity template was created for viewing of CFD results immersively using a standalone stereoscopic projector (e.g., Gear VR or Oculus Rift). If the user prefers to view their content using a different HMD or a large-scale IVE, changes to the Unity scene, scripts, and/or custom packages are required. As seen in Table 2, the prefabricated automated Unity template has minimum and optional outputs with additional functionality. The Unity template, via automated code, animates the streamlines/glyphs, animates/changes the wall mesh texture for scalar quantities (i.e., pressure, TAWSS, OSI), and toggles through volumetric imaging data. The template also includes a basic environmental audio system containing prerecorded ultrasound samples from several locations within the blood flow domain over a cardiac cycle that have been synchronized to the expected animation. Importing and animating a flow waveform and assigning proper scales (e.g., ranges and units) to the legends for indices being visualized are not automated. However, the approach is straightforward and can be accomplished quickly while not requiring alteration to any code. If the user does not have a full set of supplementary data, the Unity template still works. The initial script to set up the CFD visualization, called an editor script, recognizes how little or how much information is rooted in the .fbx file created in Blender.


TABLE 2 Minimum and optional output, along with additional functionality, of the unity template. Italicized text indicates the user must manually alter the data into the unity prefabricated template.

[image: Table 2]

Three tasks are required to complete the automation portion of the Unity template: (1) import the .fbx file created in Blender, (2) scale, rotate, and reposition the simulation assets to a convenient location, and (3) run the pre-written editor script that recognizes the type of information in the .fbx file. This script then tags and assigns game objects. Once a user manually sets up data such as the flow waveform and legends for each index, the Unity scene should appear similar to Figure 3 (top), which displays assets consistent with the maximum output listed in Table 2. Figure 3 (bottom) is a screenshot of the Unity scene when data in Figure 3 (top) is in “Play mode”.


[image: Figure 3]
FIGURE 3
Screenshots of Unity's interface upon completing the steps described for the cylinder CFD simulation. “Play mode” is shown in the top panel with a standalone stereoscopic projector output shown in the bottom panel.




2.7. Arrange for a given IVE

When in the virtual environment, interaction is achieved via selected buttons included in the Unity scene. For example, if the user includes the optional output and function for the Unity template (Table 2), the clickable buttons and scales are displayed as in Figure 3B. In the absence of volumetric imaging data within the .fbx file, for example, the imaging up and down arrow buttons would not appear in the Unity scene after the editor script was run.

Different HMDs use their corresponding interaction devices to foster movement and selection (Figure 4). For the Gear VR and Oculus Rift, the trackable controller is viewed as an orange wand virtually in the visualization. When the user positions the wand over one of the buttons, it turns yellow to indicate an ability to be selected. When the user selects the button, the corresponding action is applied to the simulation. The current workflow has designated the gaming pad to conduct movement for the Gear VR, while the Oculus Rift uses the right analog stick for movement. Steering is achieved by the user's head rotation for both the Gear VR and Oculus Rift. For interaction, movement and steering within MARVL's large-scale IVE, the Unity template was altered to use the FlyStick2 wireless interaction device (Advanced Realtime Tracking; Weilheim, Germany). The current template uses standard mouse and keyboard controls when viewing CFD results using a standalone stereoscopic projector.
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FIGURE 4
Controls implemented in the workflow. Controls for the Gear VR (left), Oculus Rift (middle), and large-scale immersive virtual environment via FlyStick 2 (right) are shown. The trackable controllers are viewed as an orange beam in the Unity Scene. The user positions the controller in space to point the beam at a portion of the results to be viewed and then make a selection via the buttons shown.





3. Results

The workflow discussed above was tested with three different clinical case studies from CFD researchers at our institution who had an interest in expanding viewing of CFD results in immersive environments with complementary data. The case studies aim to demonstrate its potential utility of the workflow across clinical research areas and using virtual environments spanning a range of cost and development considerations (Table 3). As discussed in more detail below, these include hemodynamics imparted on the thoracic aorta with respect to a congenital cardiovascular disease, cerebral vasculature with application to aneurysm progression, and nasal airflow with application to virtual surgery planning. All data featured in the current work was accessed following applicable Institutional Animal Care and Use Committee or Institutional Review Board approvals.


TABLE 3 Portions of workflow implemented in the three featured CFD application examples.
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The thoracic aorta simulation featured here leverages data, methods and results discussed in detail elsewhere (25, 26, 27, 28). Briefly, the simulation focuses on coarctation of the aorta (CoA), one of the most common congenital cardiovascular defects (29). It most often presents as a narrowing just downstream of the left subclavian artery. CoA is associated with decreased life expectancy, and hypertension presents in most patients despite treatment (30). Mechanically induced structural and functional vascular changes are implicated in CoA, but the mechanisms by which stimuli lead to vascular changes such as altered smooth muscle phenotypic expression and endothelial dysfunction ultimately resulting in hypertension are not fully understood. Using a clinically representative rabbit model of the untreated (i.e., CoA) and treated (i.e., Corrected) conditions as compared to Controls, simulation results provide detailed mechanical stimuli and vascular alterations from a 20 mmHg blood pressure (BP) gradient, which is the current putative treatment threshold implemented clinically. Available data specifically includes blood flow velocity, pressure, TAWSS, OSI, magnetic resonance angiography (MRA), and blood flow waveforms from associated CFD simulations. The impact of mechanical stimuli on the expression of key proteins impacting vascular remodeling, relaxation, and stiffness is also available for locations above and below the coarctation in each group. This includes Verhoeff-Van Gieson (VVG) and immunohistochemical (IHC) images, as well as myography data of vascular function in response to contractile or relaxation agents (27). Our objective with these data as a case study in the current work was to immersively and simultaneously compare CFD and experimental results. Examples from rabbits in each group (i.e., CoA, Corrected, and Control) used the same methods outlined above to create versions of the results for immersive viewing within available virtual environments.

A second clinical application area in the current work features data from the Circle of Willis, which is a common area of cerebral aneurysm formation. Local hemodynamic forces play an important role in aneurysm growth and rupture (31); therefore, obtaining patient-specific flow metrics can help in diagnostics and treatment planning. In this case, flow simulations were conducted for an aneurysm of the basilar artery. In addition to a pulsatile CFD simulation, available data include time-resolved, three-directional phase-contrast MRI (4D flow MRI) velocity measurements (32, 33). While both CFD and 4D flow MRI provide valuable information on complex flow patterns in aneurysms, both approaches have limitations and advantages. The accuracy of 4D flow MRI is affected by limited spatiotemporal resolution, dynamic range of velocities, and image noise. CFD modeling, while providing superior accuracy, relies on modeling assumptions, e.g., laminar or turbulent flow regime, blood properties, and boundary conditions that may be not physiologically representative. Hence, there is potential utility in interacting with detailed spatiotemporal data to compare CFD simulation and in vivo 4D flow MRI measurements for the same aneurysm using an immersive approach. The end goal of these data as a case study in the current work was to view the cerebral aneurysm in its natural anatomical orientation and observe the complex intra-aneurysmal flow patterns obtained from the imaging and modeling modalities.

A third case study below features CFD simulations of nasal airflow designed to effectively communicate virtual surgery modeling predictions and help surgeons determine which approach may be optimal for patients with nasal airway obstruction (34). Two CFD simulations were used. The first simulation shows the nasal airflow patterns in a patient with nasal obstruction due to deviated septum (pre-surgery). The second simulation was from the same patient, but after virtual surgery to correct the obstruction (i.e., post-surgery). Both CFD simulations included pressure and velocity information from steady simulations appropriate for this portion of the anatomy. The end goal of this data was to immersively travel through the nasal cavity while being able to compare the pre and post-surgery states instantaneously. A representative surface model from a scan of a human head and x, y, and z coordinates that would be later used to create a set animation track were also available from collaborating researchers.


3.1. Application 1 - arterial hemodynamics with application to coarctation of the aorta


3.1.1. Format of CFD results

MRA imaging data from the thoracic aorta of representative rabbits in each group (Control, CoA, and Corrected) were obtained using GE Healthcare's 3-T Sigma Excite MRI scanner at the Medical College of Wisconsin. Computational models were created from this data using SimVascular as discussed elsewhere (27, 28). Corresponding CFD results from each simulation were represented as twenty-five .vtu files representing instantaneous results at regular intervals spanning the duration of a single cardiac cycle. Two .vtk files were also created from this instantaneous data, one each for TAWSS and OSI. Simulation results from representative rabbits in each group all used the same workflow above as discussed in more detail below.



3.1.2. Convert CFD results into 3D format

Collaborating researchers for this case study desired to view instantaneous pressure, along with the scalars of TAWSS and OSI, and velocity results as vector representations. The glyph workflow was therefore used to implement the following details. First, each .vtu file was loaded into ParaView. Next, pressure was assigned to display on the aortic wall for each time step. Glyphs were then added using ParaView's glyph tool at each time step. The Python script was run, during which each .vtu file was saved as a .vrml file containing velocity (glyphs) and pressure (wall) information, respectively. OSI and TAWSS .vtk files were then separately loaded into ParaView and exported as .vrml files.



3.1.3. Reorganize CFD results and add supplementary data

The provided Blender template was opened, instructions were completed, and the script was run. Each time step took approximately fifteen seconds to load.

After the CFD simulation was reorganized in Blender, the Blender scene was altered to display supplementary data. First, image slices representing volumetric MRA data were overlapped on the wall mesh. Then, the aorta was conceptually divided into two regions within the immersive space: (1) a proximal region above the spatial location of the coarctation and (2) a region distal to the coarctation location. Within Blender, the scene was then saved and exported as a .fbx file. The inflow waveform was then created in a readily available graphics program (e.g., Microsoft Excel, SigmaPlot, or similar) and saved as a .png image. A .png image was also created that included a montage representation of the VVG, IHC, and myography data taken from the proximal and distal regions of the aorta. Finally, each MRA imaging slice, flow waveform PNG image, regional PNG images, and .fbx file were then copied into the Unity template.



3.1.4. Customize for CoA data

The Unity template refreshed upon opening, which allowed each PNG image and the .fbx file (now a prefab) to appear. Next, the CFD simulation prefab was dropped into the hierarchy where it was properly scaled and repositioned. The editor script to set up the scene was run to properly tag glyphs, the wall mesh, and volumetric image slices. The flow waveform and legends for each indices (i.e., pressure, TAWSS, OSI) of interest were then set up.



3.1.5. Arrange for a given IVE

The Unity template was slightly altered to display the montage of structure and function data from locations above and below the coarctation. The alterations allowed these montages to switch if a user was originally in the proximal end of the CoA and then flew through the CoA into the distal end, or vice versa. These data have also been subsequently viewed immersively on the Gear VR, Microsoft HoloLens and large-scale IVE within MARVL. The final versions of each thoracic aortic simulation using the Oculus Rift and HoloLens are shown in Figure 5.
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FIGURE 5
Screenshots from immersive viewing of a thoracic aorta data with application to coarctation of the aorta (CoA). Results shown using the Oculus Rift include those from a user simultaneously viewing instantaneous velocity vectors and pressure from a simulation in the Control group (top left), peak systolic pressure and velocity from a simulation in the CoA group (bottom left) together with local immunohistochemistry (i.e., structure) and myography (i.e., function) data, and oscillatory shear index and corresponding imaging data from a simulation of the Corrected group (top right). All results have a marker on associated inflow waveforms that indicate current time during the cardiac cycle. The current viewing location within the geometry and legends for each index are also present in each panel shown. The bottom right image shows a HoloLens after processing data from this application through the workflow and viewing in augmented reality within a research laboratory setting.





3.2. Application 2 - cerebral vasculature hemodynamics for aneurysm progression


3.2.1. Format of CFD results

This case study utilized contrast-enhanced MRA and three-directional phase-contrast MR velocimetry (4D flow MRI) datasets obtained for a basilar tip aneurysm patient at the University of California San Francisco. Patient-specific vascular geometries were obtained from the MRA data using in-house segmentation tools. The region of interest was then defined, noise was reduced, and the surfaces were converted into IGES format using a 3D modeling software Geomagic Design (3D systems; Rock Hill, South Carolina). The computational mesh on the domain was created using Hypermesh (Altair; Troy, Michigan) and the transient, incompressible Navier-Stokes equations were solved using a finite volume solver Fluent (ANSYS Inc; Canonsburg, PA) (32). The inflow and outflow boundary conditions were obtained from the 4D flow MRI data and used to prescribe time-dependent waveforms for the CFD solver. The simulation data were then exported into VTK format for data visualization. In vivo 4D flow MRI data containing velocity components through the cardiac cycle were processed using ParaView and EnSight (ANSYS Inc; Canonsburg, PA) (33). Both the CFD simulation and 4D flow MRI data were presented to MARVL as .cas files from Fluent, only including velocity information. The CFD simulation had sixty-six files representing instantaneous results at regular intervals spanning the duration of a single cardiac cycle and the 4D flow MRI simulation had twenty files over the same duration.



3.2.2. Convert CFD results into 3D format

The streamline workflow was used for this case study at the request of the collaborator. First, the CFD .cas file was loaded into ParaView. Tube-based streamlines were then added at each file using ParaView's stream tracer tool and tube filter. Finally, each of the sixty-six files in the cardiac cycle were saved as .vrml files using the custom Python script. The same process was performed for the 4D flow MRI .cas file, where each of the twenty files representing the cardiac cycle were saved as .vrml files. The corresponding geometry data was not extracted from the 4D flow MRI data due to the limited spatial resolution of the images. Therefore, the wall mesh from CFD data was manually overlaid on the MRI velocity data in Unity to provide a frame of reference for the 4D flow data.



3.2.3. Reorganize CFD results

The following steps were implemented with data from CFD and 4D flow MRI. First, the Blender template was opened, and the associated script was run. Each time step took approximately twelve seconds to load. After the CFD simulation was created, it was noted that its wall mesh was double-sided, and each time step had a large number of vertices. Therefore, the secondary Blender Python script was run to remove duplicate mesh structures and decrease the vertex count. After the 4D flow data was processed, slight alterations were made to the Blender scene to account for the lack of an associated all wall mesh, which was later added in Unity. Finally, the Blender project was exported as a .fbx file.



3.2.4. Customize for cerebral aneurysm data

Collaborating researchers did not request viewing of any supplementary data with the CFD and 4D flow MRI results. The results were therefore prepared for the immersive environment by opening and refreshing the Unity template, causing the .fbx file (now a prefab) to appear. Next, the prefab was added into the hierarchy where it was properly scaled and repositioned within the virtual world so that its presentation was at a desired scale and elements such as the background, cameras, and user interface were located in reasonable positions for the experience. The wall mesh was originally solid white, which was thought to be suboptimal. Instead, a red material was created and applied to the wall mesh to better represent its classic association with arteries. To add the CFD wall mesh to the 4D flow data, the wall mesh of the CFD simulation was manually overlaid on the 4D flow MRI data. Next, the editor script was run allowing the wall mesh and streamlines to be tagged, and scripts were assigned to the various game objects. Finally, the velocity legend was labeled using scales consistent across the types of data.



3.2.5. Arrange for a given IVE

Standard interaction was sufficient for this case study. The resulting versions of the CFD simulation and 4D flow data visualized using the Oculus Rift are displayed in Figure 6. These data have also subsequently been viewed immersively in MARVL's large-scale IVE.
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FIGURE 6
Screenshots from immersive viewing of cerebral vascular data with application to characterization of aneurysmal hemodynamics using the Oculus Rift. Streamlines of velocity from CFD simulation results (left) are shown alongside those from 4D flow (right). The current viewing location within the geometry and legends for velocity are also present in each panel shown.





3.3. Application 3 - nasal airflow for virtual treatment planning


3.3.1. Format of CFD results

The two nasal airflow simulations originated from the same obstructed nasal cavity CT scan obtained at the Medical College of Wisconsin. Using Mimics (Materialise; Leuven, Belgium), CT data was segmented to create a 3D model representing the nasal passage prior to surgery (i.e., pre-surgery). A virtual septoplasty (i.e., post-surgery) model was also created in Mimics to represent the surgical outcome after the septal deviation was corrected. Both 3D models were then meshed using ICEM-CFD (ANSYS Inc; Canonsburg, PA) and steady CFD simulations were conducted using Fluent. Resulting CFD simulation results were available as separate .cas files for each simulation. To foster the collaborators vision of comparatively viewing pre and post-operative results while traveling through the airway, an .stl file was provided that represented a rendered surface model from a scan of a representative human head. Additional steps were required with the current workflow to further achieve the collaborator's vision for immersive visualization of results. These additional steps are discussed in more detail below.



3.3.2. Convert CFD results into 3D format

The workflow was used with the streamlines option to visualize changes in velocity and pressure from the pre- to virtual post-surgery states. First, the respective .cas files (simulations) and .stl files (anatomy) were loaded into ParaView. A set of tubed-streamlines were applied to the pre-surgery and post-surgery data using ParaView's stream tracer tool and tube filter. Both indexes were selected so clinicians could switch between velocity and pressure information as discussed below. Seven .vrml files were exported representing: (1) anatomical wall mesh of a head, (2) pre-surgery and (3) post-surgery nasal cavity mesh, (4) pre-surgery and (5) post-surgery streamlines colored by velocity magnitude, and (6) pre-surgery and (7) post-surgery streamlines colored by pressure magnitude.



3.3.3. Reorganize CFD results

As with the prior case studies discussed above, the Blender template was opened, and the associated scripts were run. Each .vrml file took about fifteen seconds to load. The wall mesh for both the pre- and post-surgery models included additional geometry at the top of the nasal cavity that was unnecessary for the collaborators' viewing objectives. This unnecessary geometry was therefore manually deleted using Blender.



3.3.4. Customize for nasal airflow data

Supplementary data for this case comprised of x, y, and z coordinates that clinical collaborators desired to use as a specific track for a camera within the immersive space to move along (i.e., virtual endoscope). The coordinates were provided as two .txt files, corresponding to the right and left nasal cavities. After the project was reorganized in Blender, the scene was altered to add coordinates for vertex points along each track using Blender's text editor. The vertices were parented to two cameras, one for the left nasal cavity and one for the right nasal cavity. The Blender scene was then exported as an .fbx file. The Unity template was then opened and refreshed, causing the .fbx file (now considered a prefab) to appear in the Unity template. Next, the prefab was added into the hierarchy where it was properly scaled and repositioned.



3.3.5. Arrange for a given IVE

This project was slightly different from the two reviewed above and therefore required modest alteration. First, the Unity camera head node was parented to the Blender camera. Next, scripts were written to (1) toggle between the pre and post-surgery results, (2) toggle between velocity and pressure streamlines, and (3) start and switch the camera animation created in Blender. Finally, legends were added to optimize on the range of values for pressure and velocity in each simulation. The resulting Unity scene, in play mode, initially appears as Figure 7. The figure also shows the view inside the left or right nasal cavity when the user toggles between pre and post-surgery CFD simulation results, observing the changes in geometry, velocity, and pressure information using the Oculus Rift.
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FIGURE 7
Screenshots from immersive viewing of nasal airway data with application to virtual treatment planning using the Oculus Rift. Initial view of the scene using a representative geometry (top) along with views of velocity streamlines from inside the right nasal cavity pre-surgery (lower left) and post-surgery (lower right). Note the increase in velocity post-surgery following removal of the obstructed region resulting in increased regional flow.






4. Discussion

Researchers using CFD for biomedical applications can spend weeks or months creating realistic geometric models, determining appropriate boundary conditions, running simulations, and post-processing results (3). In most cases, only a fraction of the simulation results are studied in detail, and results are typically viewed on a 2D display, presented at one timepoint from a single viewing angle, or at several timepoints. Currently available software tools allow for viewing of a CFD model with its corresponding imaging data and resulting simulation indices. However, spatiotemporal relationships between hemodynamic indices of interest from CFD and important data concerning structure or function are rarely shown together. This shortcoming in concurrent viewing of data may limit our ability to make associations between mechanical stimuli and biological response for a given pathology. VR and AR may alleviate many of these issues through the use of improved depth cues, custom interactivity, and an immersive approach that can create a sense of presence within the data by a researcher (6). Motivated by recent work using Unity to view CFD results for another discipline (8), we sought to develop a rapid, easy to use, semi-automatic workflow that combines biomedical CFD results and supplementary data to be viewed in a wide range of systems. As outlined above, we present methods associated with the workflow using data from a cylinder phantom imaged via microfocal x-ray CT (19). Three case studies with different input and output specifications were then presented for several clinical applications viewed across platforms spanning a range of cost and implementation considerations (e.g., size of full-scale IVE vs. HMD).

Our intention is for the workflow to be used as a collaborative tool between CFD researchers and clinicians by more easily and quickly being able to view available data. Data scientists may also find the tool useful. However, our perspective during development of the current workflow was as CFD researchers who needed a set of tools that were not available at the time. Many CFD researchers are students gaining credentials toward careers in industry or academia. With this in mind, ease of use for the current workflow was confirmed by one graduate and one undergraduate student at our institution. While the graduate student had some prior experience running CFD simulations and using ParaView, neither student was familiar with Blender, Unity or methods implemented to view results immersively in VR or AR. Students were presented with a PNG flow waveform and 20 .vtu files previously generated using SimVascular. Thus, the students were presented with the minimum output along with an animated flow waveform, which is part of the Optional Output portion of Table 2. The immersive visualization workflow was successfully completed by the graduate student in one hour and seven minutes. This completion time included processing such as running the Python script in ParaView, running the Python script in Blender, opening Unity, and reloading the .fbx file into the Unity scene. The undergraduate student was then presented with the same data. After study personnel trained the undergraduate student on how to use ParaView, the workflow was successfully completed in fifty-nine minutes, which also included the processing time for each step. As a frame of reference, a user who was proficient in ParaView, Blender and Unity was able to prepare the same data set for immersive viewing in eighteen minutes, including the processing time for each step. Overall, study personnel were satisfied with this result. While this initial and informal feedback does not represent a rigorous usability study, it does suggest the workflow presented here can be used by others in the field as novice researchers with no prior knowledge of Blender or Unity could not likely have easily viewed their simulation results immersively in this short amount of time previously (i.e., ∼1 h).

The current methods and applications highlighted should be interpreted relative to several potential limitations. The aortic coarctation and cerebral aneurysm applications were implemented in a way that allows the vasculature to disappear as the virtual camera nears the location a vessel. In contrast, our collaborators for the nasal airway for surgical treatment planning application requested a perspective consistent with endoscopy using the proposed methods. This highlights the utility of the tools presented to address the needs of collaborators for a given application. It may be possible to script extraction of flow waveforms from ParaView within regions of interest a priori. The user could leverage the Python window (for example) to code steps to set a cut plane and engage a filter to integrate velocity for points within the plane. Results could then be implemented in the current workflow as was done for inflow waveforms. Setting the location of imaging data, planes and complementary data is done in Unity as described above. Hence, the workflow may take additional time to implement with multiple imaging data sets if their co-ordinate systems are not aligned with the CFD geometry. The workflow is currently limited to volumetric imaging data from which CFD models were created and data from those modalities from which data can be viewed on a plane positioned within Unity. Immersive visualization of CFD results can be misleading depending on the users viewing angle, which is an important consideration related to the use and applicability of the current workflow. One approach to mitigating this issue within MARVL discussed in detail elsewhere (16) has been to limit the use of head-tracking to situations where a single user is in the IVE. However, for collaborative settings such as those for which the current workflow was developed, we set a virtual camera at a position and orientation representative of a seated person in the center of the room. The stereo axis of each screen is then aligned to the face normal of each screen thereby allowing the audience to visualize a stereo image on all screens, albeit with more pronounced screen boundaries. The CAVE-type implementation within MARVL uses the VR toolkit MiddleVR to supplement some features missing from Unity for use in the CAVE. Like Unity, MiddleVR is not open-source, but both are available under a generous license for educational use and the future may bring fully open-source alternatives. Although Unity is not open source, the project files and resources that rely on it can be shared under an open-source license.

The goal of the current work was to present and disseminate a new tool for enhanced viewing of CFD results and associated data in an IVE. As has been previously recounted to our team, an IVE offers the potential for more real estate with fewer distractions. The approach employed in describing our methods is similar to prior work advancing methods for CFD related to boundary condition developments (9, 10) in that the utility of the method is presented first in a simple example, and then extended to several specific applications. Future work applying the current advancements will strive to quantitatively assess the ability of the methods presented here provide measurable insights, likely using established measures and relative to current trends and challenges (35, 36). It is also important to note that although the workflow has been tested with additional users from our lab having some familiarity with CFD methods, an extensive usability evaluation using the System Usability Scale (SUS) or similar measure has not been conducted to date. As a result, statistical evaluation of data generated by researchers using the workflow is not available to date. Including such information from collaborating labs would be an extensive undertaking involving the coordination of multiple investigators that is beyond the funding, personnel resources and scope of work for our research at the current time. We acknowledge that as a major limitation of the current work, but are optimistic that such feedback and associated data will be obtained intrinsically following the dissemination of the workflow.

The workflow featured requires some processing of CFD simulation results as discussed before immersive versions of the results can be created for viewing. The user can then interact with the perspectives and orientations of these immersive versions, but the current version of the workflow does not allow for additional operations with the simulation results to be performed in real-time. Such interaction is available in other programs (e.g., ParaView), but to our knowledge these programs do not easily allow for inclusion of complementary data. Interestingly, related work has recently been conducted in this area for visualization of CFD simulation results of intracranial arteriovenous malformations (AVM) (37) in which users can interactively block arteries supplying an AVM in VR. Similar to the current workflow, the AVM study also leverages pre-computed CFD simulation results. The inclusion of real-time manipulation of native simulation results immersively via user interaction represents a potential area of development for the current workflow moving forward.

The data format from our simulations was in the form of vertex colors, and the UV maps were generated in order to allow those data to be more easily processed. UV maps were generated by baking vertex colors onto 2D image files, not mapping 2D images onto 3D faces, so the UV unwrapping distortion was avoidable by using a large number of UV patches. Swapping image files seemed to be robust and performant, but there are several ways to achieve multiple color maps. For example, alternative methods such as using custom shaders and multiple vertex colors could also likely work with additional scripting.

There are many file formats and software tools that are used for CFD. The choice of file formats implemented here are consistent with those common to researchers using SimVascular, FLUENT and ParaView. The use of other files formats may allow for the elimination of steps presented to date in future iterations of the workflow, or by those researchers starting from a different file format. It is also worth noting that the specific devices featured in the current work may undergo iterations. Hence, the workflow may need to be revisited on a case-by-case basis as new devices become commercially available. Nonetheless, the workflow was also implemented so that immersive visualization of CFD simulation results could be used as a collaborative tool between engineers and clinicians. For example, study personnel have been in meetings with clinical colleagues who have a firm understanding of principles governing fluid flow and their current putative relationships to pathology. In a specific prior meeting with one of these clinical collaborators, study personnel were asked to show time-varying pressure, followed by velocity and then TAWSS using a conventional visualization software. This took a substantial amount of time as the resulting indices from each time step were loaded into memory and rendered. Depending on the availability, proximities and schedules of collaborators, this may be a barrier to collaboration and translation. Implementation of the approaches described results in hardware memory requirements that are far lower than other visualization methods because our results are included in the visualization of objects instead of computed (called and rendered). This is what allows the current methods to run on mobile platforms effectively. The drawback at present is that this approach is less flexible in general. As compared to traditional approaches, rapid and immersive presentation of CFD and complementary data may facilitate mutual understanding between the engineering and clinical collaborators reviewing a case. To underscore results presented for the aortic coarctation study, all related forms of data were presented concurrently using the workflow presented. MRI slices could be toggled on and the user could move through each plane relative to the subject-specific geometry created and associate hemodynamics indices. Similarly, corresponding structural IHC and myography function data from above as compared to below the coarctation were triggered to present based on the location of the virtual camera, and multiple states analogous to control, preoperative and postoperative were available to the user at runtime. To date, no other tool allows for such holistic visualization of results. Having all these data present through such an analysis tool, we believe, is more likely to result in a better understanding between data types and be hypothesis-generating related to future study of the pathology. Study personnel are therefore optimistic that the current workflow will have distinct clinical utility beyond conventional viewing of CFD results. The following informal feedback was obtained by collaborators for each of the case studies presented.

This would be a valuable education tool for our patients with CoA, which can present very early in life, but also older kids who come in with hypertension. This tool could help them understand the condition better. The VR simulations are a unique, innovative sharing tool I think would increase patient and family engagement. A great way to visually see surgical changes.

I see this as a first step in using flow dynamics to predict which aneurysms are more likely to rupture and therefore need to be surgically treated. First we need to visualize the problem, which can be done using the 3D VR model to objectify what is bad and what is good.

The nasal airflow visualization was very impressive. The general feedback from those who experienced it was that this would be a very useful educational tool in this context and many other surgical contexts as a way to see the 3D relationships between structures. The addition of the two simulations on top of each other was a great way to visually see surgical changes. Surgery is a very visual field, and this was very helpful. As one becomes more familiar with the CFD information, having this information to visually see in the model was more impressive to surgeons than just seeing the simulations in 2D.



5. Conclusions

Immersive tools offer one approach to extracting more details from biomedical CFD simulation results. However, it is imperative to decrease and simplify associated processing steps to facilitate more widespread use of immersive CFD viewing. The workflow described herein can be used by novice researchers within ∼1 h, demonstrating the ease of the workflow for an audience who may not be familiar with the specific tools used in VR and AR. The workflow is capable of combining biomedical CFD results from a range of pathologies with supplementary clinical data to be viewed in a wide range of immersive environments including an IVE, HMD, and standalone stereoscopic projector. As of the time of publishing, video tutorials for the steps outlined above are provided on YouTube and the workflow is available for download in GitHub. Exploration of these resources can also mitigate the inherent issue present here of trying to replicate multimodal data visualization through print and text-based media. We anticipate that future work will allow for deformable walls and associated imaging data from fluid-structure interaction simulations and additional indices of interest.
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Background: Image-based computational hemodynamic modeling and simulations are important for personalized diagnosis and treatment of cardiovascular diseases. However, the required patient-specific boundary conditions are often not available and need to be estimated.
Methods: We propose a pipeline for estimating the parameters of the popular three-element Windkessel (WK3) models (a proximal resistor in series with a parallel combination of a distal resistor and a capacitor) of the aortic arch arteries in patients receiving thoracic endovascular aortic repair of aneurysms. Pre-operative and post-operative 1-week duplex ultrasound scans were performed to obtain blood flow rates, and intra-operative pressure measurements were also performed invasively using a pressure transducer pre- and post-stent graft deployment in arch arteries. The patient-specific WK3 model parameters were derived from the flow rate and pressure waveforms using an optimization algorithm reducing the error between simulated and measured pressure data. The resistors were normalized by total resistance, and the capacitor was normalized by total resistance and heart rate. The normalized WK3 parameters can be combined with readily available vessel diameter, brachial blood pressure, and heart rate data to estimate WK3 parameters of other patients non-invasively.
Results: Ten patients were studied. The medians (interquartile range) of the normalized proximal resistor, distal resistor, and capacitor parameters are 0.10 (0.07–0.15), 0.90 (0.84–0.93), and 0.46 (0.33–0.58), respectively, for common carotid artery; 0.03 (0.02–0.04), 0.97 (0.96–0.98), and 1.91 (1.63–2.26) for subclavian artery; 0.18 (0.08–0.41), 0.82 (0.59–0.92), and 0.47 (0.32–0.85) for vertebral artery. The estimated pressure showed fairly high tolerance to patient-specific inlet flow rate waveforms using the WK3 parameters estimated from the medians of the normalized parameters.
Conclusion: When patient-specific outflow boundary conditions are not available, our proposed pipeline can be used to estimate the WK3 parameters of arch arteries.
Keywords: image-based computational fluid dynamics, thoracic endovascular aortic repair, three-element windkessel model, boundary conditions, personalized cardiovascular medicine
1 INTRODUCTION
Thoracic endovascular aortic repair (TEVAR) has been increasingly used to treat aortic arch pathologies (Wallen et al., 2018; Brown et al., 2021). However, in contrast to other locations along the aortic tree, aortic arch endografts are subjected to more severe biomechanical forces that can lead to post-operative complications (Scali et al., 2012; Pecoraro et al., 2017; Voskresensky et al., 2017). In this perspective, computational fluid-dynamics (CFD) simulations have contributed to the investigation of the mechanisms of aortic stent graft complications following TEVAR (Gallo et al., 2016; Madhavan and Kemmerling, 2018; van Bakel et al., 2018; Tricarico et al., 2020b; Hu et al., 2022). Since its first biomedical applications at the end of the 20th century (Stergiopulos et al., 1992), eased by the evolution and better accessibility of medical imaging tools and computational resources, computational modeling has been widely utilized to investigate hemodynamic characteristics that are difficult to measure in vivo (Sengupta et al., 2022). The ongoing optimization of these tools and their regulation aim to their safe integration into the biomedical device investigation for personalized treatment, which will be fundamental to the development of next-generation cardiovascular devices.
However, among the major challenges of patient-specific computational modeling is obtaining the patient-specific input data, which directly influence result accuracy, but often are not available (Morris et al., 2016; Gray and Pathmanathan, 2018; Madhavan and Kemmerling, 2018; He et al., 2022). In the absence of patient-specific measurements, the state of the art of boundary condition estimation for CFD analysis is using data from healthy subjects reported in the literature (Lantz et al., 1981; Taylor et al., 1998; Olufsen et al., 2000) and often integrated into lumped parameter Windkessel models (Armour et al., 2022). The Windkessel model (Westerhof et al., 2009) uses electrical analogues to describe a hydraulic system, where pressure (P) and flow (Q) are analogous to voltage and current respectively (Garber et al., 2022). When patient-specific flow rate and/or pressure waveforms are not available, a Windkessel model is a common strategy to impose vascular outlet boundary conditions; it has the advantage of allowing for interdependent time-varying flow rate and pressure distributions. The most popular Windkessel model has three elements, a proximal resistor (R1) in series with a parallel combination of a distal resistor (R2) and a capacitor (C). These parameters represent the total resistances (Rtot, R1 + R2) and compliances distal to the artery of interest, receiving the arterial flow rate under a specific pressure. Previous studies have demonstrated that, compared with zero-pressure assumption at the outlets, a three-element Windkessel (WK3) model achieves a better overall performance in terms of matching the inflow data and producing physiological pressure waveforms (Morbiducci et al., 2010; Pirola et al., 2017).
In this study, we analyzed ultrasound-derived patient-specific flow rate and intra-operatively measured pressure waveforms to build a set of algorithms for first-degree estimation of the parameters of the WK3 model that can be utilized when patient-specific flow rate and pressure waveforms are not available. The WK3 parameters can be estimated using more readily available patient-specific data, such as vessel diameter that can be extracted from computed tomography angiography (CTA) and brachial artery pressure that can be measured non-invasively by a cuff.
2 MATERIALS AND METHODS
2.1 Parameter estimation pipeline
We propose a pipeline for estimating the parameters of the WK3 model of the aortic arch branch arteries when the artery-specific flow rate and pressure waveforms are not available (Figure 1). The goal is to use the artery-specific total resistance (Rtot) and cardiac period (T) to scale the population-averaged, artery-specific normalized R1, C, and R2 values (R1nom, Cnorm, and R2norm) to estimate the non-normalized parameters as:
[image: image]
[image: Figure 1]FIGURE 1 | The pipeline of patient-specific estimation of the parameters of a three-element Windkessel model when lacking patient-specific flow rate and pressure waveforms. (A) Derivation of normalized Windkessel model parameters from patient-specific flow rate and pressure waveforms. (B) Estimation of Windkessel model parameters informed by non-invasive vascular imaging and pressure data. Rtot: the sum of the two resistances; T: the cardiac period.
To encompass the patient-to-patient variability of mean flow rates and pressures, normalized R1, C, and R2 parameters are used and defined as:
[image: image]
Ttot is calculate from mean pressure ([image: image]) and mean flow rate ([image: image]) as described in Eq. 3.
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The mean arterial pressure can be estimated from the non-invasively measured systolic (SBP) and diastolic (DBP) brachial blood pressures via a commonly used equation
[image: image]
assuming systole is one-third of the cardiac cycle (Sesso et al., 2000). Mean flow rate can be measured by Doppler ultrasound if available or estimated from the previously published flow rate-diameter relationships based on the diameter extracted from CTA images, such as those reported by us (Tricarico et al., 2020a). CTA is routinely performed for diagnosis and treatment planning of aortic pathologies and is often used in clinical research to extract three dimensional arterial models. Cardiac period can be calculated from heart rate. Furthermore, by defining the normalized flow rate, pressure, and time as each variable divided by its mean (flow rate, pressure) and T, respectively, the differential equation governing the relation between flow rate and pressure in the WK3 model is maintained (Supplementary Material). The population-averaged, artery-specific R1norm, Cnorm, and R2norm values can be extracted from measured flow rate and pressure data. We describe the extraction and assessment of the combinations of normalized parameters in the next sections.
2.2 Patient-specific flow rate and pressure data acquisition and processing
We developed a prospective study to measure patient-specific waveforms of flow rate and pressure data in aortic arch branch arteries in 10 patients suffering aortic aneurysms or dissections, undergoing TEVAR. The protocol for this prospective study was approved by the University of Florida College of Medicine Institutional Review Board (Gainesville, FL, United States), and informed consent was signed by every patient. Duplex ultrasound measurements were acquired under resting conditions (with awake patients in supine position) using a Philips iU22 system. Measurements were collected on multiple locations of bilateral common carotid (proximal, middle, and distal), subclavian (distal to the vertebral artery, thyrocervical and costocervical trunks, and internal thoracic artery), and vertebral arteries at pre-operative and 1-week post-operative time in the vascular laboratory. We did not take intra-operative flow rate measurements as this would interrupt the standard TEVAR procedure. Arterial diameters and flow rates were extracted from ultrasound images. Details on the methodology of flow rate calculation have been described in our previous work (Tricarico et al., 2020a).
Intra-operative pressure measurements were performed invasively using a TruWave disposable pressure transducer (Edwards Lifesciences, Irvine, CA, United States) before and after stent graft deployment in brachiocephalic artery, left common carotid, and left subclavian arteries, all carried out after catheter flushing. All pressure waveforms were traced and smoothed in Matlab R2017b (Mathworks Inc., Natick, MA, United States) using the heart rate extracted from ultrasound images, due to patient sedation at the time of the intra-operative pressure measurements. In addition, non-invasive brachial artery pressures were collected by a cuff at the time of the ultrasound imaging and mean arterial pressure was estimated using Eq. 4.
2.3 Patient-specific R1, C, and R2 identification
We identified the non-normalized R1, C, and R2 values for each artery (common carotid, subclavian, and vertebral arteries) of the patients to obtain the average of each parameter for this patient cohort using the Simulink Design Optimization toolbox (Mathworks Inc.), where the WK3 model was built, and the governing equation of the WK3 model is embedded into the block diagram (additional details in Supplementary Figure S1). Measured patient-specific, pre-operative flow and pre-deployment pressure waveforms (referred to as training dataset in Section 2.5) were used as imposed input and expected output of the model, respectively. Since there were no intra-operative pressure measurements in the right common carotid artery and subclavian artery, pressure waveforms measured at the corresponding left side arteries were utilized for simulations on the right vasculature. In addition, subclavian artery pressures were used for vertebral artery simulations, due to invasiveness and risks of intra-deployment measurements in vertebral arteries.
Because Rtot = R1+R2, there are only two independent parameters in the WK3 model that need to be identified. The mean flow rate and mean pressure used to calculate Rtot, were obtained from the corresponding waveforms. The Runge-Kutta method was chosen as the solver with a fixed time step of 10–4 s to maximize the accuracy of pressure waveform calculation iteratively. A non-linear least square method and trust-region-reflective algorithm were utilized with both parameter tolerance and function tolerance of 0.001. The sum of squared error (SSE) between measured and simulated pressure of the WK3 model was chosen as the cost function for the optimization problem. At each iteration, the cost function quantified the quality of the pressure matching, and at the end of the optimization process, the optimized R1, C, and R2 combination was collected. Additionally, the L2-norm of the relative error for pressure estimation in time was calculated as in Eq. 5 and collected for each R1, C, and R2 combination on each artery.
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where Psimul and Pexp are simulated and experimentally measured pressures, respectively; N is the number of time steps in a cardiac period. Additional details of the parameter estimation process are given in Supplementary Figure S2. After obtaining the optimized, non-normalized R1, C, and R2 values for each artery, the corresponding normalized R1, C, and R2 values were calculated as Eq. 2.
2.4 Sensitivity analysis of the predicted pressure waveform on normalized R1, C, and R2 parameters
A Monte Carlo method was performed in the Simulink Design Optimization Toolbox to examine the sensitivity of predicted pressure to the parameters of the WK3 model. For purposes of comparison, all flow rate and pressure waveforms were normalized to their means in Matlab. In addition, time-normalization by the cardiac period and interpolation (every 0.01) were performed. For each type of artery, the averages of the normalized pre-operative flow rate and pre-deployment pressure waveforms were imposed respectively as input and expected output of the WK3 model. Accordingly, normalized WK3 model parameters were used as the input. 1500 sets of the two independent parameters (R1norm and Cnorm) were randomly generated under the hypothesis of a uniform distribution for the three arterial-specific Monte Carlo analyses. The simulation ran until a minimum cost function was achieved.
2.5 Assessment of the normalized R1, C, and R2
The normalized R1, C, and R2 values obtained from pre-operative flow and pre-deployment pressure data (Section 2.3, training dataset) were assessed using the post-operative flow at 1 week and post-deployment pressure data (testing dataset) for the left arteries of all patients. Specifically, the medians of the normalized R1, C, and R2 obtained from the training dataset were scaled to each [image: image] and T to estimate the patient-specific, non-normalized R1, C, and R2 parameters of each artery, as detailed in Eq. 1. Rtot was calculated from the mean flow rate and pressure calculated from the measured waveforms of the testing dataset. Each estimated R1, C, and R2 and patient-specific (non-normalized) input flow rate were used in the Winkessel model to estimate pressure waveforms using Simulink Design Optimization toolbox. Relative errors between estimated and measured artery-specific pressure waveforms were calculated. Additionally, the estimated R1, C, and R2 values were tested on the Windkessel model, imposing non-normalized pressure waveforms as input and flow rate waveforms as expected output, to quantify relative errors between estimated and measured flow rate waveforms. Simulated pressure and flow rate waveforms are presented in normalized form for comparison purposes.
2.6 Statistical analysis
Both non-normalized and normalized parameter values are presented as artery-specific median and 25th-75th percentiles (interquartile range, IQR). Other data were presented as mean ± standard deviation. T-tests or Mann-Whitney rank sum tests were performed to detect statistical differences in flow rate and pressure means. Statistical analyses were performed in Sigmaplot (SYSTAT Software Inc., Chicago, IL, United States). A p-value <0.05 was considered statistically different.
3 RESULTS
3.1 Patient cohort
The analyzed population, 10 patients with age 64 ± 3 (range, 40–82) years and body surface area 2.0 ± 0.3 (range, 1.6–2.3) m2, was 50% male. Four of ten patients underwent percutaneous transluminal repair only, either with TEVAR isolated to the descending thoracic aorta or TEVAR with a fenestrated branch to the left subclavian artery. The remaining six patients underwent a hybrid TEVAR procedure, which involved left subclavian artery coverage and a left common carotid artery-left subclavian artery bypass. The average heart rate for these patients was 63 ± 10 beats per minute (range, 47–76 beats per minute). The most common comorbidities for this set of subjects are listed in Table 1. The majority of subjects suffered hypertension (80%) and were active or former tobacco users (60%).
TABLE 1 | Percentage of patients with comorbidities.
[image: Table 1]3.2 Flow rate and pressure data
No statistically significant difference of the mean flow rate was observed between the right and left sides. Therefore, the main results are presented on left and right arteries combined hereafter. The mean flow rates of the pre-operative dataset for common carotid artery (458 ± 139 mL/min), subclavian artery (185 ± 116 mL/min) and vertebral artery (90 ± 59 mL/min) were not statistically different from the means of the post-operative 1 week dataset (428 ± 147, 228 ± 116, and 92 ± 48 mL/min for common carotid, subclavian, and vertebral arteries, respectively). No significant differences of the mean pressures between left common carotid artery and subclavian artery of the pre-deployment (83 ± 11 vs. 85 ± 12 mmHg for common carotid artery and subclavian artery, respectively) or post-deployment (89 ± 13 vs. 88 ± 10 mmHg for common carotid and subclavian arteries, respectively) dataset were observed, neither between pre- and post-deployment mean pressures in each artery.
Figures 2A–C present the patient-specific normalized arterial flow rate waveforms for the pre-operative dataset. Notably, the subclavian artery showed systolic high peak and reversal flow at early diastole (Zhang et al., 2022), not present in the mono-phasic waveforms of common carotid artery and vertebral artery. Figures 2D, E present the normalized, pre-deployment pressure waveforms in the left common carotid artery and subclavian artery.
[image: Figure 2]FIGURE 2 | Arterial-specific, pre-operative, normalized flow rate and pre-deployment, normalized pressure waveforms. The flow rate and pressure were normalized by the corresponding mean of each waveform. Average and standard deviation of flow rates in common carotid (A), subclavian (B) and vertebral (C) arteries, and pressure in left common carotid (D) and subclavian (E) arteries. The number of measured blood vessels, n, is also shown.
3.3 Patient-specific R1, C, and R2 parameters
When the patient-specific optimized R1, C, and R2 parameters were obtained from the WK3 simulation (as described in Section 2.3), the relative errors on the pressure waveform matching were small and 4 (3–4) %, 4 (3–6) %, and 3 (3–5) % for common carotid, subclavian, and vertebral arteries, respectively (example of pressure waveform matching and corresponding relative error in Supplementary Figure S3). The individual estimated and average of measured pressure waveforms are shown in Figure 3. The patient-specific non-normalized and normalized parameters of the WK3 model for each type of artery are shown in Table 2.
[image: Figure 3]FIGURE 3 | Estimated pressure waveforms using patient-specific, pre-operative input flow rate waveforms. The black line represents the average of the measured waveforms. Normalization has been performed post-simulation for comparison purposes.
TABLE 2 | Arterial-specific normalized and non-normalized R1, C, and R2 parameters of common carotid, subclavian, and vertebral arteries from the ten analyzed patients.
[image: Table 2]The normalized WK3 model parameters are also shown in Figure 4 as boxplots. The fairly large ranges of normalized resistances and compliance on each artery can be related to the apparent variation of the normalized waveform profiles among patients (Figure 2).
[image: Figure 4]FIGURE 4 | Distribution of patient-specific, normalized R1, C, and R2 parameters for common carotid (CCA), subclavian (SA), and vertebral (VA) arteries. In these plots, the minimum represents the data point with the lowest value above the first quartile minus 1.5 times of the interquartile range, and the maximum represents the data point with the highest value below the third quartile plus 1.5 times of the interquartile range. The lower vertical line connects the minimum to the first quartile; the upper vertical line connects the third quartile to the maximum.
3.4 Sensitivity analysis
The Monte Carlo analysis provided information on the sensitivity of the pressure waveform to the variation of the R1, C, and R2 parameters for each type of artery. From the contour plots describing the output quality (minimized values) with different parameter combinations, we can see that the sensitivity of the pressure output to the WK3 parameters varies with different combinations of these parameters (Figure 5). For example, when C equals 0.5, the common carotid artery pressure is more sensitive to R1 when R1 is small (R1 < 0.05), and less sensitive when R1 is larger (Figure 5A). The combination of the medians of normalized R1 and C parameters obtained from WK3 simulations for both common carotid artery and subclavian artery falls into the area of minimized value equal to 0.1, indicating good matching between expected and simulated pressure waveform (Figures 5A, B). The combination of the medians of normalized parameters for the vertebral artery falls into the area of minimized value equal to 0.3, suggesting the existence of alternative R1 and C combinations which could better represent the pressure outlet waveform (Figure 5C). For all three arteries, the pressure output is more sensitive to variations of R1 than C (smaller R1 ranges than C ranges). Around the medians of the normalized parameters, the common carotid artery pressure is not sensitive to relatively small deviations of R1 and C. The pressure of subclavian artery is even more tolerable to deviations of C from their corresponding medians (Figure 5B). The contour plot of vertebral artery is similar to that of carotid artery (Figure 5C), although with different axes’ ranges. Around the medians of the normalized parameters, the vertebral artery pressure is more sensitive to small deviations of R1 and C for smaller R1 and larger C. Plots of the normalized pressure waveforms under some minimized values are shown for common carotid, subclavian, and vertebral arteries (Figures 5D–F). Note that the simulated pressure waveform may be different for the same minimized value although the overall differences are the same.
[image: Figure 5]FIGURE 5 | Sensitivity analysis of predicted pressure on variations of R1, C, and R2. Contour plot of minimized values (MV) under different combinations of the R1 and C values are shown for common carotid artery (A), subclavian artery (B), and vertebral artery (C). For reference, the medians of normalized R1 and C values for each type of artery (Table 2) are shown by an * in A, B, and (C). The minimized value is one of the outputs from the Optimization toolbox and quantifies the difference between the predicted and expected pressure values under a set of R1, C, and R2 values. A smaller minimized value corresponds to a better overall match between predicted and expected pressures. Plots of the normalized pressure waveforms under some minimized values are shown for common carotid artery (D), subclavian artery (E) and vertebral artery (F).
3.5 Assessment of the normalized R1, C, and R2 parameters
First, the individual flow rate waveform was used as the testing input, and the average flow rate waveform of the testing dataset for each type of artery is reported in Figure 6. The estimated pressure showed fairly high tolerance to patient-specific inlet flow rate waveforms using the estimated R1, C, and R2 parameters. Relative errors of pressure output of the testing dataset were: 13 (9–15) % for common carotid artery, 16 (10–17) % for subclavian artery, and 12 (11–16) % for vertebral artery. The estimated pressure waveforms are shown in Figure 7. Compared with the average of the measured waveforms, only two subclavian arteries presented largely out-of-range estimated pressure waveforms at the systolic peaks. An example of the measured and corresponding estimated pressure waveforms is shown in Supplementary Figure S4. These resulted from flow rate waveforms with very high peak systolic and large reversal diastolic flow. Using the pressure waveform as input, the relative errors of estimated flow rate waveform matching were higher: 34 (29–43) % for common carotid artery, 94 (74–116) % for subclavian artery, 30 (23–31) % for vertebral artery (Figure 8). One example of the measured and estimated flow rate waveforms of a subclavian artery using the measured pressure waveform as the input is shown in Supplementary Figure S5.
[image: Figure 6]FIGURE 6 | Averages of normalized testing flow rate waveforms for common carotid, subclavian, and vertebral arteries. The averages of the training flow rate waveforms that were used in section 2.3 are also shown. There were visible differences between the training and testing flow rate waveforms. Normalization was performed post-simulation for comparison purposes.
[image: Figure 7]FIGURE 7 | Estimated pressure waveforms (grey lines) using patient-specific inputs of flow rate data and estimated R1, C, and R2 values based on medians of arterial-specific parameters. Dotted lines represent the average of estimated pressure, while the black line represents the average value of measured pressure. Normalization has been performed post-simulation for comparison purposes.
[image: Figure 8]FIGURE 8 | Estimated flow rate waveforms (grey lines) using patient-specific inputs of pressure data and estimated R1, C, and R2values based on medians of arterial-specific parameters. Dotted lines represent the average of estimated flow rates, while the black continuous line represents the average of measured flow rates. Normalization has been performed post-simulation for comparison purposes.
4 DISCUSSION
When physiological pressure in the flow field is desired, the Windkessel model is one of the most commonly used methods for specifying the outlet boundary condition if the pressure waveforms at the outlets are not available. Based on patient-specific flow rate and pressure waveform measurements, we obtained the R1, C, and R2 parameters of the three elements of the Windkessel model of aortic arch arteries in patients undergoing thoracic endovascular aortic repair. These parameters were then normalized. The normalized parameters can be used to estimate the patient-informed, non-normalized parameters when only limited but common clinical data of the cohort of these patients are available. We have demonstrated that a reasonable pressure waveform could be obtained using estimated parameters of the Windkessel model.
The patient-specific R1, C, and R2 values of the arch arteries obtained in our study are in the order of magnitude of most R1, C, and R2 values of previously published studies (Table 3) (Alimohammadi et al., 2014; van Bakel et al., 2018; Bonfanti et al., 2019; Pirola et al., 2019; Armour et al., 2022). Differences in ranges are related to flow rate and pressure averages as well as Windkessel model settings, such as the steady-state conditions on the definition of Rtot, which is not always imposed on the Windkessel model allowing larger ranges for the two, therefore independent, resistances. To the best of our knowledge, our study is the only one that uses artery-specific flow rate and pressure waveforms to identify the R1, C, and R2 values. Restricted by the setup in the operating room, recording pressure waveform requires additional dedicated devices, which might be the reason of only minimal and maximal pressure data were available in some studies (Alimohammadi et al., 2014; Bonfanti et al., 2019).
TABLE 3 | The R1, C, and R2 parameters extracted from the literature.
[image: Table 3]A few strategies have been applied to estimate the parameters of Windkessel model when the flow rate and/or pressure waveforms are not available. When the flow rate waveform was available, but the pressure waveform was not available, a method was proposed to scale a baseline pressure waveform from the literature using the measured brachial mean and pulse pressures (Romarowski et al., 2018). They have demonstrated that a multivariable optimization approach based on available patient-specific phase-contrast magnetic resonant imaging (PC-MRI) data of flow rate waveform, similar to our patient-specific estimation of R1, C, and R2, provides the most similar results to patient-specific PC-MRI-observed hemodynamics. When none of the waveforms was available, iterative CFD simulations of dissected aorta were performed to minimize the differences between invasively measured minimal and maximal pressure values and the respective simulated values at the outlets by tuning R1, C, and R2. This process is time consuming and can take 8 h (Alimohammadi et al., 2014). In a later report by the same group, a fixed ratio of R1 to Rtot was set at the arch arteries, and the compliance attributed to all the outlets was distributed proportionally to the mean flow at each outlet (Bonfanti et al., 2019). Even though the pressure waveforms seem to be recorded, they were not used; instead, mean pressure values and MRI-derived flow spits at the branches were used to calibrate the Windkessel model parameters (Armour et al., 2022). R1 has been estimated using the artery lumen area and pulse wave velocity, which is also related to the arterial radius (Pirola et al., 2017). Another notable example of deriving the Windkessel model parameters when only the geometry is available is to use impedance in the frequency domain (Xu et al., 2018). The flow rate waveform at the branch was obtained by scaling the inlet flow rate waveform per Murray’s law of an empirical exponent in the range 2–3. Combining the pressure waveform obtained from the literature, Fourier transform of the flow rate and pressure waveforms was used to obtain the impedance. The parameters R1, R2, and C were calibrated to match the landmark values of the impedance. The advantage of this strategy is that an iterative optimization process is not needed once the flow rate and pressure waveforms are available. A recent study did not use any patient-specific information to estimate the parameters (Fatma et al., 2022). Instead, a pressure waveform was obtained from the literature; a series of CFD simulations were performed to update the flow rate and pressure waveforms at the outlets, which were then used to optimize the Windkessel model parameters in Matlab. Different from our current study using the whole pressure waveform, the sum of the differences in maximal, mean, and minimal pressures between expected and computed values was used as the objective function in the genetic optimization algorithm.
We did not obtain flow and pressure data at the inlet of ascending aorta and the outlet of descending aorta. When patient-specific data are not available, a few approaches have been developed to apply these boundary conditions. It is common to use an MRI-measured flow rate waveform from the literature but interpolate to the heart rate of the patient (Alimohammadi et al., 2014). A more complicated way considers the compliance of the aorta by introducing a capacitor before the aortic inlet of the 3D model. The flow rate entering the 3D model is determined by a lumped parameter model that receives a flow rate waveform obtained from the literature but adopted by the patient-specific hemodynamic data (cardiac output, heart rate, and systolic-to-diastolic duration ratio extracted from Doppler ultrasonography) (Bonfanti et al., 2019). The distal outlets use WK3 models (van Bakel et al., 2018; Bonfanti et al., 2019).
A Windkessel model represents the impedance of the distal vascular bed to blood flow (Westerhof et al., 2009). Cardiac output has been estimated from invasively or non-invasively measured peripheral pressure pulses using a WK3 model at the ascending aorta (De Wilde et al., 2007; Bogert et al., 2010). In this method, only the systolic portion of the arterial pressure curve was used, avoiding the issue of reversed flow during the diastole. We also tested the normalized R1, C, and R2 parameters using the pressure waveform as input. The relative errors of estimated flow rate waveform matching were higher than the relative errors of estimated pressure waveform matching when the flow rate waveform was the input, especially for the subclavian artery, which might have a very high peak systolic flow and a high reversed flow during diastole. However, as shown in Figures 2D, E, the normalized pressure waveforms of the left common carotid artery and left subclavian artery are hardly distinguishable although the flow waveforms of these two arteries are clearly different (Figures 2A, B). Therefore, flow rate waveforms are more informative than the pressure waveforms. These flow rate waveforms with a higher complexity cannot be adequately reproduced in detail from pressure waveforms by a simple WK3 model. A more complex model, such as a four-element WK model with an inertance term, might be able to capture more details of the waveforms and reduce the errors between measured and predicted flow rates (Stergiopulos et al., 1999). However, since the inertance is difficult to be estimated (Westerhof et al., 2009), we recommend the use of pressure waveform as the input to the WK3 model.
We suggest that when measured mean flow rate is not available, it can be estimated from published flow rate-diameter relationships. Different power laws have described the relationship between flow rate and diameter at various arterial levels (Murray, 1926; Cheng et al., 2007; Cebral et al., 2008; Revellin et al., 2009; Chnafa et al., 2017). We investigated the flow rate and diameter relationships of the arch branch arteries in the TEVAR patients using ultrasound-measured flow rates and CTA-measured lumen diameters (Tricarico et al., 2020a). The power values of the best fit flow rate-diameter relationships are between 1.6 and 2.4. However, for subclavian artery, the R2 of the flow rate-diameter fit was only 0.20 due to the wide scatter of the flow rate-diameter points. This is actually not accidental because these TEVAR patients commonly have a pathological subclavian artery with a wide arrange of diameter sizes. A larger study is needed to define the flow rate-diameter relationships according to the patient and arterial pathological characteristics.
The medians of normalized R1 and C values for each type of artery (Table 2) did not fall in the exact minimum of the minimized value space (indicated with an *, Figure 5). In the sensitivity analysis, the averages of the normalized pre-operative flow rate and pre-deployment pressure were used. To fully evaluate the sensitivity of the estimated pressure on the WK3 parameters, we intentionally used a wide range of combinations of random WK3 parameters. Therefore, it is not a surprise to see that the medians of the patient-specific normalized parameters did not locate at the position with a minimum minimized value for certain artery, such as vertebral artery. But even for vertebral artery, the medians of the normalized parameters were at a position with a small minimized value.
There are limitations to the current study. We have demonstrated that a physiological pressure waveform can be generated from input flow rate waveform. The relative errors are due to a multitude of factors, including the reduction of patient-specific waveform variability to one artery-specific waveform profile, the simplistic nature of the lumped element model, and the small patient dataset. The availability of other information, such as the flow rate waveform of the internal carotid artery considering the patient gender, age, and cardiovascular disease state (Durka et al., 2018), will help reduce the relative error. The assumption of pressure symmetry was theoretically supported by the arterial connection at the cerebrovascular level (Circle of Willis) and confirmed by the small pressure difference on bilateral measurements of one patient (data not shown). However, it may not be valid for pathological cases and/or patients with interrupted circle of Willis (observed in 4%–16% of analyzed populations (Fawcett and Blachford, 1905; Iqbal, 2013; Klimek-Piotrowska et al., 2016). Moreover, subclavian artery pressures were used for vertebral artery simulations. We believe that such differences are minor to the scope of the study. Negative systolic peaks (reversal flow rates) such as those that occur in cases of subclavian steal syndrome, cannot be reproduced with the provided R1, C, and R2 parameters. Last, differences generated by the proposed framework and other methodology for boundary condition estimation for CFD applications have not been investigated. For these reasons, this methodology is of consideration for first-degree approximation of clinically-relevant hemodynamic waveforms.
In conclusion, based on the analysis of flow rate and pressure measurements in ten patients undergoing TEVAR procedures, we provided the R1, C, and R2 values of the arch arteries, which can be used directly in other CFD simulations when there are not any patient-specific data available. We also propose a pipeline to estimate R1, C, and R2 parameters for common carotid, subclavian, and vertebral arteries, based on brachial pressure values and mean flow rate estimated from arterial diameter, in case of lacking flow rate and/or pressure waveforms. In our pipeline, approximation of resistances (R1 and R2) and compliance (C) of a WK3 model is realized by multiplying and dividing, respectively, the provided values of normalized resistances and compliances parameters to the value of Rtot. We also provide the variations of the WK3 model parameters, which can be used to quantify unavoidable uncertainties in hemodynamics when assumptions are made. This pilot study deserves future developments. A larger patient cohort is needed for a better population stratification (separating males from females, young from elderly, etc.). The flow rate-diameter relationship of these arteries, especially subclavian artery, can also be improved by larger studies.
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Purpose: To analyze the effect of the physiological deformation of the vessel wall on the hemodynamics in the abdominal aortic aneurysm (AAA), this paper compared the hemodynamics in AAA based on the moving boundary (MB) simulation and the rigid wall (RW) simulation.
Method: Patient-specific models were reconstructed to generate mesh based on four-dimensional computed tomography angiography (4D CT) data. The dynamic mesh technique was used to achieve deformation of the vessel wall, surface mesh and volume mesh of the fluid domain were successively remeshed at each time step. Besides, another rigid wall simulation was performed. Hemodynamics obtained from these two simulations were compared.
Results: Flow field and wall shear stress (WSS) distribution are similar. When using the moving boundary method (MBM), mean time-averaged wall shear stress (TAWSS) is lower, mean oscillatory shear index (OSI) and mean relative residence time (RRT) are higher. When using the 10th and 20th percentile values for TAWSS and 80th and 90th percentile values for RRT, the ratios of areas with low TAWSS, high OSI and high RRT to the entire vessel wall are higher than those assuming the vessel as rigid. In addition, one overlapping region of low TAWSS, high OSI and high RRT by using the MBM is consistent with the location of thrombus obtained from the follow-up imaging data.
Conclusion: The hemodynamics results by using the MBM reflect a higher blood retention effect. This paper presents a potential tool to assess the risk of intraluminal thrombus (ILT) formation based on the MBM.
Keywords: four-dimensional computed tomography angiography (4D CT), computational fluid dynamics (CFD), moving boundary method (MBM), abdominal aortic aneurysm (AAA), intraluminal thrombus (ILT)
1 INTRODUCTION
Abdominal aortic aneurysm (AAA) is defined as permanent and irreversible local dilation of the abdominal aorta (Chen et al., 2014). At present, the pathogenesis of AAAs is not completely clear, but a large number of studies have shown that the occurrence of AAAs is related to degeneration in the media layer of the aorta (Salman et al., 2019). Loss of elastin, deposition and remodeling of collagen fibers lead to the formation and growth of AAAs (Gasser et al., 2006; Valentin et al., 2013). AAAs rupture when the stress acting on the vessel wall exceeds the strength of the vessel wall, and the mortality rate for ruptured AAAs patients can be 65%–85% in China (Canchi et al., 2018).
Recent studies have shown that hemodynamics plays an important role in the progression of AAAs (Tanweer et al., 2014; Boyd et al., 2016). The non-invasive method for hemodynamics simulation, which combined the clinical medical image data with the computational fluid dynamics (CFD) is needed. Notably, the hemodynamics of AAA is considered to be a key factor in the formation and growth of intraluminal thrombosis (ILT), for the ILT could prevent rupture of the AAA by reducing the stresses acting directly on the vessel wall (Arzani et al., 2014), and the prediction of ILT formation in AAAs is important.
Zambrano et al. (2016) and Gharahi et al. (2015) collected CT image data from different cases and analyzed the relationship between wall shear stress (WSS) and thrombus aggregation and AAAs growth based on the computational fluid dynamics (CFD) simulation. Doyle et al. followed up a patient for up to 2.5 years and analyzed the hemodynamics of AAA, they found that long-term low time average wall shear stress (TAWSS) promoted the AAA wall dilation and thrombus formation (Doyle et al., 2014). Suh et al. (2011a) and Suh et al. (2011b) simulated the progression of AAAs, calculated the oscillatory shear index (OSI) and particle retention time (PRT) to quantify the recirculation effects of blood in aneurysms, and found that platelet activation induced by stagnant blood flow can induce thrombus formation. However, these studies assumed the aorta as rigid and ignored the in vivo deformation of aorta (which is caused by blood flow, peri-arterial tissue, respiration, heartbeat, etc.)
To overcome the above shortcomings, the fluid-structure interaction (FSI) method was applied in the hemodynamics simulation in AAAs. Bluestein et al. (2009) used the FSI method to simulate the hemodynamics of two patients, with varied AAA geometries and ILT structures and compare the AAA rupture risk. Ong et al. (2018) presented evidence for one type of flow dynamics within the aneurysm sac. They performed CTA image-based patient-specific FSI modeling of three cases of aortic aneurysms, their study showed that the formation of the ILT is associated with vortex, and recirculation flow within the aneurysm sac may lead to the formation of ILT. Drewe et al. (2017) aimed to perform FSI simulations of an ideal AAA geometry to determine the influence of proximal neck and iliac bifurcation angles on AAA wall stress. They found that AAAs can expand and rupture in areas with low WSS, and large iliac bifurcation angles imply less likelihood of thrombus development.
In the above studies, the settings of the material parameters of the vessel wall were based on the previous studies that have been used by Shi et al. (2021), Shang et al. (2013), and Di Martino et al. (2001), respectively. However, for patients of different ages, the material parameters such as the thickness and elastic modulus in different regions (such as ascending aorta and abdominal aorta) are quite different (Xiong et al., 2011). Therefore, hemodynamics simulated by the FSI method may differ from physiological conditions.
The moving boundary method (MBM) can reflect the effect of the in vivo deformation of aorta on the hemodynamics without setting specific material parameters. Some researchers have used this method to calculate vessel wall stiffness, WSS, etc. They demonstrated the potential of MBM for clinical application (Piccinelli et al., 2013; Farzaneh et al., 2019). Danilov et al. (2017) and Lozovskiy et al. (2018) developed a stabilized finite element method and performed simulation based on 4D-CT and collected hemodynamics results of the left/right ventricle, the method of these studies is proven to be stable and robust when deformation is large, and without needing interpolation. Their work extended the application of 4D CT in hemodynamics studies. However, using the MBM to assess ILT formation risk in AAA was rarely been reported.
In this study, 4D CT image data of one AAA patient at 21 cardiac instants in one cardiac cycle were used to reconstruct the patient-specific instantaneous geometries. After mesh generation, the coordinates of each node at different time-instants were calculated. Then the user-defined function (UDF) in Fluent was used to control the movement of each node for achieving the deformation of the vessel wall, surface mesh and volume mesh of fluid domain at each time step were remeshed. After that, the hemodynamics in AAA using the MBM combined with CFD simulation were obtained.
In addition, we also reconstructed the rigid model and performed the rigid wall simulation, the size of the rigid model was set to be equal to the mean size of the models at 21-time points. We analyzed the differences between the hemodynamics results by performing these two simulations. In general, this paper explored the influence of in vivo deformation of the abdominal aorta on hemodynamics and evaluated the formation risk of thrombosis in AAA.
2 MATERIALS AND METHODS
2.1 Image data acquisition
A 61-year-old male patient with a maximum AAA diameter of 32.99 mm was selected for the acquisition of 4D CT image data. All imaging data were obtained from the Department of Vascular Surgery, Zhongshan Hospital, Fudan University, and permission were obtained from the ethics committee.
The CTA data was obtained by using a 320-row multidetector CT scanner (Aquilion ONE, Toshiba Medical Systems, Irvine, CA, United States). The view field ranged from at least 5 cm proximal to the celiac trunk and the femoral artery bifurcation for each set of CTA data, as shown in Figure 1A.
[image: Figure 1]FIGURE 1 | The process of obtaining the 4D CT image data. (A) The selected scanning range of AAA. (B) Parameters setting during scanning.
When scanning the patient, the slice thickness of CTA was 1.0 mm, and the patient was scanned every 5% cardiac cycle, as shown in Figure 1B. The original in-plane resolution matrixes were 512 × 512 (the spatial resolution was 1.12 mm × 1.12 mm), which was low and cannot be used for model reconstruction. By using the B-Spline algorithm, which can be used to interpolate and sharpen the original image data, we obtained the 1024 × 1024 (the spatial resolution was 0.56 mm × 0.56 mm) in-plane resolution matrixes at 21-time points. The deep learning method based on the U-net technique was used for automatic segmentation and to suppress the signal corresponding to the tissue surrounding the aorta (Supported by Shenzhen Rui Xin Intelligent Medical Technology Co., Ltd.). The image of 21 time-instants in one cardiac cycle was stored in DICOM format, which was described in Module 1 of the Supplementary Material.
2.2 Model reconstruction
The 4D CT image data was imported into the open-source software: SimVascular 2018 (Stanford University, United States) for preliminary smoothing (Lan et al., 2018), as shown in Figure 2A. Since AAAs tend to occur in the infrarenal (IR) abdominal aorta region (Amirbekian et al., 2009), the abdominal aorta and iliac arteries under the renal arteries was selected as the computational domain (Qiu et al., 2018), as shown in Figure 2B. Models at 21-time points were smoothed and cropped in Geomagic Studio 2013 (Raindrop Corporation, United States). The model of the first phase was chosen as the model of the initial moment when using the MBM.
[image: Figure 2]FIGURE 2 | Models of the patient (A) before and (B) after smoothing and cropping. POI is marked with red color.
The surface with the largest cross-sectional area perpendicular to the centerline of the AAA was chosen as the plane of interest (POI), which was marked with red color, as shown in Figure 2B.
The effect of the area change ratio due to vessel wall deformation (Eq. 1), the differences between the maximum and minimum areas of POI before and after smoothing (Eq. 2), and the difference in the area change ratio due to the smoothing treatment (Eq. 3) were calculated to check whether the errors caused by smoothing affect the accuracy of simulation and the results are summarized in Table 1.
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where the Amax, Amin represent the maximum and minimum areas of POI, Aoriginal and Asmoothed represent the POI area values of the original and the smoothed models.
TABLE 1 | The difference between the maximum and minimum POI area in one cardiac cycle before and after smoothing.
[image: Table 1]As shown in Table 1, the differences between the maximum and minimum areas of POI are both less than 3%. The differences in area change are less than 1.5% and the area change rate is only 0.25% before and after smoothing. It indicates that the error caused by the smooth operation is small and would not affect the numerical simulation accuracy.
2.3 Mesh generation
The tetrahedral mesh was generated in HyperMesh 14.0 (Altair, United States). The global mesh size of the model at the initial time was set as 0.3 cm, and the wedge-shaped boundary layer mesh was generated in the fluid domain. After the grid independence test (the process is described in Module 2 of the Supplementary Material), the mesh of the initial model is shown in Figure 3. The node number and elements of the fluid mesh, and node number of the surface mesh of the vessel wall at the initial moment were 30,750, 89,022, and 4,917, respectively.
[image: Figure 3]FIGURE 3 | Mesh information. (A) the global mesh information, (B) the mesh at the inlet and the boundary layer mesh, (C) the mesh at the bifurcation of iliac arteries.
Global mesh densification was performed on models at other 20 time-instants, with the mesh size set as 0.02 cm. The node number of the vessel wall for the subsequent 20 time-instants was 144,650 ± 10,025 (mean ± SD). The process was described detailed in Module 3 of the Supplementary Material. Note that these surface meshes are not involved in computational fluid dynamics simulations, but only store coordinate information of surface nodes at different time points.
2.4 Calculation of nodal displacement at different time-instants
As described in Section 2.3, the surface mesh of models was densified at the next 20 time-instants to provide more optional nodes for the grid nodes to move from the current time point to the next (as shown in Figure 4), which can ensure that each node at the current moment could move to its nearest node at the next moment.
[image: Figure 4]FIGURE 4 | Node displacement calculation between two adjacent time-instants.
As shown in Figure 4, [image: image]represents the ith node at the current moment, [image: image] and [image: image] represent the nodes that could be chosen for [image: image] at next moment. It is obvious that [image: image] is closest to [image: image], and other nodes which are not selected will be deleted.
Matlab R2020b (MathWorks, United States) was used to calculate the coordinate information of nodes at different time-instants. As shown in Figure 4, the nodes’ displacements at different time-instants were calculated according to the minimum distance principle (Vahidkhah et al., 2017). For two adjacent time-instants, the distance of different nodes and the coordinates at the next moment were expressed as Eqs 4, 5:
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where [image: image] represents the coordinate of the ith node at time point T, [image: image]represent the coordinates of all nodes at the moment T+1, and di represents the minimum distance value between the ith grid node at moment T and all grid nodes at time phase T+1. Eq. 5 indicates that the coordinates of the next moment in three directions are obtained by adding the coordinates of the current moment to the corresponding distances moved in each of the three directions.
Afterward, the grid node coordinates were interpolated for 21 time-instants [so that the Courant number was less than 1 (Khalafvand et al., 2017)], and 80-time steps were generated for each interval of the 21-time-instants, resulting in 1600 (=20 0180) time steps for one cardiac cycle of computation. The generated coordinate files of each grid node were invoked by the user-defined function (UDF) in Fluent 2019 R3 (ANSYS, Canonsburg, PA, United States). To avoid non-convergence of calculation due to excessive mesh distortion, a remeshing technique was used in Fluent to regenerate new surface mesh as well as meshes in the fluid domain when the maximum mesh skewness was greater than 0.7, the process of performing the MB simulation was also described detailed in Module 4 of the Supplementary Material.
2.5 Boundary conditions
The boundary conditions were all derived from another volunteer, the velocity waveform at the inlet of the IR aorta was measured by 2D phase-contrast magnetic resonance imaging (PC-MRI, and the magnetic resonance System is 3.0 T Discovery MR750, GE Medical System, United States) technique, and the pressure waveform at the outlets of the iliac arteries was measured by the pressure guidewire, as shown in Figure 5.
[image: Figure 5]FIGURE 5 | The velocity waveform at the inlet of the abdominal aorta and the pressure waveform at the outlets of the iliac arteries and four specific time points were marked on the velocity profile.
The UDF function in Fluent was used to specify the velocity of each node at the aorta inlet and specify the pressure waveform of the iliac artery outlets.
Based on the maximum velocity waveform at the inlet of the IR aorta, four specific time points were selected to analyze the hemodynamics in AAA: time of maximum acceleration of velocity (time-point a, 0.14 s), time of maximum deceleration of velocity (time-point c, 0.37 s), time of maximum velocity (time-point b, 0.21 s) and time of minimum velocity (time-point d, 0.78 s).
2.6 Solving settings
In the numerical simulation based on MBM, Arbitrary Lagrangian-Eulerian (ALE) method was used to solve the continuity and momentum equation, as shown in Eqs 6, 7:
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where [image: image] represents the velocity vector of blood, [image: image] represents the velocity vector of the grid nodes of the vessel wall, [image: image] represents the normal vector, ρ represents the blood density, p represents the pressure, I represents the unit tensor, and τ represents the viscous stress tensor. When assuming the vessel wall as rigid, the continuity equation and the Navier-Stokes equation could be simplified into Eqs 8, 9:
[image: image]
[image: image]
The blood was assumed as an incompressible Newtonian fluid with a density of 1060 kg/m3, and the viscosity was set as 0.0035Pa ⋅ s. No-slip and no-flux conditions were applied at the vessel wall. The pressure implicit with the splitting of operators (PISO) algorithm was used to solve the continuity and the momentum equations to obtain velocity and pressure. The second-order upwind scheme was used to discrete the control equations at grid nodes of the fluid domain (Khalafvand et al., 2017), the laminar solver was used for the Reynolds number is small and fluid in the lumen of the vessel does not develop turbulence (Peng et al., 2022). The cardiac cycle was0.8 s, the time step size was 0.0005 s, at the end of each time step, the surface mesh and the volume mesh of the fluid domain were remeshed. The residual of continuity and velocity in three directions were set as 1e-4 and each time step is iterated 50 times to ensure that the results converge. The numerical simulations were performed for cardiac cycles. The workstation AMD Ryzen Thread Ripper 3990X 64-core Processor was used. The time requirement was 36 h when performing the MB simulation and 4 h when performing the RW simulation, it should be noted that the size of the rigid model was set to be equal to the mean size of the models at 21-time points so that the comparison could more clearly demonstrate the effects of wall deformation. The TAWSS, OSI, and relative residence time (RRT) were calculated and compared based on the WSS obtained from the simulation results, as shown in Eq. 10 (Peng et al., 2022):
[image: image]
3 RESULTS
The simulation results of the last cardiac cycle obtained using both methods were post-processed in CFD Post 2019 R3 (ANSYS, Canonsburg, PA, United States).
3.1 Verification of boundary continuity
To verify the boundary continuity when performing the MB simulation, the coordinate information of the POI nodes at four specific time points (time point a to time point d) was derived. Matlab was used to extract the edge contours of the POI for observation, as shown in Figure 6. As shown in Figures 6B, C, the POI contours are continuous and undistorted at four specific time points, indicating that the vessel wall of the abdominal aorta is free of malformed bulges and depressions during the simulation, in line with the requirements for computational quality.
[image: Figure 6]FIGURE 6 | The POI at four-time points is outlined. (A) the POI of abdominal aortic aneurysms. (B) the boundary contours at the four specific time points (C) local magnification of (B).
In addition, the overall deformation information was shown in AAA.gif of the Supplementary Material.
3.2 Flow fields
The results of the flow field simulated by these two methods are visualized in Figure 7. We narrowed the range of color bar (change the upper limit of velocity into 0–0.5 m/s, i.e.) to make the colors of streamlines more distinct. Overall, the spatial distributions of the flow field at the four specific time points are consistent.
[image: Figure 7]FIGURE 7 | Comparison of the flow fields at four specific time points by using two methods. (A) Time moment of maximum acceleration of velocity, (B) Time moment of maximum velocity, (C) Time moment of maximum deceleration of velocity and (D) Time moment of minimum velocity.
As the blood flow accelerated from time point a to time point b, the flow field within the vessel is stable and no vortex is formed. During this process, the viscous force effect of the blood has little influence on the flow field, while the effect of inertial force is relatively significant. The acceleration effect of the flow is greater than the convective deceleration effect caused by the widening of the aorta. The flow field manifests itself mainly as an ordered laminar flow. However, during the deceleration of the blood at the inlet, the viscous effect of the blood is obvious. The flow state of the blood in AAA gradually becomes disordered. At time point d, the blood flow attaches to the bulging aneurysm wall, and the vortex and secondary flow form within the AAA. In the area near the AAA wall, the recirculation region appears.
3.3 Wall shear stress
The distribution of the WSS on the vessel wall is shown in Figure 8. Overall, the WSS distributions at the four corresponding specific time points are consistent using these two methods. In the region close to the POI, the low WSS values (20th percentile values) appear and indicated a weak shearing effect of blood on the AAA. As the inlet blood velocity increases, the high WSS values(80th percentile values) gradually appears at the bifurcation of the abdominal aorta and iliac arteries, which may lead to endothelial cell damage and destruction (Liu et al., 2014). As the inlet blood flow velocity decreases, the regions with high WSS values gradually reduce. At time point c, the high WSS based on MB simulation is concentrated in the abdominal aortic bifurcation and the iliac arteries, and the high WSS obtained by assuming the vessel wall as rigid occurs in these locations as well as in localized regions of the aneurysm wall. At time point d, most of the WSS values obtained by using the MBM were lower than 20th percentile values. When performing the RW simulation, a small number of high WSS values still appears in parts of the abdominal aortic bifurcation, in the region where the iliac arteries join the AAA and in the distal neck of the AAA.
[image: Figure 8]FIGURE 8 | Comparison of the wall shear stress distribution at four specific time points by using two methods. (A): Time moment of maximum acceleration of velocity, (B): Time moment of maximum velocity, (C): Time moment of maximum deceleration of velocity and (D): Time moment of minimum velocity.
Notably, the distribution region of high WSS obtained by assuming the vessel wall as rigid is more extensive than that of MBM. The ratios of high WSS area to the whole vessel wall are 0.54%, 14.33%, 8.57%, and 0.15% at four specific time points by using MBM, and these ratios obtained from the RW simulation are 2.41%, 28.62%, 15.32%, and 2.18%, respectively.
3.4 TAWSS, OSI, RRT
TAWSS, OSI and RRT were calculated using Eq. 10 to assess the blood stagnation status and to further predict the risk of thrombus formation.
As shown in Figure 9A, the TAWSS simulated by using MBM fluctuates slightly throughout the vessel wall, with distribution in most regions of less than 10th percentile values. In contrast, the TAWSS obtained from the RW simulation differs significantly across regions. Low TAWSS is mainly concentrated on the aneurysm wall, but in the downstream region of the AAA neck and the iliac artery bifurcation, TAWSS are larger than 20th values.
[image: Figure 9]FIGURE 9 | Comparison of (A) TAWSS, (B) OSI, and (C) RRT distributions by using two methods.
Besides, the ratios of the area where the low TAWSS located to the entire vessel wall area are 37.85% and 11.71% by using MBM and assuming the vessel wall as rigid, respectively.
As shown in Figure 9B, the high OSI (larger than 80th percentile values) obtained by using MB simulation is distributed over most of the aneurysm wall, AAA’s neck, and the iliac arteries, whereas the higher OSI obtained by assuming rigid vessel wall is relatively concentrated in the proximal neck of AAA and the bifurcation of the iliac arteries. In general, the region of high OSI obtained by using MBM is more widespread. Moreover, the percentage of the area with high OSI to the whole vessel wall obtained by using MBM is higher than that obtained from the RW simulation (69.32% and 21.72%, respectively). It implies the direction of the shear stress has a faster change frequency when using the MBM, since the direction of the blood velocity near the aorta changes constantly when applying the no-slip conditions. High OSI produces an oscillatory effect on the vessel wall and reflects a higher risk of damage to aorta compared to the rigid wall.
RRT obtained using the two methods are shown in Figure 9C. The high RRT (larger than 80th percentile values) obtained using MBM are distributed in the region of the proximal neck of AAA and adjacent to the POI. For results obtained from RW simulation, high RRT are relatively concentrated in the region of aneurysms’ proximal neck. High RRT obtained by using MBM spreads more widely on the vessel wall than those obtained from RW simulation. The ratios of the area of the region where high RRT locates to the whole vessel wall area obtained from these two methods are 24.12% and 6.37%, respectively. Moreover, the distribution regions with high RRT are generally consistent with the distribution regions of high OSI.
Furthermore, when comparing the flow field and RRT distribution obtained by using MBM, high RRT tends to be concentrated near the recirculation region of the flow field. When the blood flow velocity is low and the streamline takes on a spiral shape, the substances in the blood may stagnate for a long time near the aneurysm wall. Leukocytes, platelets and other substances may have stronger migration and adhesion effects in such a hemodynamic environment. This suggests that the effect of prolonged high RRT and recirculation region may increase the risk of thrombosis near the AAA.
To quantitatively compare the TAWSS, OSI, and RRT of each case simulated by these two methods, the mean values of the three parameters on the vessel wall were calculated, which are summarized in Table 2. The mean value of TAWSS obtained from the RW simulation is 18.18% higher, while the mean OSI value and mean RRT value are 42.31% and 11.61% lower than the results obtained from the MB simulation, respectively. It may indicate that results obtained from the MBM reflect a higher effect of blood stagnation.
TABLE 2 | Comparison of the mean value of three parameters on the vessel wall by using two methods.
[image: Table 2]3.5 The comparison between the MB simulation results and follow-up image data
To investigate whether there is an association between the simulation results when using the MBM and the risk of thrombosis and the growth of AAA, the follow-up data from the same patient was collected after 2 years in this study. As shown in Figure 10, the ILT forms in the region near the POI but the maximum diameter of the AAA increases by only 2.36 mm. There is an overlapping region with low TAWSS, high OSI and high RRT when using the MBM. (Notably, there is no overlapping region when performing the RW simulation.) Although the ratio of the area of the overlapping region to the entire vessel wall is only 4.92%, the thrombus almost occupies the anterior wall of the aneurysm near the overlapping region after 2 years. It indicates a higher likelihood of thrombosis when all three factors (low TAWSS, high OSI and high RRT) mentioned above work together, and the ILT may prevent the further growth of AAA.
[image: Figure 10]FIGURE 10 | (A) The initial cross-section of the maximum diameter of AAA. (B) The cross-section of the maximum diameter of AAA was obtained from the follow-up image data. (C) The overlapping region of low TAWSS, high OSI, and high RRT obtained from the MB simulation: is marked in red color. (D) The location of the thrombus was reconstructed from the follow-up image data.
4 DISCUSSION
The combination of CFD and medical imaging data has been widely used for hemodynamics simulation in the clinical assessment of cardiovascular disease in patients. However, the traditional RW simulation does not consider the deformation of the vessel wall, which does not conform to the actual physiological conditions (Vergara et al., 2017). Although the FSI method can simulate the interaction of the vessel wall with blood, the results may differ from the real hemodynamics due to the difficulty of obtaining patient-specific vessel wall material parameters quickly and accurately (Shamloo et al., 2020).
In this paper, the 21-time phases models in one cardiac cycle of one AAA patient were reconstructed and the mesh was generated. After that, the spatial coordinates of each mesh node at different time-instants were calculated, then the UDF was used to control the displacement of each node without considering the material properties of the vessel wall. We also assumed the vessel wall as rigid for another simulation, and the differences between the results of these two simulations were compared to analyze the influence of the vessel wall deformation on hemodynamics in AAA.
The spatial distribution of flow fields simulated by using the MBM and assuming the vessel wall as rigid is similar. Notably, at time-point d, the flow field near the AAA is very disorganized with a large number of vortexes. It may indicate that aneurysm formation may have undesirable effects on laminar flow patterns of blood, which has the potential to damage the endothelial cells (Hsu et al., 2001).
The TAWSS was calculated as the tangential component of traction on the vessel wall through the cardiac cycle. Zambrano et al. (2016) found that the ILT accumulated in areas of low TAWSS. Once ILT initially gathered near the lumen wall, it enhanced the effect of aggregation of new thrombus at regions where TAWSS was low. In regions of low TAWSS, red blood cells, platelets, and other substances within the blood were transported in a smaller area near the wall, which indicated a stronger stagnation effect in the near-wall region (Bilgi and Atalık, 2019).
The results of OSI, and RRT distribution on the vessel wall are quite different using these two methods. We speculated these parameters related to WSS strongly correlated with the deformation of the vessel wall, according to Gallo et al., we selected the 10th and 20th percentile for TAWSS, 80th and 90th values for OSI and RRT, which can provide a more complete and proper analysis of the difference between the rigid wall and moving boundary simulations.
High OSI indicates that during the movement of the blood vessel wall, the direction changes the frequency of the shear stress near the vessel wall is fast. This may be because when using the no-slip boundary condition, the blood flow velocity at the near-wall surface changes continuously during the cardiac cycle, as does the vessel wall. High OSI damage to the endothelial cells is serious. Prolonged high OSI may exacerbate changes in the orientation of endothelial cell alignment in these regions (Bilgi and Atalık, 2019), cause inflammation in the intima layer of the vessel wall and degeneration of elastin in the media layer of aorta, and lead to an increased risk of thrombus formation (Meng et al., 2014; Soldozy et al., 2019).
Besides, the high/low OSI is usually accompanied by high/low RRT (Liu et al., 2021). Since high OSI causes damage to the endothelium, which is accompanied by the release of clotting factors, platelets, lipids and other substances, the blood undergoes a deposition effect and adheres to the vessel wall (Chen et al., 2018). A high RRT indicates the blood stays in the low-velocity recirculation region of the aneurysm for a long time, prolongs the contact time between blood substances and the low-velocity layer near the vessel wall, and creates conditions for the migration and aggregation of platelet white blood cells and coagulation factors into the aneurysm wall (Zambrano et al., 2016; Kelsey et al., 2017; Yeow and Leo, 2018).
In general, the ILT formation is associated with low TAWSS, high OSI, and high RRT, which may cause damage to the intima of the vessel wall in AAA, promote the inflammatory reaction on the vessel wall, and release the coagulation factors and lead to the formation and growth of thrombus.
The diameter of the maximum cross-section of AAA only increases by 2.36 mm, while there is a large amount of ILT formation in the anterior wall of the AAA. The ILT effectively reduced wall stress in AAAs, which provided AAAs from rupture (Lindquist Liljeqvist et al., 2020). A large strain constitutive relation into patient-specific AAA simulations and demonstrated that the presence of the ILT can significantly reduce wall stress by up to 38% (Piechota-Polanczyk et al., 2015). Our results also suggested to some extent that ILT could prevent AAA growth and rupture, so that the diameter of the AAA does not increase significantly.
There is still considerable potential for improvements in this study. We used the physiological data of the previous volunteer as the boundary conditions for numerical simulation. The PCMRI and ultrasound techniques can be used to set individual boundary conditions for each patient (Peng et al., 2022). In addition, due to the limitation of spatial resolution, it is difficult to accurately obtain the deformation information of the visceral arteries. Therefore, this paper only selected the AAA and iliac arteries to reconstruct patient-specific models. The visceral arteries (such as the renal arteries, and the trunk celiac artery) also needed to be considered in the numerical simulation. Assuming the blood as Newtonian fluid and ignored its viscoelastic was also the limitation of our study. We also consider collecting 4D CT image data of more AAA patients for MB simulation.
In general, this paper has demonstrated the feasibility of applying the MBM to the hemodynamics simulation within AAA. It could describe the vessel wall deformation, and provide effective reference information for clinical evaluation of the ILT formation risk in AAA.
5 CONCLUSION
We simulated the hemodynamics in this paper under the in vivo deformation of vessel wall based on 4D CT medical image data, proved the feasibility of the MBM, and compared the simulation results with those assuming a rigid vessel wall. The overall spatial distributions of flow fields and WSS by using the MBM and assuming a rigid vessel wall are similar. Besides, deformation of the vessel wall leads to the lower TAWSS, higher OSI and higher RRT distributions. The simulation results obtained from the MBM reflect a higher blood stagnation effect in AAA. And the combination of the MBM with 4D CT image data may provide a new idea for the clinical prediction of the ILT formation risk in AAA.
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Patients
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AComaA: anterior communicating artery; Al: pre communicating segment of anterior
cerebral artery (ACA); A2: ACA, post communicating segment; A3: ACA, precallosal
segment; MI: horizontal segment of middle cerebral artery (MCA); M2: MCA, insular
segment; P1 pre communicating segment of posterior cerebral artery; PComA: posterior
communicating artery; BA: basilar artery.

*Mean (standard deviation);
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‘One patient had ruptured aneurysm on RM1 and unruptured one on LM1.
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We reported mean (&) std of measured accuracics, sensitivities, specificities, BE-scores, and IoU-scores in all 19 patients.





OPS/images/fmedt-05-1130201/fmedt-05-1130201-g003.jpg
Q=0.143 £ 0.01 Ipm (2.77%) RMCA Q= 0.147 + 0.013 Ipm(2.84%)
P=82.11+ 1.49 mmHg P=83.43+ 1.84 mmHg

ll let4 Outlef
Q= 0.154 + 0.001 Ipm(2.98%) RECA LECA Q 0.157 + 0.004 Ipm (3.04%)
P=83.93+ 0369 mmHg Outlet3 %\ Outlets

H

P=83.51+1.273 mmHg
Sotes — 2= o 139 0.004 Ipm (3.66%)
.90+ 1.30 mmHg
Q=10.199 1 0.01 Ipm (3.85% ) mmmme
P=8256+0316mmHg  Outlet2

Outlet8 P-83.83+0.44 mmHg

Q = 0.197 £ 0.012 Ipm (3.81%)__/poa
P-8384+0.671mmHg  Gutiet1 LSA Q=0.331+0.018 Ipm (6.41%)
Outlet9  P=8031+1.04 mmHg

nlet
Q=5.16 +0.078 Ipm
P= 8491+ 0.901 mmHg

B
I\ \ Q = 0.146 Ipm (2.82%)
Q=0.148Ipm (2.86%) j— (5 Outlet 5 P = 82.88 mmHg
P=82.84 mmHg QOutlet 4 § "’\; SuTeTe Q = 0.147 Ipm (2.84%)
@ = 0.155 Ipm (3%) 5 P =82.19 mmHg
p

=84.07mmHg  Qutlet 3
Q =0.213 Ipm (4.12%) 4
P=83.94mmHg Outlet 2

J/ ST Q= 0 200 lpm (3 87%)
/4 = 83.88
Q=0.196 Ipm (3.79%)
J Outlet’s P = 83.82 mmHg

Q= o 194 1pm (3. 75%) )
=84.08 mmHg Qutlet 1 Q =0.303 1pm (5.87%)
T P 83.95 mmHg

P =84.61 mmHg





OPS/images/fmedt-05-1130201/fmedt-05-1130201-g002.jpg





OPS/images/fmedt-05-1130201/fmedt-05-1130201-g001.jpg
AL PG AN s

RMCA LMCA A
Accessk /‘i Access3y |
4 6 LECA

Common
[ outlet 1

Centrifugal Pump






OPS/images/fmedt-05-1130201/crossmark.jpg
(®) Check for updates.





OPS/images/fcvm-10-1087568/fcvm-10-1087568-t002.jpg
Patient RV lead QRS duration Relative LE Correlation
location (ms) (%) (n
1 Septal 156 8.7 0.0 1783 13 0.98
2 Free wall 156 17.3 15.2 154.3 6.1 098
3 Apical 158 206 15.1 165.0 8.1 0.87
4 Apical 142 15.6 13.7 167.9 46 0.88
5 Apical 158 6.6 43 158.0 09 0.84
6 Free wall 170 13.4 117 1732 32 092
7 Free wall 148 11.3 10.3 1292 3.1 0.96
8 Septal 134 7.1 0.0 146.6 11 0.97
9 Free wall 160 12.0 8.2 1226 37 0.94
10 Septal 132 9.5 6.6 1256 6.0 097
11 Free wall 182 7.2 0.0 179.8 2.7 0.98
12 Apical 140 10.4 6.9 126.7 29 0.90
13 Septal 168 16.5 10.4 147.0 5.8 0.88
14 Septal 148 4.5 0.0 135.1 05 097
15 Apical 152 4.4 0.0 169.1 04 091
16 Apical 142 21.2 15.8 123.1 115 0.80
17 Free wall 172 17.9 10.9 158.6 7.1 073
18 Septal 130 7.2 0.0 168.2 1.0 0.92
19 Apical 164 18.0 14.3 246.0 41 0.94
20 Apical 156 14.6 8.3 1724 39 0.98
21 Apical 156 12.4 5.4 173.7 49 0.96
22 Apical 128 7.5 4.5 104.3 1.9 098
23 Apical 166 15.2 13.7 1186 6.1 0.90
24 Apical 138 16.7 12,9 975 9.0 0.99
25 Free wall 142 16.3 14.5 159.5 52 0.94
26 Apical 152 19.1 16.5 155.1 57 091
27 Apical 152 215 15.5 149.6 9.7 0.89
28 Septal 146 43 0.0 96.0 0.6 0.96
29 Septal 146 10.1 6.2 1116 29 0.94
30 Septal 150 18.7 17.5 139.5 79 0.80
31 Apical 156 28.6 24.6 124.8 20.6 0.84
32 Apical 146 12.7 45 149.4 34 093
33 Apical 162 19.6 18.2 123.0 7.7 091
34 Apical 132 14.5 9.4 114.8 57 0.95
Mean = SD 1512 +£12.9 139456 9.6+ 6.2 146.0 & 30.0 504 4.0 0.9240.1

LE, localization error; cLE, corrected localization error; RV, right ventricular; SD, standard deviation.






OPS/images/fcvm-10-1087568/fcvm-10-1087568-t001.jpg
All (n = 34)

Age (years) 69.1 & 11.9 (24.9-85.0)
Male 20 (58.8)
Duration of pacemaker treatment (years) 3.4+ 0.8 (2.6-5.5)
Ischemic heart disease 4(11.8)
Beta-blockers 17 (50.0)

Body mass index (kg/m?) 29.5+ 5.9 (19.6-48.2)

Echocardiographic parameters

Left ventricular ejection fraction (%) 55.4 4+ 7.6 (41.7-71.4)

Left ventricular end-diastolic volume (ml) 101.9 + 28.3 (64.0-187.0)

Right ventricular paced ECG parameters

QRS duration (ms) 151.2 4 12.9 (128.0-182.0)

Heart rate (beats per minute) 66.5 % 8.5 (50.0-86.0)

Values are expressed as mean =+ standard deviation (range) or 7 (%).
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Subject 1

Baseline characteristics

Age, years 85
Gender Female
Ejection fraction, % 61
LVEDV, mL from echo 75
Body surface area, m? 1.73
Mitral pathology MR
Aortic stenosis None
Neo-LVOT area at 111
end-systole (predicted),

mm?

Skirt neo-LVOT area at 241
end-systole (predicted),

mm?

Procedural characteristics

TMVR setting Valve-in-Ring
Successful leaflet laceration Yes
Successful TMVR Yes
Implanted SAPIEN size, 26
mm

No. of THV cells exposed 1.5
by splayed leaflet

Combined area of THV 41
cells exposed by splayed

leaflet, mm?

Deployment depth, % in LV 53
Para-valvular regurgitation None
Post-procedural characteristics

Time of post-procedure CT 30-day
scan

Post-procedure peak flow 13.3
rate, L/min

Neo-LVOT area at 211
end-systole, mm?

Neo-LVOT area at 266
peak-systole, mm?2

Skirt neo-LVOT area at 320
end-systole, mm?

Skirt neo-LVOT area at 344

peak-systole, mm?2

Subject 2

82
Female
65
56
1.81
MS
Mild
57

278

Valve-in-MAC
Yes
Yes
29

86

7

Mild

30-day

18.8

187

256

427

418

Subject 3

50
Female
56
48
177
MS
None
143

210

Valve-in-Ring
Yes
Yes
23

55

46

None

Pre-discharge

21.3

293

379

307

351

Subject 4

eS|
Female
53
40
1.68
MS
None
81

247

Valve-in-MAC
Yes
Yes
29

45

85
Trace

Pre-discharge

16.3

42

153

145

176

Subject 5

84
Female
54
36
1:87
MS
None
108

236

Valve-in-MAC
Yes
Yes
29

87

7

Mild

30-day

20.3

19

129

211

231

Subject 6

80
Female
67
78
1.99
MR
None
168

333

Valve-in-MAC
Yes
Yes
29

88

58
None

30-day

37.8

223

250

341

313

Subject 7

83
Female
67
65
1.8
MR
None
59

216

Valve-in-MAC
Yes
Yes
29

2.5

88

59
None

Pre-discharge

24.8

30

49

182

162

Subject 8

61
Female
70
27
1.43
MS
Mild
B8

189

Valve-in-MAC
Yes
Yes
29

70

39
Trace

30-day

30.5

221

337

316

358

Echocardiography was used to derive ejection fraction, left ventricular end-diastolic volume, aortic stenosis severity, and para-valvular regurgitation severity. The peak flow
rate was obtained from the time-varying CT-derived left ventricular volumes. CT, computed tomography; LV, left ventricle; LVEDV, left ventricular end-diastolic volume;
MAC, mitral annular calcification; MR, mitral regurgitation; MS, mitral stenosis; THV, transcatheter heart valve; TMVR, transcatheter mitral valvereplacement.
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Study System ibility-107" AAA diameter Age mean
(kPa™") (mm) (+SD)

Our study Freehand 2D Volume; healthy 80+15 = 26+2
Volume; AAAs 29196 476 759
Area; healthy; local 60-105 (range) - 262
Area; AAA; local 21-60 (range) 4716 75+9

Long et al. (2004a) Tissue Doppler ~ Mean segmental diameter; 37+13 - 34+10
healthy

Long et al. (2004b) Tissue Doppler  Mean segmental diameter; AAAs 6.1+36 39+9 70+7.6

Rose et al. (2010) Cine MR Area; healthy 50+17

Zha et al. (2017) cr Area; below renal artery; AAAs 105+22 >3.0 cm
Area; at max diameter; AAAs 49+18

Van ‘t Veer et al. MRI Volume, AAAs 2:05 58+ 6.0 736164

(2008)

Molacek et al. (2011) cT Area; AAA r¢ 3.7-56 (range) 60+ 16 65

Avem: AAA Moo-dilated resion .42 (range)
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inteers AAA patients
Vep Vis Cgobal Dyiopar 10 Vip Vs Calobal Dgiopar10™>
(mh  (mD (mi/kPa) (kPa—) (b  (m) (mi/kPa) (P~

vi 365 551 023 & BL 76 9 19 25

vz 122 187 078 6 B2 W £ 10 2

V3 516 847 053 103 B 101 139 50 W

va 103 153 071 69 B4 E 5 12 7

vs 104 162 1.06 102 Bs 2 31 08 35

Ve 375 656 034 % B6 30 38 08 28

v7 412 664 0.30 7 B7 9 12 18 2

vs 637 105 052 8 B8 18 23 04 2

vo 667 102 047 70 B9 95 12 19 20

vio 309 520 024 7

e 80=15 B 20296

Global properties Veo (ml), Ves (M), Caosel (MU/kPa) and Deessr 10~ (kPa™) are reported.
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Volunteers AAA patients
Diocar 107 £aire (=) Dygear 107 Eaire
(kPa) (kPa) =)
V1 63+79 0.23+0.03 Bl 2720 0.13£0.09
V2 65+15 0.24+005 B2 59+31 0.16 + 0.08
V3 10523 0.28+005 B3 45+19 0.16 £0.08
V4 77+20 0.24+005 B4 42+28 0.18 £0.10
V5 104+24 0.25+005 B5 60 = 60 0.22+0.18
V6 90=16 0.30:004 B6 27+57 0121002
V7 67£65 0.25+002 B7 23:12 0.13£0.07
V8 83+20 0.29+006 B8 24£15 0.14+0.08
Vo 60+13 0.23+005 B9 2113 0.14 £0.07
V1o 89+27 0.31+£0.08

For each subject, the mean and standard deviation are reported.





OPS/images/fbioe-11-1127855/math_2.gif
G

Romm = 2=





OPS/images/fmedt-04-1052213/fmedt-04-1052213-t002.jpg
Similarity
index (—)

HD (mm),
median

(IQR)

median + 1Q
range

0.88
0.93
0.91
091
0.93
0.91
0.90
0.91
0.90
091 [0.90-0.92]

6.6 [5.7-8.4]
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Age M BP Age Mo D, BP Age F/IM Diax BP

(years) (mmHg) (years) (mm)  (mmHg) (years) (mm)  (mmHg)
Paia Py Paia Py Paia Py,

Vi 25 M 68 115 Al 75 3 52 Bl % F 52 152 9%
V2 27 M 79 126 A2 80 M 55 163 93 B2 78 F 39 02 7
V3 25 F 78 110 A3 84 M 57 - B3 72 M 52 m 68
V4 28 M 81 118 A4 73 M 56 - B4 58 M 41 135 78
Vs 29 F 81 107 A5 73 M 54 B5 74 M 40 136 91
26 M 60 110 A6 79 M 56 B6 74 M 45 141 87

25 M 69 118 A7 72 M 86 B7* 80 M 55 163 93

V8 24 F 64 110 A8 76 M 60 - B8 83 M 48 165 87
Vo 2 F 57 102 A9 69 M 51 180 94 B9 69 M 51 180 94

vio 25 F 55 108

ny 2 - 6 112 A 76 - 59 - - B 75 - 47 143 85

The patients were divided into two groups, based on the types of measurements available. Patients of group A (A1-A9) underwent a CTA scan. Patients of group B (B1-
B9) incenwent a brachial BP messurermant: Patent &2 ard AB belong 30 both cateaories indicatsd by:one or two asterisks. Per aroun: the rsan i) wslues anes shown.
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BRAC LCCA CEL SMA RR RI
R1 [x10° Pa s.m”"] 062 227 166 261 304 418 094 0.70
R2 [x10° Pa s.on™] 140 113 097 102 138 120 148 1.48
C [x107°m’.Pa”’] 1374 614 4.37 3.87 3.56 334 070 0.64
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Validation case RMSPE for LH (%) RMSPE for IE (%)

Idealized Cylinder 14 06
Elbow at 45° 22 17
Elbow at 90° 60 44
Patient-specific Eff =050 MPa 10.1 9.6
Eff = 175 MPa s 97
EY = 3.00 MPa 94 85
Proximal/Distal 16.3 16.1
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Case 1 Case 2

Normal HFpEF Growth (%) Normal HFpEF Growth (%)

LVM (g) 49 132 269 49 122 250
LVMI (g, ) 66 136 206 63 120 190
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Case 1 Case 2
Normal HFpEF-Normal Geometry Normal HFpEF - Normal Geometry

a (MPa) 8.69x 107" 8.69x 107 L43x 107 L43x 107
b 151 % 107 201 % 107 428 8.28

ar (MPa) 226x 107 226x 107 4.86 x 107 4.86x 107
by 433 x 107 433 x 107! 863 x 10" 8.63x 10"
a, (MPa) 8.02x 107 8.02x 107 8.61x 107 8.61x 10
be 1.20 x 107! 1.20 x 10% 3.39 % 10 339x 10"
a. (MPa) 1.63 x 107" 163 x 107 8.50 x 10°° 8.50 x 107
by 9.39 939 9.43 9.43
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Case 1 Case 2

Longitudinal circumferential Longitudinal circumferential

Normal 20% 28% 27% 30%
HFpEF 12% 28% 18% 32%
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Parameter description Symbol Value Unit
Viscosity at zero shear rate o 1581 x 107 Pas
Viscosity at infinite shear rate Neo 2779 x 107 Pas
Time constant A 1.561 s
Power index n, 0475 -
Blood density p 1060 x 10* kg/m®
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Parameter

Coagulant diffusivity

Coagulant kinetic constant

Coagulant concentration threshold
Coagulant kinetic constant at wall
Coagulant concentration threshold at wall
Shear rate threshold

Cycle-averaged shear rate threshold

Value

1e-08
2x10°
210"
2x10*
2x10°

Unit

m/s
mol/m¥/s
mol/m*
mol/m/s

mol/m*
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