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Editorial on the Research Topic
 Advances in color science: From color perception to color metrics and its applications in illuminated environments




Color science is an inherently interdisciplinary area of research. It examines the perception of color by the human eye and brain, the origin of color in materials, color theory in art, and the physics of electromagnetic radiation in the visible range. Nowadays, on a basic research level, the most fundamental processing stages in color vision and color perception remain unexplained. At the same time, new areas in the study of applied color science have emerged in just the past decade, examining new advances in cameras, displays, sensors, virtual reality, augmented reality, mixed reality, smart lighting, and so on.

With the purpose of presenting the frontier knowledge in color science, both theoretical and applied, this Research Topic covers a total of 21 original articles, which were published from 21 Jun 2018 to 15 Dec 2022. The series is organized into three sections: color perception and psychological effects, color management in a broad sense, and spectral reconstruction.


Color perception and psychological effects

All objects have color but bring different perceptions to the human eye or brain. This subjective perception varies with individual differences, social backgrounds, and the properties of the observed objects. Some psychological theories suggest that color, like other biologically-derived signals, should be reliably paired with an emotion, and that colors should differentiate across emotions. Such emotions include both pure color-emotion pairs (Fugate and Franco) and the effect of objects with color on individual psychological preferences.

The first area is the effect of individual differences on color perception. Common factors include age, gender, visual impairment, and visual acuity. Lian et al. conducted a study on currently controversial blue-light blocking spectacle lenses to assess their long-term effects on contrast perception in adults under different lighting conditions. The authors conclude that wearing blue-light blocking lenses had no clinically significant effect on adults' long-term contrast perception under scotopic or photopic conditions, or on glare, which contradicts the findings of some previous studies. The possible reason for the contradictory results is the difference in age of the participants.

How color affects the perception of social status in various cultural contexts was also studied (Wu et al.). The authors show that participants associate with the red color with logos of high-status stimuli more quickly than the red color and logos of low-status stimuli, using the implicit association test paradigm in seven tests. Additionally, the authors demonstrate that in different civilizations, notably China and the United Kingdom, the color red is associated with a high social rank. This finding suggests that color cognition is at least somewhat culturally ubiquitous.

Finally, there are several studies on the influence of the properties of the observed objects on color perception and psychological preference. In particular, for the object observed, some of its properties such as shape, roughness, and gloss (Honson et al.) affect the observer's subjective color perception, and its objective color in turn affects the perception of other properties of the object, such as implied social status (Wu et al.), the taste of foods (Wang and Li), the discount depth in a price promotion context (Kim and Jang), likability perception of CG character (Wang M. et al.), propensity to eat (Schlintl and Schienle), and facial expression perception (Minami et al.). At the same time, this difference in color perception can lead to different psychological preferences in specific scenarios, such as in-vehicle lighting (Weirich et al.), urban street lighting with different color temperatures (Hao et al.), and costume, food, artware, and skin lighting (Deng et al.).

In addition to studies on a single color, this section also contains studies on the modeling of color harmony based on multi-color feature extraction (Wang, Liu, Jiang, et al.) as well as the perceptual attributes of multiple colors and combined tones (Wang, Liu, Lan, et al.).



Color management in a broad sense

Color management is the controlled conversion between the color representations of various devices. Although its main goal is to obtain a good match across color devices, in a broad sense, it also involves digitization (Su et al.), reproduction (Li et al.), correction, and optimization (Liu Z. et al.) of color.

The dyeing industry is closely related to color reproduction technology. Li et al. select the two-constant Kubelka–Munk theory to investigate the feasibility of minimizing and optimizing learning samples for the theory, and find that two samples, namely, a mas stone consisting of 100% pre-colored fiber and a tint mix of 40% pre-colored fiber and 60% white fiber, are enough to determine the absorption and scattering coefficients of a pre-colored fiber. In addition, the authors also explore optimal samples for the single-constant Kubelka-Munk theory.

Restoring the accurate or realistic color of cultural heritage objects during the archiving process is a significant challenge for imaging technology. Su et al. focus on color reproduction in silk fabrics. To overcome the disadvantage of applying traditional color charts to silk fabrics with high gloss in the conventional color management process, the authors specifically organize a unique “Qianlong Palette” color chart, consisting of 210 silk fabric samples, and compare the performance of different mapping methods on these two kinds of color charts. Liu Z. et al. present an improved color correction method for color cast images that makes the color appear more realistic. It is based on a computational model of the human visual system that perceives objects by color constancy theory and realizes illumination non-uniformity compensation and chromaticity correction for color cast images by taking the color stability of some pigments into account.

After obtaining digital images of ancient mural images, Liang, Liu, et al. explore an optimized method for segmentation based on super-pixel algorithms, improving digital virtual restoration.



Spectral reconstruction

The surface spectral reflectance of an object is the most essential description of its surface color and is not disturbed by color metamerism. At the same time, it is also the key factor for material analysis and has been proven beneficial in many fields, including color rendering, composition analysis, and substance identification. The acquisition of spectral reflectance is the basis of its numerous applications.

Xiong et al. propose an optimized method based on dynamic partitional clustering for the recovery of spectral reflectance from camera response values. A combination of dynamic and static clustering is used to produce dynamic clustering subspaces, and the Euclidean distance weighted and polynomial expansion models in the clustering subspace are adaptively applied to improve the accuracy of spectral recovery (Xiong et al.). Liu D. et al. propose an improved sequential adaptive weighted spectral estimation method to explore the feasibility of using a mobile phone camera as a new spectral imaging device to obtain the raw responses of samples for spectral estimation. Liang, Xin, et al. propose an optimized method for spectral reconstruction based on data augmentation and attention mechanisms using the current deep learning-based spectral reconstruction framework. The proposed method is exposure invariant and adapts to the open environment in which the light is easily changed, and the illumination is non-uniform. Thus, the robustness and reconstruction accuracy of the spectral reconstruction model in practical applications are improved (Liang, Xin, et al.).
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Detecting others’ emotional states from their faces is an essential component of successful social interaction. However, the ability to perceive emotional expressions is reported to be modulated by a number of factors. We have previously found that facial color modulates the judgment of facial expression, while another study has shown that background color plays a modulatory role. Therefore, in this study, we directly compared the effects of face and background color on facial expression judgment within a single experiment. Fear-to-anger morphed faces were presented in face and background color conditions. Our results showed that judgments of facial expressions was influenced by both face and background color. However, facial color effects were significantly greater than background color effects, although the color saturation of faces was lower compared to background colors. These results suggest that facial color is intimately related to the judgment of facial expression, over and above the influence of simple color.

Keywords: facial color, facial expression recognition, angry faces, fearful faces, psychometric function, point of subjective equality, reaction times


INTRODUCTION

As humans, we exhibit facial color changes such as blushing and paleness, and physiological studies have demonstrated that these changes are associated with specific emotional states. The face flushes during anger (Darwin, 1872; Drummond and Quah, 2001; Montoya et al., 2005) or pleasure (Drummond, 1994), and turns pale while feeling fear (Drummond, 1997; Montoya et al., 2005).

Facial color is an important cue in detecting others’ emotional states (Palmer and Schloss, 2010), and as such, is a core component of social interaction. However, facial color is also essential for face perception (Sinha, 2002; Vuong et al., 2005; Nederhouser et al., 2007; Russell et al., 2007), and modulates facial recognition at the behavioral level (Yip and Sinha, 2002; Balas et al., 2010). At the same time, facial color affects a range of social judgments such as health, sexual signaling, and emotion (Thorstenson, 2018). Among them, emotional perception is of importance for our daily life.

We have previously demonstrated that facial color clearly influences the judgment of facial expression using morphed facial expressions as experimental stimuli (Nakajima et al., 2017). However, color itself is also known to convey meaningful information such as attractiveness (Elliot and Niesta, 2008; Guéguen, 2012; Pazda et al., 2013; Young, 2015). In addition, previous studies have reported that a red background color to presented faces enhances the perception of anger, or otherwise negative expressions (Young et al., 2013; Gil and Le Bigot, 2015).

Thus, both facial color and background color affect the perception of facial expression, but it is unknown which makes the most substantial contribution. Red is interpreted as a signal of danger in competition contexts (Elliot et al., 2007). Socially anxious people exhibited negative bias, in which they tend to interpret neural faces as negative expressions (Yoon and Zinbarg, 2008). So the background color might bias the processing of anger expressions in a top-down manner. On the other hand, a facial color has the similar effect as the background color, but facial color is recognized as anger associated with increased blood flow. That is, anger perception is promoted in a bottom-up manner compared with the background color.

The goal of our study was to examine whether facial color or background color is more effective in the judgment of facial expression. On the basis of our previous findings we predicted that the effects of facial color would be significantly greater than those of background color. In the comparison of these effects, we mainly analyzed the PSE (Point of subjective equality at 50% performance) and reaction times (RTs) to facial expression. However, judging ambiguous stimuli is known to be sensitive to response bias. For example, the mood of participants affects facial expression cognition (Schmid and Schmid Mast, 2010). Therefore, we also analyzed response bias using signal detection theory and investigated whether these scores depend on a variety of colors.



MATERIALS AND METHODS

Participants

Twelve healthy participants (of which 6 were females) participated in this experiment (mean age = 23.25 years, SD = 1.36). According to self-report, none of the participants had color blindness. All participants provided written informed consent. The experimental procedures were approved by the Committee for Human Research at the Toyohashi University of Technology, and the experiment was conducted in accordance with the guidelines of the committee.

Stimuli

Color images of emotional faces (four females and four males posing as fearful and angry) were taken from the ATR Facial Expression Image Database (DB99) (ATR-Promotions, Kyoto, Japan), as used in Nakajima et al. (2017). The database has ten different types of facial expression from four female and six male Asian models. The database also includes the results of a psychological evaluation experiment (unpublished data) that tested the validity of the database. External features (i.e., neck, ears, and hairline) were removed from the face images using Photoshop CS2 (Adobe Systems Inc., San Jose, CA, United States). We created three different colored faces by manipulating the CIELab a∗ (red-green) or b∗ (yellow-blue) values of their skin area as shown in Figure 1A. There were three facial color conditions, reddish-colored (+12 units of a∗), bluish-colored (-12 units of b∗), and natural-colored (not manipulated). In addition, we created three different-colored backgrounds: red (44.2/74.0/39.2), blue (44.2/74.7/287.6), and gray (44.5/–/265.7) in the CIE LCh color space as shown in Figure 1A. Facial expression continua were created by morphing between two different expressions for one identity of the same facial color condition in ten equal steps using SmartMorph software (MeeSoft1 as shown in Figure 1B. Fear-to-anger expressions were selected for morphing because the effect of facial color on expression was found to be the strongest on these previously (Nakajima et al., 2017). In total, 264 images were used in this experiment [3 facial colors × 8 models (4 females) × 11 morph increments]. All face images were 219 pixels × 243 pixels (11.0° × 12.2° visual angle). Images were normalized for mean luminance and root mean square contrast.


[image: image]

FIGURE 1. Stimuli and procedure: (A) facial color (FC) and background color (BC) conditions. (1) A reddish-colored face with a gray background; (2) a bluish-colored face with a gray background; (3) a neutral-colored face with a red background; (4) a neutral-colored face with a blue background; and (5) a neutral-colored face with a gray background. (B) Each stimulus on CIELab color space. (C) Experimental paradigm. Each trial began with a fixation for 500 ms, followed by a colored background (red, blue, or gray) for 1,500 ms, and then an expression morphed face was presented until participants responded.



Procedure

The experiment was performed in four blocks with the following five conditions: (1) a reddish-colored face with a gray background; (2) a bluish-colored face with a gray background; (3) a neutral-colored face with a red background; (4) a neutral-colored face with a blue background; and (5) a neutral-colored face with a gray background. We set (1) and (2) to check the effect of facial color, (3) and (4) to check the effect of background color, and (5) as a control condition (Figure 1A). Each trial began with a fixation point for 500 ms, followed by a colored background (red, blue, or gray) for 1,500 ms, and then an expression morphed face was presented until participants responded (Figure 1C). Participants were requested to identify the expression of the face regardless of facial color as quickly and accurately as possible by pressing one of two buttons. Each face was presented in a random order, resulting in a total of 220 trials (5 conditions × 11 morph increments × 4 models) per block.

Analysis

The expression perception rate and mean response times were computed for each morphed face. The expression perception rate from each participant was fit with a psychometric function using a generalized linear model with a binomial distribution in Matlab software (MathWorks, Natick, MA, United States). To compare facial and background color effects on facial expression perception, the PSE (Point of subjective equality at 50% performance) was identified by finding the morph increment for each participant. The PSE differences from the control condition were calculated for each facial and background color conditions as a Color Effect Index (CEI). The CEIs were analyzed in a 2 (facial color or background color) × 2 (color: red, blue) repeated-measures ANOVA.

Besides, response biases were computed based on the assumption that signals arose from two categories: targets (anger) and non-targets (not-anger) and analyzed using analyzed in a 2 (facial color or background color) × 2 (color: red, blue) repeated-measures ANOVA.

To compare to the results of Young et al. (2013), we computed mean RTs in each condition for the 100% fearful and anger face expressions. The RT difference from control (FC: neutral-colored face, BG: gray background) were analyzed in a 2 (condition: FC and BG) × 2 (color: red and blue) × 2 (expression: 100% fearful and 100% anger) repeated-measures ANOVAs for each facial and background color condition.



RESULTS

Figure 2A shows the relation between morph level (fear-neutral-anger) and response (percentage of anger responses) to each stimulus. To compare effects on facial expression perception, we calculated a CEI based on the PSE for each participant (Figure 2B).
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FIGURE 2. Psychometric function and color effect index. (A) The relation between morph level (fear-neural-anger) and response (percentage of anger response) to each stimulus. To compare effects on the facial expression perception, the PSE (Point of subjective equality at 50% performance) was identified by finding the morph increment for each participant. (B) Color Effect Index (CEI) of two colors in each condition. CEIs were calculated from PSE differences from the control condition.



Color Effect Index

The ANOVA showed a significant main effect of color [F(1,11) = 21.59, p < 0.001, [image: image] = 0.66] and a significant interaction between condition and color [F(1,11) = 8.55, p = 0.014, [image: image] = 0.44], but the main effect of condition was not significant [F(1,11) = 0.12, p = 0.739, [image: image] = 0.01]. Subsequent analysis indicated that the CEI was significantly smaller for reddish faces but larger for bluish faces in the FC condition than in the BG condition [F(1,11) = 7.82, p = 0.017, [image: image] = 0.42; F(1,11) = 7.27, p = 0.021, [image: image] = 0.40]. This suggests that color effects in the FC conditions were significantly greater than those in the BG conditions.

Response Biases

The ANOVA analysis showed no significant effect of facial color for response bias [F(1.11,12.17) = 1.00, p = 0.347, [image: image] = 0.08). With respect to the BG condition, the ANOVA analysis showed the significant main effect of color for response bias [F(2,22) = 6.84, p = 0.005, [image: image] = 0.38]. Subsequent analysis indicated the conservative tendency (with fearful response) to bluish background compared with other backgrounds (ps < 0.05).

Reaction Times

Figure 3 shows the RTs depending on color and expression in each condition [FC(a) and BG(b)]. The RTs were longer than those of a previous study (Young et al., 2013) because we used facial stimuli with 11 levels morphed expression while two extreme expressions were used in the previous study. Repeated-measures ANOVA showed a significant interaction between color and expression [F(1,11) = 39.77, p < 0.001, [image: image] = 0.78]. There was no other main effect or interaction [condition (1, 11) = 0.25, p = 0.627, [image: image] = 0.02; color: F(1,11) = 0.01, p = 0.908, [image: image] < 0.01; expression: F(1,11) = 0.03, p = 0.867, [image: image] < 0.01; interaction between condition and color: F(1,11) = 1.71, p = 0.218, [image: image] = 0.13; interaction among the three factors: F(1,11) = 3.59, p = 0.085, [image: image] = 0.25]. Subsequent analysis indicated that RTs were significantly shorter to red angry faces than to red fearful faces. [F(1,11) = 5.28, p = 0.042, [image: image] = 0.32], not to blue faces [F(1,11) = 2.81, p = 0.122, [image: image] = 0.20], which suggests that red color, irrespective of condition, shortened the RT to angry faces.
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FIGURE 3. Reaction times to each color and expression (morph level 100%). (A) FC and (B) BC conditions.



In addition, we analyzed the RTs separately in the FC and BG conditions. In the FC condition, there was a significant interaction between color and expression [F(2,22) = 7.19, p = 0.004, [image: image] = 0.40]. Subsequent analysis showed that RTs were shorter for red angry faces than for red fearful faces [F(1,11) = 8.45, p = 0.014, [image: image] = 0.43]. There was no other main effect [color: F(2,22) = 1.30, p = 0.293, [image: image] = 0.11; expression: F(1,11) = 0.34, p = 0.573, [image: image] = 0.03]. There was also no main effect or interaction in the BG condition [color: F(2,22) = 1.08, p = 0.358, [image: image] = 0.09; expression: F(1,11) = 1.71, p = 0.218, [image: image] = 0.13; interaction: F(2,22) = 2.08, p = 0.149, [image: image] = 0.16].



DISCUSSION

In this study, we investigated behavioral performance in facial expression judgment by comparing a facial color condition (reddish-colored, bluish-colored, or natural-colored, i.e., not manipulated) with the background condition (red, blue, or gray). To compare the effects between facial and background colors on PSE, we defined the CEI. The reddish-colored faces or red BG were more likely to be identified as an anger expression, while those of bluish-colored faces or blue BG were more likely to be identified as a fear expression, consistent with previous results (Nakajima et al., 2017). The amplitude of the CEI on the face was significantly larger than that on the background, which suggests that facial color effects were significantly greater than those in the background condition, although the color saturation of the faces was lower compared to that of background color. Additionally, we compared RTs between the two conditions. On the whole, red color both on the face and as the background accelerated the judgment of anger faces. However, when we conducted a separate analysis in each condition, this effect was only found in the face condition. In summary, the effect of facial color was significantly larger than that of background color in expression judgment, although the impact of color difference on facial color was larger than that of background color.

What factors may produce these differences between facial and background color on the judgment of emotional expression? One possibility is that color perception for faces is enhanced compared to other things. Some previous studies suggest that color perception is enhanced for faces (Tan and Stephen, 2013; Thorstenson et al., 2017b). That is, color on the face looks redder, and the effect of color is enhanced. This predicts that the effects of facial and background color have the same function but at a different intensity. However, we set the hue of the background color to be considerably larger than that of facial color, and thus it is doubtful that the enhancement by facial color is due to difference in hue between the two conditions in this study.

Another potential explanation may be the specificity of facial color. The effect of color, such as background color, is subject to environmental factors such as culture. For example, recent studies have found that responses to color may vary depending on age, gender, culture, and preference (Ou et al., 2004; Manav, 2007). However, facial color has innate features. Anger and red are supposed to have strong connections due to the fact that anger produces an increase in blood flow on the face and neck (Drummond, 1997; Changizi et al., 2006). In addition, from an ecological point of view, Changizi et al. (2006) argue that color vision in primates has evolved for discriminating skin color modulations, such as in perceiving facial expression and assessment of health condition. Also, in the background condition, there was a significant difference in response bias, assumed to reflect top-down processes, which means that to a bluish background, a tendency of conservative judgment (not anger) was observed. Response bias to emotional stimuli such as facial expression and emotional words is a well-known phenomenon (Yoon and Zinbarg, 2008). This bias suggests that the effect of background color to facial expression is mediated via top-down processes. In addition, a previous study (Thorstenson et al., 2017a) found that the direction of emotion-color associations applied between faces and shapes was consistent, but that its magnitude was different by comparing the coloration changes of faces and shapes. They concluded that participants relied on abstract associations to emotion-color associations in shapes. Taken together, facial color likely has different functions on expression judgment compared to other factors, such as background color.

This study presents some limitations. A limitation is that our sample size is small. Another limitation of our study may be that we only presented Japanese faces to Japanese young participants and our findings may be subject to a race effect. Tan and Stephen (2013) reported a race effect in facial color perception, in which Asian participants performed better in response to Asian and Caucasian faces than to African faces. On the other hand, the properties of skin spectral reflectance do not differ among all races (Changizi, 2009), which suggests that the effects of facial color as shown in our study might be common within the same races. Our results might also be subject also to an age effect. For example, some previous studies have suggested that a negativity bias to emotional faces decays with the advance of age (Mather and Carstensen, 2003; Carstensen and DeLiema, 2018). Further studies are needed in order to investigate the effect of age and race on the facial expression judgment.

In summary, we found that facial color makes a greater contribution to expression judgment than background color. We suggest that this enhanced impact of facial color to our judgment of emotion may be attributable to biological and ecological factors.
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Research and theorizing on human societies have shown that the color red plays a large role in human psychological functioning. The aim of the present study was to test the association between red and high-status symbols across cultural contexts. Using the Implicit Association Test (IAT) paradigm, across seven experiments (N = 357), we demonstrated that participants exhibited a faster association of red color and logos of high-status stimuli compared to red color and logos of low-status stimuli. The effect was shown among both males and females, with two different types of status symbols (car logos and university logos), and with four different contrast colors (white, gray, green, blue). Moreover, this association was observed in both United Kingdom and China. These findings provide compelling evidence for the implicit association between the color red and high social status across two different cultural contexts.
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INTRODUCTION

Every object has color. Although colors are objectively specified by lightness, chroma, and hue, they can also carry subjective meaning, especially in social contexts. Indeed, an extensive literature has documented the signal function of the color red, both in humans (Elliot and Maier, 2014) and in animals (Setchell, 2015). For example, in male sticklebacks red coloration has been shown to reflect good health, and therefore females are more likely to choose them as mating partners (Milinski and Bakker, 1990). Similarly, in men red skin, particularly, of the face, reflects high blood oxygenation levels and therefore efficient blood circulation, a feature that is considered attractive by potential romantic partners (Thorstenson et al., 2017). Indeed, some researchers go as far as to suggest that color vision in primates evolved to identify temporary emotional states reflected in skin color (Changizi et al., 2006), for example, to help interpret red skin as an indication of health, attractiveness, or sexual arousal (Drummond and Quah, 2001). Thus, red coloration can signal a number of underlying physical characteristics relevant for social interactions.

A key construct within social life is status, which is defined as an individual’s relative position within their community’s hierarchy in terms of wealth, ability, education, or professional prestige (Kraus et al., 2011). Social status influences both physical health (Sapolsky, 2005) and intellectual achievement (Bate et al., 2013), possibly because high-status individuals have easier access to resources including food, land, and potential mating opportunities; they also have more influence over individuals with lower status (Magee and Galinsky, 2008). Social status can be inferred from various non-verbal cues, such as facial expression (Chiao et al., 2008), body posture (Marsh et al., 2009) and performance hierarchy (Zink et al., 2008).

An important symbolic cue relating to social status is the color red. For example, in mandrill colonies, red color of the face and other parts of the body, including the genitals, is seen by conspecifics to indicate high status, and it therefore elicits submissive behavior in males of a lower social rank (Setchell and Jean Wickings, 2005). Furthermore, when males rise in rank they exhibit an increase in red coloration (Setchell and Dixson, 2001). Beyond signaling biologically based superior fitness and status, however, it has been suggested that in humans certain colors have become symbolically imbued with psychological meaning by way of repeated exposure of certain colors in the context of relevant social situations (Elliot and Maier, 2012).

In human society, there is long tradition that individuals use red to signal power, wealth and status at various situations (Little and Hill, 2007). For example, in ancient societies, it is common that red is used in body decoration and worn on jewelries to represent high rank in ceremonies and rituals (Pickenpaugh, 1997; Orchardson-Mazrui, 1998). Elliot et al. (2010) showed experimentally that men presented against a red background, or wearing a red shirt were perceived as more attractive by women, and this effect was mediated by an increase in social status. Similarly, men consider women to be more attractive and sexually desirable when seen in a visual context that is red (Elliot and Niesta, 2008; Pazda et al., 2012; Schwarz and Singer, 2013; but see Hesslinger et al., 2015; Peperkoorn et al., 2016). In addition, across a range of combat sports in the Olympic Games and in soccer tournaments, red uniforms were shown to be associated with an increased chance of winning the competition (Hill and Barton, 2005).

As a related construct, dominance has been shown to be related to the color red (Mentzel et al., 2017): When participants were asked to indicate whether words printed in different colors described dominance, they were faster and more accurate when classifying dominance words printed in red rather than blue or gray. However, Elliot et al. (2010) emphasize that it is important to distinguish between dominance and status, with the former having a potentially negative meaning that may include being forceful or even aggressive, whereas the latter having a more uniformly positive meaning. We therefore examined the connection between high status and the color red, using positively evaluated logos of high status.

The current research tested whether the color red is also linked to high social status objects which are merely symbolic rather than attached to a specific person in a context of interpersonal attraction or competition. More specifically, we examined symbolic representations of high-status consumer goods and high-status institutions. We investigated the association between red and such social status symbols by using the Implicit Association Test (IAT) paradigm, which assesses implicit social evaluation and has been used extensively in the study of attitudes and stereotype (Greenwald et al., 1998). Using a similar implicit measure, red has been seen to be associated with anger (Fetterman et al., 2011) and danger (Pravossoudovitch et al., 2014), thus suggesting that the IAT method is a useful tool to establish color associations.

Importantly, however, the context can shape the applicability of psychological effects of the color red (Elliot and Maier, 2012; Elliot, 2015). Indeed, red in the context of a physically attractive mating partner can increase liking (Elliot and Niesta, 2008), whereas red in an achievement context (e.g., IQ test) impairs performance because it induces avoidance motivation (Elliot et al., 2007). Thus, while the color red carries significant meaning and has a substantial effect upon individuals’ affect, cognition and behavior, the specific effects can be moderated by the context in which the color appears. One such contextual factor is culture, and an important question for cognitive processes is the extent to which they are culturally universal (Norenzayan and Heine, 2005).

In general, substantial differences have been identified regarding the role of the individualistic vs. collective cultures. More specifically, individualistic cultures (e.g., North America and Europe) value independence based on personal goals and competition (Triandis, 1995). In contrast, collectivistic cultures (e.g., Japan and China) value interdependence, with an emphasis on duties with respect to one’s social community, and deference to those in positions of authority. Resulting differences in self-concept (Markus and Kitayama, 1991) therefore may also be important regarding how people relate to others as part of social hierarchies. Such differences have been found to be reflected in color choices. For example, when students were given colored pencils to fill in geometric patterns, Japanese participants created colorings that were judged to be more harmonious than those of European American participants, whereas the latter created colorings that were seen as more unique (Ishii et al., 2014).

With particular relevance to the current investigation, previous research examined implicit associations between colors and verticality, and found that Mainland Chinese participants tended to associate red with up, and green with down (Jiang et al., 2014). This finding is consistent with earlier work showing that powerful people are represented as being high along the vertical axis, while powerless people are represented as being low (Schubert, 2005). However, the reverse pattern was shown for participants in Hong Kong, which was interpreted to be a consequence of greater exposure of green-high and red-low associations (Jiang et al., 2014). In contrast, the same effects of red color on attraction have been observed both in Western and culturally isolated small-scale societies (Elliot et al., 2013). Thus, some psychological functions of color appear to be based on learning histories whereas others appear to have a more universal basis.

In the present study, we therefore also tested if the red-status association is shared across two distinctive cultures, namely United Kingdom (Experiments 1 and 2) and China (Experiments 3–7), because the United Kingdom is representative of Western culture that values individualism, while China is representative of Eastern culture that values collectivism (Markus and Kitayama, 1991). Indeed, it is possible that only Western cultures, with their emphasis on people’s independent achievement and rank, would show an association between the color red and status. On the other hand, it is also possible that closely knit social communities typical of collectivistic cultures are especially attuned to each person’s relative standing within society.

In the current version of the IAT, participants categorized red color stimuli and logos of high-status cars (or universities) with one key, and contrast color stimuli and logos of low-status cars (or universities) with another key. In a different task block, the pairings were reversed such that red color and logos of low-status cars (or universities) were categorized together while contrast colors and logos of high-status cars (or universities) were categorized together. If participants hold a strong association of red color and high social status, they should respond faster in the first block compared to the second block. Given that previous research observed gender difference in the red effect (Elliot and Maier, 2014), we further tested if males and females showed the association of red and social status to the same extent.



GENERAL METHODS

All experiments used the same IAT paradigm. It followed the procedure designed by Greenwald et al. (1998), involving two target categories (high-status vs. low-status stimuli logo) and two color categories (red shape vs. shape of contrast color). Target categories included high- and low-social status stimuli described below. Color categories included different shapes (i.e., triangle, square, hexagon, oval, rectangle) of red or contrast color, five in each category. We used black as background color when presenting the colored shapes on the screen throughout the seven experiments.

We used the RGB (red, green, and blue) color model to produce the color of shapes. The specific parameters were as follows: red (255, 0, 0), white (255, 255, 255), gray (128, 128, 128), blue (0, 0, 255), and green (0, 128, 0). To avoid the influence of authentic color on the high- and low-social status stimuli, we always presented them in gray.

The IAT consisted of seven classification blocks (Greenwald et al., 1998). In the color discrimination task (Block 1, 20 trials), participants were asked to press a left key when a red shape appeared on the screen and a right key for a shape of the contrast color. Similarly, in the initial target-category discrimination task (Block 2, 20 trials), participants discriminated between high-status stimuli (with the left key) and low-status stimuli (with the right key). In the initial association task (Block 3, 20 practice trials; Block 4, 40 data collection trials), the color and target discrimination requirements were combined, so that participants pressed the left key when either a red shape or a high-status logo was presented, and the right key when a shape of contrast color or a low-status logo was presented. In the reversed target-stimuli discrimination task (Block 5, 20 trials), Block 2 was repeated with a switch of the categorization keys (i.e., left key for a low-status logo and right key for a high-status logo appeared.

The reversed association task (Block 6, 20 trials practice; Block 7, 40 trials data collection) again combined two requirements, pressing the left key when either a red shape or a low-status logo was presented and pressing the right key when a shape of white color or a high-status logo was presented. Each block started with brief instructions and a request to respond as fast as possible while trying to minimize errors. Participants were reminded that error rates and response times would be recorded. The trial sequence was randomized for each participant. Half of the participants did the seven blocks in the order presented; to control for order, Blocks 2–4 were swapped with Blocks 5–7 for the other half of the participants.

Participants were 357 university students in both the United Kingdom and China. Using G∗Power 3.1 (Faul et al., 2007), we determined that a sample of least 44 individuals for each experiment to have power of 0.90 to detect a medium-size effect (Cohen’s d = 0.5). Three participants with an error rate above 30% in the IAT were excluded, following Greenwald et al. (1998). Color-blind individuals were excluded from participation. The study was carried out in accordance with Declaration of Helsinki and was approved by the University of Cambridge Psychology Research Ethics Committee. We report all measures, manipulations, and data exclusions.



EXPERIMENT 1

We first examined the association of the color red and social status with white as the contrast color. We used white since it is the most unobtrusive of the achromatic (i.e., neutral) color in this context (Elliot and Niesta, 2008; Elliot et al., 2010). Logos of high- vs. low- status cars were selected, since cars are ubiquitous in everyday life and unequivocally represent the social economic status of the owners (Dunn and Searle, 2010).

Method

Participants

Sixty university students (30 men, mean age = 22.12 years, SD = 2.48, age range = 19–29) at the University of Cambridge, United Kingdom, participated. We recruited Caucasian participants exclusively.

Materials and Procedure

We validated the experimental stimuli in an independent United Kingdom student sample (N = 89; 34 men). These participants rated the prestige associated with the car logos (1 = lowest, 9 = highest). In line with prediction, high-status cars (i.e., BMW, Ferrari, Maserati, Porsche, Mercedes-Benz; M = 7.97, SD = 0.70) were rated as more prestigious than low-status cars (i.e., Fiat, Hyundai, Kia, Suzuki, Vauxhall; M = 3.32, SD = 1.03), t(88) = 33.87, p < 0.001, Cohen’s d = 3.65.

The IAT data were analyzed following the algorithm suggested by Greenwald et al. (1998). The first two trials of either block were excluded due to typically long response latencies. Next, we recoded latencies below 300 ms to 300 ms and those above 3,000 ms to 3,000 ms so that we could eliminate outliers due to inattention or other unusual responses. Data analysis was based on log-transformed response latencies. The IAT effect was calculated as the difference between response times for incompatible trials (high-status stimuli + shape of contrast color, low-status stimuli + red shape) and compatible trials (high-status stimuli + red shape, low-status stimuli + shape of contrast color). Thus, higher scores indicate stronger association between high-social status and red coloration. We used the same statistical method in all subsequent experiments.

Results and Discussion

Two participants were excluded due to excessive error rate (>30%). The average error rate of the remaining participants was 6.64% (SD = 4.37%). As hypothesized, participants responded faster to the high-status car + red shape (M = 576 ms, SD = 119 ms) and low-status car + white shape than high-status car + white shape and low-status car + red shape (M = 667 ms, SD = 163 ms). Using log-transformed response time data, a paired t-test showed this difference was statistically significant, t(57) = −5.49, p < 0.001, Cohen’s d = 0.72, 95% CI = [−0.18, −0.08]1. For each participant, we calculated the difference of log-transformed response time data between compatible and incompatible blocks, and tested the gender difference of this red-status association. An independent t-test revealed there was no significant gender difference, t(56) = 1.51, p = 0.137. Thus, this experiment showed that high-status car logos were more easily associated with the color red compared to white, an effect that held for both men and women.



EXPERIMENT 2

Experiment 2 aimed to corroborate the findings in Experiment 1 by using gray as contrast color. Gray is achromatic color, and can vary considerably in lightness, which is different from white (i.e., inherently high in lightness). Thus, red and gray may be equated on lightness, enabling us to test whether these findings are due to lightness differences rather than hue differences.

Method

Participants

Forty-seven university students (21 men, mean age = 24.32 years, SD = 3.84, age range = 20–37) at the University of Cambridge, United Kingdom, participated in the experiment. All participants were Caucasian.

Materials and Procedure

We used the same set of car logos of Experiment 1.

Results and Discussion

No participants were excluded due to excessive error rate. The average error rate was 7.55% (SD = 4.24%). As hypothesized, participants responded faster to the high-status car + red shape (M = 557 ms, SD = 99 ms) and low-status car + gray shape than high-status car + gray shape and low-status car + red shape (M = 640 ms, SD = 156 ms). Using log-transformed response time data, a paired t-test showed this difference was statistically significant, t(46) = −4.41, p < 0.001, Cohen’s d = 0.64, 95% CI = [−0.16, −0.06]. An independent t-test revealed there was no significant gender difference on the red-status association, t(45) = 0.06, p = 0.956. The experiment therefore replicated the earlier findings with gray as a contrast color.



EXPERIMENT 3

Experiments 1 and 2 showed the association between color red and high-status cars among British participants. The remaining experiments were conducted in mainland of China to test whether cultural context moderated the effect. Experiment 3 first tested if the association between red and high social status generalizes beyond United Kingdom samples. We used a different set of car stimuli that we validated among Chinese participants. Gray was again used as the contrast color.

Method

Participants

Fifty university students (25 men, mean age = 22.64 years, SD = 1.79, age range = 20–29) at Shenzhen University, China, participated. All participants were Chinese.

Materials and Procedure

Similar to Experiment 1, we validated the experimental stimuli in an independent Chinese sample (N = 41; 22 men). These participants rated the prestige associated with a series of cars that are popular in China (1 = lowest, 9 = highest). Again, high-status cars (i.e., BMW, Ferrari, Maserati, Porsche, Mercedes-Benz; M = 7.47, SD = 0.72) were rated as more prestigious than low-status cars (i.e., Cherry, BYD, Dongfeng, Geely, Great Wall; M = 3.64, SD = 1.33), t(40) = 18.78, p < 0.001, Cohen’s d = 3.17.

Results and Discussion

No participants were excluded due to excessive error rate. The average error rate was 3.50% (SD = 3.92%). As hypothesized, participants responded faster to the higher-status car + red shape (M = 701 ms, SD = 167 ms) and lower-status car + gray shape than higher-status car + gray shape and lower-status car + red shape (M = 835 ms, SD = 189 ms). Using log-transformed response time data, a paired t-test revealed this difference was statistically significant, t(49) = −6.50, p < 0.001, Cohen’s d = 0.92, 95% CI = [−0.21, −0.11]. A single t-test showed there was no significant gender difference on the red-status association, t(48) = 0.99, p = 0.325.

Given that both Experiments 2 and 3 used car stimuli as symbols of status and gray as contrast color, we tested if the red-status association differed between the British and Chinese sample in a 2 (compatible vs. incompatible trials, within-participant factor) × 2 (British vs. Chinese, between-participant factor) mixed ANOVA. The red-status association was corroborated by a significant main effect of trial type, F(1,95) = 59.23, p < 0.001. More importantly, the two-way interaction between trial type and sample ethnicity was not significant, F(1,95) = 1.95, p = 0.17, suggesting the strength of red-status association was equal among our British and Chinese samples.

The main effect of sample ethnicity was significant, F(1,95) = 49.01, p < 0.001, suggesting that our British participants (M = 598 ms) showed overall faster response than Chinese participants (M = 768 ms). Note that both Experiments 2 and 3 used cars as representation of social status, however, the specific car brands differed in the low-status category (see the “Materials and Procedure”). Thus, the difference in overall response latency may therefore be due to individuals’ familiarity with the car brands within each culture.



EXPERIMENT 4

Experiment 4 sought to corroborate the finding from Experiment 3 by using blue as a conservative contrast because it is the most commonly selected contrast color in the study of red (Elliot and Niesta, 2008). Moreover, blue is a chromatic color because, like red, it can be equated on chroma as well as lightness, thereby affording another highly controlled test that held these two color properties constant.

Method

Participants

Fifty university students (25 men, mean age = 21.72, SD = 2.27, age range = 18–26) at Shenzhen University, China, participated. All participants were Chinese.

Materials and Procedure

We used the same set of car stimuli as in Experiment 3.

Results and Discussion

No participants were excluded due to excessive error rate. The average error rate was 3.25% (SD = 2.30%). As expected, participants responded faster to the high-status car + red shape (M = 724 ms, SD = 142 ms) and low-status car + blue shape than high-status car + blue shape and low-status car + red shape (M = 772 ms, SD = 180 ms). Using log-transformed response time data, a paired t-test showed this difference was statistically significant, t(49) = −2.29, p = 0.026, Cohen’s d = 0.32, 95% CI = [−0.09, −0.01]. Again, men and women did not differ, t(48) = 0.20, p = 0.842, thus confirming that effect occurred universally across both genders and both countries.



EXPERIMENT 5

In Experiment 5, we used green as contrast color, since green is generally associated with positive meanings (Naz and Epps, 2004). More importantly, red and green can be matched on chroma as well as lightness, which allows another highly controlled test of the effect of hue while keeping the other two color attributes the same.

Method

Participants

Fifty university students (30 men, mean age = 23.50 years, SD = 2.28, age range = 19–29) at Shenzhen University, China, participated. All participants were Chinese.

Materials and Procedure

We used the same set of car stimuli as in Experiment 3.

Results and Discussion

No participants were excluded due to excessive error rate. The average error rate of the remaining participants was 3.22% (SD = 2.59%). As hypothesized, participants responded faster to the high-status car + red shape (M = 789 ms, SD = 177 ms) and low-status car + green shape than high-status car + green shape and low-status car + red shape (M = 868 ms, SD = 189 ms). Using log-transformed response time data, a paired t-test showed this difference was statistically significant, t(49) = −3.17, p = 0.003, Cohen’s d = 0.42, 95% CI = [−0.14, −0.03]. A single t-test revealed there was no significant gender difference on the red-status association, t(48) = 1.04, p = 0.305, replicating the findings of the earlier experiments.



EXPERIMENT 6

Experiments 1–5 had shown an association between high status consumer goods (i.e., cars) and the color red. We also wanted to test the generalizability of this effect to other types of socially relevant status. In Experiment 6, we therefore used logos of universities with either high or low status, to test whether affiliation with a prestigious institution showed similar effects. Gray was used as contrast color.

Method

Participants

Fifty university students (27 men, mean age = 22.20 years, SD = 1.59, age range = 20–26) at Shenzhen University, China, participated in the experiment. All participants were Chinese.

Materials and Procedure

The same group of independent Chinese participants who rated the stimuli for Experiment 3 also rated the prestige associated with different Chinese university logos (1 = lowest, 9 = highest). The high-status university logos (i.e., Tsinghua, Renmin, Jiao Tong, Wuhan, Sun Yat-sen, and Zhejiang; M = 7.59, SD = 0.63) were rated as more prestigious than low-status university logos (i.e., Beihua, Bohai, Yangtse, Jianghan, Nantong, North; M = 3.94, SD = 1.30), t(40) = 17.54, p < 0.001, Cohen’s d = 2.97.

Results and Discussion

No participants were excluded due to excessive error rate. The average error rate of the remaining participants was 4.38% (SD = 3.88%). As expected, participants responded faster to the high-status university logo + red shape (M = 830 ms, SD = 152 ms) and low-status university logo + gray shape than high-status university logo + gray shape and low-status university logo + red shape (M = 969 ms, SD = 234 ms). Using log-transformed response time data, a paired t-test showed this difference was statistically significant, t(49) = −6.32, p < 0.001, Cohen’s d = 0.99, 95% CI = [−0.18, −0.10]. An independent t-test revealed there was no significant gender difference on the red-status association, t(48) = −0.17, p = 0.868. Thus, this effect generalized beyond symbols of exclusive consumer goods (i.e., cars) to symbols of prestigious social institutions (i.e., universities) as indicators of high social status.



EXPERIMENT 7

Experiment 7 sought to replicate the finding from Experiment 6 by using blue as contrast color. Similar to Experiment 4, we used blue as contrast color since it is one of the commonly used contrast color and can be equated on both chroma and lightness with red.

Method

Participants

Fifty university students (26 men, mean age = 21.59, SD = 1.70, age range = 19–26) in China participated in the experiment. All participants were Chinese.

Materials and Procedure

We used the same set of university stimuli as in Experiment 6.

Results and Discussion

One participant was excluded due to excessive error rate. The average error rate of the remaining participants was 4.52% (SD = 4.42%). Our data analysis included 49 participants. As hypothesized, participants responded faster to the high-status university logo + red shape (M = 863 ms, SD = 172 ms) and low-status university logo + blue shape than high-status university logo + blue shape and low-status university logo + red shape (M = 933 ms, SD = 225 ms). Using log-transformed response time data, a paired t-test showed this difference was statistically significant, t(48) = −2.94, p = 0.005, Cohen’s d = 0.43, 95% CI = [−0.11, −0.02]2. A single t-test revealed there was no significant gender difference of the red-status association, t(47) = −0.21, p = 0.839. Thus, using blue color as comparison yielded the same effect as gray.



META-ANALYSIS

To summarize, seven experiments showed the consistent pattern that participants responded faster to compatible trials than to incompatible trials. Importantly, there was no significant gender difference. For further verification, we conducted a meta-analysis to test the statistical replication of the experiments. Using Comprehensive Meta Analysis software, we entered the means, standard deviations, and correlation between log-transformed response time for the compatible and incompatible trials, and sample sizes of each experiment. We did a random-effects meta-analysis of the seven experiments (N = 357), which suggested a positive effect of the association of red and high social status, with an effect of medium magnitude, d = 0.54, 95% CI [0.39, 0.68] (see Table 1).

TABLE 1. Results of meta-analysis of the seven experiments.

[image: image]



GENERAL DISCUSSION

The present series of experiments provides compelling evidence for the association between the color red and social status. This association was observed in two different countries, namely the United Kingdom and China, by using two different types of status symbols (car logos and university logos), and four different contrast colors (both achromatic and chromatic, namely white, gray, green, and blue). This finding is consistent with the research showing that the color red is implicitly associated with words representing dominance (Mentzel et al., 2017). In particular, individuals respond faster and make fewer errors when categorizing dominance words shown in red. The present research adds to the growing literature showing signaling function of the color red such that red is associated with healthiness, intersexual attraction, dominance and aggressiveness (Elliot and Maier, 2014).

These findings are consistent with evidence of an association of red and social status has received attention in the context of intersexual attraction. Specifically, women perceived men to be more attractive and sexually desirable when men were viewed on a red background or in red clothing. Moreover, this effect is mediated through increased status perception (Elliot et al., 2010). The present study extended these findings by using more objective measurements (e.g., response time) rather than self-report. Notably, Elliot et al. (2010) found that the effect was gender-specific, such that women viewed red as a signal of high status in men, but red has no effect on men’s perception of others’ men. Moreover, recent work also suggests that women find men with redder faces to be more attractive (Thorstenson et al., 2017). Here, we showed there was no gender difference for this effect, suggesting both men and women equally hold the association of red and status.

We observed the red-status association in both United Kingdom and China, two representative cultures from the Western and Eastern society, suggesting this association could be a psychological phenomenon with potentially universal aspects. An important question concerns the potential mechanism behind the observed effect. Although we can only speculate, one possibility relates to testosterone-induced vascularization. Testosterone is a steroid hormone produced primarily by the gonads, and has been linked to social status seeking in humans (Eisenegger et al., 2011). As testosterone has been implicated in peripheral vascular processes, it is possible that high social status is also associated with greater redness, and people acquire this association implicitly. Indeed, one study showed competitors who choose red symbols have higher basal testosterone levels (Farrelly et al., 2013). The testosterone-induced vascularization mechanism provides physiological explanation why the observed red-status link is culturally universal. Further studies are needed to directly test the possible role of testosterone, relative to other social or evolutionary mechanisms, in linking red and social status, an effect that we observed to be universal across two highly different cultures. The second possibility is that the repeated pairing of red color and status through languages, taboos, decorations or rituals in modern society would constitute a more likely explanation to account for the pattern in the study using the IAT. Future studies could fruitfully test the cultural–historical association of red and high-status.

Some limitations should be noted. First, the present research tested the red-status association by using an established implicit measure, however, it is unclear if people hold such association in their explicit knowledge. Future studies are needed to examine this question in a more overt and explicit approach, e.g., self-report. Second, we chose our stimuli based on pre-tested status ratings for the brands. Individual differences in their familiarity with the stimuli could confound their response time. Indeed, a comparison between Experiments 2 and 3 showed that British participants responded faster to the car stimuli than the Chinese participants (see Results and Discussion, Experiment 3), possibly due to the fact that participants from developed countries (i.e., United Kingdom) have more exposure and knowledge about the cars than the participants from developing countries (i.e., China). Future studies need to address this issue by equating familiarity and prototypicality between high- and low- status brands. Third, we only tested Chinese and British participants in our experiments. Although it is well recognized that the two cultures differ largely on collectivism vs. individualism values, future research need to investigate more rigorously the red-status association in other cultural contexts, in order to testify the cultural universality claim (Norenzayan and Heine, 2005).



CONCLUSION

In conclusion, across seven experiments, we demonstrate the association between color red and high social status in two distinctive cultures, namely United Kingdom and China. This finding indicates at least some cultural universality in color cognition.
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FOOTNOTES

1 Including the two excluded participants did not change the pattern of results, t(59) = −5.304, p < 0.001, Cohen’s d = 0.82, 95% CI = [−0.17, −0.08].

2 Including the participant with excessive error rate didn’t change the pattern of results, t(49) = −3.05, p = 0.004, Cohen’s d = 0.44, 95% CI = [−0.11, −0.02].
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Do English-speakers think about anger as “red” and sadness as “blue”? Some theories of emotion suggests that color(s)—like other biologically-derived signals- should be reliably paired with an emotion, and that colors should differentiate across emotions. We assessed consistency and specificity for color-emotion pairings among English-speaking adults. In study 1, participants (n = 73) completed an online survey in which they could select up to three colors from 23 colored swatches (varying hue, saturation, and light) for each of ten emotion words. In study 2, different participants (n = 52) completed a similar online survey except that we added additional emotions and colors (which better sampled color space). Participants in both studies indicated the strength of the relationship between a selected color(s) and the emotion. In study 1, four of the ten emotions showed consistency, and about one-third of the colors showed specificity, yet agreement was low-to-moderate among raters even in these cases. When we resampled our data, however, none of these effects were likely to replicate with statistical confidence. In study 2, only two of 20 emotions showed consistency, and three colors showed specificity. As with the first study, no color-emotion pairings were both specific and consistent. In addition, in study 2, we found that saturation and lightness, and to a lesser extent hue, predicted color-emotion agreement rather than perceived color. The results suggest that previous studies which report emotion-color pairings are likely best thought of experiment-specific. The results are discussed with respect to constructionist theories of emotion.

Keywords: color, emotion, color-emotion pairings, theories of emotion, data resampling


INTRODUCTION

The 2015 Pixar movie Inside Out is about a girl who has five “basic” emotions living in her head. Each one is colored uniquely (e.g., anger is “red”, fear is “purple”, and disgust is “green”). The idea represented in the movie is that color—just like a set of behaviors, facial expressions, and/or vocalizations—distinguishes one emotion from another. The idea that emotions are real entities, fixed in nature, isn't just a Hollywood invention, however. The idea that emotions are fixed entities with biological “blueprints” has prevailed in Psychology for nearly 150 years (see Gendron and Barrett, 2009 for a history of emotion theory). Despite growing evidence that suggests emotions might be better conceptualized as nominal rather than natural kinds (Barrett, 2006a,b, 2011, 2012, 2017; Barrett et al., 2007), this idea has not faded quietly. In fact, emotions are so engrained in our world and schemas, nearly every language expresses them as if they were fixed entities. In addition, people have strong emotional associations with colors, and even young children have strong color preferences and have specific emotional characteristics that they ascribe to colors (Boyatzis and Varghese, 1994; Zentner, 2001). Certainly such color-emotion pairings fit our folk psychology, as is expressed in our linguistic metaphors. In English, we talk about “feeling blue,” being “green with envy,” or “turning red in the face.” But do these color-emotion pairings reflect the structure of emotions themselves? Two different emotion theories (reviewed next) make two very different predictions.

This paper seeks to address whether emotions are specifically and consistently identified with a color within English-speaking samples. Specificity refers to the fact that one (or more) colors distinguish an emotion from another (e.g., a color is specific to an emotion). Consistency, on the other hand, refers to the fact that one (or more) color(s) are chosen reliably for an emotion (e.g., people agree with what color(s) an emotion should be).

Previous research on color and emotion linkages tend to come from exploring peoples' color preferences, or peoples' behaviors toward colored stimuli. The majority of empirical research comes from marketing, art and design, and studies of consumer behavior (e.g., Stone and English, 1998; Singh, 2006; Gilbert et al., 2016). Even those within psychology, however, are not conducted with the structure of emotion as the focus1. While this research is undoubtedly valuable (some of which is reviewed below), the current study is the first to use emotion theory to explore whether colors are diagnostic of emotion categories.

According to one widely-held view of emotion, people experience and perceive emotion because people have emotions. According to many individual theories within this view, emotions are treated as biological distinct entities, each with a separate internal mechanism that gives rise to a suite of coordinated and prescriptive reactions that define the emotion and make it different from another emotion (e.g., behavior, facial expressions, tone of voice, bodily changes, brain changes) (Tomkins, 1962, 1963; Izard, 1971, 1994; Ekman, 1972, 1992, 1993; Scherer, 2000; Matsumoto et al., 2008; Brosch et al., 2010; Ekman and Cordaro, 2011; Sauter et al., 2011). As a result, a person is able to measure behavior, facial muscle activity, vocal acoustics, autonomic physiology, or brain activation and know what emotion it is that (s)he or another person is experiencing. Among such emotions are those in English we call anger, fear, etc. (Ekman, 1992). Because in these theories emotions are thought of as biological distinct entities, their signaling behavior is thought to provide an honest and viable cue of the sender's internal state (which should predict his or her behavior and the like). Accordingly, an emotion would be associated with a particular color because the color is reflected in a biological way. Color vision evolved because it afforded survival since it likely added fitness-relevant behaviors (Hutchings, 1997; Byrne and Hilbert, 2003). For example, the color “red” is directly correlated with the level of testosterone in males across many species (e.g., high-ranking males often show more bright coloration). Accordingly, “red” would likely portray potential threat and increased likelihood of aggression associated with rank. Behavioral research reinforces this notion, including increasing threat perception and dominance (Hill and Barton, 2005; Feltman and Elliot, 2011; Elliot and Maier, 2012; Young et al., 2013). Colors such as olives and browns are most likely to convey rotting food or feces which should be avoided, and should therefore induce a feeling of disgust. That is, the specific colors assigned to an emotion should be based on an evolutionary honest signal or should at least promote evolutionary success (Mollon, 1989; Palmer and Schloss, 2010).

Biologically-mediated relationships between wavelength of color and arousal have long been hypothesized, and mainly conform to the Yerkes-Dodson law of arousal-performance (Yerkes and Dodson, 1908). For example, long wavelength colors (e.g., “red,” “orange,” “yellow,” etc.) are more arousing than short wavelength colors (Lewinski, 1938; Goldstein, 1942; Wilson, 1966), and therefore should increase performance. Likewise, pleasure is associated with brighter, more saturated colors, with the relationship tending to be curvilinear (Guilford and Smith, 1959). A few studies provide evidence for specific colors affecting the body's physiological responses to arousal (i.e., skin conductance, heart rate, and respiration) (e.g., Wilson, 1966; Jacobs and Hustmyer Jr, 1974), yet other studies have found reverse effects of color on arousal or no effects at all. Other studies provide evidence that physiological effects of colors are cognitively mediated (e.g., Kaiser, 1984; Detenber et al., 2000).

It is also possible that biologically-derived color-emotion associations might be modified, reinforced or conventionalized as a result of frequently-paired associations. That is, initial tendencies can be exaggerated by the constant associations of color-emotion within a culture. From a very young age, people are constantly exposed to explicit and implicit pairings, and once these pairings are learned they can be associated with knowledge and behaviors outside the realm of consciousness (Bargh, 1990; Elliot et al., 2007). They can also serve as unconscious primes to automatically influence cognitive processing. Put into practice, “red” and its association with danger, is reinforced in our culture by the “red” of stoplights and stop signs, the “red” of fire alarms, the “red” of pens used to correct papers, etc. (Elliot et al., 2007).

Other theories of emotion, however, do not treat emotions as biological entities, but rather explanatory constructs that a person evokes to explain the primitive changes in his or her own internal sensations or such similar changes within another person (Russell, 1980; Barrett, 2006a,b). In doing so, the individual arrives at a diagnostic category in his or her body (or in another's body) using situational cues and his or her conceptual knowledge. According to one prominent theory (Barrett, 2006a,b, 2011, 2012, 2017), an emotion is created when a person uses his or her conceptual knowledge to label (with an emotion word) these internal sensations to arrive at the constructed classification of a particular emotion2. Consequently, specific color-emotion associations should be based on a person's beliefs as experienced in their culture and through their language, rather than on evolutionary honest signals.


Survey Evidence for Color-Emotion Associations

Despite the plethora of information available on the internet, there is little empirical research for consistency and specificity of color-emotion pairings. Those studies which have explored such relationships tend to suffer from several methodological restrictions, and/or do not look at emotions as the source of investigation. Other studies ask participants to rate colors on a list of emotional adjectives, which only loosely map onto some aspects of emotion while blurring other defining features.

In the first empirical study of color and emotion, English-speaking participants selected one of eight colored pieces of paper for each of several emotion adjectives. Participants chose “black” and “brown” for adjectives related to sadness, and “yellow” for adjectives related to happiness (Wexner, 1954). Despite these pairings, none of the colors accounted for more than 50% of the answers, suggesting a high amount of variability among respondents. In another classic study, English-speaking children and college students chose “yellow,” “orange,” “green,” and “blue” crayons to color happy images, but “red,” “brown,” and “black” to color sad images (Cimbalo et al., 1978).

More recently, English-speaking participants saw 13 colors (including “black”, “white”, and “gray”) and gave one emotional adjective for each color (Kaya and Epps, 2004). The majority of participants produced emotional adjectives related to anger when viewing “red,” adjectives related to calmness when viewing “blue,” those relating to fear when viewing “black,” those relating to happy when viewing “yellow,” and adjectives related to disgust for the color “green-yellow.” These findings are somewhat, but not fully, consistent with another study of English-speaking participants. Here, participants assigned “red” most often to anger, “green” to jealousy, and “yellow” to happy, and “blue” to sad (Sutton and Altarriba, 2016). Yet “red” was also the most frequent color listed for contempt, fear, and surprise; and “green” was also the most frequent color for disgust; “yellow” also for joy; and “blue” also for pride. Therefore, in both studies there were no consistent and specific pairings.

Despite the generalized lack of inferred consistency and specificity, there are several other major problems with all of these studies. First, some use color words rather than color squares (actual colors). Obviously, what “red” a person thinks of when asked to associate it with anything (emotion or otherwise) is going to vary widely. Second, even the studies which do use color squares fail to control or recognize that perceived color is determined by hue, saturation (chroma), and brightness/lightness (HSLs) (Centore, 2012). Therefore, one hue may be seen as several different “colors,” depending on the saturation and brightness. In addition, the space of color is not spherical, but rather lopsided and a partially flattened globe. The result is that the maximum saturation for a hue near “bluish-green” is not nearly as extreme as the maximum saturation for hues near “red” (see D'Andrade and Egan, 1974). Many of the color-emotion findings might therefore be due less to hue, but rather to the degree of saturation and brightness (Whitfield and Wiltshire, 1990). For example, “yellow” might be rated as happy because it is often imagined (or depicted) at full saturation and brightness (e.g., a sunny “yellow”). A mustard “yellow” at the same hue—but one that is low in the other two properties—is unlikely to be very happy.

Only one study has tried to explain how hue, saturation, and brightness contribute directly to the emotional dimensions of pleasure, arousal, and dominance (Valdez and Mehrabian, 1994). In that study, brightness (69%) and saturation (22%) predicted pleasure, whereas saturation (60%) and darkness (31%) mainly predicted arousal. Dominance was mainly predicted by brightness (and to a lesser extent saturation).



Summary of Previous Studies

Although several studies associate colors with emotions (see Table 1), the data are far from clear. Undoubtedly, the strongest link between an individual emotion and color is “red” and anger, which has been noted across studies and formats (e.g., Kaya and Epps, 2004; Sutton and Altarriba, 2016). Yet, none of these studies show that “red” is specific to anger, as it has also been associated with love and embarrassment, especially when the range of emotions is restricted. There is less evidence (although some studies report a link) for “yellow” and happiness. Yet, “yellow” has also been associated with other emotions, including envy in some cultures. Furthermore, a handful of studies report a link between “blue” and sadness, but other studies show that “blue” is associated with calmness. In addition, behavioral work shows that some color-emotion pairings might be unconscious and can be modified by exposure to learned behaviors (e.g., Elliot et al., 2007). Finally, the brightness of a color seems to reflect a dimension of “activity” or “pleasure,” whereas the saturation of a color reflects a dimension of “potency” or “arousal.”



Table 1. Summary of previous color-emotion studies by date.
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The Current Studies

The purpose of this research was to test whether English-speaking North Americans show consistency and specificity among color-emotion pairings when a variety of controlled color stimuli (i.e., color swatches) are used. In both studies, participants (n = 73 and n = 52) completed an online survey in which they could chose up to three colors to associate with a list of emotion words. Study 2 was a replication of study 1, but added in an additional 10 emotions for a total of 20 emotions. In addition, we added or changed 12 colors to better represent color space (hue, saturation, and light) for a total of 28 colors. The rationale for study 2 was 4-fold: to address the criticisms that (1) study 1 was underpowered, (2) that more emotions should be investigated, (3) the choices of color should be better distributed with respect to HSL, and (4) that participants' perception of colors might be different across different devices. To this last criticism, we also conducted an additional control study in which a separate group of participants (n = 25) completed the same survey under controlled lighting conditions on one color-calibrated monitor (see Survey Presentation: Additional Laboratory Control).

In both studies, participants could chose up to three colored squares for each emotion and then indicated a numerical value as to the strength of that relationship using a 10 point Likert scale. In study 1, participants were also asked to pick only one, different color for each emotion to assess the differences in a restricted vs. less-restricted setting. Results for this “forced choice” question are discussed in Supplemental Materials.

In agreement with theories of emotion which are constructed, we predicted that there would be few instances in which participants agreed with one another on what color best depicted an emotion (i.e., consistency), and few unique pairings between an individual color(s) and an emotion (i.e., specificity). In addition, we predicted that any positive results would not hold up under statistical re-sampling or with a set of participants with minor changes in the procedure (Hypothesis 1). This would suggest that effects which have been previously reported are experiment-specific and not generalizable across studies when different methodologies or participants are used.

Finally, based on some suggestion from previous literature (Valdez and Mehrabian, 1994), we predicted that saturation and lightness would be better predictors of the colors people associate with an emotion than perceived color (Hypothesis 2).

Our research is novel in that it uses two theoretical tenets inherent to emotion theory, which we precisely operationalize and test statistically. In addition, we present a large list of emotions, present our colors as swatches rather than color words (paying attention to HSL), and allow participants to indicate a strength of agreement for up to three colors for each emotion. We also compare people's agreement using this format with a more traditional format in which participants were asked to choose one color for each emotion. Finally, we bootstrapped our data in study 1 to show that the likelihood of replicating any individual color-emotion pairing was well-below the accepted level of statistical significance. Study 2 confirmed the fact that any consistent and specificity findings which occur are not stable even among English-speakers.




METHODS


Participants: Study 1 and 2

In study 1, 74 English-speaking adults completed the online color-emotion survey. One participant did not complete the survey and their data were removed. Participants were recruited from the general public via targeted email and then through “snow-ball” sampling to complete the survey online without identifying information. These participants were not compensated. The survey was available on Facebook and the PI's personal webpage for a total of 9 months. All participants identified as native English-speakers with high command of the English language and resided in either America or Canada. Five of the 74 participants had additional fluency in another language. Among the 74 participants, 17 were recruited from the sponsoring University. These participants received one research credit as part of an introductory psychology class.

In study 2, 104 native English-speakers from the United States, Canada, and India completed a similar version of the online survey, through Amazon Mechanical Turk (M-Turk)—a crowdsourcing dissemination apparatus. Participants were required to be “master-Turkers” and completed the survey on an iPhone in which the screen brightness could be controlled (see Survey Procedure). They received $1.00 in their Amazon account once they completed the survey. Forty-eight native English-speakers who completed the survey in English had additional fluency (indicated as above a “5” of 10 on the scale) in another language: Tamil (n = 26), Arabic (n = 1), Bengali (n = 3), Hindi (n = 9), Vietnamese (n = 1), German (n = 1), and French (n = 7). In this study, we removed participants with additional high fluency in another language(s). Four participants did not complete the survey and their data were removed. Fifty two participants' data were analyzed. Forty-four percent of the remaining participants were males, and the majority (29%) were between 25 and 34 years old.

In the laboratory control study, an additional 25 participants from the sponsoring University completed the same survey under controlled lighting conditions on one color-calibrated monitor. These participants received one research credit as part of an introductory psychology class. Both studies, as well as the laboratory control study, were carried out in accordance with the recommendations of the University of MA–Dartmouth, IRB # 14.051. The protocol was approved by the A. Karberg, Director of Institutional Compliance. All subjects gave online informed consent in accordance with the Declaration of Helsinki.



Survey Presentation

The online survey was similar for both studies 1 and 2. The survey in study 1 was programmed in HTML by an outside programmer and housed on the first author's personal, secure internet domain. It was made available by link on the first author's professional website and on Facebook. The survey in study 2 was compiled using Qualtrics because it was easily integrated into M-Turk. The survey was advertised on M-Turk in order to recruit English-speaking participants from a larger demographic in a shorter period of time.

Both surveys began with directions and informed consent (which was obtained by checking a box to continue). In addition, in study 2, participants received a visual diagram of how to adjust the brightness on their screen to 100% and to temporary remove “night mode” viewing from their iPhone. These two small changes helped to control for screen brightness which otherwise might have differed in study 1, and affected how participants perceived each color.

Participants in both studies were then asked the same five demographic questions (age, biological sex, country of origin, fluency in English, and fluency with additional languages). Participants in study 1 advanced the survey page to next see a list of 10 emotion words (presented randomly across participants) with 23 colored squares (programmed in random order, but not randomized across participants) underneath the list of emotion words. The color swatches totaled roughly one-half of the page and were of equal sizes, so that participants (regardless of viewing device) could see the full list of emotion words and colors on one page without scrolling. Participants moved one colored square to the box next to each of the emotion words (for results of this question, see Supplemental Materials). Participants could only use each color once, and therefore not all colors were used.

Next, participants in both studies received the same list of emotions (in random order for both studies) with a matrix of all the colored squares (programmed in the same, but random order) below each emotion word. The color squares comprised a grid in which each color was the same size. Participants could choose (by clicking) on as many as three colors. Once a color was clicked, a Likert scale (1 = a small amount, 10 = a lot) appeared prompting them to indicate the strength of this color-emotion relationship. Participants did not need to select three colors (at minimum they needed to select one color), and could repeat numeric values.

Participants in both studies then completed a color preference checklist and finally labeled the colors of the swatches (at the survey's end). The results of these questions are not reported in this paper. Participants could not go back once a page was completed, and the four basic pages of questions (demographics, multiple choice intensity, preference, and labeling) for both studies came up in the same order for all participants. The average time to complete the survey was 15 min in both studies. All participants were required to respond to every question or the survey would indicate a missing response.

Additional Study 2 Control (Laboratory Study)

All participants completed the survey in the first author's laboratory, in which the ambient lighting was controlled and the computer monitor was calibrated for each participant3.



Selection of Colors: Study 1

We considered systematic variations in color, as well as color terms in English, and past research. We used 10 Munsell hues (R, YR, Y, GY, G, BG, B, PB, P, RP). We chose roughly two different lightness values and saturations at each hue. We also included three achromatic colors: white, black and gray. Finally, we chose the Hex Color closest to the Munsell color that was considered “web safe,” meaning that across participants' devices, colors would appear the same. We use the common name for the colors in this paper, but provide HSL, RGB, CIE (Commission Internationale de l'Éclairage) (CIE, 1932), and HEX equivalents (see Appendix A).



Selection of Colors: Study 2

We kept 16 colors from the original 23 colors from study 1. We removed seven colors (chocolate, jade, sky blue, indigo, aqua, turquoise, and violet) since they were rarely selected in study 1 or were slightly different from the colors reported in Hanada (2017), which was published between the time of study 1 and study 2. We added 12 colors from previous studies: four colors from Kaya and Epps (2004)—teal, purple, bright blue, periwinkle—and six colors from Hanada (2017)—brown, light yellow, dark green, light blue, dark blue, and dark purple. Finally, we added two additional colors never used in research (dark red and light orange) to compile an exhaustive list of all colors across the spectrum. Overall, the 28 colors comprised ten saturations (chroma), 20 lightnesses (bright/dullness), and 23 hues.



Selection of Emotion: Study 1

We chose ten different “basic” emotions to list as words. Although some researchers identify six basic emotions, others recognize more (e.g., 10 or 12, Plutchik, 1980). The final emotions were: anger, calmness, contempt, disgust, fear, envy, happiness, jealousy, sadness, and surprise.



Selection of Emotion: Study 2

For study 2, we kept all original emotion words, but included an additional ten emotion terms. These terms were recently considered as “basic” by Cowen and Keltner (2017). The added emotions were: alert, awe, boredom, disappointed, empathy, guilt, joy, love, pride, and shame.




RESULTS


Consistency: Study 1

We identified the top-three indicated colors (for each emotion) by frequency. To test for consistency of a color with an emotion, we asked whether the intensities of these top-indicated colors differed for an emotion using non-parametric Freidman's tests. We also reported Kendall's W, which indicates agreement of raters. Kendall's W is linearly related to the mean value of Spearman's rank correlation coefficient, but makes no assumptions regarding the nature of the probability distribution and can handle any number of distinct outcomes (Kendall and Babington Smith, 1939). We report analyses for consistency which did not reach statistical significance in Supplemental Materials. Alpha for all analyses was set to 0.05.

Finally, we asked whether the intensities of top colors would differ from those given to other emotions if we were to resample our data. This is especially important, as null hypothesis testing based on single distributions has many pitfalls and is slowly being moved away from in social sciences (see Cumming, 2014 for a review; see also Kline, 2013). In fact, APA now recognizes re-sampling (in which bootstrapping is one technique, e.g., Efron and Tibshirani, 2001) as a preferred method in research and should be used when possible. To do this, for each emotion we created a three-color matrix by intensity and then performed a pairwise non-parametric bootstrap for the probability that the intensity of the color on the row was greater than the color on the column of the matrix. The number of samples which went into the bootstrapping process was 10,0004.

Anger

“Red” was the most frequently chosen color, followed by “black” and then “gray” (Figure 1). The intensity for the color “red” was high, whereas the intensities for “black” and “gray” were moderate and low, respectively (Table 2). The intensities among the three colors differed, χ2(2, N = 73) = 97.87, p < 0.001, as did the intensities among all three colors at follow-up, p < 0.001 level. There was high agreement among raters, Kendall's W = 0.670. While these analyses suggest that “red” might be specific to anger, resampling the data showed that the probability of replicating this finding would be < 95%: We found that the probability of selecting a sample in which the intensity of “red” exceeded that of “black” was around 60% (CI = −4:7)5, whereas the probability of selecting a sample in which the intensity of “red” exceeded that of “gray” was about 78% (CI = −3:6). The probability of selecting a sample in which the intensity of “black” exceeded “gray” was about 57% (CI = −5:6). Therefore, on average, we would expect to find the intensity of “red” to exceed that of “black” 60% of the time. Using an alpha of 0.05 as a level of statistical significance would require finding the effect 95% of the time. Clearly, this falls short.
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FIGURE 1. Frequency of selection of colors for each emotion: study 1. Colors represent the actual color swatches. Labels for these colors are used in the next table. See Appendix A to associate the color name with each color.





Table 2. Raw mean intensity (followed by SD) of the top colors selected for study 1.
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Fear

“Black” was the most frequently picked color, followed by “red” and then “gray” (Figure 1). “Black” had a high intensity, whereas “red” and “gray” had low intensities (Table 2). The intensities among the three colors were significant, [image: image] = 38.82, p < 0.001, and the intensities between “black” and “red” were also significant, p < 0.001 level. There was only low-moderate agreement among raters, however, Kendall's W = 0.266. Again, resampling our data showed that this was an unlikely result. The probability of selecting a sample in which the intensity of “black” exceeded that of “red” was about 54% (CI = −5:8), whereas obtaining a sample in which the intensity of “black” exceeded that of “gray” was only slightly higher, 62% (CI = −5:8). Therefore, despite the fact that the intensity of “black” was high and differed from that of “red,” resampling the same data suggested that we would find black to be consistently paired with fear about half the time.

Happiness

“Yellow” was the most frequently picked color, followed by “sky blue” and then “aqua” (Figure 1). “Yellow” had a high intensity, whereas “sky blue” and “aqua” had more moderate intensities (Table 2). The intensities among the three colors were significant χ2(2, N = 73) = 18.78, p < 0.001, as was the difference between “yellow” and “sky blue,” p < 0.001. There was low-moderate agreement among raters, however, Kendall's W = 0.129. Again, bootstrapping showed that this effect was unlikely: The likelihood that we would obtain a sample in which the intensity of “yellow” exceeded that of “sky blue” and “aqua” was about 51% (CI = −3:6) and 44% (CI = −3:8), respectively. All other probabilities from resampling the intensities of the top three colors were < 50%. Therefore, despite intensity analyses which showed that the intensity of “yellow” differed from that given to the other colors, re-sampling our data suggested that this would be likely about 50% of the time.

Sadness

“Gray” was the most frequent color indicated for sadness, followed by “indigo” and then “black” (Figure 1). The intensities for all three colors were moderate (Table 2). The intensities among the three colors differed only marginally, χ2(2, N = 73) = 5.82, p = 0.05. Despite this, the agreement among participants was extremely low, Kendall's W = 0.040. This was confirmed by the low probabilities of replicating this result when resampled our data: All resampling probabilities were < 46%. Therefore, we conclude that “gray” is not likely to be consistently paired with sadness.

Summary Consistency

Four of the 10 emotions showed statistical evidence for consistency, yet agreement among raters in all conditions was low to moderate. The exception was “red” with anger, in which the agreement was relatively high. It is also worth noting that when we analyzed the frequencies from the “forced choice” question (see Supplemental Materials), we found statistical evidence for three of the four emotions listed above. The only pairing which did not replicate was sadness.

Yet, when we resampled our data, even “red” being selected as the most intense color for anger was not likely to replicate: Rather we would expect this effect to occur about 60% of the time, well below the 95% used in statistical significance testing. These numbers are reflected in the discrepancies among the color-emotion literature. Individual studies that do suggest consistent pairings typically restrain participants' choices and/or use categorical assignments (e.g., yes, no). Study 2 shows that this is the case, as when the context of the study changes (by adding more emotions and color), these consistency pairings do not replicate.



Specificity: Study 1

We followed similar logic as above, except that we performed the analyses by color (rather than by emotion). Four of the 23 colors were shared among the top three choices for at least two emotions. An additional five colors were only selected among the top three for one emotion, but we tested them against the second and third most frequently chosen emotions (e.g., “indigo,” “bright pink,” “chocolate,” “dark yellow,” and “light green”). We did not analyze the remaining colors because they were never in the top three for any emotion, and participants rarely chose them. We analyzed each color separately. We report colors that did not meet statistical significance in Supplemental Materials.

“Red”

“Red” was indicated among the top three colors for anger, followed by jealousy, fear, and envy, respectively (Figure 2). The intensity of “red” for anger was high, whereas the intensity for “red” given to the other emotions was low-moderate (Table 2). The intensities of “red” among the emotions differed, [image: image] = 99.22, p < 0.001, as did the intensities of “red” between anger and jealousy, p < 0.001. The agreement among raters was relatively high, Kendall's W = 0.680. While these analyses suggest that “red” might be specific to anger, resampling the data showed that the probability of replicating this finding was well below the level of statistical acceptance. The probability of selecting a sample in which the intensity of “red” to anger exceeded that given to fear was around 62% (CI = −4:9). All other probabilities of selecting a sample in which the intensity of “red” was greater for one emotion compared to that of another emotion were < 44%. Therefore, despite frequency and intensity analyses which showed that the intensity of “red” assigned to anger differed from jealousy, re-sampling the same data suggested that we would expect to find this effect only about 62% of the time.
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FIGURE 2. Frequency of selection of emotions for each color: study 1.



“Gray”

“Gray” was indicated among the top three colors for sadness, fear, and contempt (Figure 2). The intensity of “gray” for sadness was moderate, whereas the intensity of “gray” given to the other emotions was low (Table 2). The intensities of “gray” among the emotions differed, [image: image] = 26.95, p < 0.001, as did the intensities between sadness and fear, p = 0.01. The agreement among raters was low, however, Kendall's W = 0.185. When we resampled our data, the probability of selecting a sample in which the intensity of “gray” to sadness exceeded that given to fear was about 52% (CI = −6:8). All other probabilities of selecting a sample in which the intensity of “gray” was greater for one emotion compared to another were < 46%. Therefore, we conclude the likelihood that “gray” is specific to sadness is quite low.

“Yellow”

“Yellow” was indicated among the top three colors for only two emotions, happiness and surprise (Figure 2). The intensity of “yellow” was high for happiness, and moderate for surprise (Table 2). The intensity of “yellow” given to happiness vs. that given to surprise differed, p < 0.05. The agreement among raters was low-moderate, however, Kendall W = 0.238. Using bootstrapping, we found that the probability of selecting a sample in which the intensity of “yellow” given to happiness exceeded that to surprise was about 63% (CI = −3:6). Therefore, the likelihood that yellow is specific to happiness is quite low.

“Green”

“Green” was indicated among the top three colors for two emotions, envy and jealousy (Figure 2). The intensity of “green” to envy and jealousy were both moderate (Table 2). The intensities of “green” between envy and jealousy differed, p < 0.05. The agreement among raters was low, however, Kendall's W = 0.148. Again, when we resampled our data, we found that the probability of selecting a sample in which the intensity of “green” given to envy exceeded that for jealousy was only about 25% (CI = −6:6). Therefore, we conclude that it is unlikely that “green” is specific to envy.

“Indigo”

“Indigo” was indicated among the top three colors for only one emotion, sadness, making it potentially specific (Figure 2). The intensity of “indigo” was moderate for sadness (Table 2), and the agreement among raters was low-medium, Kendall's W = 0.243. Using bootstrapping, we found that the probability of selecting a sample in which the intensity of “indigo” given to sadness exceeded the intensity of “indigo” to another emotion was always < 62%. Therefore, it is unlikely that “blue” is specific to sadness, even though participants never picked “indigo” as one of the top three colors for any other emotion.

“Bright Pink”

“Bright pink” was indicated among the top three colors for only one emotion, surprise, which suggested it might be specific to it (Figure 2). The intensity of “bright pink” was moderate to surprise (Table 2), yet the agreement among raters was also low, Kendall's W = 0.103. Using bootstrapping, we found that the probability of selecting a sample in which the intensity of “bright pink” to surprise exceeded that to another emotion was always < 63%. Therefore, it is unlikely that “bright pink” is specific to surprise, even though participants never picked “bright pink” as one of the top three colors for any other emotion.

“Chocolate,” “Dark Yellow,” and “Light Green”

“Chocolate,” “dark yellow,” and “light green” were only indicated among the top three colors for one emotion, disgust (Figure 2). This might suggest that these three colors are specific to this emotion. Yet, when we looked at the intensities of each color given to disgust, they were all moderate (Table 2), and the agreement among individuals for each color ranged from low to moderate, Kendall's W = 0.227, 0.285, 0.076, respectively.

Using bootstrapping, we found that the probability of selecting a sample in which the intensity of “chocolate” to disgust exceeded that to another emotion was always < 58%. Likewise, the probability of selecting a sample in which the intensity of “dark yellow” to disgust exceeded that to another emotion was always < 55%. Finally, the probability of selecting a sample in which the intensity of “light green” exceeded that for any other emotion was always < 59%. Therefore, none of these colors are likely to be specific to disgust, despite participants only picking these three colors as the top colors for disgust.

Summary Specificity

Nine of the 23 colors showed some evidence of specificity, yet agreement among raters in all conditions were low to moderate. The exception was “red” with anger, in which the agreement was high. Yet, when we resampled our data, even “red” as specific to anger was not likely to replicate. Study 2 shows that this is the case, as only one of the specificity pairings replicated.

It is also worth noting that when we analyzed the frequencies from the “forced choice” question (see Supplemental Materials), we found statistical evidence for six colors listed above. More specifically, we did not replicate the effects of “chocolate” and “gray,” yet we did find specificity for “jade” and “black” which we had not before. This was likely because “jade” was now specific to envy (“green,” which was also high for envy, was now specific to jealousy), and “black” was now specific to fear (“red,” which was also high for fear, was now specific to anger). Finally, “bright pink” was specific, but now with calmness (not surprise)! These results show how restraining the choice of colors (to one color vs. several colors) can profoundly affect the pairings that emerge, suggesting that not only are individual color-emotion pairings likely specific to one experiment, but also to how (within the same experiment) the question is asked.



Consistency: Study 2

We used the same analyses as in study 1 for consistency. We did not bootstrap our data in this study since the primary purposes was to show that effects which do emerge within the context of an experiment are typically experiment-specific, and not likely to replicate in another. We report analyses for consistency which did not reach statistical significance in Supplemental Materials. Alpha for all analyses was set to 0.05.

Disappointment

“Gray” was the top-ranked color for the emotion disappointment, followed by “black” and “dark yellow,” respectively (Figure 3). Overall, participants assigned different intensities to the top three-ranked colors, [image: image] = 16.00, p < 0.001. In addition, the intensities assigned to “gray” statistically differed from intensities assigned to “black,” p = 0.05, yet there was low agreement among individuals, Kendall's W = 0.154 (Table 3).
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FIGURE 3. Frequency of selection of colors for emotion: study 2. Colors represent the actual color swatches. See Appendix A to associate the color name with each color. Colors with < 5% frequency rating are not depicted in pie charts.





Table 3. Raw mean intensity (followed by SD) of the top colors selected for study 2.

[image: image]




Love

“Red” was the top-ranked color for the emotion love, followed by “light red” and “pink,” respectively (Figure 3). Overall, participants gave different intensities to the top three-ranked colors, [image: image] = 11.06, p = 0.01. In addition, the intensities assigned to “red” were statistically different from “light red,” p = 0.04, yet there was low agreement among individuals, Kendall's W = 0.106 (Table 3).

Summary Consistency

Only love and “red,” and disappointment and “gray” were consistent pairings in study 2. Neither of these emotions were included in study 1. Of the four emotions for which we found consistent pairings in study 1 (anger, envy, fear, happy), none of these replicated, although the top-indicated color (e.g., “red,” “green,” “black,” and “yellow,” respectively) were the same top-indicated colors in this study for these emotions.

To address the concerns that participants perceived the colors differently since they could use their own device (despite our efforts to limit the survey to users of the iPhone and instruct participants to adjust their screen brightness), we compared the top-indicated color for each emotion from study 2 to the lab control. For 13 of the 20 emotions, participants indicated the same top color for both studies. For the remaining seven emotions, what was the top color for study 2 was either second or third (or vice versa) in the lab control. We interpret this to mean that participants did not perceive the colors on their devices differently despite their ability to complete the survey in any lightning conditions. The amount of small variability we found was still qualitatively less than between the main results of studies 1 and 2.



Specificity: Study 2

We used the same analyses as in study 1 for specificity. Again, we did not bootstrap the data. As in study 1, we analyzed each color separately. We report colors that did not meet statistical significance in Supplemental Materials.

“Dark Red”

Anger was the top ranked emotion for the color “dark red,” followed by love, and contempt, respectively (Figure 4). Overall, participants assigned different intensities to the top three-ranked emotions, [image: image] = 18.37, p < 0.001, and the intensities assigned to anger statistically differed from intensities assigned to love, p = 0.01. Overall, however, agreement among individuals was low, Kendall's W = 0.177 (Table 3).


[image: image]

FIGURE 4. Frequency of selection of emotions for each color: study 2.



“Green”

Envy was the top ranked emotion for the color “green,” followed by jealousy, and calmness, respectively (Figure 4). Overall, participants assigned different “green” color intensities to the top three-ranked emotions, [image: image] = 23.15, p < 0.001. In addition, intensities associated with envy significantly differed from intensities associated with jealousy, p = 0.04, and agreement was moderate, Kendall's W = 0.223 (Table 3).

“Light Red”

Love was the top ranked emotion for the color “light red,” followed by surprise and joy, respectively (Figure 4). Participants gave different intensities to the top three-ranked emotions, [image: image] = 15.39, p < 0.001. In addition, intensities assigned to love statistically differed from intensities assigned to surprise, p = 0.04, yet the agreement among individuals was still low, Kendall's W = 0.148 (Table 3).

Summary Specificity

Three of the 28 colors showed statistical specificity: “dark red” was specific to anger, “green” with envy, and “light red” with love. Nonetheless, agreement among raters in all conditions was low to moderate. Of the specific pairings in study 1, only “green” with envy replicated.



HSL Dimensions: Study 2

Finally, to test our hypothesis (Hypothesis 2) that the individual facets of color (HSL) would better predict the color-emotion pairings than the perceived color (referred to by the color name), we ran a series of nominal (categorical) regressions. First, we ran a categorical regression using HSL combined as predictors with emotion as the target. Then we ran the same regression with color (referred to by color name) as the predictor. Finally, we looked at how the model changed with HSL added in individually. This allowed us to get a sense of which facet predicted the most agreement. From this we could compare with previous studies that suggested lightness and saturation are mainly responsible for emotion-color pairings.

We found that HSL together produced a significant model, F(5, 50) = 52.15, p < 0.001, r2 = 0.84 (standardized B = −0.80, p = 0.008, hue; standardized B = −0.21, p = 0.080, saturation; standardized B = −0.15, p = 0.145, lightness). Although the model was significant, only hue was a significant predictor. This was confirmed when we tested each predictor separately: The model was significant with hue, F(1, 54) = 156.56, p < 0.001, r2 = 0.74, but also with only saturation, F(1, 80) = 14.38, p < 0.001, r2 = 0.15. Lightness remained non-significant, p = 0.080. Color (as named) did not produce a significant model, F(2, 81) = 2.06, p = 0.134, r2 = 0.05. These findings confirm our second hypothesis that individual facets of color, namely hue and saturation, predicted agreement of emotion assignment better than the perceived color. Unlike other previous studies (e.g., Valdez and Mehrabian, 1994; Gao et al., 2007), however, lightness did not have an effect, whereas hue did have an effect.




DISCUSSION

An evolutionary approach to emotion is consistent with the idea that there should be specificity and consistency for color-emotion pairings. Consistency suggests that an emotion is reliably paired with a color(s). Specificity suggests that a color(s) is specific to an emotion.

We performed two studies, in which English-speaking participants completed a similar online survey assessing their color-emotion pairing by selecting up to three colors for each emotion and indicating an intensity. In study 2, we added more emotions and colors. We also conducted a laboratory control study in which new participants completed the survey under controlled lighting conditions and the color on the computer monitor was calibrated for each participant. Study 1 had the additional unique question of asking participants to pick one, different emotion for each emotion, in a “forced choice” format which is more similar to the previous research on this topic.

In study 1, we found that only four emotions showed any evidence of color consistency, and only nine colors showed any evidence of emotion specificity. When we resampled our data, however, there was no evidence that any of these effects would be retained. Bootstrapping revealed no evidence that this would replicate with statistical certainty, consistent with our hypothesis that individual color-emotion pairings are due to the experimental context and not universal or stable across participants and formats. Interestingly, and perhaps more telling, is that when participants in study 1 were forced to choose only one color, “green” was now specific to jealousy, emphasizing the instability of color-emotion pairings when only the formatting of the question changes.

It is important to note that bootstrapping, which is now considered a “gold standard” (if not a necessity) in data collection, provides the ability to draw hundreds or thousands of samples from the sample distribution rather than relying on only the sample distribution. To this end, the standard error from resampling is a much better estimate of the standard deviation. The results are comparable to performing the experiment hundreds of thousands of times on the same participants.

In study 2, we found only two emotions that showed any evidence of color consistency, and only three colors that showed any evidence of emotion specificity. In addition, the individual pairings of consistency and specificity we found for study 1 were different from those in study 2, with the exception that “green” was specific to envy in both studies. We also confirmed that participants' judgments are not influenced by perceiving the colors differently based on the device on which they take the survey, since the top-indicated color was the same across the majority of emotions between the laboratory control study and the results reported herein.

Without strong evidence for consistency and specificity for emotion-color pairings, why does it feel as if anger is “red” and that envy is “green”? One reason is that previous investigations often severely limit the range of answer choices which imposes consistency (and erroneously is used as an indication of the existence of a diagnostic signal) (for more on this, see Barrett, 2006a,b). Said another way, the context created by the study can inflate agreement. Therefore, when like-minded people are asked to associate emotions with colors from a restrictive set, they are likely to use the provided answer choices and verbal labels to make “best guesses.”

Another reason is that our folk psychology—that which comes from our culture and is reinforced by our culture (i.e., popular movies and books which continue to portray such pairings)—reinforces these relationships. For example, in many American films, “good guys” are often dressed in white and “bad guys” in black (Frank and Gilovich, 1988; Meier et al., 2004). In Hellenistic, Roman, and Christian traditions, “white” is the color of joy, innocence, and purity, whereas “black” is the color associated with evil (e.g., “Satan is the Prince of Darkness” and “Jesus is the Light of the World”) (Meier et al., 2007; Chiou and Cheng, 2013; see Meier et al., 2004). Allah is equated with light in the Koran, and truth is characterized as a “light” or “lamp” in Buddhist writings (Meier et al., 2004). Metaphors not only communicate abstract concepts, but they might also be necessary for grounding them as well (Gibbs, 1992; Lakoff and Johnson, 1999; Lakens et al., 2012, 2013). This is true of emotion, too (e.g., Barrett et al., 2007). In English, we have sayings such as: “hot-headed” or “red in the face” to refer to anger, “feeling blue” to refer to sadness, and “the green-eyed monster” to refer to envy.

According to The Theory of Constructed Emotion (Barrett, 2017), as a child learns more emotion words, s(he) becomes better at perceiving emotion and shows more granular categories. In this view, emotion is no different from other abstract categories which are learned during development. Emotion words help to create discrete emotion categories because they help to activate situated conceptualizations which might increase the processing of sensory information that is consistent with such conceptualizations (Barrett, 2006a,b; Wilson-Mendenhall et al., 2011; Lindquist and Gendron, 2013; see Lupyan and Ward, 2013; Fugate and Barrett, 2014; Lindquist et al., 2015).

We believe this to be similar for color language. For example, when people are asked to think about color-emotion pairings, they reference language. For instance, a person might reference linguistic phrases and metaphors that help clarify what color anger should be (e.g., “red in the face” or “seeing red”, Fetterman et al., 2012). They might also access the learned relationships between “red” and warning signals (e.g., fire alarms, stop signs, red ink), which highlight the need for vigilance and avoidance which are shared aspects with “anger” (see Elliot et al., 2007). Admittedly, the purpose of this paper was not to test the reasons behind any potential pairings, as much as it was to see whether such pairings exist and whether colors are specific to emotions. Future research should indeed further explore the reasons behind beliefs in color-emotion associations as well as explore differences in color-emotion agreement cross-culturally.

Although study 2 addressed several limitations of study 1, there remain several possible influences on color-emotion pairings which we could not or did not control. For example, even though we included more colors and more emotions in study 2, there are over 1,800 notations listed in the Munsell book of colors. We also included emotions which have been referenced in the psychological literature as “potentially basic”: We did not use emotional adjectives as some previous studies have done.

While there are some shortcomings to this research, we believe that the strengths lie in deriving our hypotheses with respect to emotion theory which we statistically test. In addition, we present our colors as swatches rather than color words (paying attention to HSL), and allow participants to indicate a strength of agreement for up to three colors for each emotion. We also compare people's agreement using this format with a more traditional format in which participants were asked to choose one color for each emotion. Finally, we bootstrapped our data in study 1 to show that the likelihood of replicating any individual color-emotion pairing was well-below the accepted level of statistical significance.
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FOOTNOTES

1The one exception was a theoretical model designed by Plutchik (1980) in which he arranged emotions around a color wheel, which was motivated by the analogy between the opponent–color theory and the circularity of emotions (cf. Hanada, 2017, p. 3–4). He proposed that there are eight primary emotions consisting of four pairs of opposite emotions (joy–sadness, trust–disgust, fear–anger, surprise–anticipate) like complementary colors. Other emotions are mixtures of primary emotions, like other colors are mixtures of primary colors. Although he implied similarities between the color and emotion circle, he did not seem to argue that his emotion circle matched the color circle (cf. Hanada, 2017, p. 3–4). Interestingly, although commonly referred to in the media and popular psychology, there is little to no evidence that his color-emotion pairings were ever empirically tested or supported.

2The role that language has on emotion perception has grown within the last 10 years, and many studies now show that words matter to how perceivers not only categorize but also perceive the emotional world (For reviews, see Fugate, 2013; Lindquist and Gendron, 2013; Lindquist et al., 2015; see Fugate et al., 2018). Accordingly, color-related terms, including basic colors within a language, are likely to play a role on how we both perceive and link color with emotion. For example, English has many color-emotion phrases which might influence color-emotion pairings (e.g., “red with rage,” “green with envy,” “feeling blue”).

3The survey was taken on a Dell Latitude E5570 (5th Generation Intel Core i5 processor, 16 GB of RAM, a 256GB SSD hard drive, with a 1920 × 1080 (15inch) screen display). A pantone huey (MEU101) monitor calibration device (colorimeter) was used to calibrate the computer screen prior to each participant. All participants completed the survey in a dark room.

4The standard parametric approach to hypothesis testing can only quantify whether the mean intensity rating for one color is significantly greater than the mean intensity rating for another color. Instead, we used a non-parametric bootstrapping method to more precisely quantify the probability that a given intensity rating for “red” is significantly greater than a given intensity rating for “black”. We first sampled with replacement 10,000 samples from the intensity ratings for “red” and another 10,000 samples from the intensity rating for “black”. We then computed 10,000 difference pairs by subtracting away the intensity for “black” from that of “red”. The fraction of the difference pairs greater than zero is the desired probability. In this case, probabilities smaller than 0.95 are not significant.

5Our confidence intervals are based on intensity ratings, which ranged between 1 and 10.
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This study examined perceptual differentiation of specular from diffuse shading for the recovery of surface color and gloss. In Experiment 1, we parametrically varied the mesoscale relief height of globally planar surfaces, specular sharpness and the orientation of the surface relative to the light source. We obtained psychophysical matches for perceived color saturation and value (HSV), but also considered whether the main effects could be influenced by color space used when transforming data to perceptually-uniform CIE LCH space. Results revealed strong interactions between perceived color attributes and the lighting conditions, the structure of specular reflections, and surface relief. Declines in saturation were observed with increasing specular roughness (using an HSV color representation), but no similar decline was observed in chroma (using a CIE LCH color representation). Experiment 2 found strong negative correlations between perceived gloss and specular roughness. Perceived gloss also depended on mesoscopic relief height and orientation of the surface relative to the light source. Declines in perceived gloss moderately accounted for the variability in color saturation and value matches obtained in Experiment 1. We found information about perceived specular coverage could further improve the model’s accountability of perceived color saturation and lightness (Experiment 3). These findings together suggest that perceived color saturation and color value depends on the visual system’s ability to distinguish the underlying diffuse shading from specular highlights in images.
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INTRODUCTION

Surfaces vary in shape, color, gloss and a host of other properties (e.g., texture and opacity). Representing color and lightness attributes of surfaces on a computer monitor is a challenging problem because perceptual interactions are known to exist with shape (Schmid and Anderson, 2014) and gloss (Xiao and Brainard, 2008). In this study, we examined how perceived color saturation and lightness varies as a function of a surface’s relief height, orientation and glossiness. We also examine how perceived color attributes can vary differentially based on the type of color model used to represent the perceived color of surfaces simulated in graphical displays.

Graphical simulation of surfaces with material properties requires images to be rendered based on the optics underlying the reflectance of surfaces in the real world. The formation of natural images depends on complex interactions between the structure of prevailing illumination, 3D surface shape and reflectance, as well as the viewing direction. Much of this structure in images can be modeled using an idealized bi-directional reflectance distribution function (BRDF) (Nicodemus, 1965). Separate diffuse and specular components within this model respectively characterize different reflectance properties of surfaces. The diffuse component is determined by Lambertian reflectance, which is viewpoint-independent shading generated by the orientation of surface normals relative to the light source. Diffuse shading contains information tied to surface shape and color/albedo. The specular component describes the viewpoint-dependent shading generated by the orientation of surface normals relative to both the viewing direction and the prevailing light source(s). Specular shading is not only informative of surface gloss, but also the 3D shape of surfaces (Fleming et al., 2003, 2004).

Due to the dependence of both diffuse and specular shading on 3D shape, it is helpful to define the general spatial scales over which shape can be described. Previous authors have described surface shape at three main spatial scales: megascale, mesoscale, and microscale (Ho et al., 2007). Figure 1 depicts renderings of a surface with these three different levels of surface geometry. Megascopic shape refers to the overall global shape of the 3D object, which in this case is a rectangular prism or globally planar tile. The other terms refer to different aspects of surface relief. Mesoscopic shape refers to the visible surface geometry and can be thought of as the irregularity of visible surface texture, most often referred as ‘bumpiness’ (Ho et al., 2007, 2008; Marlow et al., 2012; Qi et al., 2015). The decline in clarity of the specular highlights between Figures 1a,b is due to microscale roughness of the surface. For convenience, this microscale relief is commonly simulated using the specular lobe (or specular roughness) of the BRDF, rather than the diffuse roughness (e.g., Mooney and Anderson, 2014).
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FIGURE 1. Renderings of a green tile showing different levels of 3D shape (megascale, mesoscale, and microscale). Megascale shape refers to the global form of the tile, a planar rectangular prism. Mesoscale relief refers to the visible perturbations in surface bumpiness. Microscale relief refers to the fine roughness that is visible when varying specular roughness between images a and b (Beckmann microfaceted specular roughness parameters of 0.05 and 0.40, respectively). The lower insets show the grayscale for luminance levels for the same central surface patch in the two images. Luminance histograms reveal large differences in the variability of photometric distributions between the surface patches.


An observer relies on specular and diffuse components to recover information about the gloss and lightness (or color) of surfaces, but the ability of their visual system to tap into the information carried by these different image layers depends on their perceptual separability (Barrow and Tenenbaum, 1978). This task of attributing image structure to physical causes in the environment is complicated by evidence that both diffuse and specular components differentially contribute to the perception of potentially multiple surface properties. For example, the perception of surface shape is well known to depend on the structure of diffuse shading (i.e., shape from shading), but also depends on the structure of specular reflections (e.g., Fleming et al., 2003; Mooney and Anderson, 2014; Kim and Marlow, 2016). Also, the perception of gloss can depend on the geometric relationship between specular orientation and adjacent patterns of diffuse shading (Beck and Prazdny, 1981; Todd et al., 2004; Kim et al., 2011, 2012; Marlow et al., 2011). Hence, the perception of surface and material properties is a highly complex problem of inverse optics (see Anderson and Kim, 2009; Fleming, 2014). Both diffuse and specular components can contribute differentially to the perception of gloss and lightness/color, but are conflated in images. Understanding how we separate these sources of image structure perceptually remains a challenge for vision science.

Some studies have attempted to simplify the problem of explaining material appearance by using image statistics to understand how the visual system recovers information about surface gloss and lightness (Motoyoshi et al., 2007; Sharan et al., 2008). Motoyoshi et al. (2007) proposed that surface gloss and lightness depend on underlying computations of image statistics; perceived gloss increases (and lightness decreases) when increasing image skew whilst holding mean luminance constant. For example, based on this proposal, the surfaces depicted in Figure 1 appear to vary in perceived lightness because their underlying luminance histograms differ from one another; the surface with sharp specular highlights appears darker because its luminance histogram is more positively skewed, whereas the surface with rougher specular highlights appears lighter because its luminance histogram is less (positively) skewed. Sharan et al. (2008) obtained similar findings by instructing observers to judge the lightness of real surfaces with relief depicted in photographs. Lightness judgments were obtained using a physical Munsell scale. They found that perceived lightness judgments were more veridical when surfaces were more complex by containing significant mesostructure and specularity. They also proposed that the errors in perceived lightness could be explained by a linear combination of different statistical parameters of filtered images, including skew.

Rather than depending on image statistics, other evidence has shown that the perception of gloss and lightness depends on the structure of luminance variations in images. Previous studies have shown that specular edges are correlated with diffuse shading, which depends on the alignment of their edges relative to isophotes – lines of isoluminance in diffuse shading (e.g., Koenderink and van Doorn, 1980). Breaking this “orientation” congruence has been shown to not just decrease perceived gloss, but caused the specular reflections to appear as changes in diffuse reflectance and the surfaces as pigmented (Beck and Prazdny, 1981; Todd et al., 2004; Anderson and Kim, 2009; Kim et al., 2011, 2012, 2014; Marlow et al., 2011). These findings support the possible interpretation that residual image structure not correctly attributed to specular reflectance can influence the perception of a surface’s lightness or color.

In addition to the orientation of specular reflections relative to shading, perceived gloss also depends on the sharpness of these reflections. Decreasing specular edge sharpness is known to decrease perceived gloss (Hunter and Harold, 1987; Pellacini et al., 2000; Fleming et al., 2003; Wendt et al., 2010; Kim et al., 2012). Kim et al. (2012) found that blurring specular reflections did not just reduce perceived gloss, but also that the blurred reflections “appeared less like specular reflections and more like diffuse shading” (p. 1593). In a recent study, Kim et al. (2016) showed that adapting observers to specular contours generated subsequent declines in perceived gloss, which they attributed to a dependence on neurally encoding information about sharp specular contours. These findings together suggest that accurate sensory coding of specular edge sharpness is necessary for both the detection and accurate classification of specular reflections. The accuracy of this perceptual classification is not only critical for the perception of gloss, but also the perception of lightness and color.

There is good evidence to suggest that perceived gloss is highly influenced by the complex ways that specular image structure can be constrained by surface relief. Marlow et al. (2012) showed that the perception of gloss in planar simulated surfaces with relief depends on complex interactions between relief height, surface reflectance and illumination. They showed that perceived gloss was non-linearly related to changes in the amplitude of mesoscopic surface shape, but these perceived changes could be explained by weighted linear combinations of observer judgments of specular sharpness, contrast and coverage within the image (see also Marlow and Anderson, 2013). Baar et al. (2016) used physical surface samples to examine the relationship between gloss perception and mesoscopic surface shape. Similar to some studies using rendered images (e.g., Ho et al., 2008), they found that surfaces with greater mesoscopic shape (but equated sheen) were perceived as glossier. However, unlike previous studies, their findings did not agree to the reverse; perception of 3D relief was found to be unaffected by increases in the sheen of the surfaces they used in their study.

Other studies have shown that the perception of lightness tends to be more veridical when the complexity of surfaces increases in mesoscopic shape and specular reflectance (Sharan et al., 2008; Schmid and Anderson, 2014). The surfaces used in these studies generated specular reflections that were locally sharp, consistent with surfaces that lack microscopic variations in shape. Xiao and Brainard (2008) found that the perception of color was somewhat invariant when transforming a globally convex spherical surfaces from matte to glossy. Observers generally estimated color independently of the photometric changes in image intensity caused by the addition of specular reflections. However, when they increased specular roughness to simulate microscale relief, the perceived gloss declined and perceived lightness increased. It is possible that the reciprocal effects of specular roughness on perceived gloss and lightness observed by Xiao and Brainard (2008) depended on differences in the perceptual performance of separating diffuse and specular components from one another. Any residual unclassified specular content could ultimately be conflated with the diffuse shading component, on which judgments of lightness/color are ultimately based. However, Xiao and Brainard (2008) did not examine these effects across changes in mesoscopic relief height, a scale at which specular image structure is known to strongly depend on shape (e.g., Ho et al., 2007; Marlow et al., 2012).

The theoretical motivation for this project is that the perceptual separability of specular and diffuse image content depends on the sharpness of specular reflections. Previous research has shown that participants base their judgments of lightness on brighter diffusely shaded surface regions (Toscani et al., 2013; Toscani and Valsecchi, 2019). When surfaces generate specular reflections, participants tend to ignore brighter surface regions covered by specular highlights when making judgments of a surface’s body color and lightness (Kim et al., 2012; Toscani et al., 2017). However, it is possible that they will tend to base their judgments on brighter image regions containing specular highlight when their edges are blurred, which is known to make specular highlight boundaries difficult to distinguish (Kim et al., 2016). We tested whether increasing the specular roughness of surfaces with mesoscopic relief can cause specular content to be mis-attributed to Lambertian reflectance, thus influencing perceived color saturation and value (Experiment 1). We verified whether any effects can be explained by observed changes in perceived gloss (Experiment 2) and changes imposed on perceived specular coverage (Experiment 3).



EXPERIMENT 1

Previous research observed biases in perceived lightness when increasing specular roughness of globally convex spherical objects (Xiao and Brainard, 2008). The surfaces used in that study were devoid of any mesoscopic variations in surface shape. Variations in specular sharpness were entirely attributed to microscopic shape cues. However, increase in mesoscopic relief height can increase the perceived sharpness of specular reflections when microscopic roughness is preserved (Marlow et al., 2012). It remains unclear how these mesoscopic and microscopic shape cues might differentially influence perceived color attributes of saturation and lightness.

In Experiment 1, we sought to ascertain how perceived color saturation and value might co-vary with changes in specular roughness and mesoscopic surface shape. We parametrically varied specular roughness and the amplitude of local variations in mesoscopic surface shape. If biases in perceived color depend on the sharpness of specular reflections, then increasing specular blur should generate biases in perceived saturation and lightness. Increasing mesoscopic relief height (and therefore curvature) will tend to increase specular sharpness, which should reduce the size of any potential effect of specular roughness on perceived color value.


Materials and Methods


Observers

Twenty-five healthy adults participated in the study; all were aged over 18 years (age range 18 to 50) and had normal or corrected-to-normal vision. All participants were naïve to the aims of the study, except for three who were authors (QH-T, MA, and DM). All procedures adhered to the ethical principles outlined in the Declaration of Helsinki.



Stimuli

The upper face of a cube was initially subdivided into a 203 × 203 vertex mesh. The remaining four vertices that formed the other five faces of the cube were moved toward the upper face to simulate a square 3D tile 10 cm × 10 cm × 3cm (width × height × thickness). Mesoscale shape perturbations were introduced into the upper face by displacing each vertex along the orthogonal z-axis according to the values of a base cloud noise procedural texture in Blender 3D (Size: 1.0, Nabla: 0.03, and Depth: 1). The values of the texture displacement map were scaled by different amounts to vary the amplitude of undulations in mesoscopic surface shape along the z-axis. Subsequent smoothing was performed using the Corrective Smooth modifier in Blender (Factor: 1.0 and Repeat: 10). This smoothing improved the quality of the 3D modeling following displacement mapping.

The stimulated color of the 3D tile surfaces was always the same and set to a green hue in HSV color space (hue = 120°, saturation = 100%, value = 80%). Green was used as it is consistent with previous research on material perception (e.g., Ho et al., 2008). Surfaces were centered within a simulated lighting environment that was consistent with viewing chambers used in real-world psychophysical experiments on material appearance. Figure 2 provides an overview of the setup for simulated viewing and lighting conditions used in this experiment. The room was a cube (3.28 m3) with completely matte walls and floor. We used a large overhead rectangular emitter (2.5 m × 1 m) containing an additional two rectangular area lights 6 cm × 120 cm (Pure white each with Energy = 100) to generate natural primary lighting of surfaces embedded in our viewing chamber (Figure 2a). A camera with a focal length of 35 mm was situated 60 cm from the midpoint of the surface. This distance was appropriate to ensure the surfaces remained in full view across changes in its angular orientation of θ around the horizontal axis (Figure 2b). Figure 2c shows sample rendered images obtained for values θ of 15°, 30°, and 45°. This scene configuration generated images with little or no clipping of specular highlights within the color gamut, so no tone mapping was required.
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FIGURE 2. The simulated lighting environment. (a) The lighting environment was an enclosed viewing chamber fitted with an overhead rectangular area light. Note that the near corner of the viewing chamber has been cut away for the purposes of showing the arrangement of overhead lighting, the planar 3D surface (green), viewing camera (blue), and internal matte walls (Ref = 0.4) and floor (Ref = 0.1). (b) Surfaces were slanted obliquely, relative to the camera’s viewing direction, by angular rotations (θ) around the horizontal axis (shown in gray). (c) Sample images showing views of the surface slanted away from frontoparallel to the viewing direction by angles of 15°, 30°, or 45°.


At each of the three surface orientations, we parametrically varied mesoscopic relief height and specular roughness as exemplified in Figure 3 for the 45°condition. We varied the mesoscopic relief height over four levels using the vertex displacement modifier in Blender (0.025, 0.050, 0.100, and 0.200). These values scaled the intensity range of the displacement map and generated undulations in mesoscopic shape with peak-to-peak amplitudes that approximately corresponded to 2.5%, 5%, 10%, and 20% of the surface’s width. The Corrective Smooth tool in Blender was used with 10 iterations to eliminate any artifacts in resulting surface geometry. We also parametrically varied specular roughness over six levels while holding specular amplitude constant (0.010, 0.025, 0.100, 0.200, 0.300, and 0.400). We used the Beckmann microfaceted distribution in the cycles render of Blender 3D to simulate specular roughness. This ensured that rough specular reflections tended to model the behavior more like diffuse reflectance rather than a mirror-like shiny surface with a narrow specular lobe (Guarnera et al., 2016). The range of specular roughness levels was chosen to be the same as used in previous research (Mooney and Anderson, 2014). Specular amplitude was held constant at 0.20, as used previously to generate the realistic glossy appearance of common natural materials (e.g., Marlow et al., 2012).
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FIGURE 3. Rendered images of surfaces varying multi-parametrically in mesoscopic shape (across rows) and specular roughness (across columns). Images shown for the surface oriented at 45° in slant.


Images were rendered at the camera’s vantage point for each stimulus condition at a resolution of 2000 × 2000 pixels in 24-bit RGB bitmap format. The rendered images were generated in Cycles Render for Blender 2.77 using a python script to coordinate the rendering on a Dell Precision 5510 with Intel (R) Core i7-6820HQ CPU@2.70GHz computer. Path tracing was used with 128 render samples per pixel. The simulated light paths were set with default parameters for full global illumination. These rendering parameters were appropriate for generating images that could be sub-sampled to 800 × 800 using the Lanczos filter method in the custom stimulus presentation software for quality presentation with minimal noise on an Eizo CG275W monitor (27-inch diagonal with resolution 1920 × 1200 and 2.2 gamma). Images were rendered in sRGB color space within Blender 3D for presentation on this sRGB display. Images were viewed at a distance of approximately 70 cm for an effective size of approximately ± 10° visual angle (horizontal and vertical).



Procedure

Prior to participating, observers were informed that they would be required to make perceptual matches of surface color for planar surface images that were presented in a random order on a computer monitor. Training was offered for some observers to gain familiarity with what is required in a matching task. The pre-rendered images used in training were of a smooth planar surface devoid of mesoscopic surface changes presented on the left side of the display. Most of the observers were confident they understood the task after completing several trials. For the actual experiment, a total of 72 images were presented in a randomized order on the left side of the display (4 levels of relief height, 6 levels of specular roughness, and 3 levels of orientation relative to the light source).

Perceptual matches of color saturation and value were made in HSV color space using pre-rendered images of a matte sphere devoid of specular reflections that was presented on the right side of the display (Figure 4). The sphere was seated on a tabletop plane (reflectance = 0.2) and a textured achromatic random brick pattern was tiled behind the sphere (reflectance range: 0.05 to 0.95). We used a sphere to ensure that the distribution of surface orientations was compatible with all three surface orientations of target planes. Observers used the arrow keys on a standard keyboard to move through a pre-rendered 11 × 11 matrix of images (11 levels of color value and 11 levels of color saturation). Horizontal keypresses increased or decreased color value (ranging 0.1 to 1.1). Vertical keypresses increased or decreased color saturation (ranging 0.0 to 1.0). The observer depressed the spacebar to record the setting that appeared to most closely match the color saturation and value of the target plane. Responses were recorded to ASCII file for subsequent data analysis.
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FIGURE 4. Spherical surfaces were used in the asymmetric color matching task. A: The surfaces were situated within the same light field as the bumpy planar surfaces, but a mural of random brick texturing was situated on the far wall behind the spheres. The sphere was also rendered on a flat plane that provided some ambient lighting to the underside of the sphere to increase the realism of the display. B: Selections were varied by pre-set steps in saturation (along columns) and value (along rows).




Data Analysis

Observer settings of color saturation and value were separately averaged across observers for plotting purposes. The data were analyzed using a repeated-measures three-way Analysis of Variance (ANOVA) in the open-access statistical package R. This allowed us to test for any main effects of surface orientation, mesoscopic surface height or specular roughness on perceived color parameters of saturation and value.

One potential limitation is that the HSV color space may not be perceptually uniform for variations in saturation and value. Other representations of color such as CIE LCH space do maintain perceptual uniformity in representing observer judgments of color saturation and lightness. Figure 5 shows when the transformation for the color indices for a given Hue (120°) from HSV space (Saturation and Value) to CIE LCH space (Chroma and Lightness) is conducted, the transformation varies widely in linearity for Saturation/Chroma but is more linear for Lightness/Value. Hence, data obtained was re-analyzed by transforming the recorded settings in HSV color space to the perceptually orthogonal CIE LCH color space.


[image: image]

FIGURE 5. Transformation curves between HSV and CIE LCH space. The relationship between Chroma and Saturation for separate values in HSV (left). The relationship between Lightness and Value for separate saturations in HSV space (right). Note curves of increasing luminance correspond to increasing values and saturations.





Results and Discussion

The mean and standard errors for perceived chromatic saturation and value are plotted in Figure 6 against specular roughness for the three surface orientations. Separate curves show data for the different levels of relief height. Overall, the slopes suggest the emergence of a reciprocal relationship between color saturation and value with increasing specular roughness. The range of color saturation settings is seemingly greater for oblique as opposed to more frontal orientations.
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FIGURE 6. Means and standard errors showing results for color saturation matches (upper row) and color value matches (lower row). Different line types and symbols shown in the legend correspond to data obtained at different relief heights for each of the three surface orientations: 15° (black points), 30° (green points), and 45° (red points).


For the color saturation data, a repeated-measures three-way ANOVA found significant main effects of surface orientation (F2,48 = 41.99, p < 0.00001), relief height (F3,72 = 128.2, p < 0.00001) and specular roughness (F5,120 = 272.3, p < 0.00001). There were also significant interactions between surface orientation and relief height (F6,144 = 20.61, p < 0.00001), surface orientation and specular roughness (F10,240 = 8.41, p < 0.00001), and relief height and specular roughness (F15,360 = 11.53, p < 0.00001). There was also a significant three-way interaction effect (F30,720 = 2.999, p < 0.00001).

For the color value data, a repeated-measures three-way ANOVA found significant main effects of surface orientation (F2,48 = 301.3, p < 0.00001), relief height (F3,72 = 39.82, p < 0.00001) and specular roughness (F5,120 = 36.49, p < 0.00001). There were also significant interactions between surface orientation and relief height (F6,144 = 6.43, p < 0.00001), surface orientation and specular roughness (F10,240 = 4.30, p < 0.00001), and relief height and specular roughness (F15,360 = 1.99, p < 0.05). There was no significant three-way interaction effect (F30,720 = 1.42, p = 0.069).

The declines in the perceived color saturation with increasing specular roughness are consistent with the findings of previous research using globally convex spherical surfaces (Xiao and Brainard, 2008). The additional effect of mesoscopic relief height on perceived color shows that the dependence of perceived color saturation and lightness on specular roughness is further influenced by the structure of mesoscopic surface relief. The interaction between relief height and surface orientation relative to the light source is consistent with the view that perceived surface color depends on complex interactions between illumination and surface optics. We propose this effect is due to a decline in the visual mis-attribution of specular content to diffuse shading.

To assess whether the above relationships held under a more perceptually uniform color space such as CIE LCH, data was transformed for each of the observers scores from HSV to LCH by using a look-up table. The new scores were then averaged across participants and the same set of analyses were performed to examine main and interaction effects. The mean and standard errors for perceived chroma and lightness are plotted in Figure 7 against specular roughness for the three surface orientations. Separate curves show data for the different levels of relief height. In contradistinction to Figure 6, the slopes suggest a clear relationship between specular roughness and perceived lightness. No clear relationship between perceived chroma and specular roughness is apparent. However, there appears to be a relationship between viewing orientation and both lightness and chroma.
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FIGURE 7. Means and standard errors showing chroma matches (upper row) and lightness matches (lower row) for increasing specular roughness. Different line types and symbols shown in the legend correspond to data obtained at different relief heights for each of the three surface orientations: 15° (black points), 30° (green points) and 45° (red points). Note these data are from Experiment 1 and are represented in CIE-LCH color space after transforming observer settings from HSV coordinates.


For the chroma matching task, a repeated-measures three-way ANOVA found significant main effects of surface orientation (F2,48 = 236.8, p < 0.00001), relief height (F3,72 = 9.79, p < 0.00005). However, there was no significant main effect of specular roughness on perceived chroma (F5,120 = 0.89, p = 0.49). There was a significant interaction between surface orientation and relief height (F6,144 = 18.3, p < 0.00001). However, there were no significant interaction effects between surface orientation and specular roughness (F10,240 = 1.54, p = 0.126), and relief height and specular roughness (F15,360 = 1.26, p = 0.23). There was no significant three-way interaction effect (F30,720 = 1.21, p = 0.20).

For the lightness matching task, a repeated-measures three-way ANOVA found significant main effects of surface orientation (F2,48 = 302.2, p < 0.00001), relief height (F3,72 = 41.58, p < 0.00001) and specular roughness on perceived lightness (F5,120 = 41.84, p < 0.00001). There was a significant interaction between surface orientation and relief height on perceived lightness (F6,144 = 6.13, p < 0.00001). There was also a significant interaction effect between surface orientation and specular roughness on perceived lightness (F10,240 = 4.42, p < 0.00005), and also a significant interaction effect between relief height and specular roughness on perceived lightness (F15,360 = 2.16, p < 0.01). There was no significant three-way interaction effect (F30,720 = 1.45, p = 0.06).

In contradistinction to the results with HSV, we found that increasing specular roughness had the effect of increasing perceived lightness and did not significantly influence perceived chroma after transforming the color representation to CIE LCH space. One potential reason for the absence of effect in perceived chroma when using CIE LCH space is that chroma is not synonymous with saturation in HSV space. According to Fairchild (2013), saturation refers to the estimated colorfulness of a surface patch proportional to its perceived brightness. Hence, saturation in CIE LCH space can be computed as C∗/L∗ (see Schiller and Gegenfurtner, 2016; Schiller et al., 2018). We therefore analyzed our transformed color matching data for C∗/L∗ in CIE LCH space to create a measure of similar to saturation in HSV color space. Figure 8 shows the transformed data for each of the three slant conditions.
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FIGURE 8. Means and standard errors showing matches on the basis of C∗/L∗ for increasing specular roughness. Different line types and symbols shown in the legend correspond to data obtained at different relief heights for each of the three surface orientations: 15° (black points), 30° (green points), and 45° (red points).


For the C∗/L∗ transformation data, a repeated-measures three-way ANOVA found significant main effects of surface orientation (F2,48 = 149.9, p < 0.00001), relief height (F3,72 = 85.59, p < 0.00001) and specular roughness on perceived colorfulness of surfaces, i.e., C∗/L∗ (F5,120 = 188.3, p < 0.00001). There was no significant interaction between surface orientation and relief height on matched C∗/L∗ (F6,144 = 1.6, p = 0.15). However, there were significant interaction effects between surface orientation and specular roughness (F10,240 = 7.30, p < 0.00001) and between relief height and specular roughness (F15,360 = 9.03, p < 0.00001). There was also a significant three-way interaction effect (F30,720 = 2.75, p < 0.00001)

The findings of dependence in perceived colorfulness (i.e., chroma/lightness) and lightness on changes in mesoscopic surface relief height were in accordance with the HSV color space. The interaction effect between relief height and surface orientation relative to the light source was found consistently for all HSV and CIE LCH parameters (except for C∗/L∗). The consistency of this interaction effect supports the view that perceived surface color depends on complex interactions between illumination and surface optics. Again, we propose this interaction effect is due to a decline in the visual (mis)-attribution of specular content to shading generated by diffuse reflectance, an idea that we consider further in the next experiment based on our raw HSV matching data.




EXPERIMENT 2

The previous experiment found that judgments of color saturation and value were highly dependent on specular roughness, mesoscopic relief and viewing conditions (surface orientation relative to the light source and observer). Perceived color saturation and value was most distorted when specular roughness was high and mesoscopic relief was low. Changes in relief height may have indirectly influenced the perceived specular roughness/sharpness. Indeed, perceived specular edge sharpness was found to be higher when relief height is larger (e.g., Marlow et al., 2012). Therefore, it is possible these illusions of color depended on the incomplete separation of specular reflections from diffuse shading when specular edges had increasing roughness. According to this view, some of the specular content may have been mis-attributed to the surface’s underlying diffuse reflectance, which gave rise to the experience of differences in surface color and lightness. If some of the specular energy were classified as diffuse shading in this way, then proportionally less classifiable specular content would be available for generating the experience of gloss. In Experiment 2, we test whether increasing specular roughness and reducing mesoscopic shape of our surfaces generates associated declines in perceived gloss.


Materials and Methods


Observers

Eight observers participated in this experiment, all of whom had previously participated in Experiment 1 a few weeks earlier. Only two of these were authors (QH-T and MA). All procedures adhered to the ethical principles outlined in the Declaration of Helsinki.



Stimuli

We used planar surface images that were identical to those used in Experiment 1. However, because we used the paired-comparisons method here, we eliminated the 0.025 specular roughness level to reduce the number of trials. Images were presented side-by-side on the same display using a two-alternative forced-choice method. The images subtended the same visual angle as in the previous experiment. The same image conditions were used as in the previous experiment.



Procedure

We measured perceived surface gloss using the paired-comparisons method (e.g., see Kim et al., 2011, 2012). Observers were informed that they would need to select which of two images presented side-by-side on the computer monitor appeared glossier or shinier. Observers were instructed to use the LEFT/RIGHT arrow keys on the keyboard to indicate their preference on each trial. Their responses were recorded to ASCII file for subsequent analysis.

To minimize the number of trials in a session, we broke up the experiment into three sessions (one for each of three surface orientations): 15°, 30°, and 45° on separate times of the day. Hence, there were 380 counterbalanced trials for each surface orientation, based on the 5 levels of specular roughness and 4 levels of relief height (20 × 20 - 20). Image pairs were fully randomized, and we counterbalanced the order for performing blocks of trials at each surface orientation across observers. Although the paired images were presented for an unlimited period of time, observers tended to make their judgments within approximately 5 s. Observers took no longer than approximately 40 min to complete all three blocks of trials, which included the initial briefing and provision of instructions.



Data Analysis

We computed probability estimates of perceived gloss for each image in each condition by dividing the number of times the image was selected as glossier by the number of times it was presented on the display. Probability estimates of perceived gloss were analyzed by a series of repeated-measures two-way ANOVAs using the open-access statistical package R. We further determined whether there was any relationship between these estimates of perceived gloss and the observers’ judgments of perceived color saturation obtained in the previous experiment. This relationship was assessed using Pearson’s product-moment correlations.

Results are reported using the original HSV color space only. We focused on HSV because the matching task was configured to perform the task in this way as it was the simplest color space to use when instructing participants on making different dimensional settings for their color matches. We also focused on the raw HSV data as the main effects were identical between color spaces, but the interaction effects were more consistent using that color space in Experiment 1. The effect of specular roughness was also found to exert greater effects on perceived saturation (HSV space) compared with both chroma and C∗/L∗ (CIE LCH space).



Results and Discussion

The mean and standard errors for perceived gloss are plotted in Figure 9 against specular roughness for the three surface orientations. Separate curves show data for the different levels of relief height. We informally observe based on these plots that there are mostly consistent declines in perceived gloss with increasing specular roughness.
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FIGURE 9. Means and standard errors of probability estimates for perceived gloss of planar surfaces varying in specular roughness and relief height. Different sets of axes are used to plot data for the three surface orientations relative to the light source from above (15° in black points, 30° in green points, and 45° in red points). Different line types and symbols shown in the legend correspond to data obtained at different relief heights.


For the 15 surface orientation condition, a repeated-measures two-way ANOVA found a significant main effect of relief height on perceived gloss (F3,21 = 90.36, p < 0.00001). There was also a significant main effect of specular roughness on perceived gloss (F4,28 = 67.78, p < 0.00001). We further found a significant interaction effect on perceived gloss between relief height and specular roughness (F12,84 = 50.17, p < 0.00001).

For the 30° surface orientation condition, a repeated-measures two-way ANOVA did find a main effect of relief height on perceived gloss (F3,21 = 3.59, p < 0.05). There was also a significant main effect of specular roughness on perceived gloss (F4,28 = 1276, p < 0.00001). We further found a significant interaction effect on perceived gloss between relief height and specular roughness (F12,84 = 4.57, p < 0.00005).

For the 45° surface orientation condition, a repeated-measures two-way ANOVA found no significant main effect of relief height on perceived gloss (F3,21 = 0.70, p = 0.56). However, there was a significant main effect of specular roughness on perceived gloss (F4,28 = 219.6, p < 0.00001). There was no interaction effect between relief height and specular roughness on perceived gloss (F12,84 = 0.95, p = 0.50).

These results show there is a clear consistent decline in perceived gloss with increasing specular roughness, which is consistent with previous studies (e.g., Marlow et al., 2012). However, the effect of varying relief height on perceived gloss was less clear. Referring to Figure 9, there was a clear displacement between curves corresponding to data on different relief heights at 15°. This separation becomes less significant at higher surface orientations relative to the light source. Also note, the pattern of data is most dissimilar between the lowest relief height and the other levels of relief at 15°. Perceived gloss was lower and non-linear across changes in specular roughness when relief height was lower and when surfaces were oriented more frontally. This is evident in the significant interaction effect between specular roughness and relief height observed at smaller, but not larger, surface orientations.

Although increases in specular roughness reduced perceived gloss (Experiment 2) and reduced perceived color saturation (Experiment 1), the differences in perceived saturation across relief heights at more oblique surface orientations (e.g., 45 degrees) were not accompanied by similar differences in perceived gloss across changes in relief height at this surface orientation. It is possible this could be explained by failures in perceived roughness constancy across changes in viewing conditions (Ho et al., 2007). Nonetheless, we determined whether data on perceived color saturation and value from the previous experiment could be explained by gloss judgments obtained here in Experiment 2.

Figure 10 plots the relationship between perceived color saturation as a function of perceived gloss for the same observers who participated in both Experiments 1 and 2. There were strong positive linear correlations between perceived color saturation and perceived gloss for the three surface orientations: 15° (r = 0.80, t18 = 5.75, p < 0.00005), 30° (r = 0.88, t18 = 7.79, p < 0.00001) and 45° (r = 0.81, t18 = 5.76, p < 0.00005). Comparatively weaker negative linear correlations were observed between perceived color value and perceived gloss for the three surface orientations: 15° (r = −0.69, t18 = 4.00, p < 0.001), 30° (r = −0.48, t18 = 2.30, p < 0.05) and 45° (r = 0.61, t18 = 3.25, p < 0.005).
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FIGURE 10. Mean perceived color saturation (upper row) and mean perceived color value. (lower row) plotted as a function of perceived gloss. Separate axes show data obtained for each of the three surface orientations relative to the light source (15°, 30°, and 45°). Hollow black circles show data points for all 20 conditions (relief height × specular roughness). Solid colored points show data averaged across relief height for the same level of specular roughness. R-squared values show the variability in color attributes accounted for by the pattern of variation in perceived gloss estimates (colored R-squared values after averaging across relief height). Dotted lines are linear least-squares fits to the data for all conditions.


The proportions of variability in perceived saturation and value accounted for by perceived gloss are shown in Figure 10 for data on all 20 conditions (hollow points). The reduced data obtained after averaging across relief heights at the same levels of specular roughness are also shown (solid points). The R-squared values were found to be consistently greater after averaging out the variability in relief height. The consistency of these differences suggests that perceived gloss accounts for a large proportion of variability in perceived color saturation and value that is imposed by variations in specular roughness. However, this gloss model accounted for a much smaller proportion of variability in these color attributes when relief height is allowed to co-vary.

Previously, Marlow et al. (2012) showed that perceived gloss could be predicted by the salience of image-based cues of specular contrast, sharpness and coverage. We directly manipulated sharpness in our experiments by parametrically varying specular roughness. However, it is possible that a subset of these image-based cues to gloss is relied upon differentially to segment and exclude specular highlights for the computation of color attributes (e.g., perceived coverage). In the next experiment, we consider whether information about perceived specular coverage might help to account for the variations in the perceived color saturation we observe.





EXPERIMENT 3

Experiment 1 found that changing either specular roughness or surface relief height could have complex effects on perceived color saturation and value. In Experiment 2, we found that perceived gloss could account for much of the variability in perceived color saturation and value imposed by specular roughness alone, but not the variability introduced by changes in physical relief height. Such changes in relief height increase curvature, which will increase the range over which surface normals vary across a finite surface region. Increases in the range of surface normals will inevitably increase the number of surface regions with normals that bisect the angle formed between the viewing and illumination vectors, and therefore, the distribution of specular highlights across the surface. Hence, one potential image-based cue that could account for the pattern of data observed in Experiment 1, is the distribution of specular highlights across the surface (i.e., specular coverage). Surfaces with more frontal orientations and lower relief heights tend to have smaller regions of image space covered by specular reflections. Previous studies have found this coverage cue provides information that can differentially account for perceived gloss across a range of viewing conditions (Marlow et al., 2012). In Experiment 3, we obtained perceived specular coverage data on our own surface images to determine whether this image-based cue can help account for the variations in perceived color saturation generated by changes in both specular roughness and mesoscopic relief height.


Materials and Methods


Observers

Five observers with normal or corrected-to-normal vision participated in this experiment. All but one observer were authors (VH, QH-T, MA, and DM). All procedures adhered to the ethical principles outlined in the Declaration of Helsinki.



Procedure

The procedure for the current experiment was identical to the previous paired-comparisons experiment, except for a change in instruction. Here, the task of the observers was to “select which of the two images appeared to have greater surface area covered by specular highlights.” Responses were recorded and analyzed using identical procedures as used in Experiment 2.



Results and Discussion

Figure 11 plots the perceived coverage estimates across changes in specular roughness and relief height for the three different surface orientations relative to the light source. Eyeballing these data, we can see there are complex interactions between surface orientation, relief height and specular roughness on perceived coverage.
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FIGURE 11. Means and standard errors for perceived coverage of surfaces by specular highlights. Data for different surface orientations relative to the primary lighting direction from above are plotted across separate axes. Different line types and points are used to plot data for different relief heights.


For the 15° surface orientation condition, a repeated-measures two-way ANOVA found a significant main effect of relief height on perceived specular coverage (F3,9 = 22.76, p < 0.0005). However, there was no significant main effect of specular roughness on perceived coverage (F4,12 = 0.52, p = 0.72). There was a significant interaction effect on perceived coverage between relief height and specular roughness (F12,36 = 7.96, p < 0.00001).

For the 30° surface orientation condition, a repeated-measures two-way ANOVA found a significant main effect of relief height on perceived specular coverage (F3,9 = 31.03, p < 0.00005). However, there was no significant main effect of specular roughness on perceived coverage (F4,12 = 1.51, p = 0.26). There was a significant interaction effect on perceived coverage between relief height and specular roughness (F12,36 = 12.06, p < 0.00001).

For the 45° surface orientation condition, a repeated-measures two-way ANOVA found a significant main effect of relief height on perceived specular coverage (F3,6 = 28.8, p < 0.001). However, there was no significant main effect of specular roughness on perceived coverage (F4,8 = 1.60, p = 0.27). However, there was a significant interaction effect between relief height and specular roughness on perceived coverage (F12,24 = 11.6, p < 0.00001).

These data reveal there are very complex, though systematic, differences in perceived specular coverage across changes in relief height and surface orientation. When relief height was low, coverage was estimated to be progressively greater with increasing surface orientation away from the observer toward the light source. When relief height was high, coverage was estimated to be progressively lower with increasing surface orientation away from the observer toward the light source.

We attempted to model the pattern of data we obtained in perceived saturation and value using coverage alone, as well as a weighted linear combination of both coverage and the inverse of perceived gloss estimated in the previous experiment. We used the inverse of perceived gloss because it generated a positive relationship with increasing specular roughness. The weight was allowed to vary between −1 and + 1 to account for situations where coverage may have a negative rather than positive effect on inverse gloss estimates. We anticipated that the emphasis on coverage cues might vary across surface orientations, hence, we parameterized the weight as a free variable when combining coverage and gloss in our model. The results of this modeling are plotted in Figure 12 below and detailed in the next two sections.
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FIGURE 12. Mean perceived color saturation (top row) and perceived color value (lower row) plotted as a function of two specular measurements: perceived coverage alone (hollow points and dashed line of best fit) and the linear combination of perceived coverage and inverse of perceived gloss (solid points and line of best fit). Separate axes show data for different surface orientations: 15° (left), 30° (center), and 45° (right). Values for w indicate the weight of the linear combination in the model that best predicted variations in perceived color saturation (where −1 ≤ w ≤ + 1).



Modeling perceived saturation

For the 15°condition, the correlation between perceived saturation and coverage alone was not significant (r = −0.19, t18 = 0.83, p = 0.42). When we combined coverage with inverse gloss, we found that the best predictor of saturation weighted +1.19 for inverse gloss and −0.19 for coverage. This model correlated very strongly with perceived saturation measured in Experiment 1 (r = −0.97, t18 = 16.55, p < 0.00001), accounting for 94% of the variability in perceived color saturation (R2 = 0.94). This combined model was a better predictor of color saturation than perceived gloss alone measured in the previous experiment (R2 = 0.65).

For the 30°condition, the correlation between perceived saturation and coverage alone was significant, though moderate (r = −0.68, t18 = 3.91, p < 0.005). When we combined coverage with inverse gloss using the weighted linear model, we found that the best predictor of saturation weighted +0.71 for inverse gloss and +0.29 for coverage. This weighted linear model correlated very strongly with perceived saturation measured in Experiment 1 (r = −0.90, t18 = 8.78, p < 0.00001), accounting for 81% of the variability in perceived color saturation (R2 = 0.81). This combined model was a slightly better predictor of color saturation than perceived gloss alone measured in the previous experiment (R2 = 0.77).

For the 45°condition, the correlation between perceived saturation and coverage alone was significant, though moderate (r = −0.48, t18 = 2.31, p < 0.05). When we combined coverage with inverse gloss using the weighted linear model, we found that the best predictor of saturation weighted +0.59 for inverse gloss and +0.41 for coverage. This weighted linear model correlated very strongly with perceived saturation measured in Experiment 1 (r = −0.92, t18 = 9.86, p < 0.00001), accounting for 84% of the variability in perceived color saturation (R2 = 0.84). This combined model was a better predictor of color saturation than perceived gloss alone measured in the previous experiment (R2 = 0.65).



Modeling perceived value

For the 15°condition, there was a significant correlation between perceived value and coverage alone (r = −0.52, t18 = 2.60, p < 0.05). When we combined coverage with inverse gloss, we found that the best predictor of value weighted 2.0 for inverse gloss and −1.0 for coverage. This model correlated strongly with perceived value measured in Experiment 1 (r = + 0.85, t18 = 6.87, p < 0.00001), accounting for 72% of the variability in perceived color saturation (R2 = 0.72). This combined model was a better predictor of color value than perceived gloss alone measured in the previous experiment (R2 = 0.48).

For the 30°condition, there was no significant correlation between perceived value and coverage alone (r = + 0.35, t18 = 1.58, p = 0.32). When we combined coverage with inverse gloss, we found that the best predictor of value weighted +0.92 for inverse gloss and +0.08 for coverage. This model correlated moderately with perceived value measured in Experiment 1 (r = + 0.54, t18 = 2.72, p < 0.05), accounting for 29% of the variability in perceived color saturation (R2 = 0.29). This combined model was only a slightly better predictor of color value than perceived gloss alone measured in the previous experiment (R2 = 0.23).

For the 45°condition, there was no significant correlation between perceived value and coverage alone (r = + 0.21, t18 = 0.93, p = 0.37). When we combined coverage with inverse gloss, we found that the best predictor of value weighted +0.76 for inverse gloss and +0.24 for coverage. This model correlated moderately with perceived value measured in Experiment 1 (r = + 0.86, t18 = 7.13, p < 0.00001), accounting for 74% of the variability in perceived color saturation (R2 = 0.74). This combined model was a far better predictor of color value than perceived gloss alone measured in the previous experiment (R2 = 0.37).

We find that perceived saturation and value were differentially correlated with a weighted linear combination of perceived coverage and inverse gloss. At 15° slant, perceived saturation was negatively weighted toward coverage (−0.19), favoring a greater weighting for inverse gloss. Perceived value was negatively weighted toward coverage (−1.0), favoring a greater weighting for inverse gloss. At 30° slant, perceived saturation was positively weighted toward coverage (+0.29) with proportionally greater emphasis on inverse gloss. Perceived value depended almost exclusively on inverse gloss with little weighting on coverage (+0.08). At 45° slant, perceived saturation was positively weighted toward coverage and the weighting for coverage was yet again higher (+0.41) with slightly higher emphasis on inverse gloss. Perceived value was also positively weighted for coverage (+0.53) with similar emphasis on inverse gloss. These data suggest that the dependence of perceived saturation and value on perceived coverage increases as a function of proximity of the surface’s orientation relative to the primary lighting direction.






GENERAL DISCUSSION

We primarily sought to determine the interdependence of perceived color saturation and lightness on illumination, mesoscopic shape and specular sharpness. To this end, we parametrically varied the orientation of planar surfaces relative to the light source and manipulated mesoscopic relief height and specular roughness. Observers made perceptual color matches to the surface with color described in HSV color space. In Experiment 1, we found significant biases in perception in that perceived saturation declined with increasing specular roughness, while perceived color value increased with increasing specular roughness. The magnitude of these effects was found to be lower when relief heights were greater and lighting was directed along grazing angles relative to the surface (i.e., 15° viewing). This finding supports the view that perceived color depends on the perceptual accuracy in the perceptual separation of diffuse from specular content. In Experiment 2, we also observed interaction between illumination, relief height and specular roughness in the perception of surface gloss. These variations in gloss per se only moderately accounted for perceived color attributes. We found that perceived saturation and value could be explained by a computational model that differentially weighted the linear combination of perceptual estimates of gloss and specular coverage (Experiment 3).

The apparent interaction between perceived gloss and lightness could be explained by differences in the perceptual apportionment of specular content attributed correctly to specularity or incorrectly to Lambertian reflectance. Whereas almost all of the specular content is correctly attributed to specular reflectance when specular roughness is low, proportionally more is mis-attributed to Lambertian reflectance when specular roughness is increased (i.e., when their contours are generated by shallow gradients). Previously, Marlow et al. (2012) found that perceived gloss depended on a weighted linear combination of perceived specular sharpness, contrast and coverage. In this study, we examined the usefulness of coverage in accounting for perceived color. The assumption is that color estimates would be better when specular coverage is lower. We found here that perceived coverage was differentially weighted in predicting perceived color saturation and lightness, depending on the orientation of the surface relative to the light source (and the color representation used). Coverage was weighted moderately when surfaces were oriented toward the light source, but inversely weighted when surfaces were more frontally oriented and receiving grazing illumination.

One explanation for the differential dependence of perceived color saturation and lightness on apparent coverage, is that a large amount of specular coverage will contaminate diffuse surface patches used to estimate color. When surfaces with low relief are illuminated with grazing illumination, they generate very few or no specular reflections. This increases the ease at which the diffuse component can be segmented for color attribution. In contradistinction, when surfaces are orientated toward the light source, they generate many specular reflections that increase specular coverage. This increase in specular coverage would contaminate most of the image space where diffuse shading can be used to estimate color attributes. Indeed, reliance on this conflated image structure was found to increase perceived lightness when specular roughness was increased, whilst holding all other reflectance and viewing parameters constant.

The findings of the present study extend the work of previous studies in several ways. Xiao and Brainard (2008) found that perceived color and gloss depended on global illumination and specular roughness. However, they used perfectly spherical objects that did not allow the consideration of megascopic surface orientation per se, nor the effect of mesoscopic shape cues on the perception of gloss and color. Schmid and Anderson (2014) showed that perceived lightness depends on mesoscopic shape and specular roughness, but they only considered achromatic viewing conditions. We found that mesoscopic shape affects perceived lightness, even when variations in color saturation are explored. The effects we observe on perceived color were explained in part by variations in perceived gloss and specular coverage. In particular, we found that perceived lightness and HSV saturation were best predicted by not only perceived gloss per se, but also the amount of apparent specular coverage across the surface.

These findings together suggest that the dependence of perceived gloss and color on specular sharpness appears to be caused by the perceptual separability of specular from diffuse content. However, there could also be further interactions at a mid-level stage of visual processing that predict perceived gloss and color. For example, Mooney and Anderson (2014) found strong interactions between perceived relief height and specular roughness. Sharp reflections tended to generate percepts of surface curvature that were greater than veridical, compared with surfaces with rougher specular reflections. Variations in perceived lightness have been reported previously across changes in perceived relief height, even when the structure of luminance gradients is preserved (Knill and Kersten, 1991). It is likely that further insight can be gained by examining how perceived shape changes with the effects of relief height and specular roughness we observed in the present study.

When we converted observer color estimates from Experiment 1 from HSV to CIE LCH space, perceptual effects on perceived lightness were preserved, but the previously observed effects on color saturation were diminished on conversion to chroma. Fairchild (2013) defined saturation as perceived colorfulness relative to its own brightness while chroma refers to perceived colorfulness relative to the brightness of a similarly illuminated area that appears white. This means that by using the LCH color space a degree of perceived lightness had already been accounted for and could explain the lack of an effect for specular roughness on perceived chroma. Therefore, we considered a measure of Colorfulness (C∗/L∗) instead of chroma per se to estimate the ratio of perceived chroma to perceived lightness (Schiller and Gegenfurtner, 2016; Schiller et al., 2018). The pattern of main effects we observed in C∗/L∗ using CIE LCH space was very similar to those we obtained using saturation in HSV color space (Experiment 1). Based on this consistency, we conclude that a similar linear model based on coverage and inverse gloss would account for these perceptual judgments on Colorfulness and Lightness in CIE LCH space.

We propose that the decline in perceived saturation and increase in perceived lightness can be explained by the misattribution of specular highlights to diffuse shading. There are multiple explanations for how this misattribution could be optically determined. Previous work has shown that participants tend to ignore surface regions covered by specular highlights when making judgments of a surface’s body color and lightness (Kim et al., 2012; Toscani et al., 2017). Specular highlights naturally appear near brighter regions of diffuse shading (Koenderink and van Doorn, 1980). Therefore, when surfaces are glossy, participants will tend to estimate saturation and lightness based on darker regions of diffuse shading than they would when surfaces are matte. This is likely given that previous research has shown that participants base their judgments of lightness on brighter diffusely shaded surface regions (Toscani et al., 2013; Toscani and Valsecchi, 2019). However, estimates of color saturation and lightness may have depended more on specular highlight zones when specular roughness was increased in our study. Our light source was white in color and the conflation of specular and diffuse layers would lead to both a desaturation and increase in luminance in image color. Further research using chromatic light sources might offer insight into whether this image-based desaturation and increase in luminance accounts for the perceptual effects we observe.

It may also be worth examining whether motion can help resolve some of the perceived ambiguity in color saturation is motion. Hartung and Kersten (2002) demonstrated that a rotating tea pot could appear to be glossy and uniform in material composition or inhomogeneously textured and matte depending on the pattern of visual motions. A subsequent study proposed the distinction between matte and gloss depends on differences in the velocity field between these materials (Doerschner et al., 2011). Future work could determine whether specular optic flow cues can be used to improve the accuracy of color estimates when specular surfaces are rendered rough.
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Background: Research findings on the appetite-enhancing effect of the color red and the appetite-reducing effect of blue have been inconsistent. The present study used a placebo approach and investigated whether verbal suggestions can enhance color-appetite effects.

Method: A total of 448 women participated in two experiments. They viewed images with differently colored sweet foods (original color, blue, red, colorless (black-and-white); experiment 1; n = 217) or sweet foods on blue, red, white, and gray backgrounds; experiment 2; n = 231). Before viewing the images, half of the participants received information about the effects of red and blue food color on appetite (color suggestion). The other half received no suggestion. For each of the experiments, the reported propensity to eat (food wanting) was compared between the conditions.

Results: All colored food items were associated with a lower propensity to eat compared to the food items in the original color. The color suggestion (compared to no suggestion) additionally decreased the propensity to eat blue and black-and-white food items. Colored backgrounds did not influence food wanting.

Conclusion: This study demonstrated that red and blue coloring of visual food cues did not have the predicted effects on food wanting. However, the combination of specific food colors with specific color suggestions might be useful to change the willingness to eat sweet products.

Keywords: food coloring, colored backgrounds, blue, red, verbal suggestions, placebo, food wanting


INTRODUCTION

Color signals the edibility and the nutritional value of food (Spence, 2015). The food color red is very common in nature and is typical for ripe fruits and fresh meat. In contrast, there aren’t many naturally occurring blue-hued foods, and sometimes ‘blue’ even indicates non-edibility (e.g., mold). Therefore, it is not surprising that the color red is considered appetizing, whereas blue acts as an appetite suppressant (for reviews see Spence et al., 2010; Zellner, 2013; Wadhera and Capaldi-Phillips, 2014; Spence, 2015).

Based on these observations, the adding of coloring to food and drink has a long history in the food industry. However, research on the effects of red/blue food coloring on the wanting and liking of food has produced heterogeneous results. In some of the studies the predicted effects occurred (e.g., increased appetite for red-colored food: e.g., Foroni et al., 2016, decreased appetite for blue-colored food; e.g., Cho et al., 2015; Suzuki et al., 2017), but not in other studies (e.g., Gifford et al., 1987; Frank et al., 1989, Chan and Kane-Martinelli, 1997; Alley and Alley, 1998).

Discrepant findings also characterize the research on the influence of color context (e.g., color of dishware) on food wanting, liking, and consumption (e.g., Tomita et al., 2007; Genschow et al., 2012, Piqueras-Fiszman et al., 2012; for a review see Spence, 2018). For example, some studies have shown that red plates/cups increase appetite and food/drink consumption (Piqueras-Fiszman and Spence, 2012), whereas other investigations even reported the opposite effect (e.g., Genschow et al., 2012).

The color of food not only provides information about the edibility but also about the palatability of food (Spence, 2015). The evaluation of the hedonic reward from food is highly susceptible to suggestion (Shankar et al., 2010). Placebo research has shown that the desire to eat specific food items can be influenced by verbal suggestions (e.g., Crum et al., 2011; Hoffmann et al., 2018; Potthoff et al., 2019). For example, participants consumed less in a test session when they were reminded of their last meal (Higgs, 2002), when the food was labeled ‘healthy’ (Provencher and Jacob, 2016) or ‘high-caloric’ (Crum et al., 2011). In a study by Schienle et al. (2020), a placebo (inert treatment of the tongue) was able to alter taste sensations and the affective ratings for food pictures. Pictures of spoiled food (with black/blue mold) were rated as less disgusting in the placebo condition (compared to the condition without placebo). Thus, the wanting and liking of food (cues) can be shaped by inducing expectations through verbal suggestions.

The aim of the present study was twofold. First, we attempted to replicate the effects of red/blue food coloring and red/blue backgrounds on food wanting (i.e., the propensity to eat). A large sample (n = 448) was examined to overcome problems of previous studies on food-color effects with small sample sizes. Second, we attempted to enhance the color-appetite effects by using verbal suggestions. The participants viewed images with colored food items (original color, blue, red, black-and-white) or food items on colored backgrounds (white, blue, red, gray). Before viewing the pictures, half of the participants received the information that red color increases appetite, and blue color acts as an appetite suppressant (color suggestion); the other half received no suggestion. Ratings for food wanting (the propensity to eat the depicted food item) were compared between the conditions in each of the experiments.



MATERIALS AND METHODS


Participants

A total of 448 females aged between 18 and 35 years (M = 22.54 years; SD = 3.36) participated in two experiments (experiment 1: n = 217; experiment 2: n = 231). The participants had a mean body mass index (BMI) of M = 21.74 (SD = 2.92). The reported hunger level at the time of testing was M = 3.04 (SD = 2.26; 1 = not hungry; 9 = very hungry), and the average time since the last meal was M = 3.30 h (SD = 3.53). We only tested females because of reported sex differences concerning self-reports for appetite and food preferences (e.g., Blechert et al., 2014; Gregersen et al., 2011, Bédard et al., 2015). Participants were recruited via announcements at the university campus; the majority were students (91%).

The computed pairwise comparisons (t-tests) did not show statistically significant differences between the participants assigned to the two conditions (suggestion vs. no-suggestion) in each of the two experiments concerning BMI, hunger level, and time since last meal (all p > 0.19; for means (M) and standard deviations (SD) see Supplementary Table 1).



Stimuli and Design

The stimulus material for experiment 1 consisted of 12 images of sweet foods (e.g., chocolate chip cookie, cupcake, and cream cake) taken from the Food Pics Database (Blechert et al., 2014) and non-copyrighted sources from the internet. We selected images of sweet food because these stimuli receive on average neutral to positive ratings for food wanting (Blechert et al., 2014). Thus, changes in reported food wanting can be induced, including both an increase and a decrease.

For each of the 12 original pictures, three additional versions with the food items colored in blue, red, and black-and-white (colorless) were created (see Figure 1), resulting in a total of 48 food images. The black-and-white images served as a control condition that was characterized by the absence of blue and red color. The original images were considered the reference or baseline condition (reflecting individual preferences concerning a food item). The images had a resolution of either 600 × 450 pixels or 350 × 500 pixels. Luminance scores for blue and red color were equivalent (160 lm).


[image: image]

FIGURE 1. Examples of food images in the two experiments.


In Experiment 2, the same 12 food images were used as in experiment 1 (in original color). Four different versions were created with a white, red, blue, and gray (black-and-white) background (see Figure 1). In both experiments, the same red and blue coloring was used.



Procedure

The images of experiment 1 and experiment 2 were presented via two independent online surveys (LimeSurvey GmbH, Hamburg). To avoid boredom and habituation because of the repeated presentation of the same food images in different color versions, each participant was presented with a random selection of 12 pictures (three images in blue, red, black-and-white (gray), and original color). The pictures were displayed in randomized order and the participants rated their food wanting (“How much would you like to eat this food right now?”) on a 7-point Likert scale (1 = not at all; 7 = very much) for each picture.

In both experiments, the participants were randomly assigned to one of two experimental conditions. In the color suggestion condition, the participants were provided with information about the appetizing effect of the color red and the appetite-suppressant effect of blue. Participants of the no suggestion condition received no color information.

The study was approved by the ethics committee of the University and was performed following the Declaration of Helsinki. All participants gave written informed consent.



Statistical Analysis

To adjust for individual differences in food wanting for the original items (M = 3.87; SD = 1.56; range = 1–7), we computed difference scores. To do this, we first calculated mean scores for each color condition based on the three ratings for wanting of each participant. Then, difference scores (between the conditions) were calculated (Experiment 1: Difference score_red: wanting for red-colored food minus wanting for food in the original color, Difference score_blue: blue minus original, Difference score_black-and-white: black-and-white minus original; Experiment 2: Difference score_red: wanting for food on red background minus wanting for food on white background, Difference score _blue: blue minus white, Difference score_gray: gray minus white).

For each of the two experiments, a 3 × 2 analysis of variance (ANOVAs) was performed to test the effects of COLOR (Difference score_red, Difference score _blue, Difference score _black-and-white/grey) and CONDITION (color suggestion, no-suggestion) on the propensity to eat. After controlling for hunger level, BMI, and hours since the last meal in additionally computed analyses of covariance (ANCOVA), the results did not change. Therefore, we report the ANOVA findings.

Effect sizes are expressed by partial eta squared (part.η2). If violations of sphericity occurred, Greenhouse-Geisser corrections were used. Significant effects were followed up by Bonferroni-adjusted pairwise comparisons. The analyses were conducted with SPSS version 26 (IBM Corp, 2019).

A power analysis with G∗Power 3.1.9.2 Faul et al. (2007) indicated that a sample size of n = 192 would be necessary to detect an effect size of part.η2 = 0.03 (i.e., small effect) with a probability of 1–β = 0.80, α = 0.05 for the interaction effect COLOR x CONDITION.




RESULTS


Experiment 1 (Colored Food)

The ANOVA revealed significant effects for COLOR [F(2, 430) = 8.74, p < 0.001, part.η2 = 0.039], COLOR x CONDITION [F(2, 430) = 6.34, p = 0.002, part.η2 = 0.029] and CONDITION [F(1, 215) = 6.41, p = 0.012, part.η2 = 0.029]. Compared to original color, the coloring (red, blue, black-and-white) of the food items reduced the propensity to eat significantly (all p < 0.001). The reduction in food wanting was larger for blue and black-and-white food in the suggestion condition than in the no-suggestion condition (all p < 0.047; see Figure 2). The ratings for red food did not differ between the suggestion and no-suggestion condition (p = 0.653).
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FIGURE 2. Means and standard errors of difference scores for food wanting in experiment 1 and experiment 2 across the different conditions. Experiment 1: “Difference score_red” = wanting of red-colored food items minus food in original color; “Difference score_blue” = wanting of blue-colored food minus food in original color; “Difference score_b-w” = wanting of black-and-white colored food minus food items in original color; Experiment 2: “Difference score_red” = wanting of food on red background minus white background; “Difference score_blue” = wanting of food on blue background minus white background; “Difference score_gray” = wanting of food on grey background minus white background; Asterisks (∗) indicate p < 0.05.


In the suggestion condition, the reduction in the propensity to eat blue and black-and-white food was greater compared to red food (all p < 0.001). Blue and black-and-white food did not differ from each other (p > 0.99). In the no-suggestion condition, food wanting did not differ between the color conditions (all p > 0.072; Figure 2).



Experiment 2 (Colored Backgrounds)

The ANOVA revealed no statistically significant results for COLOR [F(1.93, 442.36) = 0.204, p = 0.816, part.η2 = 0.001], CONDITION [F(1, 229) = 0.261, p = 0.610, part.η2 = 0.001], and the interaction COLOR x CONDITION [F(1.93, 442.36) = 1.079, p = 0.339, part.η2 = 0.005; Figure 2]. Food wanting did not differ between food items with white backgrounds and food with colored backgrounds (red, blue, gray; all p > 0.243).




DISCUSSION

This study examined the effects of red/blue coloring of visual food cues and verbal color suggestions on reported food wanting. It was shown that both blue and red coloring of the depicted food items had an appetite-reducing effect. Thus, ‘red’ and ‘blue’ did not have the predicted opposite effects on the propensity to eat but were always considered negative. For example, compared to the original brown chocolate chip cookie, all color variants (red, blue, black-and-white) were experienced as less appetizing. In the no-suggestion condition, the appetite-reducing effect of ‘blue’ and ‘red’ did not differ from each other. This effect very likely is a result of ‘color expectancy deviations’. We all have concepts of how specific food items should look like. If a ‘color expectancy violation’ occurs, this induces reductions in food wanting. In a classic study by Wheately (1973), participants were presented with a dinner consisting of a blue steak, red peas, and green French fries. The dinner started under dim lighting to hide the food’s true color. When the lighting was returned to normal, the ‘inappropriate’ food coloring elicited appetite reduction and even nausea in some of the participants. In a recent study by Suzuki et al. (2017), blue soup decreased reported appetite and palatability compared to soup with typical colors (white, yellow).

In the present investigation, the ‘blue effect’ on reported food wanting was enhanced by the verbal suggestion of this color as an appetite suppressant. Additionally, we observed an appetite-reducing effect of black-and-white coloring in the suggestion condition. An explanation might be that achromatic/black-and-white is more likely perceived as belonging to the blue color spectrum (e.g., Weiss et al., 2017) and that toxic or spoiled food is often blue, black, or purple. The ‘red suggestion’ did not affect food wanting because an appetite increase was suggested, while the participants experienced a reduction.

No influence of color on food wanting was observed in experiment 2 although our large sample size was associated with sufficient power to detect even small effects. Previous studies have reported effects of different color contexts, such as table cloths, plates, cups, and ambient illumination on appetite and taste ratings (for a review see Spence, 2018). A possible explanation for the absence of the color-background effect in the present experiment can be derived from the findings by Schifferstein et al. (2016). The authors presented five differently colored vegetables (tomato, carrot, yellow bell pepper, cucumber, and eggplant) against one of four different backgrounds (either light or dark orange or light or dark blue). The participants rated the attractiveness of the vegetables. The main result of this study was that each food item had its optimal background color. For example, a light orange made the cucumber most attractive, while light blue was optimal for the eggplant. Thus, different food items seem to be associated with different appetizing contexts.

The following limitations of the current study need to be addressed. In the present study, female participants (mainly university students) were presented with images depicting sweet foods. Thus, our results cannot be generalized to other samples and food types. Moreover, the coloring of images vs. real food items might have different effects. Therefore, in a future study, the consumption of colored food items (e.g., amount of food eaten in a test meal) should be assessed. The present study only relied on self-reports for the propensity to eat the depicted food items.



CONCLUSION

In conclusion, this study identified conditions under which color suggestions can influence food wanting. Future research now needs to find optimal combinations of food coloring and color suggestions for specific food items to alter the propensity to eat in the intended direction.
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Due to the dyeing process, learning samples used for color prediction of pre-colored fiber blends should be re-prepared once the batches of the fiber change. The preparation of the sample is time-consuming and leads to manpower and material waste. The two-constant Kubelka-Munk theory is selected in this article to investigate the feasibility to minimize and optimize the learning samples for the theory since it has the highest prediction accuracy and moderate learning sample size requirement among all the color prediction models. Results show that two samples, namely, a masstone obtained by 100% pre-colored fiber and a tint mixed by 40% pre-colored fiber and 60% white fiber, are enough to determine the absorption and scattering coefficients of a pre-colored fiber. In addition, the optimal sample for the single-constant Kubelka-Munk theory is also explored.

Keywords: color matching, pre-colored fiber, Kubelka-Munk theory, mixing theory, fabric, absorption coefficient, scattering coefficient


INTRODUCTION

In the textile industry, blending two or more pre-colored fibers to produce a variety of colors is an important coloring method, which has special color perception effects such as structural non-uniform or mottled appearance (Jolly et al., 2021). One of the most important tasks for the industry is to find the appropriate proportion of the pre-colored fibers to exactly match the color of a target sample required by the customer. To solve this problem, a color prediction model is required to describe the relationship of the spectral reflectance between a fabric and its individual pre-colored fiber. Assuming that Rλ is the spectral reflectance of the fabric at wavelength λ, and Ri,λ (i = 1,2,… ,n) is the spectral reflectance of the ith pre-colored fiber that composes the fabric at fractional concentration ci (ci ≥ 0 and [image: image]), the general purpose of a color prediction model can be formulated as follows:

[image: image]

It is obvious that given the spectral reflectance and the corresponding fractional concentration of the pre-colored fibers, the mapping function F aims to predict the color of the fabric obtained by mixing the fibers. In turn, the fractional concentration can be evaluated by the inverse of the mapping function according to the spectral reflectance of the fabric and the pre-colored fibers that compose the fabric.

Depending on the mechanism that constructs the mapping function, the color prediction model can be divided into three types, namely, empirical model, physical model, and artificial intelligence model. The most direct and simplest empirical model regards the mapping (blending) process as a linear function (system) (Hemingray and Westland, 2016). The spectral reflectance of the fabric is a linear combination of the spectral reflectance of the pre-colored fibers weighted by the corresponding fractional concentration. That is,

[image: image]

It has been proved that the performance of Eq. 2 is poor in practice. To improve the performance, many efforts have been devoted to finding new functions that map the spectral reflectance into new space in which the mapped data are additive. The main idea of these improvements is to seek the mapping functions that satisfy the following equation:

[image: image]

Several empirical mapping functions have been reported in the literature so far to accommodate Eq. 3 (Aldeeson et al., 1961; Love et al., 1965; Minato, 1977). To the best of our knowledge, the most representative ones for predicting the color of fiber blends are the Stearns-Noechel function (Stearns and Noechel, 1944; Rong et al., 2007) and the Friele function (Friele, 1952; Philips-Invernizzi et al., 2002a). The Stearns-Noechel function (Stearns and Noechel, 1944) has the following form:

[image: image]

where b is an empirical constant for the function. Subsequent studies on the function have revealed that the constant varies with fiber types and wavelengths (Philips-Invernizzi et al., 2002b; Rong and Feng, 2006, Sabir, 2011). It should be determined experimentally again once another type of fiber is used to blend the fabric that limits the universality and practicality of the function.

The Friele function (Friele, 1952) can be expressed as follows:

[image: image]

where σ is the Friele parameter. This function has a similar drawback with the Stearns-Noechel function since the Friele parameter also varies with fiber types and should be redetermined experimentally (Miller et al., 1963, Philips-Invernizzi et al., 2002a). Although previous studies have recommended several values for different fiber types, the parameters should be redetermined experimentally for the same fiber type as producing regions, harvesting methods, and growing environments influence the quality of the fiber and then lead to the variation of the parameter.

The most commonly used physical model in color prediction of fiber blends is the single-constant and two-constant Kubelka-Munk (K-M) theory (Burlone, 1983, 2007; Walowit et al., 1988; Amirshahi and Pailthorpe, 1994). The theory includes two parts, namely, the K-M theory (Kubelka and Munk, 1931; Kubelka, 1948, 1954) and the mixing theory, proposed by Duncan (1949). The K-M theory is a special solution to the general radiative transfer problem that characterizes the radiance of light propagating inside a layer (Yang and Kruse, 2004). It maps the spectral reflectance of the fabric into the absorption and scattering characteristics of the fabric. For an opaque sample, the K-M theory is formulated as follows:

[image: image]

where Kλ is the absorption coefficient and Sλ is the scattering coefficient of the sample. Although they are the optical characteristics of the fabric, they cannot be measured directly. Therefore, they are estimated from the spectral reflectance of the fabric.

The mixing theory describes the relationship of absorption and scattering coefficients between a fabric and its individual fiber. It assumes that the absorption and scattering coefficients of each fiber are additive when weighted by the corresponding fractional concentration, and the sum is the absorption coefficient Kλ and scattering coefficient Sλ of the fabric blended by the fibers. That is,

[image: image]
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where ki,λ and si,λ are the absorption and scattering coefficients of the ith fiber that composes the fabric. Eqs 7, 8 together with K-M theory are known as the two-constant K-M theory since it contains two independent parameters, kλ and sλ , for each pre-colored fiber. The ratio between absorption and scattering coefficients of the fabric can be calculated by Eq. 7 divided by Eq. 8 as follows:

[image: image]

Under the condition that the fibers composing the fabric have a similar scattering ability, Eq. 9 can be further simplified as follows:

[image: image]

It indicates that the absorption and scattering coefficient ratio of the fabric can be a linear combination of those of the fibers composing the fabric when the fibers have a similar scattering ability. Equation 10 together with the K-M theory is referred as the single-constant K-M theory since it only includes one independent parameter, (k/s)λ , for each pre-colored fiber.

During the past several decades, great progress has been made in the field of artificial intelligence techniques. Artificial neural network (ANN) model, as an important branch of artificial intelligence, has been widely used in textile engineering in recent years to predict the color changes that take place after certain production processes (Shamsnateri et al., 2006; Shamey and Hussain, 2008; Furferi and Carfagni, 2010b; Almodarresi et al., 2013; Hwang et al., 2015; Jawahar et al., 2015, Kan and Song, 2015). ANN is an information processing system that simulates the structure and function of the human brain. A learning process is required to train the values of the weights and biases of the network. It works as a black box, producing outputs according to the inputs it receives with powerful processing capability and non-linear mapping properties. Furferi and Governi (2011) first applied ANN to the color prediction of pre-colored fiber blends and concluded that the prediction results are reliable. Then, they also combined the K-M theory with ANN to implement the color prediction of fiber blends (Furferi et al., 2016). The non-linear mapping properties of ANN bypassed the linear additive assumption that derives Eq. 10 in single-constant K-M theory which enhanced the performance of single-constant K-M theory. Shen et al. (2016) also combined the Stearns-Noechel model with ANN to enhance the performance of Stearns-Noechel model. Hemingray and Westland (2016) proposed a novel approach to using ANN to predict the color of fiber blends where rather than using a single network, a set of small neural networks was used, each of which predicted reflectance at a single wavelength. The results showed that the novel approach is more robust than the conventional approach when the number of training examples was small. In general, all these studies indicate that ANN can be used for the color prediction of pre-colored fiber blends, but it requires adequate samples for learning; otherwise, its results are poor.

Comparisons of these models have also appeared in the literature in recent years (Furferi and Carfagni, 2010a; Hemingray and Westland, 2016). Taken together, it can be concluded that the ANN model has the highest prediction accuracy when the learning samples are adequate; the two-constant K-M theory comes second; then comes the Stearns-Noechel model and the Friele model; and the single-constant K-M theory has the worst accuracy. In terms of prediction accuracy, the ANN model and the two-constant K-M theory are more suitable for the color prediction of pre-colored fiber blends since their average color difference is usually less than the threshold value of 0.8 set for quality inspection. Due to the dyeing process, even though the fibers are dyed in the same equipment with the same dye, their color, however, can vary significantly if they belong to different batches. This means that the optical characteristics of the dyed fibers are variable, and new learning samples are required to be prepared to train the parameters in the prediction models. Yet, the preparation process is time-consuming and also leads to manpower and material waste (Furferi et al., 2015). To find the appropriate proportion of the pre-colored fiber for a fabric, a skilled technician only needs about six rounds of adjusting. Thus, the learning samples required by the model should be as less as possible. As for the ANN model and the two-constant K-M theory that can meet the accuracy requirement for practical production, if n pre-colored fibers are used to obtain the fabric, to match the color of the fabric, the number of learning samples required by the ANN model is massive, while the traditional two-constant K-M theory needs n ladders, each of which includes several samples obtained by mixing the white (or black) fiber and the pre-colored fiber at different fractional concentrations.

Based on this point of view, the two-constant K-M theory is selected in this study to investigate the feasibility to minimize and optimize the learning samples for the theory. The single-constant K-M theory is also explored to reveal the mechanism that leads to the prediction error. The minimum samples required by the theories to determine the parameters are analyzed, and these samples are compared to find the optimal learning samples according to the revealed mechanism.



EXPERIMENT


Materials

Cotton fibers (1.67 dtex and average 37 mm long) dyed by four reactive dyes are selected in this work as pre-colored fibers. Together with the raw undyed fibers, a total of five fibers (White 01, Green 09, Blue 72, Red 18, and Yellow 03) are used. First, the fibers are fed to a carding machine three times to obtain homogeneous mixtures. Second, the mixtures are spun into yarns using open-end spinning with a count of 29.2 tex and a twist coefficient of 450 atex. Then, the yarns were knitted into single jersey fabrics with 24 threads/inch as experimental samples. Two sets of samples are prepared in this study. Set A has 22 samples mixed by three pre-colored fibers, namely, White 01, Green 09, and Blue 72. Green 09 and Blue 72 are mixed with White 01 individually in fractional concentration increments of 20%, respectively, to prepare 11 ladder samples. Other samples are prepared by 7 binary and 4 ternary mixtures of these pre-colored fibers. This set is used to analyze the feasibility to optimize the learning samples for the theory.

Another Set B including 50 samples mixed by all the five fibers is used to test the validity of the proposed methods. Eight samples are mixed according to the conclusion drawn from the first set, namely, Green 09, Blue 72, Red 18, and Yellow 03 that are mixed with White 01 in fractional concentrations of 40%:60% and 60%:40%. The other samples are mixed by randomly mixing these five pre-colored fibers. There are 10 binary mixtures, 18 ternary mixtures, and 9 quaternary mixtures besides five pure samples with 100% fractional concentration.



Measurement

After spinning and weaving into knitted fabrics, the spectral reflectance of the samples was measured by the Ci7800 benchtop sphere spectrophotometer. The measurement geometry was d/8°, and the measurement aperture used was 25 mm. The original spectral data were measured at 10 nm intervals within the range of 360–750 nm. To reduce the potential measure error, each sample was measured three times, and the average was calculated as the measure result. The wavelength range of 400–700 nm was taken providing the 31-dimensional spectral data at last to implement the color prediction.

The K-M theory does not take the discontinuity of the refractive index existing in the interface between air and fabric into account. A correction to the measured spectral reflectance is necessary before inducing the measured spectral reflectance into the theory. The equation used for the correction is well-known as the Saunderson correction (Saunderson, 1942). Assuming that collimated light from the air strikes the fabric, a portion r1 is reflected back to the air. In turn, a portion r2 is reflected back when the light enters the interface from the fabric. After infinite internal reflection, the relationship between the measured spectral reflectance Rm,λ and the corrected spectral reflectance Rc,λ can be represented as follows:

[image: image]

where α is the adjustable factor that changes with the measuring geometry. For measuring with specular component included, α = 1. Otherwise, α = 0. α = 0 is adopted in this study to implement the correction since the samples are measured by d/8° measurement geometry with specular components excluded. According to our experience, k1 = 0.08 and k2 = 0.5 are utilized to implement the correction.



Evaluation

Three metrics are adopted to evaluate the accuracy of the prediction results. The root mean squared error (RMSE) between the predicted and targeted spectral reflectance is selected as the spectral metric. The CIEDE2000 color difference ΔE00 under the CIE standard illuminant D65 and the CIE 1931 standard observer is calculated as the colorimetric metric (Penacchio et al., 2021). Influenced by the factors such as weighting precision and mixture homogeneity of the pre-colored fibers, the predicted and targeted concentrations often differ. Thus, the Euclidean distance between the predicted and targeted fractional concentrations is adopted as the concentration error (CE) metric.




MATERIALS AND METHODS


Determination of Absorption and Scattering Coefficient Ratio

The single-constant K-M theory only involves the absorption and scattering coefficient ratio of the pre-colored fibers. The ratio can be calculated by Eq. 6 with the corrected spectral reflectance of its masstone (pure sample with 100% fractional concentration). Due to the intense absorption ability of the masstone obtained by the pure pre-colored fiber, its spectral reflectance is usually very small. However, the direct use of the sample will result in a higher color prediction error since the measure noise has a relatively significant influence on the small spectral data. Thus, the tint mixed by the pre-colored fiber and the white fiber is utilized in practice to reduce the influence of the measure noise and then to improve the accuracy of the calculated ratio. Given the ratio (k/s)w,λ of the white fiber, according to Eq. 10, the ratio (K/S)tint,λ of a tint can be expressed as follows:

[image: image]

where (k/s)λ is the absorption and scattering coefficient ratio of the pre-colored fiber; c is its fractional concentration in the tint; subscript w and tint represent the white and the tint, respectively. The traditional methods usually prepare several tints and use the least square regression method to solve the absorption and scattering coefficient ratio of the pre-colored fiber. In this study, only one tint sample is used, and then, the ratio can be calculated by:

[image: image]

The numerator and denominator in Eq. 13 should keep a linear relationship in theory because the absorption and scattering coefficient ratio of the pre-colored fiber is constant (Völz, 2002). In fact, the linear relationship, however, is not strictly obeyed. As shown in Figures 1A,B, their relationships are always a concave curve. This phenomenon has also been found in other industries dealing with colorants such as paints (Berns and Mahnaz, 2007) and printing ink (Berns, 1993), while a convex curve has been found in dyes’ color prediction (Yang et al., 2009) since the means of its vertical and horizontal coordinates are different from that here. Figures 1C,D is the absorption and scattering coefficient ratios of Green 09 and Blue 72 calculated by different tints. With the increase of the pre-colored fiber, the calculated ratio increases. It indicates that the absorption ability of the fabric is enhanced with the addition of the pre-colored fiber, and this is the reason that leads to the non-linear relationship in Figures 1A,B. It can be inferred that the tint that is selected to determine the ratio has influence on the color prediction accuracy. On the contrary, the absorption and scattering coefficient ratio calculated by the least square regression method lies between those calculated by the 60% tint and the 80% tint. In another words, an optimal tint exists in the color matching of pre-colored fiber blends, and the optimal tint is the tint with about 80% fractional concentration of the pre-colored fiber. Thus, a tint mixed by 80% pre-colored fiber and 20% white fiber is enough to determine the absorption and scattering coefficient ratio of pre-colored fiber if the ratio of the white fiber is pre-known.


[image: image]

FIGURE 1. The absorption and scattering coefficient ratios of Green 09 and Blue 72. (A) The relationship between optical property and fractional concentration of Green 09. (B) The relationship between optical property and fractional concentration of Blue 72. (C) The absorption and scattering coefficient ratios of Green 09. (D) The absorption and scattering coefficient ratios of Blue 72.




Determination of Absorption and Scattering Coefficients

Due to the weak absorption and intense scattering ability, the scattering coefficient of the white fiber can be assumed as a unit at all wavelengths. Then, the absorption coefficient of the white fiber can be determined as (k/s)w,λ by applying Eq. 6. As for the pre-colored fiber, Eq. 9 can be transposed and collected as follows:

[image: image]

where kλ and sλ are the absorption and scattering coefficients of the pre-colored fiber. To determine these two unknowns, at least two samples are required. The traditional methods usually prepare several tints and use the least square regression method to solve the absorption and scattering coefficients. In this study, two samples are selected to construct the simultaneous equations to solve the unknowns. The masstone is chosen as one of the samples because it can be easily prepared without weighting and mixture. Another sample can only be a tint mixed by the pre-colored fiber and the white fiber. The simultaneous equations become:

[image: image]

Then, the absorption and scattering coefficients of the pre-colored fiber can be calculated as follows:

[image: image]

The relationship between the terms in the braces and the fractional concentration in Eqs 16, 17 should be linear in theory since the absorption and scattering coefficients of the pre-colored fiber are constant. As analyzed above, the linear relationship, however, is not strictly obeyed in practice. Figures 2A–D shows the relationships of Green 09 and Blue 72. Compared with Figures 1A,B, the relationships in Figures 2A–D become more linear. It means that the two-single K-M theory has better color prediction accuracy than the single-single K-M theory. Besides, the tint that is selected in the two-single K-M theory has less influence than that in the single-single K-M theory. On the contrary, with the use of the masstone samples, the curve shapes between two different fibers may be opposite [i.e., (a) vs. (b); (c) vs. (d)], whereas the curve shapes of the same fiber are similar [i.e., (a) and (c); (b) and (d)]. An optimal tint may exist here for the two-constant K-M theory. The absorption and scattering coefficients of Green 09 and Blue 72 calculated by different tints are shown in Figures 3A–D. It can be inferred that the optimal tint is the tint with about 40% fractional concentration of the pre-colored fiber.


[image: image]

FIGURE 2. The relationships between optical property and fractional concentration. (A) The relationship for absorption coefficients of Green 09. (B) The relationship for absorption coefficients of Blue 72. (C) The relationship for scattering coefficients of Green 09. (D) The relationship for scattering coefficients of Blue 72.



[image: image]

FIGURE 3. The absorption and scattering coefficients of Green 09 and Blue 72. (A) The absorption coefficients of Green 09. (B) The absorption coefficients of Blue 72. (C) The scattering coefficients of Green 09. (D) The scattering coefficients of Blue 72.





RESULTS AND DISCUSSION

The aim of color matching is to find the concentrations that minimize the difference between the predicted and targeted spectral reflectance from optical constants. According to the methods to evaluate the difference, the optimization objective of the color matching can be divided into two types: colorimetric matching and spectrophotometric matching. The optimization objective of colorimetric matching is to minimize the color difference between the predicted and targeted samples. It can be expressed as follows:

[image: image]

where Ti (i = 1,2,3) is the tristimulus of the samples; the fractional concentrations need to satisfy the constraint that ci ≥ 0 and [image: image]. The corresponding linear iterative algorithms that solve this problem have also been proposed in the literature (Allen, 1974; Amirshahi et al., 1995; Karbasi et al., 2008). Moreover, a new matching strategy based on the equalization of the first three principal component coordinates of the predicted sample and targeted sample in a 3D eigenvector space has been reported in recent years (Agahian and Amirshahi, 2008; Shams-Nateri, 2009; Mohtasham et al., 2012). Although it shows a better performance than the colorimetric matching in terms of spectral and colorimetric accuracy, its matching principle and optimization procedure are similar to that of the colorimetric matching. The optimization objective of spectrophotometric color prediction is to minimize the RMSE of the spectral reflectance between the predicted and targeted samples. That is,

[image: image]

where the concentrations need to satisfy the constraint that ci ≥ 0 and [image: image]. It is notable that comparisons between these two types of optimization objectives have also been made (Sluban, 2007). To eliminate the metamerism phenomenon and achieve the unconditional match, spectrophotometric matching was adopted in this article. The constrained non-linear optimization algorithm, active-set algorithm, was applied to solve the spectrophotometric optimization objective.

Statistical results of the single-constant K-M theory for set A are shown in Table 1. It indicates that the tint used to determine the absorption and scattering ratio has a remarkable influence on the color prediction accuracy of the single-constant K-M theory. For all the tints, the maximum of the mean color difference reaches 3.5025 ΔE00, while the minimum is 1.4654 ΔE00, which is even better than that (1.5062) of the least square regression method; the maximum of the mean spectral error reaches 0.0882, while the minimum is 0.0423 which is very close to that (0.0421) of the least square regression method; the maximum of the mean CE reaches 0.1342, while the minimum is 0.0485, which is even better than that (0.0621) of the least square regression method. Moreover, the prediction accuracy is improved at first with the increase of the fractional concentration of the pre-colored fiber and then declines with the further increase of the fractional concentration. The optimal sample for the single-constant K-M theory can be selected as a tint with about 80% pre-colored fiber. This conclusion adheres to the inference drawn in the above section.


TABLE 1. Statistical results of single-constant K-M theory for Set A.

[image: Table 1]
Statistical results of the two-constant K-M theory for set A are shown in Table 2. Its average accuracy also shows that the prediction accuracy of the two-constant K-M theory is improved at first with the increase of the fractional concentration of the pre-colored fiber and then declines with the further increase of the concentration. The best performance of the two-constant K-M theory occurs when the tint has 40% pre-colored fiber. Its mean color difference is 0.1045 ΔE00, which is better than that (0.1307) of the least square regression method. Its mean spectral error is 0.0032, which is better than that (0.0041) of the least square regression method. Its mean CE is 0.0147, which is very close to that (0.0135) of the least square regression method. This phenomenon also adheres to the inference drawn in the above section. It means that the two samples, namely, a masstone and a tint mixed by 40% pre-colored fiber and 60% white fiber, are the best choice for the two-constant K-M theory.


TABLE 2. Statistical results of two-constant K-M theory for Set A.

[image: Table 2]
With a masstone and an optimal tint (mixed by 40% pre-colored fiber and 60% white fiber) for each pre-colored fiber, the two-constant K-M theory is implemented again on Set B to further verify the findings. Statistical results are collected in Table 3. It shows that the mean color difference of the optimal tint is 0.5367 ΔE00; the mean RMSE is 0.0102; and the mean CE is 0.0243. The performance is still better than that of the tint mixed by 60% pre-colored fiber and 40% white fiber. Thus, it can be concluded that the two samples, a masstone and a tint mixed by 40% pre-colored fiber and 60% white fiber, are enough to determine the absorption and scattering coefficients of a pre-colored fiber for the two-constant K-M theory. Six pairs of matching samples are randomly selected to intuitively test the results. As shown in Figure 4A, the color difference between the predicted and targeted samples is undistinguishable. Figure 4B shows the spectral reflectance of these samples. The spectral reflectance of each pair shows a high degree of coincidence.


TABLE 3. Statistical results of two-constant K-M theory for Set B.
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FIGURE 4. Six pairs of randomly selected matching samples. (A) The targeted samples (top) and predicted samples (bottom). (B) Spectral reflectance of targeted samples (solid lines) and predicted samples (dashed lines).


On the whole, two samples with certain fractional concentrations are enough for the two-constant K-M theory, and one sample is enough for the single-constant K-M theory. This can save sample preparation time, reduce the waste of resources and labor force, and increase productivity. On the contrary, the color prediction accuracy of the two-constant K-M theory is significantly better than that of the single-constant K-M theory for pre-colored fiber blends. It indicates that the optical characteristics of pre-colored fiber blends match the general assumptions that derive the two-constant K-M theory well, but fail to match the specific prerequisite for the derivation of the single-constant K-M theory. This result conforms to the above finding that the relationship between the optical characteristics and fractional concentrations of the two-constant K-M theory is more linear than that of the single-constant K-M theory. The two-constant K-M theory is more suitable for the color matching of the pre-colored fiber blends.



CONCLUSION

The single-constant K-M theory and the two-constant K-M theory were examined to match the color of pre-colored fiber blends. The accuracy and the optimal samples used for the theories were evaluated based on the match results. It shows that the best sample for the single-constant K-M theory is a tint obtained by mixing 80% pre-colored fiber and 20% white fiber. A masstone obtained with 100% pre-colored fiber and a tint mixed by 40% pre-colored fiber and 60% white fiber are the best choice for the two-constant K-M theory. The findings can significantly reduce the samples required to be prepared in implementing the color matching, which can save time and raw materials for the companies. It also shows that due to the typical optical characteristics of the pre-colored fiber blends, the accuracy of the two-constant K-M theory is better than that of the single-constant K-M theory. The two-constant K-M theory is more suitable for the color matching of the pre-colored fiber blends. For further research, the applicability of the two-constant K-M theory for five or more pre-colored fiber blending needs to be investigated.
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The Long-Term Effect of Blue-Light Blocking Spectacle Lenses on Adults’ Contrast Perception
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Purpose: To evaluate the long-term effect of two different degrees of blue-light blocking (BB) spectacle lenses on adults’ contrast perception under various lighting conditions.

Methods: In total, 144 healthy adults aged 24.70 (±4.32 years) were recruited to this randomized controlled trial. The participants were randomly divided into three groups and used three different spectacle lenses (15% BB: 15% blue-blocking spectacle lenses; 30% BB: 30% blue-blocking spectacle lenses; RC: regular clear lenses serving as control). Contrast sensitivity under four light conditions (scotopic and photopic, both with/without glare) was measured using standard clinical tests at baseline, 1 month, 3 months and 6 months of use. The area under the log contrast sensitivity function (AULCSF) was also computed as an index for their overall contrast sensitivity across spatial frequencies.

Results: There was no significant difference in AULCSFs among the three types of spectacle lenses under any light condition (all P > 0.81). No statistical difference was found in the AULSCF among the four time points (all P > 0.39), with no interaction between the effects of group and time (all P > 0.42).

Conclusion: Wearing blue-light blocking lens had no clinically significant effect on adults’ long-term contrast perception under scotopic or photopic conditions, or with glare.

Keywords: contrast perception, long-term effect, blue-light blocking, spectacle, lenses


INTRODUCTION

Blue light is a visible light with a short wavelength ranging from approximately 380 to 500 nm. It highly penetrative due to its high energy. Blue light is emitted by common light-emitting diodes (LED) and common electronic devices. Long-term exposure to high-energy blue light may damage the eye and circadian rhythm. In vitro and in vivo studies indicate that blue light can induce oxidative damage and apoptosis in retinal pigment epithelial (RPE) cells, thereby leading to age-related macular degeneration (AMD) (Kaarniranta et al., 2018; Blasiak, 2020; Luo et al., 2021). Blue light has also been shown to induce eye fatigue (Ide et al., 2015; Singh et al., 2021) and disrupt the circadian rhythm in humans (Chellappa et al., 2011). Due to its potentially deleterious effect, it has caught the attention of the research community to investigate more about its effect on the vision and physiology of human adults and possible means to filter out the blue-light (i.e., blue-light filtration).

The most common technology used in blue-light filtration is the blue light-blocking (BB) spectacle lens. In theory, BB lenses provide the retinal protection against photochemical damage. Its ability for macular protection has been corroborated in several animal and cell studies (Alzahrani et al., 2020; Blasiak, 2020; Luo et al., 2021; Sanchez-Ramos et al., 2021). However, this theory has only been weakly supported in the human literature (Lawrenson et al., 2017). To illustrate, a large cohort study (Achiron et al., 2021) with 11397 eyes shows that the blue light–filtering intraocular lenses (IOL) has no apparent advantage in the incidence and progression of AMD. However, there have been some previous clinical studies that demonstrate that BB spectacle lenses can reduce the symptoms of eye strain in individuals who use digital devices (Ide et al., 2015; Lin et al., 2017). BB lenses may also improve sleep quality if the user wears them at night (Lawrenson et al., 2017; Esaki et al., 2020).

However, there has been increasing anxiety regarding the potential influence of technology of blue-light filtration on visual perception. Leung et al. (2017) measured the contrast sensitivity after the observers wore a new pair of BB spectacle lenses and found similar visual perception to those wore clear lenses. Their results reveal that wearing BB lenses for a short period of time does not change observer’s (intraday) contrast sensitivity. It is possible that the effect of BB lenses does not show immediately as the human visual system may require more time to adapt to the changes. For example, Gao et al. (2018) found an improvement in visual function after 18-weeks of refractive adaptation. In addition, Chen et al. (2007) recorded the normalization of visual acuity after 6 months of optical adaptation in amblyopia. Therefore, an important issue that remains unaddressed is whether BB spectacle lenses affect long-term visual perception. In particular, do these BB spectacle lenses reduce or improve scotopic or photopic contrast sensitivity, with or without glare? To address this question, we examined the long-term effect of BB spectacle lenses on adults’ contrast sensitivity (CS) under multiple light environments and compared it with the long-term effect of wearing regular clear spectacle lenses.



MATERIALS AND METHODS


Optical Parameters of Three Types of Lenses

Two common types of blue-light blocking (BB) spectacle lenses (refractive index = 1.56) were evaluated (one was “Qin Zhiyu,” Wanming Optical Co., Ltd., China; the other one was “Meijing,” Mingyue Optical Co., Ltd., China). A regular clear lens (refractive index = 1.56) served as a control lens (“Baolijing,” Wanming Optical Co., Ltd., China). Their spectral transmittances, T (λ), within the wavelength (λ) range of 280 to 780 nm, were measured (measured step size = 1 nm; calculated step size = 5 nm) by a UV/V spectrophotometer (HITACHI-U4100, China). The reflectivity, absorptivity, and yellow index of three kinds of spectacle lenses were also measured to identify how the BB lenses filtered blue light (reflecting blue light or absorbing blue light). Details are presented in Table 1. In this paper, we refer the two BB lenses as “15% BB” and “30% BB” and the control lenses as RC (regular clear lenses).


TABLE 1. Optical detection parameters of three types of lenses.
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Essential Information

A randomized controlled clinical trial was conducted to evaluate the long-term effect in visual performance of those who wore the spectacles. This study was registered with the Ethics Committee of the Eye Hospital of Wenzhou Medical University for clinical trials (KYK [2015]13). The study design met the WHO’s definition of a clinical trial, as stipulated in the Declaration of Helsinki. The clinical registration code was ChiCTR1800020191.

A total of 150 healthy adults who wore spectacles habitually volunteered to participate in the experiment. They were followed up for 6 months (a total of four visits). The participants provided an informed consent. The inclusion criteria were: (1) age between 18 and 30 years; (2) spherical refraction < −6.00 D and astigmatism < −1.5 D; (3) monocular corrected distance visual acuity (logMAR) equal to or less than 0.0; (4) experience of wearing spectacles for more than 6 h a day. The exclusion criteria were: (1) eye diseases except for refractive errors, especially retinal or macular diseases; (2) experience of corneal contact lens wearing within 1 month; (3) ocular surgery or disease; (4) psychological or systemic diseases. The participants were divided into three groups by generating random numbers, and each group was randomly assigned one type of spectacle lens. They wore their assigned lenses for 6 months. Contrast sensitivity was performed at the initial visit and at 1, 3, and 6 months.



Contrast Sensitivity

Contrast sensitivity was measured using the CSV-1000 contrast sensitivity test (VectorVision, Ohio, United States) at 2.5 m with the spectacle lenses. Contrast sensitivity was evaluated at 3, 6, 12, and 18 cycles per degree (cpd) under four light conditions: scotopic (3 cd/cm2) and photopic (85 cd/cm2), both with/without glare (which was set as 80% of glare). The order of measurement of the four kinds of light conditions was fixed and a 10-min rest period was implemented to allow for adaptation to the new light condition. The area under the log contrast sensitivity function (AULCSF) computed by fitting the contrast sensitivity function with the given data based on the method outlined by Applegate et al. (1998). We plotted the log of CS as a function of log spatial frequency and fitted third-order polynomials to the data. The fitted function between the fixed limits of log spatial frequencies at 3 cycles/degree to log spatial frequencies at 18 cycles/degree was used to compute the AULCSF.



Statistical Analyses

All statistical analyses were performed using the SPSS software (ver. 25.0; SPSS Inc.). The measured data were tested using the Kolmogorov–Smirnov test. Data with a normal distribution are presented as the mean ± standard deviation (SD) in this report. The chi-square test was used to analyze the sex percentage between the three groups. Only the data of the right eye were selected for statistical analysis in this study because there was a high correlation between the two eyes in all parameters (all P < 0.05). The differences in baseline and demographic information among the three groups were analyzed using a one-way ANOVA. The two repeated-measures analysis of variance (RM-ANOVA) was used to compare the parameters of contrast sensitivity among the three groups with four different follow-up times. The level of statistical significance was set at P < 0.05.




RESULTS


Baseline Data and Optical Parameter

A total of 150 participants were recruited; six withdrew from the experiment due to non-ophthalmic or spectacle-related reasons during the follow-up period, such as pregnancy and relocation. Therefore, 144 participants completed all follow-up visits, with a mean age of 24.7 ± 4.32 years (range, 20–39 years), including 36 males and 108 females. The mean spherical refraction was −3.35 ± 1.41 D (range, −0.50 D to −6.00 D) and a mean cylindrical refraction was −0.48 ± 0.48 D (range, 0.00 D to −1.50 D). No significant difference was found among the three groups in terms of demographic information and baseline ocular data (all P > 0.05; Table 2). No significant difference in visual acuity was found between baseline and 6 months of wearing the spectacle lenses (all P > 0.05). The optical parameters of the three lens types are listed in Table 2.


TABLE 2. Demographic information and baseline data of participants in three groups.
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Mean Contrast Sensitivities at Various Spatial Frequencies

Figure 1 shows the mean monocular contrast sensitivities from the three types of spectacle lenses across four spatial frequencies (3, 6, 12, and 18 cpd) under the four light conditions (scotopic, scotopic with glare, photopic, and photopic with glare) after 6-month of follow up visits. Repeated-measures ANOVA (Figure 1A) showed no significant difference in contrast sensitivity between the spectacle lenses in scotopic conditions at any spatial frequency (P = 0.831). There was no significant difference in scotopic contrast sensitivity between the time sessions (i.e., baseline, 1-month, 3-month, and 6-month visits) at any spatial frequency (P = 0.485). There was also no interaction among the effects of group, time and spatial frequencies (P = 0.921). Similarly, we also found no statistically significant difference (between the three kinds of spectacle lenses, and between the four follow-up visit times, or interaction among groups, times, and spatial frequencies) at any spatial frequency in the photopic conditions, scotopic with glare condition, and photopic with the glare condition (all P > 0.05; Figures 1B–D).


[image: image]

FIGURE 1. Contrast sensitivity under four kinds of condition in various spatial frequencies at four time points for three types of spectacle lenses. Error bars represent standard errors. (A) Contrast sensitivity under scotopic condition; (B) Contrast sensitivity under scotopic condition with glare; (C) Contrast sensitivity under photopic condition; (D) Contrast sensitivity under photopic condition with glare. RC: regular clear lenses; 15% BB:15% blue-blocking spectacle lenses; 30% BB: 30% blue-blocking spectacle lenses. T0 = baseline; T1 = 1 month; T3 = 3 months; T6 = 6 months.




Overall Area Under the Log Contrast Sensitivity Function

The area under the log contrast sensitivity function (AULCSF) of the three types of spectacle lenses, under four different light conditions, is shown in Table 3. During the 6 months, there was no significant difference among the three spectacle lenses in AULCSF, under any light condition (scotopic: P = 0.811; scotopic with glare: P = 0.908; photopic: P = 0.891; photopic with glare: P = 0.856). There was also no statistically significant difference in AULSCF among the four time sessions (scotopic: P = 0.754; scotopic with glare: P = 0.392; photopic: P = 0.433; photopic with glare: P = 0.564), with no interaction between the effects of group and time (scotopic: P = 0.428; scotopic with glare: P = 0.885; photopic: P = 0.829; photopic with glare: P = 0.576).


TABLE 3. Comparison of AULCSF of three types of spectacle lenses under different light conditions at four follow-up visits.

[image: Table 3]



DISCUSSION

In this study, the long-term effect on visual perception of adults who wore BB lenses was assessed. The contrast sensitivity function with three kinds of spectacle lenses (RC, 15% BB, and 30% BB) under four types of light conditions (scotopic, photopic, scotopic with glare, photopic with glare) was measured at four time points (baseline, at 1-month, 3-month, and 6-month of spectacles use). Our results indicate that two different degrees of BB spectacles (15% blue filtering and 30% blue filtering) exhibited a similar degree of contrast sensitivity to that of the regular clear spectacles in adults. These results suggest that these two BB spectacle lenses showed no clinically detectable effect on the visual perception of adults in both short and long terms.

Previous studies on the effect of blue light filtering lenses on visual perception in adults have mainly focused on IOL or yellow filters. For example, Popov et al. (2021) and Hammond et al. (2019) both found that blue-light filtering IOLs did not have a clear influence on contrast sensitivity in elderly individuals. Lavric and Pompe (2014) also reported that blue-light filtering IOL did not affect the long-term contrast sensitivity of older observers for up to a year. In addition, Wang et al. (2010) reported that mesopic and photopic contrast sensitivities of adults were not affected by the yellow filter after refractive surgery. Mahjoob et al. (2015) also reported that the contrast sensitivity of adults under glare conditions was not altered by yellow filters. These studies indicate that the effect of blue light filtering on mesopic and photopic visual perception is minimal.

As for scotopic contrast sensitivity, Alzahrani et al. (2020) found that BB spectacle lenses reduced scotopic sensitivity by 5–24%. Indeed, some studies found a reduction in scotopic contrast sensitivity in older adults (Greenstein et al., 2007; Pierre et al., 2007). Blue light has a short wavelength (380–500 nm) that is close to the absorption peak of scotopic vision (506 nm) (Thapan et al., 2001). The reduced level of blue light that eventually reach the rod cell could be more likely to decrease the scotopic contrast sensitivity. In addition, some studies also report that blue light–filtering IOL could improve driving performance and reduce glare disability in older people under simulated glare conditions (Davison et al., 2011; Gray et al., 2011; Zhu et al., 2012).

One possibility for the contradictory results in these studies is the difference in age of the participants. Quentin et al. (2014) and Panda-Jonas et al. (1995) found that the reduction in contrast sensitivity by yellow filter was stronger in elderly individuals than in young individuals. Mahjoob et al. (2015) also showed that wearing yellow filter lenses improved visual acuity and contrast sensitivity under glare conditions. However, this was only found in older observers (aged 51–60 years old), not in young adults. Evidence suggests that rod cells decline with age (Panda-Jonas et al., 1995). This might explain why the influence of scotopic vision (related to rod cells by blue light filtration) is especially large in older adults. Nevertheless, our results, along with those of these previous reports, indicate that BB lenses are safe for young adults.

Although CSV-1000 contrast sensitivity test has been a standard tool to measure the contrast sensitivity in the clinic, it is unfortunately not sensitive to detect its minute changes. However, we believe that this is not a major issue of our study design as we believe that a too small change that is not detected by CSV-100 can be considered as clinically insignificant. Nevertheless, future studies should test the effect of the spectacles with a more sensitive tool that measures contrast sensitivity.
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The digital archive of cultural heritage provides new opportunities for the protection of the cultural heritage and the development of online museums. One of the essential requirements for the digitization is to achieve accurate color reproduction. Taking the Imperial Chinese robes in the Qing Dynasty as an example, this study aims to develop a digital achieve system to digitize the robes using a high-end imaging system and accurately reproduce their color properties on a display. Currently, there has been very limited study focused on the color reproduction of silk fabrics or other textile materials. The conventional color management process using a traditional color chart, however, may not be suitable for the reproduction of silk fabrics because they have very high gloss. To address this difficulty, a unique “Qianlong Palette” color chart, consisting of 210 silk fabric samples, has been specifically produced for optimizing the color reproduction of silk fabrics and a color image reproduction system has been developed for the digitization and archiving of the clothing fabric for the royal court. Color characterization models using both the “Qianlong Palette” color chart and the traditional color chart, and different mapping methods, are compared and the model with highest accuracy used in a self-programmed interface for automatically processing textile images in the future. Finally, the digital archive system has been validated using six garments of silk fabric relics. The color differences after the color image reproduction are all less than 3.00ΔE*ab, indicating acceptable color reproduction of the system. The images after color reproduction have also been evaluated subjectively by experts from the museum and the results are considered satisfactory. Our results show that the newly designed “Qianlong Palette” color chart exhibits superior performance over the conventional color chart in effectively predicting the color of the silk fabrics. The self-programmed graphical user interface for image color management can serve as a powerful tool to truly reproduce the color of various silk fabric relics in museums in the future and digitally archive those valuable cultural relics for different uses.
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digital archive system, color characterization model, imperial silk robe, “Qianlong Palette” color chart, color image reproduction


Introduction

With the rapid development of modern science and technology, contemporary museums make use of various digital multimedia technology to realize the presentation and protection of the historical materials and cultural heritage, which enriches the content and form of an exhibition and also improves the interactive experience of the audience (Shi et al., 2008; Hampson et al., 2012). The digital archive of cultural heritage is of great importance not only for aesthetic purposes for online museums and culture communication but also because it provides information about the objects’ provenance, manufacturing technique and protections (Navarrete, 2013). Faithfully reproduction of their visual appearance is one of essential requirements of digitization. Especially for those colorful cultural relics such as the dyed silk fabric, the digital color acquisition and management is of great importance such that an accurate color match between the real silk fabrics and the image is highly desirable (Sarti and Plutino, 2021).

The last feudal dynasty in China, the Qing Dynasty (1644 - 1911) witnessed the great success of natural dyeing techniques. During Qianlong’s reign (1711 - 1799, the sixth emperor in the Qing Dynasty), various natural dyestuffs were used for clothes of silk fabrics and different colors classified into several main dye categories have been strictly linked with the social status (China Silk Museum., 2014). The “Qianlong Palette” refers to the restored colors of the dyeing archive of the mid-Qing Dynasty (Liu, 2020). The “Qianlong Palette” is not only a representation of the typical textile colors of the Qianlong period but also a color restoration of the entire silk dyeing process during the heyday of the Qing Dynasty. Silk was the main material for royal costumes at that time, and silk is one of the fabric materials which possesses the best affinity to most of the natural dyes. The dying techniques using natural plants are still of great significance to the contemporary application of environmental-friendly and sustainable textile dying (Yang et al., 2021). Taking the Imperial Chinese robes in the Qianlong reign, the garments containing the most important color sets from the “Qianlong Palette,” as an example, this study aims to develop a digital archiving system to digitalize the robes using a high-end camera system under controlled lighting conditions and truly reproduce their color properties on a display.

Because the color control of both the digital camera and the display is device dependent, it is difficult to reproduce accurate colors between different media and it is common to see color distortion. The color management process developed to precisely control the color across different media has been successfully applied in the graphic arts industry (Hunt, 2005; Sharma and Bala, 2017). A device color characterization model is frequently used to connect device color space to human visual perception in order to achieve the same appearance on different devices via a transformation between two color spaces, e.g., for a digital camera the image RGB raw data from the sensor is transformed into CIE color coordinates, for example, XYZ or CIELAB (Green and MacDonald, 2011).

The performance of a color characterization model is affected by both the training dataset and mathematical model (Chou et al., 2013; Liang et al., 2022). For the camera color characterization model, a standard color chart, such as X-rite SG chart, is widely used as the training dataset, while a polynomial regression model is used to predict relationships between camera RGB and CIE XYZ tristimulus values. Although it has been very successful in the graphic arts industry, there has been very limited study focused on the color prediction of textile materials or silk fabrics. Considering that the material properties of the silk fabrics have a very high gloss, and they are obviously different from the uniform color patches on the classic color charts, the conventional color management process may not be suitable for the color reproduction of silk fabrics. Hence, in the present study, effort has been made to restore the colors in the “Qianlong Palette” on silk fabrics using the natural plant dying techniques and to use these samples as the targets for silk fabric color characterization. Moreover, the mathematical mapping methods, such as the polynomial regression with different order, used for transformation also influence the predictive accuracy of the digital imaging system (He et al., 2021). However, it is not known whether conventional aping methods are appropriate for the color reproduction of silk fabrics. This will, which is also aimed to be tested and discussed.

In this study, a color image reproduction system has been developed for the digitization and archiving of the royal silks in the Qing Dynasty. It includes the steps of image acquisition, device color characterization, image processing, and system validation. Both the widely used classic color chart and the self-developed “Qianlong Palette” color chart were used as the training datasets to develop the camera color characterization model with attempt of different mathematical mapping methods. Their performance was compared in terms of the color prediction accuracy of the silk fabrics. In addition, a self-programmed graphical user interface has been developed based on the results for the image processing of any new silk fabrics taken with the digital imaging system to achieve the highest color reproduction accuracy.



Materials and methods


Development of the “Qianlong Palette” color chart

Based on archeological documents, forty-two recorded colors were selected in this study, representing the colors of court costumes and accessories in the Qianlong period of the Qing Dynasty (Han et al., 2018; Liu, 2020). A special silk material, plain crepe satin, was selected for dyeing in order to reproduce these royal silks. Nine different natural dyestuffs, including safflower, indigo, sappanwood, phellodendron amurense, sophora flower bud, acorn cup, nutgall, cotinus coggygria, and gardenia, with different dyeing auxiliaries including alum, black alum, alkali, citric acid, and fructose were used according to documented recipes. With each typical color dyed at five levels of dosage (color shade, 40, 70, 100, 130, 160%), altogether 210 silk fabrics samples (4.5 cm × 4.5 cm) were prepared to assemble the new “Qianlong Palette” color chart (see Figure 1A).
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FIGURE 1
The “Qianlong Palette” color chart (A) and the Color distributions of the “Qianlong Palette” color chart in CIELAB color space (B) a* b* plane and (C) L*C* plane.


For different samples, the dyeing methods (direct dyeing, mordant dyeing, or reduction dyeing), the dyestuffs, the concentration, and the dyeing conditions varied depending on the specific color of the sample. Taking the bright yellow (100% concentration) in the yellow series as an example, the dying process included: prepare 5 g plain crepe satin (made of 100% mulberry silk with the gram weight of 68.59 g/m2); heat 7.5 g sophora flower bud and boil in 75 g water; simmer for 30 mins and repeat three times; filter the dye solution; dip the silk fabric sample into the alum mordant solution for 30 mins; dip the sample into the sophora flower bud dye solution and soak at 60°C for 60 min; repeat the dying process three times. After the above preparation, the samples were stored in a dry and dark environment to maintain a good storage condition and prevent yellowing or staining throughout use (Park, 2007). In order to facilitate the subsequent experimental operation, a 4.5 cm × 4.5 cm patch was cut out from each of the 210 dyed plain crepe satin samples and then pasted on to black cardboard to produce the color chart. With the five shades of each color arranged in one row and 3 rows in each card, a total of 14 cards were created as the new “Qianlong Palette” color chart.

The color of each patch in the “Qianlong Palette” color chart was measured by the JETI spectroradiometer. Figures 1B,C show the color distributions of all 210 colors in the “Qianlong Palette” color chart in CIELAB color space. The L* values of all 210 colors ranges from 17.4 to 79.3; a* ranges from −18.7 to 39.9; b* ranges from −23.4 to 80.7. The “Qianlong Palette” covers different color series. Among all the colors, red and yellow are the main color series, which are the most important color representations of the Imperial Chinese robes.



Framework for the digital archive system

The digital archive system was established in four steps, as shown in Figure 2. The first step was the development of the digital imaging system for image acquisition. The second step was the color management of both the camera and the display. The best color characterization model in this step was chosen for the next step of image processing. In the third step, a self-programmed graphic user interface was developed based on the models for image processing. Finally, the digital system was validated using six representative garments in the Ming and Qing Dynasties and the system accuracy was evaluated both objectively and subjectively. The specific process of each step is explained in the sections below.
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FIGURE 2
The framework for the digital archive system.



Digital imaging system for image acquisition

A digital imaging system was developed to capture the images of the silk fabrics, as shown in Figure 3A. The system used a professional copy stand with two LED lighting units (6500K white light, Figure 3B shows the relative spectral power distribution) to provide a well-lit, stable and consistent condition for silk image capturing. Every time before image capture, the lights were turned on for more than 25 min to stabilize. The system was placed in a dark room and there was no other light source in the room while capturing images. A high-resolution digital SLR camera (Canon EOS 5D Mark IV) controlled by specialized software was fixed at the top center of the copy stand and the vertical distance between the camera lens and the target on the stand was 60 cm. Various capture settings were optimized and fixed before the formal capture of the chart and silk fabrics. After testing, the camera parameters were set at: manual mode, ISO200, aperture size F/5.6, shutter speed 1/80s, customized white balance for 6500K, and an image resolution of 6720 (width) * 4480 (height) pixels (3:2 aspect ratio). Camera RAW image file (.CR2 file) without any color correction was used. Comparing with a color processed image by the camera, camera RAW RGB has direct connection of lighting intensity of object (He et al., 2021). The open-source converter dcraw.exe was used to decode the RAW image file into a TIFF image and the MATLAB was used to extract the image RGB values.
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FIGURE 3
(A) The digital imaging system for silk fabric image capture; (B) The relative spectral power distribution of the lighting units.




Camera color characterization

A camera color characterization model is normally determined by the characterization target (training dataset) and the mapping method used to transform the camera signals, image RGB raw data, into CIE color coordinates, for example, XYZ or CIELAB values. The Macbeth ColourChecker DC (the DC chart), has been widely used in previous studies for color characterization tasks (Burns and Berns, 1996; Finlayson et al., 1997; MacDonald and Ji, 2002). It consists of 232 monochromatic and chromatic matte patches and 8 glossy patches. Figure 4 shows the color distributions of the DC chart (232 matte patches) in CIELAB color space. Hence, both the self-developed “Qianlong Palette” color chart and the DC chart (excluding the 8 glossy patches) were selected as training datasets for silk fabric color prediction. In order to evaluate the model prediction of the color of silk fabrics, both the DC chart itself and the “Qianlong Palette” color chart were used as the testing dataset; for the “Qianlong Palette” color chart, that chart was used as the testing dataset. In addition, three degrees (first, second, and third order) of polynomial regression (PR) were used as the mapping methods of the camera model. The 1st PR has four terms in the model: R, G, B, 1; the 2nd PR has ten terms in the model: R, G, B, R2, G2, B2, RG, RB, GB,1; and the 3rd PR model includes twenty terms: R, G, B, R2, G2, B2, RG, RB, GB, R2G, R2B, G2B, RG2, RB2, GB2, R3, G3, B3,1. The predictive accuracy of the color characterization for different models was quantified by the mean color difference between the instrument measurement color (JETI spectroradiometer) and the model predicted color (converted from the camera RGB values) for all the testing color samples. CIELAB is used to predict color difference in this study under standard D65 lighting. The different training datasets and mathematical modeling methods were compared in terms of their predictive accuracy of the silk fabrics’ color.
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FIGURE 4
The color distributions of the DC chart (232 matte patches) in CIELAB color space (A) a* b* plane and (B) L*C* plane.




Display color characterization

An EIZO color professional display (EIZO CG246, 120 cd/m2, 6500K, sRGB color space, gamma 2.2) was used to present the color images of the silk fabrics. Before the radiometric measurements for characterization, the monitor was placed where it would be used and then turned on for 1 h to warm up. The spatial independence and the channel independence were tested for accurate characterization using the JETI spectroradiometer. The GOG (gain-offset-gamma) model was then employed to carry out the display color characterize (Berns, 1996; Day et al., 2004; Xiao et al., 2011). The pure red, green, blue patch and a serious of gray scale patches, seen against a neutral background, were used as the training dataset for building the GOG model. The forty-two color patches from the “Qianlong Palette” color chart, again seen against a neutral background, were used as the testing dataset. The mean color difference between the instrument measurement and the model prediction was calculated to evaluate the accuracy of the display model.



Interface development

After the color management was completed, a self-programmed graphic user interface was created, as shown in Figure 5 (also see Figure 2C). The interface was designed for automatically processing any new images of silk fabrics taken using the digital imaging system. The color characterization models of both the camera and the display with the highest precision of color reproduction were built into the interface. Therefore, any input of a RAW image file from the digital camera can be processed automatically and, after color correction, an output of the corresponding TIFF image file with the same resolution can be generated and saved. This is a high-quality digital copy of the cultural relics and is ready for use in different applications.
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FIGURE 5
The self-programmed graphic user interface for textile color management.




System validation

The performance of the digital archive system was tested and validated using six representative silk garments with different colors in the Ming and Qing Dynasties borrowed from the China National Silk Museum. The spectral reflectance of those silk garments was measured using a Konica Minolta CM700d spectrophotometer with a small aperture size (3 mm) and transformed to CIEXYZ tristimulus values. For each garment, a uniform color region was chosen, and three target measurement points were selected within the uniform color region. Color images of the silk fabrics were captured using the digital imaging system and then processed with the self-programmed graphic user interface to provide color correction. For the same three measurement points, the camera RGB in the fabric image was obtained and transformed to CIE XYZ tristimulus values using the proposed camera color characterization model. The mean CIELAB color difference between the instrument measurements and the image color predictions over three measurement points were calculated and referred as the objective measure of the system accuracy. Additionally, a subjective assessment was conducted to evaluate quality of color reproduction visually by two expects in textile cultural relics from the China National Silk Museum.





Results


Camera color characterization models

Nine camera color characterization models were evaluated including two training datasets (the DC chart and the “Qianlong Palette” color chart) and three mapping methods (1st PR, 2nd PR, 3rd PR). The results of all models were listed in Table 1 including the mean, minimum, and maximum CIELAB color difference across all testing color samples. The distribution of the color difference across all testing samples in different camera color characterization models shows in the box plots in Figure 6.


TABLE 1    The camera color characterization results.
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FIGURE 6
The distribution of CIELAB color difference across all testing samples in different camera color characterization models (The line inside of each box is the median ΔE*ab; the top and bottom edges of each box are the upper and lower quartiles, respectively; the whiskers are lines connect the maximum ΔE*ab and the minimum ΔE*ab).


The color reproduction accuracy for the silk fabrics has been significantly influenced by the training datasets and the mathematical mapping methods. Using both color charts, the 3rd polynomial regression shows the best predictive accuracy, followed by the 2nd and the 1st order polynomial regression. However, the influence of the training dataset was much larger than the influence of the mapping methods. Although the DC chart has been widely used in different applications, it fails when used to predict the silk fabric colors, with a best predictive accuracy of 5.33ΔE*ab. Use of the “Qianlong Palette” color chart leads to the best predictive accuracy with the 2.13ΔE*ab when using the 3rd PR model and the worst predictive accuracy is 2.86ΔE*ab when using the 1st PR. The accuracy of the camera color characterization can reach 2.13ΔE*ab by selecting the third-order polynomial regression method and using the “Qianlong Palette” color chart to train the model.



Display color characterization model

The spatial independence of the display was first assessed by measuring the CIELAB color difference between a white patch with a black surround, in the center of the display, and the same white patch with a white surround, and the color difference was found to be at 0.52ΔE*ab. The channel independence was assessed by the color difference between a full-field white and the prediction of the full-field white based on the sum of the tristimulus values of the full-field pure red, green, and blue, and the color difference was 0.75ΔE*ab. Both results indicated acceptable spatial and channel independence. The same forty-two colors from the “Qianlong Palette” color chart against a neutral background were used as the testing dataset to test the color performance of the display. The GOG model generated a mean color difference of 0.26 ΔE*ab within the training dataset and 0.79ΔE*ab for the testing “Qianlong Palette” colors. Because the GOG model gave a relatively good color reproduction performance, other models for display color characterization were not considered.



System validation

The digital archive system was validated both objectively and subjectively using the real textile cultural relics. Six representative silk garments with different colors in the Ming and Qing Dynasties were borrowed from the China National Silk Museum. Table 2 shows the detailed information and corresponding images of all six silk garments. All the garments were digitally archived using the system described above and their high-resolution images were captured, processed, and finally displayed on the EIZO display. The CIELAB color difference between the instrument measurements and the system color prediction for each garment was calculated and listed in Table 2. The mean CIELAB color difference of the six garments was 2.53ΔE*ab with a standard deviation of 0.33ΔE*ab, indicating an acceptable color accuracy. For subjective assessment, validation work was conducted in the China National Silk Museum by two experts in textile cultural relics. After the digital archive process, the images generated from the system were evaluated visually on the color professional display in a dark room. Both the processed images after color management and the raw images were assessed in terms of the color reproduction results comparing to the color of the real silk fabric garments. The two expects were both satisfied with the processed images and also acknowledged the value of the digital archive system with regard to the protection of the textile cultural relics.


TABLE 2    The results of color prediction accuracy of the six silk fabric garments.
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Discussion

Chinese textile manufacture and dyeing techniques had a long history and reached a period of great prosperity during the Qing Dynasty. The court costume and accessories, especially the Imperial Chinese robes are representations of the finest level of textile production during that period. Research on those textile cultural relics is of great importance to the understanding and development of the textile history both in China and elsewhere in the world. Color was an extremely important element of the court costumes as the symbol of social hierarchy in that period, and the dress code was strictly governed, e.g., the bright yellow could only exist on the imperial lobes of the emperor and the empress, and various other colors were used on the robes of different members in the royal family (Han et al., 2018). Therefore, the color appearance of those silk fabrics is of great historical value and it’s crucial to show their real colors when they are viewed in both a physical museum and on an online museum.

The textiles are classified as the most light-sensitive museum artifacts, and they can only be exposed to a very low light level of less than 50 lux in the museum to avoid cumulative and irreversible damage that could be caused by light exposure (Illuminating Engineering Society [IES], 2017). Thus it is difficult to faithfully show the real color of the textile cultural relics under such a low light level and it is common practice to use a dim environment for textile exhibitions in the museum (Ballard et al., 2015). However, the digital museum and imaging technology provide a new opportunity to achieve accurate color reproduction of these cultural relics as part of a digital collection.

In this study, using the digital archive system, the textile samples were captured under a lighting system simulating standard illuminant D65 and, after color correction, the images reproduced the color under the standard lighting. In this way, not only would the audience have a better experience when viewing the colorful Imperial Chinese robes, but the real textile cultural relics could also be well protected without further light exposure.

In order to achieve accurate color reproduction, a “Qianlong Palette” color chart was specifically designed for color management of the Imperial Chinese robes and other silk fabrics in the Qing Dynasty. All the colors were selected based on the archeological documents and included different color series. The color ranges and distributions (Figures 1B,C) were the representations of the colors used for court costumes and accessories during the Qianlong period of the Qing Dynasty. In addition, a special silk material, plain crepe satin, and various natural dyestuffs, were used to simulate the ancient dyeing process and to mimic the appearance of silk fabrics in the Qing Dynasty as closely as possible. In the color characterization of any image processing system, a test chart is usually required. The Qianlong Palette’ color chart that was developed is a unique concept and its performance was tested and found to be superior over the more conventional DC chart. Considering the number of color patches are similar in the two charts, a possible reason for this finding is that the materials properties have influenced the predictive accuracy. The material properties, such as the gloss and the reflectance of the silk fabrics are very different to those of the color patches of the conventional color chart. Though the DC chart didn’t give very good results when predicting its own colors due to the large color differences produced by all the black patches on the DC chart, the results were slightly better than its prediction of the textile sample colors. The color characterization model based on using the “Qianlong Palette” color chart as the training set gave good prediction to the new silk fabric samples of the real textile garments. Thus, a color chart with a similar material is to be much preferred as the training target for color prediction of the silk fabrics. The Qianlong Palette’ color chart developed in this study is of great value in the accurate color reproduction of the silk fabrics in the Qing Dynasty and can be widely used in the future for the color correction of further textile cultural relics and other textile materials.

Previous research has shown that using higher order polynomial regression for camera characterization models generates better performance in terms of color prediction (Hong et al., 2018). Consistent with these previous findings, our results also indicate that a higher order polynomial regression model is preferred when used on images of silk fabric samples. However, for the color prediction of silk fabrics, the impact of the mapping method is weaker than the impact of the training dataset. Using the “Qianlong Palette” color chart as the training dataset, even the lower order polynomial regression model was able to generate acceptable accuracy for the color prediction of the silk fabrics. Generally, the results showed that both training dataset and mapping methods affect the predictive accuracy, and the “Qianlong Palette” color chart could largely improve the color prediction of the camera characterization models.

The digital archive system relies on digital imaging technology, produces high-quality images with accurate color reproduction, and has significance in both the protection of cultural relics and the development of online museums. The system also shows great potential in supporting digital collections or exhibitions, helping the spread of traditional Chinese crafts, and improving communication of textile cultural heritage worldwide.



Conclusion

This study has developed a digital archive system for accurate color reproduction of imperial silk robes from the Qing Dynasty. The newly designed “Qianlong Palette” color chart exhibits superior performance over use of the conventional color chart in effectively color managing an imaging system to predict the color of the silk fabrics. The self-programmed graphical user interface for image color management can serve as a powerful tool to truly reproduce the color of various silk fabric relics in museums in the future, and digitally archive those valuable cultural relics for different uses.
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Color harmony is the focus of many researchers in the field of art and design, and its research results have been widely used in artistic creation and design activities. With the development of signal processing and artificial intelligence technology, new ideas and methods are provided for color harmony theory and color harmony calculation. In this article, psychological experimental methods and information technology are combined to design and quantify the 16-dimensional physical features of multiple colors, including multi-color statistical features and multi-color contrast features. Eighty-four subjects are invited to give a 5-level score on the degree of color harmony for 164 multi-color materials selected from the screenshots of film and television scenes. Based on the multi-color physical features and the subjective evaluation experiment, the correlation analysis is firstly carried out, which shows that the overall lightness, difference of the color tones, number of multiple colors, lightness contrast, color tone contrast, and cool/warm contrast are significantly correlated with color harmony. On the other hand, the regression prediction model and classification prediction model of color harmony are constructed based on machine learning algorithms. In terms of regression prediction model, the prediction accuracy of linear models is higher than that of nonlinear models, with 63.9% as the highest, indicating that the multi-color physical features can explain color harmony well. In terms of classification prediction model, the Random Forest (RF) has the best prediction performance, with an accuracy of 80.2%.

KEYWORDS
 color harmony, aesthetic measure, multiple colors, feature extraction, machine learning, real-life scene


Introduction

Color harmony refers to the color matching of two or more colors, organized in an orderly and coordinated manner, which can make people feel happy and satisfied (Zheng, 2013). Color harmony is widely used in industrial design, graphic design, interior design, and other color-matching scenes, and its strong correlation with emotion is further applied in computer vision fields such as affective computing and semantic analysis.

Color harmony theory is divided into classic color harmony theory and modern color harmony theory according to different analysis methods. In the 19th century, the study of classical color harmony theory focused on the qualitative analysis that was, color harmony theory was summed up in some descriptive color harmony rules, which were represented by Zheng (2013). Goethe believes that color can result in emotional fluctuations and expound the effect of color from physiological and psychological perspectives (Die Berlin-Brandenburgische Akademie der Vissenschaften in Göttingen und die Heidelberger Akademie der Wissenschaften (Hrsg.), 2004). Chevreul divides the color harmony rules into two categories, namely similar harmony and contrast harmony, which inspires the development of the color system research (Zhang et al., 1996). On this basis, Itten theorizes seven types of color contrast, including contrast by hue, contrast by value, contrast by temperature, contrast by complements (neutralization), simultaneous contrast (from Chevreuil), contrast by saturation (mixtures with gray), and contrast by extension (from Goethe) (Itten, 1999). However, these studies rely on fragmentary understanding of subjective experience and lack of data support, and most of them only stay on the properties of the research objects.

At the beginning of the 20th century, with the construction of the color system, the study of color harmony theory transformed into the quantitative analysis. Researchers tried to investigate, analyze, and explain color harmony, not only satisfied with the general rules of color harmony, but also committed to use a more precise way to elaborate the content of color harmony, which were represented by Munsell, Ostwald, Moon, and Spencer. Munsell develops the Munsell color system, which is the most famous color system so far, and then he proposes seven rules about color harmony, namely vertical harmony, radial harmony, circumferential harmony, oblique interior harmony, oblique transverse interior harmony, spiral harmony, and elliptical harmony (Zhang and Zhang, 2003). The color harmony theory of Ostwald is composed by the regular positions in his color system, including two-color harmony, three-color harmony, and multi-color harmony (Sakahara, 2002). Based on the Munsell color system, Moon and Spencer make a comprehensive qualitative study on color harmony, including the geometric formulation of classical color harmony theory, area of color harmony, and evaluation on the degree of color harmony (Moon and Spencer, 1944).

Nowadays, with the development of signal processing and artificial intelligence, more and more researchers try to adopt different perspectives and methods for color harmony study.Lu et al. (2015) combine classical color harmony theory with machine learning algorithms, and propose a Bayesian framework for constructing color harmony model. In this framework, Matsuda color harmony model and Moon-Spencer color harmony model are integrated into the training process based on the Latent Dirichlet Allocation (LDA) as the prior condition, which achieves a good predicting performance on public data set. On this basis, Lu et al. (2016) further considers the spatial position relationship between each color and proposed a discriminant learning method based on LDA. Zaeimi and Ghoddosian (2020) proposed an art-inspired meta-heuristic algorithm to solve the global optimization for color harmony modeling. According to the relative position in the hue ring and the color harmony template in Moon-Spencer color harmony theory, this algorithm searched for and matched the best combination mode of multiple colors. Wang et al. (2022) combined experimental psychology with artificial intelligence technology together, divided the factors affecting color harmony into objective factors and subjective factors, studied the relationship among three of them, and constructed the mathematical model to predict color harmony. Her study firstly abstracted the generation process of color harmony from objective factors to subjective factors, and tried to construct a research paradigm of color harmony.

In general, the current research on color harmony modeling involves key technologies, such as feature extraction and machine learning. In terms of feature extraction Huang et al. (2022), proposed a Feature Map Distillation (FMD) framework under which the feature map size of teacher and student networks was different. Zhang et al. (2021) integrated several well-proved modules together to learn both short-term and long-term features from video inputs and meanwhile avoid intensive computation. In terms of machine learning, Ohata et al. (2021) propose an automatic detection method for COVID-19 infection based on chest X-ray images, which combines CNNs with consolidated machine learning methods, such as k-Nearest Neighbor, Bayes, Random Forest, multi-layer perceptron (MLP), and Support Vector Machine (SVM). Lei et al. (2022) propose a novel Meta Ordinal Regression Forest (MORF) method for medical image classification with ordinal labels, which learns the ordinal relationship through the combination of convolutional neural network and differential forest in a meta-learning framework, in order to improve model generalization with ordinal information. All the methods mentioned above can provide technology support for the current color harmony modeling research.

The existing research on color harmony theory mainly take simple multi-color combination as the research object, such as color pair and three-color combination, which cannot meet the application requirements of real-life scenes. Therefore, this article takes the multi-color materials in real-life scenes as the research object, combines experimental psychology with information technology together, and constructs a few-shot color harmony modeling method which is suitable for real-life scenes. To sum up, the chapter content arrangement is below. (1) Construct the dataset of multi-color materials and smooth the materials to eliminate the interference of the semantic information (see section “Multi-color dataset construction”). (2) Design and quantify the multi-color physical features (see section “Multi-color physical features extraction”). (3) Carry out the subjective evaluation experiment on color harmony based on the semantic difference (SD) method (see section “The subjective evaluation experiment on color harmony”). (4) Conduct data analysis based on the experimental results, and construct the multi-color harmony prediction model based on machine learning algorithms (see section “Results and discussion”).



Multi-color dataset construction


Multi-color materials acquisition

The multi-color materials should conform to the multi-color relationships in real-life scenes as much as possible, and the color-matching mode is supposed to be as rich as possible. Therefore, this article selects the screenshots of the film and television scenes based on real life as the source of multi-color materials, which are more practical than the synthetic ones (Jiang et al., 2019). The selecting principles are as follows: (1) color pictures; (2) remove the pictures containing virtual scenes in order to conform to the multi-color relationships of real-life scenes as much as possible; (3) remove the pictures containing obvious semantic information to avoid the impact on the evaluation of the degree of color harmony, such as expressions and words; and (4) select the pictures containing rich color information as much as possible. Therefore, we finally construct the multi-color dataset containing a total of 164 materials captured from the film and television scenes, which are taken from 18 classic film types with a resolution of 1,280 dpi × 720 dpi.

According to CIE Publication No. 17.4, hue is an attribute of a visual sensation according to which an area appears to be similar to one, or to proportions of two, of the perceived colors. Chroma is the colorfulness of an area judged in proportion to the brightness of a reference white. Lightness is the brightness of an area judged relative to the brightness of a reference white. Therefore, CIELAB color space (L* represents lightness, a* represents red/green, and b* represents yellow/blue) proposed by the International Commission on Illumination (CIE), which is perceptual uniform and device independent, is adopted to extract the basic color attributes (Connolly and Fleiss, 1997). Among them, we select the L* dimension to represent lightness, and the h/C* dimension which calculated by the a* dimension and b* dimension to present hue angle/chroma.

It is noted that the L*, a*, and b* values of CIELAB color space are obtained from the digital files, which are converted from RGB color space. The steps are as below based on ITU-R Recommendation BT.709 using the D65 white point reference.

Step I: Convert RGB color space to XYZ color space with the R, G, and B values normalized to the interval [image: image].

[image: image]

Step II: Normalize for D65 white point.

[image: image]

[image: image]

[image: image]

Step III: Calculate the value of [image: image], where [image: image] represents [image: image], [image: image], or [image: image] value of XYZ color space.

[image: image]

Step IV: Convert XYZ color space to CIELAB color space.

[image: image]

[image: image]

[image: image]

Finally, the spatial distribution of the color basic attributes materials is shown in Figure 1.

[image: Figure 1]

FIGURE 1
 The spatial distribution of the color basic attributes of materials. Among them, (A) shows the distribution of L* value with X-axis representing the serial number of L* value ranging from smallest to largest, and (B) shows the plane distribution of a* and b* value.




Multi-color materials pre-processing

The materials are taken from the screenshots of film and television scenes, which not only contain color information, but also contain edge information. In general, people recognize specific objects by edge information, which also contains a lot of semantic information, and has an impact on the evaluation on the degree of color harmony. Therefore, it is necessary to process the edge information of multi-color materials.

A circular average filter is adopted to smooth the edge information of multi-color materials. The main idea of the average filter is to replace the grayscale of a pixel with the average grayscale of other pixels in the neighborhood. The steps are below.

Step I: Set the grayscale of pixel [image: image] as [image: image].

Step II: Then, calculate the average value [image: image] of all pixels in the circular template [image: image], with [image: image] as the center and n as the radius.

Step III: Finally, replace the grayscale [image: image] of the originalpixel [image: image] with the average value [image: image].

This article set the smoothing degree n as 50 pixels according to the subjective evaluation experiment carried out by the previous study (Wang et al., 2020). In this experiment, two multi-color materials with rich edge information are selected from each color tone category as evaluation materials, and, respectively, smoothed by 10 circular mean filters, with the radius of each circular template ranging from 10 pixels to 100 pixels (10 pixels apart). The subjects are asked to evaluate the minimum smoothing radius in which edge information could not be seen in each group of materials.

Figure 2 shows the differences between the original material and the smoothed material. As shown in Figures 2A,B, the scene information in the original material (e.g., church) is blurred and cannot be effectively recognized by human eye. Similarly, as shown in Figures 2C,D, the facial information of the character is blurred, and you can never know whether the actor is the one you like or not.

[image: Figure 2]

FIGURE 2
 The differences between the original material and the smoothed material. Among them, (A) shows the original material, (B) shows the smoothed one, (C) shows the original material, and (D) shows the smoothed one.




Color palette construction

In general, color palette refers to the board used to harmonize the fresh pigment, which can be divided into circular palette, elliptic palette, and rectangular palette according to the shape. In color analysis of film and television scenes, the rectangular color palette is often adopted to display the dominant colors and their proportion information. Therefore, in order to enable the subjects to master the multi-color information of the materials more intuitively, we first construct the rectangular color palette of multi-color materials based on K-means clustering algorithm (Krishna and Murty, 1999). [image: image] are the grayscale of m pixels in one picture which regarded as the input data. Among them, [image: image] represents the grayscale of L*, a* or b* dimension of the ith pixel based on CIELAB color space. The specific steps to construct the color palette are as below.

Step I: Randomly select j cluster centroids [image: image]. Among them, j represents the number of cluster centroids, [image: image] represents the grayscale of R channel, G channel, or B channel of the jth cluster centroids.

Step II: For each pixel [image: image], calculate the category that [image: image] should belong to:

[image: image]

Among them, where [image: image] is the target category with the shortest Euclidean distance between [image: image] and all the j clustering centroids.

Step III: For each category [image: image], calculate the average value of [image: image] which belongs to [image: image] as the new cluster centroid [image: image].

Step IV: Repeat Step II and Step III until [image: image] remain unchanged, and [image: image] are the dominant colors of the multi-color material. [image: image] represents the number of [image: image] which belong to [image: image].

Step V: Generate the dominant colors based on the cluster centroids [image: image], and calculate the length ratio of each dominant color based on [image: image], so as to construct the color palette.

As shown in Figure 3, we generate a color palette to represent the dominant colors. In addition, it is worth noting that, there are three functions of the color palette. (1) Test whether the distribution of the hue attribute of multi-color materials is uniform and complete. (2) In the subjective evaluation of color harmony, the multi-color materials and the corresponding color palette will be presented at the same time, so as to make the experimental procedure more comprehensive and accurate. (3) Some multi-color physical features are extracted which taking the color palette as the input.

[image: Figure 3]

FIGURE 3
 Color palette of a multi-color material generated by K-means clustering algorithm. Among them, [image: image] represents each dominant color, and [image: image] represents the length of each dominant color in the color palette. j is set to 8.





Multi-color physical features extraction

Multi-color physical features can be directly quantified based on the existing color systems and the information technology methods, which follow the objective physical laws and have nothing to do with human’s cognition, also known as low-level features or objective features (Huang and Shen, 2002). In order to construct the multi-color harmony prediction model, this article first designs and quantifies 16-dimensioanl physical features of multiple colors, and then extracts features based on the smoothed multi-color materials, as shown in Table 1. The calculation method of each feature will be introduced in detail below.



TABLE 1 Sixteen-dimensional multi-color physical features.
[image: Table1]


Color moment

Color moment (Gonzalez and Woods, 2020) is a simple and effective physical feature to represent color, which mainly includes first-order moment, second-order moment, and third-order moment. Since the main information of color is distributed in the low-order moments, the first-order moment, the second-order moment, and the third-order moment are sufficient to express the color distribution of one multi-color material.

Based on CIELAB color space, this article quantified the first-order moment, the second-order moment, and the third-order moment of L*, a*, and b* dimensions to represent Color Moment (CM) feature, so as to construct a nine-dimensional feature vector.

[image: image]

[image: image]

[image: image]

[image: image]

[image: image]
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Among them, L*, a*, and b* represent the lightness value, red/green value, and yellow/blue value in CIELAB color space, respectively; N represents the number of pixels in each multi-color material; i represents the ith pixel.



Color richness

Information entropy can be used to describe the chaotic degree of information, also called the degree of uncertainty, which is quantified by the occurrence probability of discrete random events (Li, 2008). The richer the color of a picture is, the greater the information entropy is. Therefore, this article constructed a one-dimensional feature vector by calculating the information entropy of the grayscale of each multi-color material grayscale to represent Color Richness (CR) feature.

[image: image]

Among them, [image: image] represents the proportion of the pixels whose grayscale is i in one picture, when [image: image]. That is, its unit grayscale entropy.



Space density

The spatial density of multiple colors refers to how closely various colors are arranged in a picture, which has an impact on color harmony. In this article, the watershed segmentation algorithm (Beucher and Meyer, 1993; Hu, 2010; Shen et al., 2015) based on region segmentation is adopted to segment the color regions in multi-color materials.

The watershed segmentation algorithm is a segmentation method that draws on the morphological theory, which takes the picture as a topographic map, where the grayscale [image: image] corresponds to the topographic height value. High grayscale corresponds to peaks, and low grayscale corresponds to valleys. The water always flows toward the low ground and stops until a low-lying place, which is called a basin. Eventually, all the water will be concentrated in different basins, and the ridges between the basins are called watersheds. As water flows down from the watershed, it is equally likely to flow toward different basins.

Applying this idea to image segmentation is to find different “water basins” and “watersheds” in grayscale images, and the regions composed of these different “water basins” and “watersheds” are the target to be segmented. The bottom-up simulated flooding process is defined as follows.

[image: image]

[image: image]

Among them, Equation (20) belongs to the initial condition of the recursive process. Among them, [image: image] is the pixel point with the minimum grayscale in image I; h represents the range of grayscales; [image: image] represents the minimum value; [image: image] represents the maximum value. Equation (21) is the recursive process. Among them, [image: image] represents all the pixels which grayscale is h + 1; [image: image] the pixel with the minimum gray scaled which belongs to the newly generated basin, that is, a new basin is generated at the altitude of h + 1. [image: image] represents the intersection point of [image: image] and [image: image]; [image: image] represents the basin where [image: image] is located. Therefore, [image: image] also represents the point where [image: image] and [image: image] are in the same basin [image: image].

Based on the recursive process, all the pixels in the image I can be divided into several basins. Finally, if a pixel belongs to more than two basins at the same time, the pixel is a point on the watershed. The segmentation line can be further determined by the points on the watershed, thereby realizing image segmentation.

On the basis of regional segmentation of multi-color materials, this article quantifies the number of regions segmented and the standard deviation of the number of pixels contained in each region in the same material as the Space Density (SD) feature to construct a two-dimensional feature vector.

[image: image]

[image: image]

Among them, N represents the number of segmented regions in one material; [image: image] represents the number of pixels included in the ith segmented region in one material.



Color tone contrast

Since color tones contain information both on the hue and chroma, this article selects CIELAB color space to quantify this feature, which well separated the lightness property from the color tone property. A one-dimensional feature vector was constructed by calculating the standard deviation of a* and b* of each pixel in one material to represent the Color Tone Contrast (CTC) feature.

[image: image]

Among them, [image: image] and [image: image] represent [image: image] and [image: image] of the ith pixel of one material in CIELAB color space respectively; [image: image] and [image: image] represent the average values of a* and b*; and N represents the number of pixels in one material.



Lightness contrast

Based on CIELAB color space, this article takes the lightness value of L* of the pixel [image: image] in each material as the input to quantify the Lightness Contrast (LC) feature constructed by the one-dimensional feature vector.

[image: image]

Among them, the pixel [image: image] represents the pixel within the block [image: image] of eight neighborhoods that center on the pixel [image: image], as shown in Figure 4. N represents the number of pixels different from pixel [image: image].

[image: Figure 4]

FIGURE 4
 The image block [image: image] of eight neighborhoods that center on the pixel ([image: image]. [image: image]).




Cool/warm contrast

Due to the strong correlation between the cool/warm and multicolor perception, this article defined and quantified the Cool/warm Contrast (CWC) feature based on the earlier research of Ou et al. (2018). Based on CIELAB color space, the hue angle and chroma values of the pixel [image: image] in one material is adopted as the input, and the steps are below.

Step I: Calculate the hue angle h and chroma C* values based on CIELAB color space.

[image: image]

[image: image]

Among them, [image: image] and [image: image] represent [image: image] and [image: image] of the ith pixel of one material in CIELAB color space, respectively.

Step II: Calculate the degree of “cool/warm” based on the research result of Ou.

[image: image]

Among them, [image: image] and [image: image] represent [image: image] and [image: image] of the ith pixel of one material in CIELAB color space, respectively.

Step III: Calculate the Cool/warm Contrast (CWC) feature based on [image: image].

[image: image]

Among them, the pixel [image: image] represents the pixel within the block [image: image] of eight neighborhoods that center on the pixel [image: image]; N represents the number of pixels different from pixel [image: image].



Area difference

The importance of area in color design has been proved in the field of aesthetics and art practice, and researchers have also conducted a series of studies on the mechanism of area on color harmony and beauty (Granger, 1953; Odabaşıoğlu and Olguntürk, 2020). Therefore, the standard deviation of the number of pixels [image: image] belonging to each cluster centroid [image: image] in the color palette was quantified to represent the Area Difference (AD) feature, thereby constructing a one-dimensional feature vector.

[image: image]

Among them, j represents the number of cluster centroids; [image: image] represents the number of pixels belonging to the ith cluster centroid.




The subjective evaluation experiment on color harmony


Subjects

A total of 84 subjects participated in this experiment. The subjects are all college students, aged between 18 and 30 years old, including 35 males and 49 females. All the subjects do not major in color-related professional courses and have no color-related professional knowledge reserves. Before the formal start of the experiment, the Ishihara Color Blindness Test (Marey et al., 2015) is performed on each subject to test their color perception.



Experiment condition

In order to avoid the interference of environmental noise on the subjective evaluation of multi-color harmony, the experiment is arranged in a standard listening room with an area of 5.37 m × 6 m to ensure that the background noise is not higher than 30 dB(A). According to “Methodology for the Subjective Assessment of the Quality of Television Pictures” (ITU-R BT. 500–14), the ambient illumination of the monitor (i.e., the incident light formed by the surrounding environment on the monitor, measured in the vertical direction of the monitor) is set to 200 lux (a unit of luminance, which represents the amount of light received per unit area of the monitor).

An independent monitor is used to present multi-color materials. The model of the monitor is BenQ XL2720-B color LCD monitor, equipped with Windows operating system (7, Microsoft Corporation, Redmond, United States). The aspect ratio of the monitor is 16:9, with the resolution of 1920 dpi × 1,080 dpi. A “slideshow” function in the ACD see software (official free version; ACD Systems International Inc., Shanghai, China) is used to randomly present the stimuli. Before the experiment, the monitor is calibrated using the Display Color Calibration Function from Windows Operating System before the experiment.



Experiment procedure

Only one subject performs the experiment at a time. After the subject enters into the laboratory, a questionnaire is issued by the experimental assistant. The subject is required to sign the informed consent form and fill in the personal information (including gender, age, and major) in the questionnaire.

Then, as shown in Figure 5, the subject is asked to sit in front of the monitor with the eyes at the same height as the center of the monitor, and the vertical distance between the eyes and the monitor is 60 cm. The monitor randomly displays each material, including the smoothed multi-color material and the corresponding color palette, to be evaluated in full screen, and the color harmony scores are collected through the “wjx.com” application of the mobile phone.

[image: Figure 5]

FIGURE 5
 The experiment condition. On the left is the position diagram between the subject and the monitor; on the right is the operation interface for data collection by “wjx.cn” application on the mobile phone.


The introduction of the experiment is below, “The aim of this experiment is to study the quantifiable rules of color harmony. You should score a total of 164 multi-color materials for the degree of color harmony as a 5-level scale, which −2 means “disharmonious,” −1 means “a little disharmonious,” 0 means “no feeling,” 1 means “a little harmonious,” and 2 means “harmonious.” The detailed experiment is below.

Step I: The subject is asked to be familiar with all multi-color materials in advance, and constructs a psychological evaluation scale on color.

Step II: Three materials randomly selected are displayed, and the subject is asked to evaluate according to his subjective feelings, so as to avoid the effect on the evaluation results because of the unfamiliarity with the experimental process.

Step III: In total, 164 multi-color materials are equally divided into two groups and present on the monitor in random order. The subject is asked to score the degree of each multi-color material as a 5-level scale.

It is noted that there is no time limit for the experiment, and the subjects can play the next material by themselves. It took 1 week to complete the experiments with all 84 subjects. Among them, each participant spent an average of about 30 min in the experiment, including a 5-min break after evaluating one group.




Results and discussion

First, in section “Reliability analysis,” this section analyzes the reliability of the experimental data. Second, in section “Correlation analysis,” the correlation between each multi-color physical feature and color harmony is discussed in detail. Then, in section “Multi-color harmony model construction,” based on the results of feature selection, linear and nonlinear learning algorithms are adopted to construct the regression prediction model and classification prediction model for color harmony, and a series of objective evaluation methods are used to measure the accuracy of the models. Finally, in section “Comparative research”, a comparative experiment is carried out to discuss the applicability and limitations of the proposed models.


Reliability analysis

In this article, Cronbach’s alpha is adopted to evaluate the internal consistency of the experimental results of 84 subjects (Bartko, 1966), as shown in Equation (31).

[image: image]

Among them, K represents the number of subjects; [image: image] represents the population variance for the observation scores of all the materials; [image: image] represents the variance for the observation scores of the material to be tested. It is generally believed that when the Cronbach’s alpha is above 0.7, the experimental results have good internal consistency.

The Cronbach’s alpha of the 84 subjects in this experiment is 0.908, which meets the requirement, indicating that the experimental data are reliable and can support subsequent research on correlation analysis and modeling.



Correlation analysis

After acquiring the data of multi-color physical features and the subjective evaluation scores on color harmony of all multi-color materials, it is necessary to draw the scatter plots and fitting curves to conduct a qualitative analysis of the relationship between multi-color physical features and color harmony, and then make a quantitative analysis through the correlation coefficient. Figure 6 shows the scatter plots between multi-color physical features and color harmony.

[image: Figure 6]

FIGURE 6
 The scatter plots between multi-color physical features and color harmony. Among them, X-axis represents each multi-color physical feature, and Y-axis represents the corresponding value of the degree of color harmony.


It can be seen from Figure 6 that some multi-color physical features have weak correlation with color harmony, namely [image: image] (The first-order moment of L*), [image: image] (The first-order moment of a*), [image: image] (The second-order moment of a*), [image: image] (The third-order moment of a*), [image: image] (Space Density), [image: image] (Color Tone Contrast), [image: image] (Lightness Contrast), and [image: image] (Cool/warm Contrast). Among them, the multi-color physical feature [image: image] (The first-order moment of L*) is positively correlated with color harmony; the multi-color physical features [image: image] (The first-order moment of a*), [image: image] (The second-order moment of a*), [image: image] (The third-order moment of a*), [image: image] (Space Density), [image: image] (Color Tone Contrast), [image: image] (Lightness Contrast), and [image: image] (Cool/warm Contrast) are negatively correlated with color harmony. That is to say, the brighter, cooler, simpler, and smaller the difference among multiple colors is, the multi-color relationship is more likely to make people feel harmonious.

Then, the Pearson’s correlation coefficients ([image: image]) and fitting curves are also presented in scatterplots. It is generally believed that if [image: image], it has a strong correlation; if [image: image], it has a moderate correlation; if [image: image], it has a weak correlation; and if [image: image], there is no correlation. The Pearson’s correlation coefficient of [image: image] (Lightness Contrast) is the highest, which is: [image: image]. In addition, the multi-color physical features [image: image] (The first-order moment of L*), [image: image] (The second-order moment of a*), and [image: image] (The third-order moment of a*) are also correlated with color harmony, with the Pearson’s correlation coefficients being [image: image], [image: image], and [image: image]. Finally, the multi-color physical features [image: image] (The first-order moment of a*), [image: image] (Space Density), [image: image] (Color Tone Contrast), and [image: image] (Cool/warm Contrast) have weak correlation with color harmony, with the Pearson’s correlation coefficients being [image: image], [image: image], [image: image], and [image: image].

To sum up, the lower the lightness contrast of the multi-color combination, the easier it is to make people feel harmonious; the higher the lightness of the multi-color combination, the easier it is to make people feel harmonious; the cooler the multi-color combination, the smaller the difference among multiple colors, the lower the spatial density of the color blocks, the lower the color tone contrast, the lower the cool/warm contrast, and the easier it is to make people feel harmonious.



Multi-color harmony model construction

In order to further study the correlation between multi-color physical features and color harmony, machine learning algorithms are adopted to construct the multi-color harmony prediction model on the basis of correlation analysis. In order to eliminate the dimensional difference between different multi-color physical features, so as to further improve the accuracy of the prediction model. This article first normalizes the input multi-color physical eigenvalue

[image: image]

[image: image]

Among them, [image: image] represents the minimum of the eigenvector X; [image: image] represents the maximum of the eigenvector X.


Linear regression predication model

The Multivariable Linear Regression (MLR) (Hidalgo and Goodman, 2013) has the characteristics of strong interpretability. Therefore, MLR is adopted to construct the regression predication model. Assume that there is a linear relationship between the independent variables [image: image] and the dependent variable [image: image], as shown in Equation (25).

[image: image]

Among them, [image: image] represents the unknown parameters, [image: image] is the regression constant, and [image: image] represents the overall regression parameters; [image: image] is a random error which obeys the [image: image] distribution. When [image: image], the equation is called the univariate linear regression model; when [image: image], the equation is called the MLR model. The Ordinary Least Square (OLS) method is adopted to estimate the overall regression parameters [image: image], and calculate the value of [image: image] to minimize the object function.

[image: image]

In this article, the 10-fold Cross Validation is used to evaluate the accuracy of the model, that is, the dataset is divided into 10 subsets, and nine of them are taken as training sets without repetition, and the prediction errors of the remaining subsets are evaluated. And the evaluation indexes are the Pearson’s correlation coefficient ([image: image]), Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE), respectively. The calculation methods of MAE and RMSE are below.

[image: image]

[image: image]

Among them, [image: image] represents the prediction value; [image: image] represents the true value; [image: image] represents the number of material in testing set.

The weka software (3.8.3; The University of Waikato, Hamilton, New Zealand) with functions of machine learning and data mining was adopted to construct the MLR model. In addition, we apply the M5 rules (Duggal and Singh, 2012) as the attribute selection method, that is, adding the classification discriminators before the linear regression model, so as to construct the piecewise linear regression model to improve the accuracy. Finally, based on the M5 rules, the linear regression prediction model is constructed as follows.

[image: image]

Among them, [image: image] represents the first-order moment of L*; [image: image] represents the second-order moment of L*; [image: image] represents the second-order moment of a*; [image: image] represents space density; [image: image] represents color tone contrast; [image: image] represents lightness contrast; [image: image] represents cool/warm contrast.



Non-linear regression predication model

On the basis of constructing the linear regression models, this article tries to apply nonlinear machine learning algorithms into regression model construction, so as to further explore the relationship between multi-color physical features and color harmony. The three classic nonlinear machine learning algorithms used in this article are the Support Vector Regression (SVR), Random Forest (RF), and Multi-layer Perception (MLP). The comparison of the prediction results of the four machine learning algorithms is shown in Figure 7.

[image: Figure 7]

FIGURE 7
 The comparison of the regression prediction results of the five machine learning algorithms.


It can be seen that the accuracy of the linear regression model is higher than those of the nonlinear regression models, with the prediction accuracy of MLR being 63.9%. Therefore, the relationship between the multi-color physical features and color harmony designed and quantified in this article can be constructed through the linear regression model, so as to give a reasonable explanation for the influencing factors of color harmony. On the other hand, among the nonlinear machine learning algorithms, the prediction accuracy of SVR and RF are close, which are 55.9% and 61.3%, respectively, and the prediction performance of RF is slightly better than that of SVR. In addition, the prediction accuracy of MLP is poor, which is 36.9% only.



Classification predication model

Since the prediction accuracy of the regression model of color harmony needs to be improved, this article attempts to transform the problem into a binary classification problem, and machine learning algorithms are also adopted to construct the classification prediction model. Set the classification threshold [image: image], that is, the degree of color harmony greater than 0 belongs to the “harmonious” category, and the degree of color harmony less than 0 belongs to the “disharmonious” category. The Logical Classification (LC) (Povhan, 2020), Support Vector Machine (SVM) (Ohata et al., 2021), RF (Lei et al., 2022), and MLP are, respectively, adopted to construct the classification prediction models (Gao et al., 2019). In the modeling process, 10-fold Cross Validation is used to better optimize the model parameters during the modeling process and reduce the evaluation errors. In terms of evaluation methods, this article measures the prediction accuracy of the classification model by the Correct Classification Rate (CC), MAE, and RMSE. The CC rate calculation method is as below.

[image: image]

Among them, TP represents the number of the true samples predicted as positive by the model; TN represents the number of the true samples predicted as negative by the model; P represents the number of the true samples; and N represents the number of the false samples. The comparison of the prediction results of the four machine learning algorithms is shown in Figure 8.

[image: Figure 8]

FIGURE 8
 The comparison of the classification prediction results of the four machine learning algorithms.


It can be seen that the overall performance of the classification prediction models constructed in this article plays better than that of the regression models. Among them, RF has the best classification prediction performance, with the classification accuracy rate of 80.2%. In addition, LC and SVM have similar classification accuracy rates, which are 78.4 and 79.6%, respectively. And MLP also has the poorest classification prediction performance, with the classification accuracy of 76.5%.




Comparative research


Comparison with other datasets

In order to verify the applicability of the proposed regression predication models of color harmony, we construct a dataset containing 120 new screenshots of film and television with the 5-scale color harmony scoring. Then, after 16-dimensionl multi-color physical features extracted, the Equation (37) by MLR with the M5 rules is adopted to predict color harmony of the new dataset. And the prediction accuracy evaluated by the Pearson’s correlation coefficients ([image: image]) is up to 50.3%, indicating that the proposed model has a good performance on the similar dataset. The scatterplot and fitting curve between the truth value and the prediction value is shown in Figure 9.

[image: Figure 9]

FIGURE 9
 The scatterplot between the truth value and the prediction value. Among them, X-axis represents the truth value of color harmony, and Y-axis represents the corresponding prediction value by the proposed regression model.


On this basis, in order to further test the prediction performance of the proposed regression model on other dissimilar datasets, we select one public dataset for comparative research: the International Affective Picture System (IAPS) (Lang et al., 2008). IAPS is the most widely used dataset for experimental investigations of emotion and attention. It consists of documentary-style natural color photos depicting scenes labeled by pleasure (P), arousal (A), and dominance (D) based on PAD emotion space (Mehrabian, 1980; Russel, 1980). Then, the calculation method of color harmony is below based on the research on the relationship between color harmony (CH) and emotion from Wang et al. (2022). A total of 90 materials are selected in our comparative experiment on the proposed regression prediction model with the obvious semantic information, e.g., people with clear expressions, excluded.

[image: image]

We try to use Equation (37) by MLR with/without the M5 rules to predict color harmony. And the Pearson’s correlation coefficients ([image: image]) between the truth values and the prediction values are [image: image] and [image: image], respectively. Figure 10 shows the comparison of the regression prediction results of the different datasets.

[image: Figure 10]

FIGURE 10
 The comparison of the regression prediction results of the different datasets.


It is noted that the accuracy of IAPS is lower than that of the screenshots of film and television scenes constructed by ourselves, the possible reasons are as follows. (1) The dataset in this article consists of the screenshots of film and television with color design, and the resolution of each material is high with the same format, to avoid the effect on data labeling. (2) Compared with the subjects in this article, the subjects for IAPS have a wider age range. Previous studies (Zhang et al., 2019) have shown that people with different ages have different color preferences, which may affect the judgment for color harmony. Therefore, the prediction models constructed in this article are more suitable for the field of art and design, where the pictures to be analyzed are of high quality.

In addition, different from the prediction performance on our dataset, the MLR model without the M5 rules is more accurate than that with the M5 rules on IAPS, indicating the overfitting problem.



Comparison with different sample sizes

Since the accuracy of the regression models is not very ideal except for MLR, we try to use different sample sizes to train the model, so as to analyze the influence of sample size on the experimental results. Based on the dataset we constructed in the article, we add 120 screenshots of film and television with the 5-scale color harmony scoring (constructed in section “Comparison with other datasets”). Then, we conduct the comparative experiment on 82, 164, and 284 sample sizes which were selected randomly, respectively. The comparative result measured by the Pearson’s correlation coefficient ([image: image]) is shown in Figure 11.

[image: Figure 11]

FIGURE 11
 The comparison of the regression prediction results of the different sample sizes.


It can be seen that the average [image: image] values of the 82, 164, and 284 sample sizes are 49.4, 54.5, and 54.8%, respectively, which grows with the sample size. In addition, the average [image: image] values of MLR, SVR, RF, and MLP are 56.8, 57.8, 55, and 42%, respectively. Then, for the explainable MLR, the 164 sample size has the highest prediction accuracy. To sum up, when the sample size is small, it negatively affects the accuracy of the predictive model; when the sample size reaches a certain size, it is beneficial to improve the accuracy of the prediction model through strict subjective experimental labeling, which provides the idea for few-shot learning. In addition, if the extracted physical features have strong correlation with the subjective ground truth, it is beneficial to construct the explainable linear models.





Conclusion

In this article, we combine experimental psychology and information technology together to study the mechanism of color harmony in real-life scenes. The main contribution is attributed analysis and model construction of color harmony. Especially, (1) Design and quantify seven categories, 16-dimensional, multi-color physical features which are suitable for extracting in real-life scenes, namely Color Moment, Color Richness, Space Density, Lightness Contrast, Color Tone Contrast, Cool/Warm Contrast, and Area Difference. The correlation analysis shows that the overall lightness, difference of the color tones, number of multiple colors, lightness contrast, color tone contrast, and cool/warm contrast are significantly related to color harmony. (2) Based on the machine learning algorithms, the color harmony regression prediction model and the classification prediction model are, respectively, constructed. Among them, the prediction accuracy of the linear regression model is higher than that of the nonlinear regression model, with a maximum of 63.9%, indicating that the multi-color physical features designed and quantified in this article are effective and color harmony can be correlated through the linear regression model, so as to give reasonable explanations for the mechanism of color harmony. For the classification models, RF has the best prediction performance, with a prediction accuracy of 80.2%.

Future works are below. (1) Taking the classical color harmony theories into consideration, design and quantify the physical features of multiple colors that are consistent with the theoretical description, so as to fully explore the influencing factors of color harmony. (2) Previous studies have shown that (Jonauskaite et al., 2020), color preference is easily affected by gender, age, and cultural background. Therefore, we plan to introduce personalized factors as constraints into the prediction model by supplementing the dataset and increasing the number of differentiated subjects to further improve the prediction accuracy of the model. (3) For industry applications, develop color-matching software to increase the practicability of research results.
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Illumination preference models are usually defined in a static scenery, rating common-colored objects by a single scale or semantic differentials. Recently, it was reported that two to three illumination characteristics are necessary to define a high correlation in a bright office-like environment. However, white-light illumination preferences for vehicle-occupants in a dynamic semi- to full automated modern driving context are missing. Here we conducted a global free access online survey using VR engines to create 360° sRGB static in-vehicle sceneries. A total of 164 participants from China and Europe answered three levels in our self-hosted questionnaire by using mobile access devices. First, the absolute perceptional difference should be defined by a variation of CCT for 3,000, 4,500, and 6,000 K or combinations, and light distribution, either in a spot- or spatial way. Second, psychological light attributes should be associated with the same illumination and scenery settings. Finally, we created four driving environments with varying external levels of interest and time of the day. We identified three key results: (1) Four illumination groups could be classified by applying nMDS. (2) Combinations of mixed CCTs and spatial light distributions outperformed compared single light settings (p < 0.05), suggesting that also during daylight conditions artificial light supplements are necessary. (3) By an image transformation in the IPT and CAM16 color appearance space, comparing external and in-vehicle scenery, individual illumination working areas for each driving scenery could be identified, especially in the dimension of chroma-, partially following the Hunt-Effect, and lightness contrast, which synchronizes the internal and external brightness level. We classified our results as a starting point, which we intend to prove in a follow-up-controlled laboratory study with real object arrangements. Also, by applying novel methods to display high fidelity 360° rendered images on mobile access devices, our approach can be used in the future interdisciplinary research since high computational mobile devices with advanced equipped sensory systems are the new standard of our daily life.

KEYWORDS
 in-vehicle illumination, psychological-light relation, light-scene preferences, dynamic-scenery, in-vehicle human factors


Review of the mini-series

For the first time, led by artificial intelligence-based self-learning algorithms, the vehicle itself will be able to drive. Within this modern context of dynamic personal transportation, we started to investigate the role, purpose, and target of interior lighting in these modern vehicles.

In part one of our mini-series about human-centric in-vehicle lighting (Weirich et al., 2022), we investigated the application of ambient light in an indoor signaling context globally. We schematically designed luminaires in line shapes, positioned at state-of-the-art vehicle positions, and vary them by 10 different mono- and multichromatic colors to create specific visual stimuli for ambiance and messaging. We were able to identify, three color-preference groups with a polarizing, agreeing, or congruent expression. Next, only for the European participants, a strong hue dependency was observed for the mood of attention in the vehicle-signaling context but was missing for the Chinese group. Finally, within all groups, the door and the foot position were most favored for drivers and passengers.

In this present paper as the second part of our mini-series, we continue by separating light perception into three dimensions named brightness, color, and spatial distribution. At this time for passengers only, which are not driving, instead sitting in the second row and enjoying the trip at different times and place zones. We are going to introduce our study from a vision science point of view but with a focus on the visual pathway. First, we will introduce the opponent-color theory, as a model for color perception. Next, a short overview of recently developed indoor-lighting preference models and psychological illumination attributes are outlined. Finally, we combined all three fields in our study design and apply them to the modern vehicle context.



Opponent-color theory and perceptual attributes

Trichromats are able to perceive 100 hue shades per cone, leading to one million different perceived colors (Neitz et al., 2001) from 10−6 to 108 or 109 cd/m2 cd/m2 brightness levels, resulting in around 1014 magnitudes (Hood and Finkelstein, 1986). Pure and mixed colors are following in this perceptional process some regulations. Trichromats cannot perceive a reddish–green or a yellow–blue color, but they can see a yellow-reddish or a yellow-greenish color, which can be modeled in a 2D color circle (Newton, 1704) or with an extension by a third lightness dimension as shown in Figure 1A.


[image: Figure 1]
FIGURE 1
 (A) Three-dimensional color sphere based on the opponent color theory with lightness axis for ± LM, red–green as ±L±M, and blue–yellow as ±S±LM including chroma and hue. (B) Hue ratios, in dotted lines, and retinal cellular opponent responses as surfaces, data from De Valois (2004).


There are still accepted but also debated opinions about this color perception model since the underlying opponent-theory, a combination of polarizing and hyperpolarizing retinal cell responses, which will be outlined in the next paragraph, is challenged (Patterson et al., 2019). Anyway, here we still refer by applying the opponent-theory and focus on possible interpretations to use opponent signals from L-cone, M-cone, and S-cone, as illustrated in Figure 1B, and trying to transfer them in dimensions used to describe illumination perceptual quantities like lightness, hue or chroma settings.

Our three primary photoreceptors, L-cone, M-cone, and S-cone, at the retina, hyperpolarize to photon-stimuli in general (Schiller and Tehovnik, 2015). Hence, they are not able to distinguish changes in wavelengths by changes in intensity, which is called the principle of univariance, so a single dimension output only (Rushton, 1972). For that, intracellular connections compare the current activities of several receptors or receptive fields to extract visual information (Solomon and Lennie, 2007). Since the spectral absorption maximum between L- and M-cone is narrowly separated from each other, primary intensity can be triggered by them, resulting in the luminance axis for ± LM, which is also supported by the absence of S-cones in the fovea centralis (Ahnelt, 1998). But since there is still a ~30 nm peak gap between them, they are still able to process color information for the green as +M–L and red as a +L–M region. The S-cone signal absorption peak is wider separated by 90–120 nm between L- and S-cone. Hence, it is used to define a bluish color, +S–LM, or a more yellowish color, –S+LM (De Valois, 2004). This arrangement of perceiving only signal differences of receptive fields, no absolute values at all, can also lead to unequal color perceptions based on different bright backgrounds (Schrauf et al., 1997; Schiller and Tehovnik, 2015), which makes perceptual color modeling highly challenging.

Ebner's approach to finding this transformation between tristimulus activities and perceptual attributes resulted in a space called IPT (Ebner, 1998). His model should be extremely simple to implement to achieve linear hue lines and a neutral color response with accurate chroma representation to the Munsell data set. As a result, IPT performed better or at the same level as CIELAB or CIECAM97s (Ebner and Fairchild, 1998) especially for hue linearity to be able to calculate Euclidian distances for color difference calculations. The nonlinearity factor of 0.43 in IPT (Ebner, 1998) is very similar to gamma corrections defined in display systems between 0.45 and 0.55. Already in 1969, Marsden summarized exponential factors in the range of 0.15–0.59, depending on the size of the presented object, surrounded luminance, color of the presented stimulus, or level of eye adaptation (Marsden, 1969).

One model which includes higher non-linear luminance and chromatic adaption effects, like the Hunt–Effect (Hunt, 1977), which are intentionally excluded in IPT, was latest derived as CAM16 (Li et al., 2017), which solved computational failures during image processing of the previous CIECAM02 color-appearance model by CIE TC 8-01 (Moroney et al., 2002). Here we shortly summarize key points of it:

– Input values: XYZ tristimulus values.

– Output values: Correlates of lightness J, chroma c, hue composition H, hue angle h, colorfulness M, saturation s, and brightness Q.

– Uses a new chromatic adaptation transform as CAT16 and a new color appearance model named CAM16.

– To simplify and exclude computational errors, luminous and color adaptation are performed in the same space. Previously, CIECAM02 performed each transformation in its own space.

– CAM16 performed better in hue and chroma, lightness is similar to CIECAM02.

– Adding final transforms for uniform color space, CAM16-UCS, for Euclidian distances.

We selected IPT, based on the advantages that it originated from a newer dataset compared to CIELAB, improved hue linearity, especially in the bluish region (Moroney, 2003), and a simple formula approach. But since perceptual adaption effects are not included, we chose also CAM16 as a color appearance model, which gives us the possibility to compare the performance of both.



Indoor illumination for user preference

Current investigated illumination models for general indoor lighting preferences are primarily derived by a triplet based on correlated color temperature (CCT), vertical illuminance (Ev), and saturation enhancement (ΔC*; Trinh et al., 2019) or without intensity dependency in a linear relation between color gamut (CDI) and color fidelity (Qa; Huang et al., 2021). Further, combinations with non-visual parameters such as Circadian Stimulus (CS) were successfully established (Khanh et al., 2020). Also, preference models focusing on chroma found valid enhancements under dim light settings (Kawashima and Ohno, 2019). Chroma and color fidelity (Teunissen et al., 2017) or just gamut indices (Bao and Minchen, 2019) were combined in preference models and validated for different brightness areas. As identified, primary color metrics were applied for a high correlation between illumination settings and the observer's preferences. As a reference, one model was evaluated in a different context, applied in a museum environment, with a high correlation of 0.997 (Wang et al., 2020).

User preferences for illumination settings can be detailed in several psychological aspects as firstly identified by Flynn in the 1970's (Flynn et al., 1973). He varied brightness, luminaire position, and light distribution in an office-like environment to identify primary three different factors named as a general evaluative impression, perceptual clarity, and spaciousness. Similar attributes in the field of evaluative were named as relaxed or pleasant with perceptual clarity, spaciousness, and privacy (Durak et al., 2007). Also, psychological attributes in the same field of evaluative as attractive and perceptual quality with illumination were found (de Vries et al., 2018) or divided into coziness, liveliness, tenseness, and detachment, all out of the category of evaluative (Stokkermans et al., 2018).

So far, we were able to identify illumination preference models, which are primarily based on color metrics. These preferences can also be further divided into psychological aspects. Next, we will transfer these findings to the vehicle context.



Transfer to human-centric in-vehicle lighting

In our investigated articles about color preferences and their psychological attributes for office lighting, there were primarily four blocking points identified preventing to project of these findings directly in the context of in-vehicle lighting: First, preference rating was performed on common-colored objects in a static office-like environment. Second, all ratings including semantic psychological differentials were performed in a static indoor environment without background changes. Third, the primary task for people in a vehicle is either driving or as a passenger to be transported from location A to B. Only in a second task, people will use in-vehicle lighting for their own doings like reading, listening to music, or relaxing by enjoying the outer scenery. For indoor lighting, light is directly connected to the primary task of people, which is to illuminate the scenery. Finally, vehicles are described more like smaller open boxes and dynamically change based on time and vehicle location, compared to the large wide office areas with fixed settings. In the following Table 1, these differences are summarized between indoor illumination and in-vehicle lighting (Wördenweber et al., 2007), based on extracts from indoor human-centric lighting recommendations (Khanh et al., 2022).


TABLE 1 Comparison of indoor lighting with in-vehicle lighting divided in luminaire recommendations and scene boundaries.

[image: Table 1]

Obviously, a simple transfer from indoor lighting to in-vehicle lighting is not possible. Hence, we focus on a new illumination preference modeling approach, away from colorimetric definitions like TM-30-20 (IES, 2020), which are defined and motivated by office-like sceneries by comparing light to a preset of defined color sample plates, as reviewed in Section Indoor illumination for user preference. Meaning, we will use tristimulus-based correlations of lightness, hue, and chroma, from the IPT or CAM16 color appearance space, compared in Section Opponent-color theory and perceptual attributes, to answer the following research question in the context of vehicle passengers and their psychological white-light associations, as reviewed in Section Indoor illumination for user preference:

q1: How many dimensions are necessary to describe in-vehicle lighting?

q2: In which ratio can psychological illumination-associated attributes be explained by these identified dimensions?

q3: How can in-vehicle lighting preferences be modeled based on tristimulus correlations in accordance with the change of the outer driving scenery?



Materials and methods

To answer the research questions given in Section Transfer to human-centric in-vehicle lighting for the in-vehicle driving context, we conducted an online study, using VR-like pre-rendered images with dark-mode responsive web design techniques. The study was published on our self-hosted system and was globally free available. From the middle of April until the middle of June 2022, people were able to participate using their tablets, smartphone, or notebooks. Primary, we advertised our study using social media systems like Facebook, WhatsApp, and We-Chat. Participants could choose Chinese or English as their operating language. The study was divided into nine parts.

First, a short study-introduction movie was presented. Second, basic subject information was collected, which was similar to our first part (Weirich et al., 2022):

– Personal: Living region, gender, age class.

– Surrounding: Time of the day, weather conditions.

– Driving experience (without considering the COVID-19 pandemic): Time spent inside a vehicle during a normal week or if a subject drove a vehicle before.

– Social status: Acceptable price for buying a new vehicle and age of the subject's own vehicle.

– Visual performance: Contrast- and Ishihara test.

• Ishihara test: Prove that all participants have no color blindness.

• Contrast test: Prove that displayed text was readable, no external verification.

Bypassing all user information questions, the subject was forwarded to the device tracking page. Since we asked about white-light illumination settings, it is essential for the results of the study that each subject similarly views the lighting scenes. For that, we asked users to select their current device based on a drop-down list or type the brand and model properties manually if the device name was missing in our list. Next, a reminder was displayed to deactivate screen protection functions, like Apple's or Google's blueish eye protections, which are standard activated during evening time to block blueish light. Further, the user had to define their current screen brightness level by moving a slider to a similar position as the current system settings and finally a prompt appears not to change the current environment during the complete study. All this information can be used to measure photometric display properties like absolute screen brightness or color metrics. In addition, conclusions about the current surrounding of participants could be made, since the display brightness will change according to the current environmental brightness level, especially for mobile devices like smartphones or tablets.

In the fourth part, participants had to select absolute differences between 28 paired images, in an arbitrary combination of eight different in-vehicle illumination settings, as shown in Table 2. Here we varied CCT from cooler to warmer white 3,000, 4,500, and 6,000 K, similar to proposed for indoor illumination shown in Table 1, or combinations in two different spatial arrangements, called spot- or spherical illumination. In total, there were eight illumination settings, L1–L8, created. L1–L3 had a focused spotlight distribution, which changed from L5–L7 by adding more room-filling luminaire settings. L8 was defined as the baseline condition without in-vehicle lighting. The displayed modern in-vehicle scenery had in the first step no background scenery, shown as black windows, common-colored objects, like different fruits, a blueish shirt, a colorful magazine, and a neutral white interior with a blueish constant glass roof frame illumination for orientation.


TABLE 2 VR-prerendered images for arbitrary paired comparisons with illumination L1–L8.
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To reset the visual system, we added after this comparison a short movie clip with white background. First, only a central black point was displayed. After several seconds, eight different graphical symbols were shown in a sequenced order, realized as the same movie clip for all participants. Each symbol was displayed for half a second, resulting in the left-right circulating pattern. To follow the symbols, eye saccades were stimulated, which were shown to be an efficient tool to reset and adapt the eye to the shown white background as new references (Paradiso et al., 2012). The complete reset clip took 16 s and a control question was added finally about the pattern of the last displayed symbol.

The sixth part of our online survey was focusing on associating psychological semantic differentials with the eight different illumination settings, as shown in Table 2. As reviewed in Section Indoor illumination for user preference, primary evaluative psychological effects were studied focusing on likeness, attractiveness, pleasantness, or coziness. On the other side, out of five investigated groups, Flynn et al. (1973) defined three which were correlated with luminaire settings named as evaluative impression, perceptual clarity, and spaciousness. Hence, we decided to investigate these three groups and selected one psychological attribute out of each group defined as interest, brightness, and spatiality. Further, we added additional three attributes matching more to the vehicle context named as modernity, value, and satisfaction. All six groups, including their three levels of semantic adjectives for differentiation, are added below, starting from agonist to antagonist order, which was presented as a drop-down menu during our study.

– Evaluative 1: Brightness

• Bright–Moderately Bright–Slightly Bright–Slightly Dark–Moderately Dark–Dark

– Evaluative 2: Spatial

• Large–Moderately Large–Slightly Large–Slightly Small–Moderately Small–Small

– Evaluative 3: Interest

• Interesting–Moderately Interesting–Slightly Interesting–Slightly Monotonous–Moderately Monotonous–Monotonous

– In-Vehicle 1: Modernity

• Modern–Moderately Modern–Slightly Modern–Slightly Old-Fashioned–Moderately Old-Fashioned–Old-Fashioned

– In-Vehicle 2: Value

• Valuable–Moderately Valuable–Slightly Valuable–Slightly Worthless–Moderately Worthless–Worthless

– In-Vehicle 3: Satisfaction

• Satisfied–Moderately Satisfied–Slightly Satisfied–Slightly Unsatisfied–Moderately Unsatisfied–Unsatisfied

The seventh part of our online survey had another round of resetting the vision system. A second movie clip was added based on different orders of shown symbols but following the same concept as written before.

In the eighth part, we created a higher immersive experience, illustrated in Table 3. By adding the external environment including the possibility to change the viewing perspective manually within the vehicle using pre-rendered 360° high-density images. Further, the user interaction level was also extended. We implemented the possibility that participants were able to select their preferred brightness setting by choosing five different levels. To illustrate these settings, Table 3 SPO.1–5 summarized the pre-rendered images as references for spot-light condition, L1, of 3,000 K and spatial lighting is shown in Table 3 SPA.1–5, L4, with 6,000 K. Here we varied intensities for spotlights between 5, 11, 25, 50, and 100% and spatial light between 10, 20, 30, 70, and 100%. The level of 100% was for both luminaires different to confirm that there will be no overexposure effect on the screen visible. We also skipped the single 4,500 K condition, L2, to just rate the outer boundaries of mixed CCTs and light distribution to minimize in a way the effort for study participants.


TABLE 3 Rating view of immersive 360° pre-rendered vehicle sceneries with spot light (SPO.1–5) and spherical lighting (SPA.1–5) including CCTs and applied brightness options in percentage values.
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In addition, we varied the external driving scene. Four different settings were chosen according to different light, color, and content settings, resulting in 124 pre-rendered images. The first scene showed a bright interesting sunny day driving through an inner-city area. The second one presented a darker monotonous forest scenery with very dim monotonous surrounding colors. The third scene presented a monotonous bright countryside scene with a blue sky and green grass views. Finally, we added a typical interesting colorful night scenery in Shanghai. As references, all four sceneries are shown in Table 3 SC.1–4 without interior lighting.

Illumination scenery rating was performed from a fixed defined view, which was set automatically after the preferred brightness level was activated. Here we asked about the user's preference on a 7-point scale named as excellent–very good–good–moderate–poor–bad–very bad, presented in a drop-down menu.

In the last part of our comprehensive survey, we asked subject to answer two qualitative optional questions.

i. Question 1, q1: Would you like to have interior lighting systems, which are changing according to the driving context? If yes, which lighting system do you want to have in your future vehicle?

ii. Question 2, q2: If you have some additional comments, please write down your opinions.



Results


Demographics

We collected 164 answers from 120 male and 44 female participants. Since our target is a qualitative comparison between Chinese people from China with European people or ex-pats, which are living in China, we separated them accordingly to China and Europe. Out of the Europe group, 63% were directly located in Europe, and 37% were in China. The mean participated study time was t̄ = 23 min 48 s with a deviation of s = 14 min 31 s. Results about their participant age, time, and current weather conditions are shown in Figures 2A–C.
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FIGURE 2
 (A) Age, (B) time, and (C) weather settings of participants from China and Europe. (D) Driving habit of participants showing actual driving experience; (E) the amount of time spent in a vehicle per week.


Since we performed our study anonymously, only age classes could be collected. Participants in the Europe group are on average 10 years older than people from China, as shown in Figure 2A. The average time of over 20 min is quite long compared to common online surveys and represents the comprehensive study scope within the nine survey parts. It might be also an indicator that participants really tried to answer all questions conscientiously as well. The participation attendance time was nearly balanced between both groups with 36% of participants from China participating from 6–0 PM, and in Europe around 25%. Comparing the day-night settings, for China, the separation was around 70:30 between day and night time and most of the people from Europe participated during the day as 80:20. The weather conditions were quite similar as well with the clearest or cloudy conditions during day and night time. Next, we identified the driving and vehicle habit of participants. Results are displayed in Figures 2D,E. It is shown that nearly all global participants drove a vehicle before by themselves. 70% of participants from group China drove up to one hour per week out of group Europe, there is 49% equivalent, showing a longer spend time per week in the vehicle in the Europe group.



Illumination part I—Absolut differences

Statistical calculations within this study use the Wilcoxon signed rank test for dependent groups, since our data are ordinally scaled and there was no calculation comparing independent groups like Chinese and European participants. The null hypothesis H0 was formulated as an equal sample distribution, or concluded as an equal median, between two statistically compared groups. We calculated the asymptotic p and set the significance level α = 0.05. If the test result leads to α < p, H0 was rejected and the opposite hypothesis H1 would be valid, meaning the opposite of H0. The statistical effect size was calculated using Cohen's r (Cohen, 1988) including its semantic meaning for a weak, starting at r = 0.10, medium, starting at r = 0.25, or strong, starting at r = 0.40 (Fritz et al., 2012).

In this first survey part about white-light illumination preferences, we asked about absolute illumination differences, rated from 0 as no difference to 10 as maximum deviation, without any kind of participant's biasing. This means that we did not introduce or mentioned any kind of white-light scenery aspects, which should be compared. We just presented an arbitrary paired comparison out of eight in-vehicle lighting settings, L1–L8, as shown in Table 2, to find out the similarity level between L1 and L8. The results are presented in Figure 3.


[image: Figure 3]
FIGURE 3
 Twenty-eight paired comparisons from China (A) and Europe (B) rated from 0 as no difference to 10 as maximum deviation. Paired numbers can be referred out of Table 2. Ninety-five percent confidence interval shows an error of one step size in the Chinese group. Significantly closest relation to L8 is L4, spatial cool white, marked with * (p < 0.05) and as reference with a dashed line.


As expected, the highest difference was observed comparing any illuminated setting with the no light baseline condition, L8. For China, the closest similarity to this index could be found at illumination index 4, representing 6,000 K spatial light distribution, L4. Calculated statistics z = −3.497, p = 4.69 × 10−4, and Cohen's coefficient r = 0.287, resulting in medium effect size between pairs L4–L8 and L3–L8.

With these results, we performed a non-metric multidimensional scaling (nMDS) to identify how many different dimensions are necessary to describe the similarity of the L1–L8 settings. For a comparison judgment, only the Chinese participants were investigated based on the smaller confidence intervals, shown in Figure 3A. Since our data scale is ordinal, only rank comparisons could be used. Principal component analysis is using Euclidian distances, which require an absolute zero. So we used the Bray–Curtis dissimilarity matrix, which actually does not calculate distances but dissimilarities because of using rank comparisons leading to robust distance results (Faith et al., 1987). By applying three dimensions, the resulting stress value is zero, meaning that three dimensions are necessary to describe the paired-comparison dataset. For reference only, a Scree-Diagram is added to get a more comprehensive overview of the number of necessary dimensions, to extend the interpretation of the stress value. By using three principal components around 76% of all differences could be explained. Figure 4 shows the Scree diagram and the resulting non-metric multidimensional scaling, plotted in three dimensions.
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FIGURE 4
 (A) By setting three dimensions, resulted stress value of nMDS equals zero, which can be confirmed by a Scree-plot as well, marked with a red circle. (B) Three identified dimensions roughly labeled by illumination characteristics. Numbers 1–8 are representing lighting sceneries L1–L8. Plane projects are added: Red circles for the red plane, blue circles for the blue plane, and black circles for the yellow plane.


Out of the nMDS analysis, the following dimensions were preliminarily named based on identified groups and their optical properties.

– Warm-Cool-Dimension, marked with red circles: Separated luminaire groups had indices L1, L5, L6, L7, and (L8) characterized by primary warmer white or mixed CCT conditions vs. L2, L3, and L4 with primary cooler or neutral white settings.

– Single-Multi-Dimension, marked with blue circles: Separated luminaire groups had indices L1, L3, L4, and L5 characterized by primary single luminaire or single CCT conditions versus L2, L6, L7, and (L8) with primary multiple CCT or luminaire settings.

– Bright-Dim-Dimension, marked with black circles: Separated luminaire groups had indices L4, L8 characterized by primary darker conditions versus L1, L2, L3, L5, L6, and L7 with primary brighter luminaire settings.



Illumination part II—Psychological attributes

To investigate previously roughly defined dimensions, we added six psychological attributes presented in a semantic differential way. Three of these named brightness, spatial, and interest were extracted out of the previous overview, and compared in Section Indoor illumination for user preference. The last three attributes were set as modernity, value, and satisfaction, to define a closer connection to the driving or the in-vehicle context.

As shown in Figure 5, from 3 as highly supporting to−3 as high contradiction, within all six categories mixed CCT and spatial luminaire settings, L6 and L7, so a mixture of spatial- and spot light with warmer and cooler CCT, performed extraordinarily with a very high level of agreeing in all categories. One reason for this might be that both luminaires combine advantages of (a) a focused bright illumination to closer objects which are interesting, like the shown fruits or magazines and (b) also consider the complete vehicle interior as a room filling setting as well. Combining these two aspects might be led to a new level of vehicle perception. For the category of brightness, L4 as spatial 6,000 K, and L8, as the no light condition, were darker rated, matching our nMDS analysis before. A spatial increment in room perception was similar within different CCTs, spatial- or spot-light systems rated as slightly large. But also, for the no-light baseline condition in which just the blue roof frame illumination was visible, the room had still an impression of being only slightly small. For the attribute of interest, warmer white light had a higher level of interest and only L8 resulted in a monotonous impression. For the vehicle attributes, single CCTs were able to create only an impression of slightly modern, which was also close to the interpretation of the baseline condition as well. A similar relation was associated with the psychological attribute of value and satisfaction. In this group, warmer CCTs performed better compared to cooler ones.
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FIGURE 5
 Six psychological attributes rated on a semantic scale from 3 as highly supporting to −3 as highly contradiction associated with eight illumination settings L1–L8, compare Table 2, evaluated in the Chinese (A) and European (B) group.




Illumination part III—Modeling preference with opponent colors

In this part, we added four external driving sceneries as introduced in Table 3. Also, participants were able to select their preferred illumination brightness out of five different levels. To bring a higher level of experience, maybe the highest possibility within this open-access study design, we pre-rendered the seven mentioned luminaire conditions L1 + L3-L8 since L2 was decided to skip to save answering effort, with five different brightness and four different external sceneries, created a dataset of 124 images rendered in a 360° style in 1,024 × 512-pixel resolution. Normally, these renderings need a high computational environment with several dedicated graphics processing units. To overcome this challenge, we found a possibility to accelerate the rendering progress by using the web graphics library (WebGL) for web browsers. For the scenery design, we used professional rendering software named 3ds Max 2022®. The rendering itself was then performed using WebGL techniques, resulting in a dramatically decreased rendering time to nearly real-time.

In Figure 6 the results are displayed of the selected brightness values and their preference over seven light settings and four different driving sceneries. Primary, we will evaluate results from the bigger sampled group out of China. Starting with a comparison of the selected brightness values, a high correlation between brighter and darker external sceneries was found, as shown in Figures 6A,D. The ratings of sun city with countryside were combined and compared with combinations of forest and night scenery to perform a non-parametrical combined sample test for dependent groups, here the Wilcoxon signed-rank test. We calculated z = 2.417 and p = 1.566 × 10−3. The effect size was calculated with Cohen's coefficient r = 0.198 (Cohen, 1988), resulting in weak effect size (Fritz et al., 2012). For the preference rating, presented in Figures 6B,C, the highest effect was found between L6 and L8, with no in-vehicle light condition, in the sun city scenery, calculated as z = 8.352, p = 0.000 and r = 0.687, resulting in a strong effect size for the Chinese group. Further, for the countryside and forest scenery, luminaire groups were identified with similar performance (p < 0.05), meaning that within the good ranking for lighting settings L1–L7, warmer white colors are suggested to be preferred like L1, L5 with the mixed CCT favorites of L6 and L7. Only during the night condition, L8 was able to achieve a moderate–good acceptance level. Further points are analyzed in the next paragraphs. Complete statistical tables are added in the Supplementary Tables 1–10.
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FIGURE 6
 Luminaire brightness selections between four different external sceneries (A,D), its preference rating (B,E) and statistics of it (C,F) separated between Europe and China. Significances for p < 0.05 are marked with * or p < 0.08 as (*).


So far, we were able to primarily identify a high correlation between in-vehicle brightness and outside brightness levels, Figures 6A,D. To investigate this further, we performed a transformation between the displayed sRGB images to IPT and CAM16 color appearance space. The advantages of these perceptional color spaces are explained in Section Indoor illumination for user preference. IPT is based on tristimulus values out of the LMS space. To investigate the suitability of the LMS space, we transformed the worst and best rated VR 360° scenery from its rating perspective, an 86° field of view, both to LMS space. For that, we divided the image with a resolution of 1,024 × 512 pixels into 32 × 32 pixel-blocks per square resulting in 512 fields. Out of each field, we calculated mean LMS values, which are displayed in Figure 7.
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FIGURE 7. (B,D) Primary boundary line, dashed purple, between exterior and interior. Highest LMS activation for exterior and interior marked in dashed blue. (A,B) Mixed CCT condition, L7, rated as good illumination in sun-city scenery and its LMS activation profile. (C,D) No in-vehicle lighting, which was worse rated. Primary LMS activation area is marked in blue for exterior and interior. Orange pixel blocks represent the outside scenery.


It is shown that there is an in-vehicle LMS activation in a good rated lighting condition, like L7, shown in blue dashed lines in Figure 7B. Within the L8 condition, Figure 7D, the activation is primarily achieved based on external sceneries only, since inside the vehicle light is totally missing. We marked areas describing the external scenery, from its rating perspective, in orange and kept other squared pixels blank leading to a ratio of 25% external illumination and 75% in-vehicle illumination. Further, purple dashed lines divide the external and the internal scenery roughly for orientation.

Next, we transformed the images in IPT-space and calculated lightness, chroma, and hue according to equation published by Ebner (1998). But since our vision system is triggered by contrasts instead of absolute values, we calculated contrast values of previous dimensions according to Equation 1 where sc stands for external scenery, which are the orange marked areas in Figure 7, and il for in-vehicle scenery, which describes all other pixel-boxes.
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Based on this equation, we were able to calculate contrast spaces of lightness, chroma and hue for all lighting settings including all brightness, CCT, and luminaire spatial distributions or three basic illumination categories. Following, we were able to identify first, all possible lightness, chroma, and hue settings, shown in Figures 8A,D. Further, we were able to shrink this area to preference levels, following ratings from Figures 6C,F, which are displayed in Figures 8B,C in the chroma and lightness space and in Figures 8E,F for the hue space. This means that we are able to define perceptional working areas based on each external scenery. Here we resorted to the sceneries according to external brightness settings. Meaning from external brighter to darker settings.


[image: Figure 8]
FIGURE 8. (A–C) 3D plots of lightness shift ΔJ, (A–C) chroma shift Δc and (D–F) hue shift Δh. (A–F) Plots are rotated only to show single dimensions. Maximum possible lightness and chroma shift within all displayed luminaire and brightness settings (A) and hue ranges (D). Selected preferences (B,C) according to best and worst ratings as displayed in Figures 6B,C. Hue differences between best and worst (E,F). All separated between the Europe and China group.


To investigate this identified scenery relation further, regressions are calculated and modeled using polynomic functions for the IPT space, as shown in Figure 9. Here, the scenes are labeled with sun city a, countryside b, forest c and night d following the new grouping for bright–dark sceneries out of Figures 6A,D. Further, we compared investigated correlations by applying CAM16 transformations in parallel. Results for that are displayed in Figure 10.
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FIGURE 9
 Based on China in IPT, for (A) lightness J = −26.5 and (B) chroma c = −31.8, slopes are significantly different from zero, resulting in a tendency from worst to best illumination. For (C) hue h = 21.8, the slope is not different. Tendency lines are added for sun city, a-marking in green and night, d-marking in brown. For reference (D–F), IPT dimensions from Europe.



[image: Figure 10]
FIGURE 10
 Based on China in CAM16, for (A) lightness J = −31.8, slope is significantly different from zero. For (B) chroma c and (C) hue h, the slopes are not different. Tendency lines like Figure 9. Chroma significantly varied (pc < 0.07) between brighter and darker external scenery a and d (B). For reference (D–F), CAM dimensions from Europe.


Out of that, we conclude the following rules for in-vehicle lighting scenery:

– The brightness inside the vehicle has to be adaptive to the outside scenery, in such a way that the visual perception for outside and inside should be closed to the average of both by super sampling external light and internal originated from both natural and artificial sources, compare Figures 9A,D, 10A,D.

– Best chroma settings are achieved by adjusting in-vehicle lighting so that the external saturation is primary higher if it is outside dark and interesting, like the Shanghai night scene d, compared to a brighter interesting day-time city scene a, in which chroma should be similar for both (pc < 0.07), shown in Figures 9B,E, 10B,E.

– Between outside and inside there should be no hue change (p > 0.05) within all different external or internal illumination settings, date and time of the day, weather, and illuminated road settings, displayed in Figures 9C,F, 10C,F.

To compare the performance of the simple IPT space compared to the enhanced color appearance model CAM16, correlations are calculated using the dataset from the larger Chinese participants and displayed in the following Figure 11.
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FIGURE 11
 Correlation analysis between IPT and CAM16 space, separated in lightness J (A), chroma c (B), and hue angle h (C). All three dimensions significantly correlate with each other (p < 0.05). Highest correlation is observed in J dimension with R2adj = 0.9862.


The highest correlation with R2adj = 0.9862 and a slope of 0.90 was investigated within the lightness dimension J, leading to the conclusion that for the lightness calculation with IPT and CAM16, in relative comparison, there might be fewer differences. Within the color properties of chroma c and hue angle h calculated correlation slopes are comparably small, 0.32–0.36 with R2adj = 0.5543–0.8075, which means that absolute numbers for both dimensions are different but still transferable between both perceptional spaces.

Finally, we evaluated the last two qualitative optional questions and compared them in Section 5i−5ii. Answers to both questions are, only evaluated from the Chinese group, since there were nearly no written comments from the European group. Submitted expressions showed that our study scope was highly accepted resulting in a high wish for “surrounding-matching” or “adaptations” in other dimensions by modern in-vehicle lighting. Also, there was an ambivalence highlighted between “learn-a-lot” and “too-much” representing the participants' impression about a comprehensive study design with a valuable field of investigations.




Discussion

Compared to our first online survey (Weirich et al., 2022) the average participating time increased by around 4 min. With around 23 min on average, the survey can be classified as comprehensive and close to the reasonable limit, which was also shown in expressions as “too-much.” On the other side, “learn-a-lot” was mentioned in the same way. Common online marketing studies can be completed in several minutes and for an optimal study time as a trade-off between high attention level and annoying, a good range of 10–15 min until 20–28 min as a maximum could be identified, which rated our study time to the nearly possible limit (Revilla and Höhne, 2020). They concluded that the survey time was primarily influenced by socio-demographics, personality, and the survey difficulty.

We were able to collect 164 full completed answers with 120 male and 44 female participants, primarily operating the survey using the Chinese language and located in China. Out of the first question part, we collected an age class difference of 1.56, meaning that the European group was on average more than 10 years older than the group of China, similar to in our first part (Weirich et al., 2022). Also, with the background of the global demographic change of our society, we kept this separation by knowing that its statistical power will be lower compared to the Chinese group based on the smaller sample size. Nearly all participants drove a vehicle before, as shown in Figure 2D with a longer driving time in Europe compared to China. To conclude, we were able to find a target group of people by spreading our online survey invitation primarily via social media platforms, which are self-driving, so highly connected to the vehicle field. We didn't use any commercial way to collect answers.

The first part about illumination for in-vehicle lighting was designed to answer the research question q1, compare the end of Section 4, about how many dimensions are needed to describe the in-vehicle illumination. Three dimensions were found by non-metrical multidimensional analysis, which is matching to the study from Flynn (Flynn et al., 1973). Similar to their study, we couldn't express a clear definition of the identified dimensions. So, we named them according to our intention as bright–dim, single–multi, and warm–cool, compared in Figure 4. Possibilities of similar attributes like a uniform–non-uniform or peripheral–overhead are other valid expressions. Besides the definition, the dissimilarity calculation based on nMDS resulted in four separated groups out of the eight different luminaire settings displayed in a 28 paired-comparison way. Since, we didn't express any kind of explanation about how the participants should judge the similarity and still create such meaningful groupings, leading to the conclusion that our three investigated dimensions are highly connected with visual attributes.

The second part applied psychological attributes, to answer research question q2. First, we selected three semantic differentials out of the three primary identified categories by Flynn et al. named evaluative, perceptual clarity, and spaciousness as summarized in Section Indoor illumination for user preference. In this field, we used the general evaluative impression, interest, perceptual clarity, brightness, and spaciousness we used spatial attributes, listed in Section Materials and methods. As displayed in Figure 5, mixed CCTs and mixed spot and ambient light settings achieved an outperformance in both investigated groups. Since natural daylight alone isn't able to achieve such a mixed white color and spatial light distribution, we argue here that to achieve the best psychological effect, artificial in-vehicle lighting should be also applied during day-time periods and not only as a primary orientational light during night time sessions (Wördenweber et al., 2007).

In addition, for the spatial luminaire arrangement between cooler, L4, and warmer light, L3, a higher brightness association was perceived with warmer spatial light, applying the same intensity settings for both in the pre-rendered images. For spot luminaire arrangements, brightness association was similar within all CCTs with 3,000, 4,500, and 6,000 K. In addition, L4 was significantly closer associated with L8, with no light condition resulting from the nMDS, compared in Figure 3. This result is in a first way contradictory to the common understanding of lower and higher CCTs to brightness perception. As investigated in previous studies, lower CCTs were associated primarily with brighter brightness perception (Harrington, 1954; Fotios and Levermore, 1997; Ju et al., 2012). But all studies in common, they had primary a spot light distribution, meaning, luminaires positioned at the roof and shining downside only. A wall or a complete room-filling indirect light, as we applied in our study, was missing there. So, we concluded that the commonly accepted and scientific proven rule about CCT and brightness association should be evaluated again by comparing spot and spatial luminaire arrangements as a third dimension and not only by light color and intensity settings, since we know a two-dimensional arrangement to describe psychological attributes is not enough (Flynn et al., 1973).

To evaluate the effect of external driving sceneries, which were skipped in the first two parts, four different external sceneries named sun city, countryside, forest, and night were implemented. In 124 pre-rendered images, participants were able to change the intensity of the luminaire arrangements L1, L3–L8, compared in Table 2, in five steps. First, a higher brightness selection was associated with higher brightness external sceneries (p < 0.05), as shown in Figures 6A,C,D,F. Within the ratings of the group China, all luminaire settings, besides L8, resulted in a good rating. For the group Europe, a moderate ranking was calculated with the cold white L3 in the forest scenery, shown in Figure 6F. Other in-vehicle lighting arrangements were similarly good rated. This means that no excellent illumination setting was found, which is our target in part three of this miniseries.

To investigate the correlation between illumination preferences and external sceneries deeper and try to model these based on tristimulus correlations in accordance with the change of the outer driving scenery, in research question q3, we transformed the displayed sRGB images to perceptional spaces IPT and CAM16. By applying contrasts between external and internal illumination in the dimension of lightness J, chroma c, and hue angle h, we were able to define applied luminaire working areas for the dimension of lightness and chroma, shown in Figures 8B,C and for hue in Figures 8E,F. Compared to overall possible areas, which were created within all luminaire and brightness settings, Figures 8A,B preferred areas were centrally scaled down resulting in a slightly- or non-overlapping area. To investigate these working areas further, we compared the three perceptual dimensions in the IPT and CAM16 space for the no-light condition, L8, the best in-vehicle, and worst in-vehicle lighting condition according to the absolute ranking in Figures 6C,F. It was clearly found, that for the lightness dimension J, the external and internal brightness should be similar and not like it is common today that external sceneries are much brighter than in-vehicle lighting settings with only up to 10–100 l × for a reading light function as highest luminaire (Wördenweber et al., 2007). Second, for the chroma dimension, we found partly evidence for the commonly accepted Hunt-Effect, which describes by decreasing intensity only, colors will be perceived as less saturated (Hunt, 1977). To compensate for this effect, under low-intensity settings, enhanced chroma settings should be applied, which was the latest proven (Kawashima and Ohno, 2019). By comparing scene a in the Chinese group, the interesting bright sun city scenery, with since d, an interesting dark city location, relatively spoken, external higher chroma settings should be applied for the darker scenery to compensate for the low-intensity level, following Hunt. For the brighter outside scenery, this compensation is not necessary (pc < 0.07), compare Figure 10B. We assume that both sceneries are similar interesting to observe, since both showing a high detailed interesting city scenery with several colorful visual stimuli. Also, in the preference rating, L6 and L7 were significantly higher rated (p < 0.05) than other luminaire settings in the Chinese group, as shown in Figure 6C. In the sun city scene, L6, ambient warm-white, was higher rated compared to L7, ambient cold-white, for the night scenery d, both with r = 0.177–0.189, indicating a weak effect size. Anyway, the correlation between outside and inside hue contrasts could so far not fully investigated, represented also by not significant slop differences to zero (p > 0.05) in Figures 9C–F,10C–F. We are aiming to evaluate them in part 3 of our miniseries. Further, these guidelines took into account, that our target group is acting as passengers, so not primary driving.

Last, we compared the correlation between the simpler IPT and the enhanced CAM16 color appearance space in each of the three dimensions, displayed in Figure 11. For lightness J, both model approaches can be judged as nearly equal, represented in [image: image] = 0.9862. The correlation between hue angle was identified as the second-best and chroma with [image: image] = 0.5543 as the worst. We didn't use the uniform color space CAM16-UCS, since we explicitly aimed to compare the three basic visual attributes like lightness, chroma and hue separately and not a comparison between Euclidian distances. Since hue angle h' = h, defined in CAM16-UCS, there will be also no differences in this dimension at all (Li et al., 2017). By comparing CAM16-UCS with IPT, studies also confirmed our results by evaluating data in the Munsell Color system that there was a high similarity in value, as lightness, a strong similarity in hue, and the weakest correlation in chroma (Safdar et al., 2017). Coming to modern high-definition image applications, IPT also outperformed CAM16-UCS in regards to hue linearity especially in the blueish area (Zhao and Luo, 2020), concluding that taking all aspects into account including computational effort, depending on the application, the IPT space is still useful for perceptual evaluations.

Finally, we will add some study limitations. First, from the decision to conduct an external free-access online survey, participant observation was not possible. Hence, actual perceived brightness and color values were varying between participants. We tried to compensate for this effect by a large separation in three domains of brightness, color, and spatial distribution of our applied luminaire settings. Although, we collected detailed device settings, like brand, model, and actual screen brightness settings, based on the lockdown policy applied in China, a photometric measurement of the top 10 used mobile devices was until now not possible. But we are aiming to add these extensions in part 3. Within the complete study, our sample size collected by the European group was smaller compared to the Chinese group. So, we did not perform any comparison of both groups, just presented their results individually. Latest, a comparison between the presented model study and a real object study is necessary to evaluate these new findings.



Conclusion

In this second part of our miniseries about modern in-vehicle lighting, we performed a comprehensive online survey about applied lighting for vehicle passengers, not drivers. Out of 164 collected answers from China and Europe, we were able to investigate three primary luminaire dimensions, named warm–cool, dim–dark, and multi–single. Within our six psychological attributes, mixed CCT settings of cooler and warmer white combined with mixed spatial luminaire settings outperformed all single illumination settings. Suggesting that for the most enhanced illumination experience inside a modern vehicle, daylight has to be combined with artificial luminaires day- and night-time. No light in the vehicle performed worse under all settings. Finally, through differentiation between day, night, interesting, and monotonous external sceneries with internal lighting settings, three major guidelines were concluded based on three basic perceptional attributes lighting, chroma and hue:

– External and internal brightness levels should be on average closer or equal to each other.

– If the outside scenery is dark or dim but interesting, the external chroma is primary higher than the internal, following Hunt. If the outside scenery is brighter and more interesting, chroma should be similar for both, the internal and external scenery.

– No hue shift should be observed between outside and inside lighting.

With these three basic connections between external and internal luminaire settings, we achieved a new step on the way to illumination modeling for modern in-vehicle lighting, which can be stated as the first guideline for in-vehicle light engineers. In our next controlled laboratory study, part 3, we aim at confirming mentioned conditional findings by a combination with results out of our first and this second part by adding also an investigation of adaptational effects during night and day-time, which might be an explanation for different ratings between these two time zones, which we currently found.
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Colour is an important guideline for selection and consumption. It also draws attention to the designers, as some modern design styles require them to illustrate the taste of the product with a limited number of colours. In this case, a precise description of the taste-colour association is required. The present study explored the colour-taste crossmodal association of two tastes, crisp and dry, which are normally found in beers and are the preferred flavours of Chinese consumers. Experiments were carried out to determine the characteristics of the colours associated with the two tastes. And the strength of the tastes perceived from the colours with different hue angles was investigated. The results of this study reveal that the hue and chroma can both affect the perception of these tastes. Both tastes can be perceived from the same colour, but the strength of the taste can be varied from different hues.
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Introduction

Colour is vital information for humans to evaluate foods and beverages before consuming them. From the sweetness of the yoghurt to the flavour of the bottled drinks, the colours of the package deliver essential information of the foods/liquids inside the containers and can be used to influence the consumption behaviour of customers. For food/beverage packages, a previous study claims this taste-colour correspondence, as a crossmodal perception, relates to the flavour, sound, or aroma, where the colour reflects the multisensory character of the food and beverages (Spence, 2013; Reinoso Carvalho et al., 2016; Wang et al., 2019). On the other hand, colours can also affect the expectation and orosensory perception of the beverages/foods (Piqueras-Fiszman and Spence, 2015; Velasco et al., 2016; Spence, 2019a). This influences both the single sense and the general perception. Research also reported that the taste-colour correspondence is associated with the colour meanings which relate to different consumer expectations (Wei et al., 2014). This suggests that different types of foods/beverages can have the same taste, but are associated with different colours, and vice versa. Our trust in this colour to taste perception is found to be universal, which can relate to the generations of training in evaluating fruit ripeness (Maga, 1974; Spence et al., 2015; Foroni et al., 2016). But it is also found to be related to the type of the foods, the geographic locations, and cultural background (Wan et al., 2014; Spence, 2021). Overall, colour is an effective element which can be used to guide the consumer for food/beverage consumption. But the association between colours and tastes is complex. Many traits can affect this association and lead to different perception results.

Even though the relationship between colour and taste is not clarified, numerous research findings show encouraging suggestions to the graphic designers to use the extrinsic factors of the product to convey the sensory, such as the taste, smell, or sound, through the different colour schemes. Early research shows that 15% more yellowness in the colour of the can is perceived to have a more intense lemon flavour (Cheskin, 1957; Spence, 2016). Two opposed colours, red and blue, can result in different sweetness and intensity of the yoghurt flavour (Tijssen et al., 2017). A similar effect is found in the colour of the food packages (Huang and Lu, 2015). This colour to taste association influences is not only found in the pre-tasting test but also impacts the post-tasting test results (Carvalho and Spence, 2019). The colour of the package was also found to be effective in building a connexion with trending food concepts, such as health, and organicness (Huang and Lu, 2015; Bou-Mitri et al., 2020; Plasek et al., 2020), which is found to be more effective than the text information on the package for the young consumers (Vila-López and Küster-Boluda, 2018).

As the popularity of the minimalism package design keeps rising, colour becomes a particularly concerning element in the package design. The minimalism package design aims to keep consumers focused on the major property of the product with a minimum number of colours. Therefore, it is crucial for the designer to understand what the colour means to the consumers before using it. Investigations were carried out to determine the properties of the colours (such as hue, brightness, and saturation) and their meanings to the consumers (Spence, 2015). Some studies were carried out to determine the basic tastes and their associated colours. The major focus of these studies is the relationship between taste and hue. For example, green is found to be related to sour. Pink, orange and red relate to the sweet (Tomasik-Krótki and Strojny, 2008; Wan et al., 2014; see Spence et al., 2015, for a review; Spence, 2019b). The influence of brightness and saturation on perceived tastes was also investigated. The sausage package with a lower brightness is percieved as fattier. The dairy product is perceived as creamier with higher brightness packaging (Tijssen et al., 2017). In summary, srtudies outline a critical role for the colour package design. The findings demonstrate that colour and the consumers' expectations are closely related. Also, this colour-taste association can be affected by the product category, which can result in the same colour relating to different tastes.

Craft beer is a beverage containing a large variety of types and tastes which is starting to get popular in China. Most craft beer types have more complex layers of tastes than industrial beers, which can lead to a strong positive/negative reaction for new consumers. To recommend craft beers that can match consumer preferences, retailers use colours to label the craft beers. For example, the LCBO provides a beer guide, which labels the craft beers according to 3 different bodies and 6 different flavours/aromas. The consumer can use this guide to find the beer that matches their preference (Brown, 2016). However, the taste of craft beer is complex, and hard to be identified through 3 bodies and 6 flavours/ aromas. Also, different brands use different brewing yeast and recipes to manufacture, which can result in the beers being filed in the same category but tasting differently. Apart from the works carried out by the retailers, the taste-oriented colour scheme design was investigated by the researcher and beer companies to find a possible solution for describing beers. An early design case demonstrates that the colour scheme of the beer label can be a major graphic factor causing negative associations (Favre and November, 1979). Further studies were carried out to determine the relationships between the colour of the package and the preference for the beer. The colour of the labels on the bottle of beer is found to have a significant impact on the perceived flavours, which can influence the consumers' purchase intention (Barnett and Spence, 2016). The colour of the cans shows a significant influence on the pre-tasting test. And the agreement between the expectation from the colour of the package and the actual taste is found to have a great influence on the consumers' preference and willingness to purchase (Liu and Oh, 2021). Overall, the studies reviewed here show that colour is a possible way to deliver flavour through the beer package. They found the package colour can affect the perceived taste of beer, which leads to the difference in preferences.

In our previous unpublished survey, we found two tastes of the beer, crisp and dry, are considered as important traits in beer consumption for Chinese young people. These two tastes both can be found in craft beers and are hard to distinguish through the Chinese text message. Therefore, in this study, we explore the colour-taste crossmodal association of these two beer tastes, crisp and dry, and investigated whether the degree of these two tastes can be visualised through the colour-taste association. Two experiments were carried out in this study. Experiment 1 was designed to determine the perceived colours of crisp and dry. Their characters and their relationships were investigated. Experiment 2 was designed to test the colour-taste association in beer label design. The tastes associated with colours were evaluated by applying them to the beer label. As these tastes are hard to distinguish, and the related colour might appear to be similar, this experiment can validate the limits of using the colour-taste experimental results in beer label design.



Experiment 1


Material and experimental procedures

Two craft beer samples were provided to the participant, which were used to assist the participant to refresh the taste of crisp and dry. These samples were evaluated and selected by a professional beer sommelier, where sample A has a strong crisp taste and sample B has a strong dry taste. Both samples were distributed in a covered sample cup, and 15 ml of each sample was provided. A glass of water was provided to help the participant neutralise the taste of the beer. The participant was asked to taste the beer samples in random order. After tasting a sample, the participant was asked to select a colour from the display to represent the taste of “crisp” and “dry”.

Sixty-three participants (19 males, 44 females) aged 24.61, SD = 0.98, voluntarily participated in this study. These participants self-declared that they have experience drinking beers and have no history of allergy. The colour vision of the participant was tested by using an Ishihara colour test plate, and they all passed the test. The experiment was carried out in a standard visual experimental environment which is painted in grey. A characterised display was used in this experiment. Here, Piecewise Linear Chromaticity Constancy (PLCC) model was used to build the colour profile. The experimental interface is shown in Figure 1. A colour wheel, which was built based on the HSB system, was used for colour selection. The selected colour was demonstrated on the left side of the screen, and the initial colour was set the same as the background, which is 50% grey, as shown in Figure 1. The RGB values of these colours were stored, and the characteristic information of this display was used to transform the colour into the CIELAB values (D65, 2°).


[image: Figure 1]
FIGURE 1
 The colour selection interface for (A) crisp and (B) dry.




Results and analysis

The experimental results were converted into CIELAB values (D65, 2° standard observers), and the distributions of these results in an a*b* plane are used to analyse the characteristic of the colours. The fitted ellipses, which are marked in orange, are generated based on the experimental results. These ellipses are used to illustrate the distribution of the results. The fit ellipse function which was contributed by Ohad Gal (2022), was used to generate the ellipses. This function uses the Least-Squares criterion for estimation of the best fit ellipse and extracts the parameters from the conic representation of the ellipse. These extracted parameters were used to illustrate the ellipses in the figures.

The crisp and dry taste associated colours (named CTC and DTC, respectively) were distributed in quadrants II and III mostly, as shown in Figure 2. The average hue angles of CTC and DTC are 185.11° (SD = 46.05) and 181.19°(SD = 58.59), respectively. The DTC distribute closer to the origin than that of the CTC. The average distance of the colour data to the origin, the chroma value, is 24.31 (SD = 14.63) and 34.97 (SD = 18.51), for CTC and DTC, respectively. The average of the CTC and DTC appeared to be similar in hue angle value, but the DTC have larger hue angle ranges than that of the CTC. The difference in their average chroma values is about 10, and the DTC has larger chroma ranges than the CTC.


[image: Figure 2]
FIGURE 2
 The colour distribution of selected colour in CIE a*b* plane: (A) crisp; (B) dry.


The difference between the colour centre of DTC and CTC (DTC-CTC) in terms of lightness (DL), chroma (DC), hue angle (Dh), and colour difference (DE) are listed in Table 1. The colour differences between two colour centres are calculated by using the CIE DE2000 formula. Their DE indicates that the colour difference between dry and crisp centres are visually distinguishable (DE more than 2). The value of DL is positive, which shows that the colours for dry have a higher average lightness value than the crisp. The negative DC and Dh results indicate that the crisp is blueish and more saturated. These imply that the average colour of dry is brighter and less colourful than crisp. It is also more yellowish-green than that of crisp.


TABLE 1 The difference between the crisp and dry colour centres.

[image: Table 1]

The colour distribution of the experimental results at different lightness levels is shown in Figure 3. Here, the data with lightness from 50 to 70, 70 to 90, and above 90 were projected on the a*b* planes, with L* = 50, L* = 70 and L* = 90, respectively. The lightness range of the CTC and DTC are similar, which are 81.02 (SD = 11.97) and 84.15 (SD = 11.67), respectively. The data sizes of DTC, which distribute at L* = 70 and L* = 90, are 42.11 and 43.86%, respectively. Most of the CTC distribute at L* = 70, indicating data size is 57.63%. These show that CTC and DTC have different distributions in terms of lightness, even though they have similar lightness ranges. Most of the DTC and CTC lightness is above 70. The majority of the CTC is at a lightness range from 70 to 90. Both the DTC and CTC distribute close to the origin at L* = 90, which can relate to the fusiform shape of the CIELAB gamut. For L* = 50, the mean hue angle for DTC and CTC are 220.67° (SD = 55.12), and 214.94° (SD = 50.91), respectively. For L* = 70, the mean hue angle for DTC and CTC are 199.06° (SD = 53.93), and 189.06° (SD = 39.94), respectively. These results show that the mean hue angle of DTC and CTC at L* = 50 and L* = 70 are similar. But the distributions in the a*b* plane show different trends. This can be observed through the fitted ellipse model. The ellipses also suggest that the hue angle ranges of DTC and CTC have an overlap section. According to the ellipse models, the overlap section is from 127.14° to 189.33°. For the chroma, The CTC, which distributes at the quadrant II of a*b* plane, has a higher chroma value than that distributed at quadrant III. The chroma value of the DTC is less variable than the CTC in both quadrants II and III.


[image: Figure 3]
FIGURE 3
 Distribution of the experimental results in different lightness level. For dry at (A) L* = 50, (B) L* = 70, (C) L* = 90; for crisp (D) L* = 50, (E) L* = 70, (F) L* = 90.




Summary

The characteristics of the colour associated with crisp and dry beer taste were investigated in this section. These characteristics were analysed through the distribution of the experimental results in CIELAB space (D65, 2°). And their differences in chroma and hue angle can be observed. The DTC is less saturated and mostly distributed in the ranges of green to blue. The hue range of the CTC is from yellow-green to green-blue. The chroma of the DTC is less variable than the CTC at the QII of the a*b* plane. Overall, the trends are found from the distribution of DTC and CTC in terms of chroma and hue, which could be used to visualise the degree of crisp and dry taste of the beer. Experiment 2 is to explore the possibility of using colour to “illustrate” the crisp and dry taste of beer.




Experiment 2


Experimental methodology

Fifty-nine participants (16 males, 43 females) aged 25.13, SD = 0.97, voluntarily participated in experiment 2. The participants self-declared that they had experiences drinking beers. The colour vision of the participant was tested by using an Ishihara colour test plate, and they all passed the test. The experiment was carried out in a standard visual experimental environment as experiment 1. The same calibrated display, which was used in experiment 1, was used in this experiment.

Based on the results analysis of experiment 1, the hue angle and perceived crisp and dry taste of the beer were investigated in experiment 2. Five colours were selected from the merged hue angle ranges of crisp and dry, which are from 93.74 to 221.19° with intervals of about 30°, as shown in Figure 4. The lightness and chroma of these colours are the average lightness and chroma values of the experimental results from experiment 1. Then, these five colours were used to design the label of the beer bottle. Here, a national popular beer brand glass bottle package was used as a stimuli model. Six stimuli, including one repeat, were used in this experiment. The stimuli were named S1 to S6 (S6 is the repeated stimulus), which were in the same order as the selected colours in Figure 4.


[image: Figure 4]
FIGURE 4
 The selected five colours.


In experiment 2, the forced-choice categorical judgement method was used to investigate the relationship between the perceived crisp and dry and the label colours. During the experiment, the participant was first required to choose whether crisp/dry can be perceived from the beer package or not. Then the participant scored the degree of crisp or dry according to a 5-point scale, where 1 represents the least and 5 presents the strongest. If the participant selected that the crisp/ dry can be perceived from the stimulus, the score was stored as a positive number. Otherwise, it was stored as a negative number.



Results and analysis
 
The observer variation

The repeatability of observer judgement was examined through the repeat stimuli. And it was calculated by using the standardised residual sum of squares (STRESS). The observer judgement repeatability for crisp and dry are 27.45 and 34.11 in terms of STRESS value, which is below the STRESS value of normal intra-observer variation at the colour related judgement (Melgosa et al., 2011). This validates the experiment results and also implies that the observer is less variated at judging the crisp from the beer package than the dry.



z-score and colour trend

The experimental results are converted into z-scores first. The z-scores of each stimulus at judging crisp and dry are shown in Figure 5. The z-scores of all five stimuli are above 0, which indicates that these five stimuli allow the participants to perceive crisp or dry. From S1 to S5, the z scores of crisp increase and the z scores of dry decrease, as shown in Figure 5. These trends show an agreement with the results of experiment 1, where the crisp taste of the beer can be represented by the colour with a relatively larger hue angle within the range, and the dry taste can be represented by the colour with a smaller hue angle within the range. The z scores of S3 for crisp and dry show a limited agreement to the trend, as the hue angle of the S3 is at the intersection section of the hue angle ranges for crisp and dry.


[image: Figure 5]
FIGURE 5
 The z-scores of five stimuli.


These results suggest that the crispness and dryness of the beer can be achieved from the colours, and the degree of the crispness and dryness can be visualised by using colours. Also, they show that taste-colour synaesthesia is a possible way to implement in the package colour scheme design to demonstrate the taste of beer.



ANOVA analysis

Welch's ANOVA and Games-Howell post hoc pairwise comparison was used in this study. The analysations were conducted on the dependent variables “dry” and “crisp”. The hue angle of the label colours was the factor between the stimuli. All significant values were reported at p ≤ 0.05.

The Welch's ANOVA results reveal that the hue angle has a significant effect on the perceived dry taste, F_Welch(4, 142.208)= 9.367, p < 0.05, η2= 0.106, and the perceived crisp taste, F_Welch(4, 139.932)= 16.870, p < 0.05, η2= 0.206. Games-Howell post hoc test results reveal that the S1 (2.08 ± 0.31) is perceived as less crisp than S5 (3.93 ± 0.16), S3 (2.63 ± 0.21) and S4 (3.17 ± 0.27). The S2 (2.68 ± 0.28) is less crisp than S4, S3, and S5. The S5 (2.08 ± 0.31) is perceived as less dry than S1 (3.93 ± 0.16) and S3 (3.63 ± 0.21). S1 is perceived as drier than the S4 (2.68 ± 0.28) (see Table 2 and Figure 6). These descriptions also illustrated in Figure 6 which show a trend of decrease in average dry perception and increase in average crisp perception. But the perception of the dry taste is not significant. The increase of the crisp perception while the hue angle changes is significant.


TABLE 2 Compilation of crisp and dry ratings (mean ± SE).
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FIGURE 6
 Mean rating (± SE) of five stimuli at dry and crisp. Asterisks indicate statistical significance at p < 0.05 (*) (Games-Howell corrected).





Summary

The strength of the taste perceived from the colours, which change in hue, was investigated in experiment 2. Five colours, which were selected based on the results of experiment 1, were used to design beer labels for this experiment. The experimental results show that these five hues have an influence on the crisp and dry taste. The colour with a larger hue angle is rated as drier or less crisp, and vice versa. Except for the colour with the hue angle at the overlap section of the DTC and CTC, S3. This agrees with the results from experiment 1.




Discussion and conclusion

Colour has been found to have a close association with different sensory modalities beyond vision (Spence, 2020; Spence and Di Stefano, 2022a), and colour-taste association is one of those occurrences of crossmodal associations. The crossmodal association of colour and taste is encouraged to be used in food and beverage package design by previous research. The colour was found to be valid information in providing a guideline for the consumer to perceive the taste through vision. Previous studies find that the types or the strength of the tastes can be perceived through the colour of the package. But the same colour can be perceived as different tastes when it is applied to the package design of different food/beverage categories. In some cases, the flavours/tastes of the same type of food/beverage can be “sense transferred” into colours which are analogous, or simply monochromatic. These colours are similar and easily misused. To effectively use package colours to guide consumers, further research on the characteristics of the colour and the related flavours/tastes needs to be carried out. The present study was designed to explore the character of the colours between two tastes of the beer, crisp and dry, which can be found in most craft beers. Also, these two tastes are found to be easily confused by Chinese customers, as their Chinese characters and pronunciations are similar (crisp in Chinese as 清冽, dry in Chinese as 清爽). Two experiments are included in this study. Experiment 1 aims to determine the characteristic of the colours that associate with a dry and crisp taste. Beer samples, which were selected by a professional beer sommelier, were used to guide the participants to select the colour to represent their tastes. Based on the characteristics of the DTC and CTC, five colours were selected to generate stimuli for experiment 2. Experiment 2 aims to explore the tastes and their strength perceived from the stimuli.

The results show that two tastes of beer are associated with different colours (average colour difference above 2). These colours have similar lightness ranges but are different in the ranges of hue and chroma. Our results agree with the previous research that hue is the character that can be used to distinguish different tastes (see Spence et al., 2015, for a review). However, the hue angles of the two tastes are adjacent and overlapped. This implies that hue might not be the best way to visually distinguish some of the tastes. Inspired by a recent review in crossmodal harmony from Spence and Di Stefano (2022b), the hue angle range of perceived colour for the crisp and dry might not only reflect the colour of the related subjects, but the colour to promote harmony with the tastes. Also, crisp and dry are not two isolated flavours in craft beer. The balance between them might be a factor to be considered during the colour selection of experiment 1. The DTC and CTC, which are distributed at QII of the a*b* plane, are different in chroma. This show that the chroma is not only related to the strength of the tastes (Tijssen et al., 2017), but also can be a character to distinguish different tastes. It is important to mention that the sample selected to guide the participants to select the colour for the taste contains more than crisp and dry. These samples contain similar strengths but different types of malt aroma, also the sample with a stronger dry taste contains a hint of citrus. The participants were guided to experience the crisp and dry, but these unavoidable scents and tastes might influence the experimental results. In these two experiments, the crisp and dry were translated into Chinese and these translated words were consistently used in both experiments. Different translations of these two tastes might affect the experimental results, which plan to be determined in a future study.

For the hue angles, which were further investigated in experiment 2, the crisp and dry tastes can be perceived from both DTC and CTC hue angle ranges. But the colour, with the hue angle within the DTC ranges, was rated as strong in dry taste. So, the colour with the hue angle within the CTC ranges. This suggests that the hue angle can be used to represent different tastes but might not be a reliable factor to be used to differentiate the tastes. The hue angle ranges of these two tastes have an overlapping section. In this study, we only selected one colour from this section, and this colour was perceived to have a stronger dry taste than a crisp taste. We suggest there may be a balance point of hue to represent equal strength of the crisp and dry in the overlapping section. However, as a small number of hue angles were investigated in this study, the current results couldn't support determining this balance point. We expect to investigate the existence of this balance point in our future studies.

The results reported here provide further evidence that the colour is valid information for the consumer to understand and visualise their expectation for the beverages. It is intriguing that the perception of colour to taste is more sensitive than was expected. The colours that are used to guide the consumer need to be carefully examined before applying. As this crossmodal association can be affected by the other external traits (background, environment, cross-cultural, etc.), it will be interesting to explore the relationship between the colour-taste and other traits in the future study.
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White LEDs, which have been widely used in the urban street lighting, are increasingly applied to replace traditional HPS lamps with a lower CCT (correlated color temperature). Generally, studies on the CCT of street lighting focus on providing safe functional lighting for vehicle drivers. However, it is still unknown how the street light color can affect pedestrians’ perception and preferences with respect to lighting levels and ambient temperature.

In this study, a wide range of CCTs (1,600–5,400 K) was measured for urban street lighting in Beijing, China, for example. And the transition from traditional HPS lamps to LEDs lacks a reference street lighting standard for CCT. The study aims to conduct a cross-sensory test to evaluate urban street lighting with multiple combinations of CCT values and illuminance levels according to pedestrians’ visual perception and psychological preferences.

A total of 18 night street lighting scenes with six CCT values and three illuminance levels were first selected in Beijing city, and then HDR videos of these scenes were taken from the view of pedestrians to conduct psychological experiments in an indoor environment with three ambient temperatures. A total of 77 university students (24 males) were invited to assess videos of the 18 lighting scenes in terms of seven factors, such as lighting brightness, color temperature sensation, light color preference, sense of safety, recognition, comfort, and overall preference. Several key findings were achieved as follows. (1) The CCT of urban street lighting can have significant effects on the visual psychological perceptions of participants. (2) There was a significant interaction between CCT, illuminance, and ambient temperature on the visual psychological performances of participants. (3) The higher ambient temperature will deliver the higher level of overall preference for the street lighting with medium and high CCT, and the perception of warmer light color. (4) There was a strong correlation found between participants’ light color preference, comfort, and overall preferences.

KEYWORDS
 urban street lighting, CCT, video evaluation, pedestrian’s perception, psychological preferences, white LED


Introduction

With the innovation of LED technology, white LEDs have been widely used in urban street lighting and are gradually replacing traditional low CCT HPS lamps due to their high luminous efficiency and visual acuity (Nardelli et al., 2017). However, at the same time, the widespread use of white LEDs has also brought a series of problems, including uncomfortable visual and psychological perceptions and nighttime rhythmic effects caused by a high proportion of short-wave radiation. As an important carrier for the night life of citizens, the street nightscape should not only provide lighting to guarantee function and safety, but also create a good atmosphere to support the all-weather function of streets in the city (Rong and Zhou, 2021). In recent years, research on street lighting has focused on the design of LED light sources and luminaires to respond to the needs of street lighting at different times and with different characteristics (Curran and Keeney, 2006; Zou, 2010).

In earlier LED street lighting applications, the luminous efficiency of 5,500–6,500 K CCT light sources was much higher than that of neutral light sources around 3,500 K, and thus it was widely adopted. However, with the improvement of LED technology, the difference in luminous efficiency of white LEDs in different CCT zones is gradually being reduced, and the difference in luminous efficiency between warm white light sources of 3,000–3,500 K and cool white light sources of 6,000–6,500 K is less than 6% (Feng and Lu, 2016). The contradiction between luminous efficacy and CCT is no longer the main issue, and the harmony between CCT and the street environment becomes the focus of attention (Feng and Lu, 2016). One of the most recent research hotspots is determining what CCT range is appropriate for urban street lighting.

Established studies have shown that using participants’ preferred lighting can generate positive emotions, increase satisfaction or have a healing effect (Newsham and Veitch, 2001; Newsham et al., 2004; Veitch et al., 2008). Low CCT and low illuminance lighting are more emotionally demanding, making people feel emotionally relaxed and at ease (Hao et al., 2017), while high CCT and high illuminance lighting make participants feel awake and focused, and are conducive to increasing the excitability and attention level of the brain when performing visual tasks (Katsuura et al., 2005; Kim et al., 2017). However, high CCT can also increase visual fatigue and brain fatigue. These findings are from laboratory and office conditions, and studies relevant to real-life situations are still needed to determine how CCT influences people’s psychological perceptions in urban street scenarios.

Spectral power distribution (SPD) and lighting levels of street lighting affect drivers (He et al., 1997; Bullough and Rea, 2000; Akashi et al., 2007; Fotios et al., 2017) and pedestrians (Fotios and Cheal, 2009, 2012; Uttley et al., 2016) in terms of visual performance. Street lighting is in the mesopic visual range, where the spectral luminous efficiency function of the human eye changes, and using visual efficacy to assess light efficiency while driving is more directly practical than optical concepts such as visual brightness (Hurden, 2002). It has been found that when the background luminance is reduced, the human eye’s sensitivity to the spectrum is shifted toward the short-wave direction, and the detection of long-wave visual targets is relatively poor (Lin et al., 2006). In hazy weather with poor penetration of high CCT lighting, it is recommended that the street lighting CCT be in the range of 2,800–4,200 K (Feng and Lu, 2016). The best visual efficacy of 3,500 K CCT can be obtained through actual measurements and surveys (Zhang et al., 2013). Using a light source with a larger color gamut can enhance the color contrast between the target and the background, thus improving the visual efficacy under street lighting conditions (Yang and Wei, 2020). From the pedestrian perspective, identification and intention recognition are important night visual tasks (Fotios and Yang, 2013). Field studies have concluded that MH streetlights (2,726 K) are more likely to achieve better facial recognition than LED streetlights (5,298 K) and HPS lamps (1,930 K; Lin and Fotios, 2013). It was found that for pedestrian paths on campus, lighting CCT of approximately 3,000 K had higher recognition (Yuan et al., 2021b). However, studies on the visual efficacy of street lighting are oriented towards the driver’s perspective, and studies on sidewalk lighting are conducted on stand-alone pedestrian systems with dedicated luminaires. Studies on sidewalk lighting in common Chinese situations, which is indirectly provided by functional street lighting, are lacking.

CCT of light affects the subjective feelings of safety and psychological preferences of motorways and sideways. For example, CCTs that are psychologically considered most suitable for motorway lighting include 4,000 K (Beccali et al., 2019), 4,100–4,300 K (Beckwith et al., 2010), while street lights with too high a CCT (Luo et al., 2013) or 5,500–6,000 K (Beckwith et al., 2010) are uncomfortable. Lighting is strongly correlated with the perception of safety on walking paths (Fotios and Goodman, 2012; Fotios and Unwin, 2013; Fotios et al., 2015), and the CCTs that are psychologically considered most suitable for walking paths include 3,000 K (Jin et al., 2015; Davidovic et al., 2018; Yuan et al., 2021b), 3,000 K/5 lx or 3,500 K/50 lx (Petrulis et al., 2017), and 3,800 K (Yuan et al., 2021a). Although the above studies did not form a unified conclusion, it can still be summarized that the appropriate CCT of motorways is higher than that of sideways, and the difference between the two should be paid attention to due to the large number of cases in China where sideway lighting is provided indirectly by motorway lighting.

The current Chinese Urban Road Lighting Design Standard (Ministry of Housing and Urban-Rural Development of the People’s of China, 2015) for street lighting states that the CCT should not be higher than 5,000 K and that it is advisable to give preference to medium/low CCT light sources, otherwise comfort will be affected. The current white LED CCT range has been widened to between 1,700 and 18,000 K (Kokka et al., 2018). In Beijing, for example, the typical CCT intervals of street lighting measured randomly include 1,600–2,200 K, 2200–2,700 K, 2700–3,200 K, 3,600–4,300 K, 4,300–4,900 K, and 4,900–5,400 K. Usually, research on the CCT of street lighting focuses on functional lighting based on the driver’s perspective, while the preferences of pedestrians and whether the preferences are related to illuminance and ambient temperature need to be further explored, as a supplement to the driver’s perspective research. Also, since most streets have functional lighting that also serves as sidewalk lighting, it can help to better understand pedestrian preferences for urban functional lighting and provide data support for sidewalk lighting.

Current white LED technology already enables reliable CCT adjustment. If the psychological preference of pedestrians or passengers for street lighting is dynamic, e.g., related to outdoor temperature and noise, the setting can be adjusted according to seasonal climate, outdoor environment, and roadway type characteristics. This study conducts experiments across sensory channels to focus on the way ambient temperature affects CCT preferences of street lighting.

When it is difficult to meet the requirement of conducting evaluation studies in real scenarios, the method of image evaluation can be used to present real situations through pictures or dynamic videos. Subjective quantitative evaluation is performed by participants in the laboratory under the premise of ensuring the consistency of the optical properties. Studies have shown that image reproduction of real scenes can be used instead of field evaluation (Manav, 2013), and dynamic video has also been used as a research tool for image evaluation in studies of environmental psychology and urban landscapes, capable of reflecting the dynamic properties of urban environmental horizons (Ode et al., 2008). High dynamic range (HDR) image technology is able to perform image simulation of original scenes based on multi-exposure dynamic range (Inanici, 2006; Wang, 2011), which has some advantages in subjective evaluation and has great potential for street lighting measurement with high luminance contrast. Therefore, this study uses HDR video evaluation to study street lighting to solve the problems of many disturbing factors and the uncontrollable temperature of field experiments, and also to achieve a greater degree of restoration of real scenes.

This study investigated typical streets in Beijing, measured CCT and illuminance, categorized 18 lighting combinations with six CCT values and three illuminance zones, and captured HDR videos of pedestrian view. Under three indoor temperatures (19°C, 24°C, and 29°C), 77 participants were invited to view the 18 videos indoors and complete a Likert scale to obtain their preference evaluation of different street lighting combinations under different ambient temperatures. Starting from the psychological preference of pedestrians, we provide human factors data support for the improvement of street lighting standards beyond the perspective of driving safety, and provide suggestions for the design and dynamic regulation of street lighting in different climate zones through the exploration of cross-sensory channels.



Materials and Methods


Experimental site and equipment

A classroom was used as the evaluation laboratory, with a length of 12 m, a width of 6.3 m, and a net height of 3.8 m (Figure 1). The length of the LED display screen supporting 4 K resolution was 1.9 m, and the top and bottom edges were 2 m and 0.9 m from the floor, respectively. A total of 10 participants were seated in two rows, five in each row, with 0.3 m between their shoulders, and the front row participants were 2.5 m away from the screen, so that their sight lines were not blocked and the difference in viewpoint was small. All lights inside and outside the classroom were turned off during the experiment. The curtains of the south window were drawn. The room was slightly illuminated by the light transmitted from the adjacent building on the south side, and no reflections were formed on the ceiling and walls when the display screened videos. The room temperature was adjusted to 19°C, 24°C, and 29°C using air conditioners, representing cool, neutral, and hot ambient temperatures, respectively. Room temperature was measured using a thermo-hygrometer, and there was no significant temperature difference between the areas where the participants were located. The relative humidity in the room was all controlled at about 35–40%.

[image: Figure 1]

FIGURE 1
 Experimental scene of street lighting evaluation (indoor lighting turned off during the experiment).




Pre-experiment

In order to verify the effectiveness of image evaluation and video evaluation, a pre-experiment was conducted with the street lighting scene in Tsinghua University campus as an example (Figure 2). Photographs and videos of 14 locations were captured at 20–21 PM using a motion camera (DJI OSMO POCKET), and evaluation questionnaires were completed by 20 participants in the lab, and the same participants were invited to the field for evaluation at the same time the next night. The evaluation factors included lighting brightness, color temperature sensation, light color preference, and overall preference. Paired-samples T-tests were conducted for these four factors, and statistically significant differences were obtained for both photo and field evaluations (p < 0.05), while the differences between video and field evaluations were not statistically significant (p > 0.05). That is, the video evaluation was closer to the on-site evaluation results than the photo, so the video was selected as the experimental evaluation material.

[image: Figure 2]

FIGURE 2
 Part of the street scenes of the campus pre-experiment.




Lighting scenes for evaluation

Field study on different streets in Beijing, measuring CCT and illuminance, categorized into six CCT values and three illuminance levels, for a total of 18 combinations of actual street sections (Figure 3). In the 18 typical road lighting sections, after holding a motion camera (DJI OSMO POCKET) to human eye height and adjusting the white balance on site until there was no difference between human eye perception and the camera display, 4 K HDR videos were taken at an angle of 30 degrees from the sidewalk near the motorway to the opposite side of the field of view, moving at an even pace to simulate the street scenes seen on foot.

[image: Figure 3]

FIGURE 3
 Images of streets with different CCT and illuminance combinations (shot in April to May 2021, 19–21 PM).


All videos were adjusted to the view of walking on the right side of the street, and clips with a walking range of approximately the distance between streetlights were taken in each video, using the clips with less obscured vehicles and street signs in the image as samples. Each video’s length was about 15–30 s, as was the experimental evaluation material.



Participants

From May 24 to 29, 2021, from 19:30 to 22:00 every night, 77 students (24 men and 53 women, 20–22 years old) in their third year of undergraduate studies at the School of Architecture, Tsinghua University, participated in the experiment. The participants had a relatively in-depth understanding of the concepts of the built environment and lighting. Each participant evaluated 18 videos of street scenes at three room temperatures. Prior to each experiment, participants were informed of the room temperature for the day and dressed accordingly with appropriate clothing. They were divided into groups of 10, with myopic students wearing glasses with normal corrected vision and no participants with color vision weakness or color vision abnormalities.



Experimental procedure

The videos were tuned by image processing software and measured using a spectral illuminance meter to ensure that the illuminance and CCT of the eyes of the participants would be approximately the same as the lighting at the pedestrian location in the real situation corresponding to the video presented. The processed videos were randomly sorted and stored in groups, and five sets of experiments at the same room temperature were conducted each night. A total of 10 sets of experiments were completed at each room temperature, all with different random sorting.

The laboratory was prearranged, and the air conditioning temperature was adjusted until the participant area reached the preset value, and the indoor humidity was recorded. Each group of 10 subjects entered the classroom and underwent a 5-min dark adaptation and temperature adaptation while the experimenter explained the experiment content and rules. The display screen looped the first video, and participants could fill in the questionnaire at any time during the viewing process. The questionnaire used a 7-level Likert scale to evaluate lighting brightness, color temperature sensation, light color preference, recognition, sense of safety, comfort, and overall preference. After everyone filled out the evaluation of the first video, they moved on to the second one, thus completing the 18 videos and the evaluation. The participants were given sufficient observation and feeling time (the observation time of each video clip in the actual experiment is about 2 min), and the length of the experiment was about 40 min for each group. The participants submitted the questionnaire and made sure that it was filled out correctly before leaving. The next group entered the classroom for the second set of experiments, and they completed the five sets of experiments each night in turn.



Data analysis

The study used a repeated-measures experimental design, and the independent variables included three within-subjects factors (CCT, illuminance, and experimental temperature). The dependent variables included 7 semantic difference scales: lighting brightness (insufficient/sufficient), color temperature sensation (cold/warm), light color preference (dislike/like), recognition (cannot be accurately recognized/can be accurately recognized), sense of safety (danger/safety), comfort (discomfort/comfort), and overall preference (dislike/preference). Each factor was evaluated using a 7-point Likert scale.

IBM SPSS Statistics was used for data analysis. Firstly, descriptive statistics were performed on the seven evaluation factors to obtain the basic information of the evaluation results. Then correlation analysis and factor analysis were performed on the evaluation factors to explore the correlation between them and extract the principal components. Next, a three-factor repeated-measures ANOVA was conducted on CCT, illuminance, and experimental temperature to explore whether there was an interaction between the three and whether there was an effect on the seven evaluation factors. The conditions to be satisfied were (1) the data in each group basically conformed to normal distribution by the Q-Q plot test; (2) there were no extreme outliers in each group judged by box plots; and (3) the variance covariance matrix of the dependent variables was equal (p > 0.05) for the interaction term CCT* illuminance* experimental temperature by Mauchly’s spherical hypothesis test; and (4) if they were not equal (p < 0.05), the Grennhouse-Geisser or Huynh-Feldt coefficients were selected for epsilon correction. If there was an interaction between the three factors, then (1) continue to test whether there was a simple two-factor interaction; (2) if there was a simple two-factor interaction, continue to test whether there was a simple effect; and (3) if so, continue to test whether a simple two-by-two comparison was significant.




Results


Factor analysis of dependent variables

Before factor analysis, correlations between dependent variables were first studied. The Likert scale results used in this study were ordered categorical variables, all of which were analyzed using Kendall’s tau-b correlations, with correlation coefficients less than 0.4 being weak correlations, 0.4–0.7 being moderately strong correlations, and greater than 0.7 being strong correlations.

A two-by-two correlation analysis was performed on the seven evaluation factors at all experimental temperatures to establish a correlation coefficient matrix (Figure 4). The results were as follows. (1) All independent variables are positively correlated. (2) A weak correlation between lighting brightness and color temperature sensation, light color preference; between color temperature sensation and light color preference, recognition, safety, comfort, and overall preference. (2) A moderately strong correlation between brightness and comfort, overall preference; between light color preference and recognition, safety, comfort, and overall preference; between recognition and comfort, overall preference; and between safety and comfort, overall preference. (3) A strong correlation between brightness and recognition, safety; between recognition and safety; and between comfort and overall preference. Among them, the factors with the highest degree of correlation with light color preference and overall preference are all comfort, and there is also a strong correlation between light color preference and overall preference.

[image: Figure 4]

FIGURE 4
 Heat map of the correlation coefficient matrix between dependent variables.


For the six dependent variables of lighting brightness, color temperature sensation, light color preference, recognition, safety, and comfort, the principal components were extracted (Table 1). The data structure is reasonable (KMO test coefficient is 0.820, and p < 0.001 for Bartlett’s test results), and factor analysis can be performed.



TABLE 1 Rotated component matrix.
[image: Table1]

The results of factor analysis suggest that the eigenvalues of the top 2 principal components are greater than or equal to 1, explaining 64.382, and 16.664% of the total data variance, respectively, and the correlation between the two factors is low (correlation coefficient less than 0.1). Therefore, the top 2 principal components were finally extracted, and the extracted principal components explained 81.046% of the data variance cumulatively. From the rotated component matrix (Table 1), it can be obtained that principal component 1 has a high correlation with lighting brightness, light color preference, recognition, safety, and comfort, which can be referred to as the participant’s psychological perception; principal component 2 has a high correlation with color temperature sensation, which can be referred to as the participant’s warm and cold perception.



Effects of lighting and temperature on overall preference

A three-factor repeated-measures ANOVA was used to determine the effects of CCT, illuminance, and experimental temperature on the evaluation of overall preference (Figure 5).

[image: Figure 5]

FIGURE 5
 Interaction trend of CCT, illuminance, and experimental temperature on the overall preference score.


The interaction between CCT, illuminance, and experimental temperature had a statistically significant effect on the overall preference score, F = 2.203, p = 0.003 < 0.05. Therefore, a simple two-factor interaction test was performed.

The interaction of CCT and illuminance was chosen to be verified at different levels of experimental temperature. When the experimental temperature was 19°C, F = 47.709, p = 0.000 < 0.05; when the experimental temperature was 24°C, F = 45.592, p = 0.000 < 0.05; when the experimental temperature was 29°C, F = 51.966, p = 0.000 < 0.05. To sum up, the interaction of CCT and illuminance was statistically significant at all three experimental temperatures.

The effect of CCT on overall preference scores was statistically significant for all nine combinations of levels with experimental temperatures of 19, 24, and 29°C and illuminance levels of 10–30, 30–50, and 50–100 lx, respectively, and all had a simple effect, p = 0.000 < 0.001. Pairwise comparisons revealed that most of the differences between two of the six CCT levels in the nine cases were statistically significant (p < 0.001).

The ranking of the ratings for overall preference at different temperatures was obtained after participants watched the videos of 18 CCT and illuminance combinations at three experimental temperatures. At the neutral temperature of 24°C, the top three for overall lighting preferences were all 2,700–3,200 K: CCT3E2 (30–50 lx), CCT3E3 (50–100 lx), and CCT3E1 (10–30 lx). At a cooler temperature of 19°C, the top three for overall preferences were still 2,700–3,200 K, respectively: CCT3E2 (30–50 lx), CCT3E1 (10–30 lx), and CCT3E3 (50–100 lx), and the overall preference score for low and medium CCT lighting was higher than 24°C. At a warmer temperature of 29°C, the top three for overall preferences were: CCT3E2 (2,700–3,200 K, 30–50 lx), CCT5E2 (4,300–4,900 K, 30–50 lx), and CCT3E1 (2,700–3,200 K, 10–30 lx), and participants’ overall preference ratings for medium and high CCT lighting were higher than at 24°C. The participants’ overall preference scores for roadway lighting were identical in the last three: CCT1E1 (1,600–2,200 K, 10–30 lx), CCT1E2 (1,600–2,200 K, 30–50 lx), and CCT6E1 (4,900–5,400 K, 10–30 lx). That is lighting conditions with low CCT and low illuminance, or high CCT and low illuminance.



Effects of lighting and temperature on psychological perception

The interaction between CCT, illuminance, and experimental temperature had a statistically significant effect on recognition and safety ratings. For recognition, F = 2.799, p = 0.000 < 0.05. For safety, F = 2.535, p = 0.001 < 0.05. Therefore, a simple two-factor interaction test was conducted to obtain a statistically significant effect of the interaction between CCT and illuminance on both recognition and safety for all three temperatures.

The effects of CCT on recognition and safety scores were statistically significant at nine combinations of levels with experimental temperatures of 19, 24, and 29°C and illuminance levels of 10–30, 30–50, and 50–100 lx, respectively, all with simple effects, p = 0.000 < 0.001. Pairwise comparisons revealed that most of the differences between two of the six CCT levels in the nine cases were statistically significant (p < 0.001).

When the illuminance is 10–30 lx, the optimal CCT for both pedestrian recognition and safety is 2,700–3,200 K. When the illuminance is 30–50 lx, the optimal CCT for pedestrian recognition is 4,300–4,900 K, and for pedestrian safety is 2,700–3,200 K. When the illuminance is 50–100 lx, the optimal CCT for both pedestrian recognition and safety is 1,600–2,200 K. The results show that the optimal CCT for both pedestrian recognition and safety is 2,700–3,200 K overall (Table 2), which is lower than the applicable lighting for motorway safety and visual efficacy compared with the existing studies, but basically in line with the pedestrian sideway lighting safety perception and recognition requirements.



TABLE 2 The optimal CCT and mean values of participants’ scores correspond to recognition and safety at different temperatures.
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Effects of lighting and temperature on cold and warm perception

The interaction between CCT, illuminance, and experimental temperature on color temperature sensation had a statistically significant effect on the ratings of color temperature sensation (Figure 6), F = 38.264, p = 0.005 < 0.05. Therefore, a simple two-factor interaction test was performed.

[image: Figure 6]

FIGURE 6
 Interaction trend of CCT, illuminance, and experimental temperature on the color temperature sensation score.


The interaction between CCT and illuminance was chosen to be verified at different levels of the experimental temperature. When the experimental temperature was 19°C, F = 17.139, p = 0.000 < 0.05; when the experimental temperature was 24°C, F = 21.507, p = 0.000 < 0.05; when the experimental temperature was 29°C, F = 14.903, p = 0.000 < 0.05. That is, the interaction between CCT and illuminance was statistically significant at all three experimental temperatures. At the same temperature, low illuminance of 10–30 lx made for a cooler overall feeling, and the opposite was true for medium illuminance of 30–50 lx. This effect was more pronounced at a temperature of 24°C. At the same CCT, higher illuminance conditions made the participants perceive the CCT warmer. For example, at CCT levels of 1,600–2,200 K, 2,700–3,200 K, and 4,300–4,900 K, the participants perceived the CCT warmer at 50–100 lx than at 10–30 lx. Interestingly, at 50–100 lx, the participants all thought that the CCT of 3,600–4,300 K felt cooler than 4,300–4,900 K.

By comparing the group differences between the three temperatures at the six CCT levels, it was determined that the experimental temperature was able to influence the participants’ perception of coldness and warmth. At the experimental temperature of 19°C, the participants perceived the CCT as colder, and this effect was especially seen in the CCT levels of 3,600–4,300 K and 4,300–4,900 K. At the experimental temperature of 29°C, the participants perceived the CCT as warmer, especially in the CCT levels of 1,600–2,200 K, 3,600–4,300 K, 4,300–4,900 K, and 4,900–5,400 K.




Conclusion

Participants viewed videos of 18 CCT and illuminance combinations at three experimental temperatures to obtain different evaluation factor scores for each scene at different temperatures.

The overall preference scores and the recognition, safety, comfort, and light color preference scores showed similar trends at different temperatures (Figure 7). According to the Chinese road lighting standard (2015), most of the motorway lighting is below 30 lx, i.e., for the 10–30 lx interval in this study, the optimal CCT range is 2,700–3,200 K, with large differences in preference between different CCT levels. For 30–50 lx, the best CCT range is 2,700–3,200 K, followed by 4,300–4,900 K. For the high illuminance range of 50–100 lx, the best CCT range is 2,700–3,200 K, with little difference in preference between different CCT levels (Figure 8).

[image: Figure 7]

FIGURE 7
 Evaluation scatter plots of different street lighting at three experimental temperatures.


[image: Figure 8]

FIGURE 8
 Evaluation rankings of different street lighting under three experimental temperatures.


Pedestrians’ psychological perception of CCT is not only related to the illuminance level of the street but also to the ambient temperature they are exposed to. The subjective evaluation of participants for different CCT and illuminance level combinations differed under different experimental temperatures. There is a three-factor interaction between temperature, CCT, and illuminance. Specifically, the interaction of CCT and illuminance existed at different experimental temperatures. And on different combinations of experimental temperature and illuminance, CCT had a significant effect on the ratings of lighting perception.

By observing the statistical plots of ratings, it was found that temperature affects participants’ overall preference for street lighting and the warm and cold perceptions of CCT. The higher the temperature, the better the participants’ overall preference for medium and high CCT levels. The higher the temperature, the warmer the participants’ perception of CCT. In the interval of 10–30 lx, which reflects the level of street lighting in China, the overall preference for lighting at 29°C was higher than that of 19°C and 24°C.



Discussion

According to the model proposed by Rea et al. (2011), for outdoor scene brightness perception, the brightness sensitivity of the human eye increases relatively to the short wavelength spectrum. The overall brightness under 20 lx illuminance conditions (measured 17 lx) for CMH 4,200 K (measured 3,750 K) and MV (measured 4,052 K) is judged to be higher than for CMH 2,800 K (measured 2,583 K). Under the 10–30 lx conditions in this study, the 2,700–4,300 K lighting was overall higher than the 1,600–2,700 K traditional lighting in terms of brightness perception and safety ratings. However, the mean measured illuminance of 2,700–4,300 K lighting was 13.5 lx, which was lower than the mean measured illuminance of 1,600–2,700 K lighting of 19 lx. The model of Rea et al. (2011) helps to understand the results of this study. Combined with the findings of existing studies (Boyce et al., 2000; Rea et al., 2009) that suggest the brightness perception in outdoor environments is related to the sense of safety, it has practical utility for lighting standards.

In the common street lighting situation in the mesopic visual range, the results of this study are low compared with the CCT obtained from the existing studies based on the motorway safety perspective, but are generally consistent with the CCT obtained from the sidewalk safety perspective. The results of this study are lower than those obtained from the existing studies based on the motorway identification degree, but basically consistent with the CCT obtained from the pedestrian recognition degree.

Priority should be given to the visual requirements of drivers, such as identification from a safety standpoint, in the design of urban street lighting. The findings of this study prove that LED motorway lighting is usually high in CCT for the sidewalks that borrow its lighting, which is not the best preference. Lower CCT lighting of 2,700–3,200 K should be appropriately supplemented in the pedestrian area, taking into account the visual preference of pedestrians. Because individual physiological and psychological characteristics may affect light color preference, this study is only valid for people with characteristics such as region and age represented by the test sample.

In addition to the CCT itself, other non-optical factors may affect the overall preference, such as temperature and other environmental physical parameters. In the planning and design of street lighting, cross-sensory factors should also be taken into account, such as the dynamic adjustment of CCT according to the ambient temperature.

With the establishment of the evaluation system for color gamut and color saturation, and the innovation of the convenience of wearable spectral measurement devices, the physiological-psychological effects of spectral power distribution and color rendering performance should be explored more carefully in street lighting research, in addition to the CCT. In this study, a video evaluation method was used to obtain subjective data from the participants. If supplemented with physiological data monitoring methods such as electroencephalogram (EEG), galvanic skin response (GSR), eye tracking, and heart rate, it will improve the assessment of light color preference.
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The surface spectral reflectance of an object is the key factor for high-fidelity color reproduction and material analysis, and spectral acquisition is the basis of its applications. Based on the theoretical imaging model of a digital camera, the spectral reflectance of any pixels in the image can be obtained through spectral reconstruction technology. This technology can avoid the application limitations of spectral cameras in open scenarios and obtain high spatial resolution multispectral images. However, the current spectral reconstruction algorithms are sensitive to the exposure variant of the test images. That is, when the exposure of the test image is different from that of the training image, the reconstructed spectral curve of the test object will deviate from the real spectral to varying degrees, which will lead to the spectral data of the target object being accurately reconstructed. This article proposes an optimized method for spectral reconstruction based on data augmentation and attention mechanisms using the current deep learning-based spectral reconstruction framework. The proposed method is exposure invariant and will adapt to the open environment in which the light is easily changed and the illumination is non-uniform. Thus, the robustness and reconstruction accuracy of the spectral reconstruction model in practical applications are improved. The experiments show that the proposed method can accurately reconstruct the shape of the spectral reflectance curve of the test object under different test exposure levels. And the spectral reconstruction error of our method at different exposure levels is significantly lower than that of the existing methods, which verifies the proposed method’s effectiveness and superiority.
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Introduction

The visual system is important for humans to sense the external environment. The eye can sense light radiation in the visible light range in the visual system. The light stimulation photoreceptor cells receive will eventually form a comprehensive vision in the brain. By simulating visual perception, digital cameras use color filter array sensors and image signal processing technology to record the radiation spectrum of natural scenes as a color image that conforms to human visual perception. However, color imaging technology has a limited ability to reproduce colors and characterize objects, and the information contained in the visible spectrum is far beyond the RGB data. The metamerism problem of color imaging is the key issue of its use in high-fidelity color reproduction and high-precision material characterization (Kang, 2006).

It is well known that spectral reflectance is the “fingerprint” of color information, which can effectively overcome the influence of light source and observer on color reproduction and object characterization. It is often used in agriculture, cultural relic protection, skin health monitoring, and other fields (Kim et al., 2017; Xu et al., 2017; Ablet et al., 2019). In addition, in the field of computer vision, multispectral data can improve detection accuracy (Hwang et al., 2015). However, due to the limitations of current multispectral imaging technology, such as the complexity of the systems (Hardeberg et al., 2002; Liang, 2012) and the low spatial resolution (Cucci et al., 2016; Daniel et al., 2016), the current spectral cameras cannot quickly acquire multispectral images with high spatial resolution, which restricts the wide application of multispectral images.

Reconstructing multispectral images of scenes from RGB images has been widely researched in many fields. Spectral reconstruction is one of the ill-conditioned inverse problems (Ribes and Schmitt, 2008). The same RGB data may correspond to completely different spectral reflectance data. In natural scenes, however, there is always a close correlation between the RGB data of an image and the corresponding multispectral image. Based on mathematical modeling, the relationship between RGB data and corresponding multispectral data can be established, and fairly accurate spectral reconstruction results can be obtained (Lin and Finlayson, 2020). Therefore, spectral reconstruction technology is easier to apply to open environments than spectral cameras and quickly acquires high spatial resolution multispectral images.

Current spectral reconstruction methods are mainly divided into two different classes: machine learning and deep learning-based methods (Liang et al., 2016, 2019; Galliani et al., 2017; Liang and Wan, 2017; Shi et al., 2018; Yan et al., 2018; Liang and Xiao, 2020; Zhang et al., 2020). The machine learning-based methods include pseudo-inverse, kernel algorithm, principal component analysis, and so on (Liang et al., 2019). The pseudo-inverse method builds a reconstruction matrix based on the error between the reconstructed and ground-truth spectra of the training data. The kernel algorithm uses the kernel function to transform the response values to the kernel space and then calculates the reconstruction matrix. And the principal component analysis method uses the top k principals and coefficient matrix to reconstruct the spectral reflectance of the target. In summary, the current machine learning-based spectral reconstruction methods are all based on the digital camera imaging model to reconstruct the spectral reconstruction matrix. However, they are all exposure sensitive, and the reconstructed spectral errors are large when applied in non-uniform lighting environments.

In recent years, with the rapid development of deep learning in the field of computer vision, classical network models, such as convolutional neural networks and generative adversarial networks, have been used in spectral reconstruction. Deep learning-based spectral reconstruction models usually use a large number of data sample pairs as support to establish the mapping relationship between RGB images and multispectral images. For the deep learning-based spectral reconstruction, Yan et al. (2018) applied the U-net network to spectral reconstruction. Galliani et al. (2017) utilized a variant of full convolution for the end-to-end spectral reconstruction task. Shi et al. (2018) proposed a network model based on residuals and densely connected structures (He et al., 2016; Huang et al., 2017). Zhang et al. (2020) proposed a deep learning spectral reconstruction model based on dense connections. However, the existing deep learning-based spectral reconstruction methods with good spectral reconstruction accuracy usually have complex network structures, a large number of parameters, and exposure sensitivity (as shown in Figure 1B). That is, the spectral reconstruction model constructed under one exposure level cannot adapt to another, or the reconstructed spectral curve will deviate from the ground truth.
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FIGURE 1
Schematic diagram of the exposure invariant (A) and exposure sensitive (B) spectral reconstruction methods. The photos appearing in these figures are chosen from the public multispectral dataset from the NTIRE challenges (https://icvl.cs.bgu.ac.il/projects/ntire2020/).


An optimized deep learning-based spectral reconstruction method is proposed based on a lightweight convolutional neural network (CNN) to address the issues arising from the current deep learning-based spectral reconstruction methods, such as a large number of model parameters and sensitivity to exposure changes of test images. Moreover, some optimized measures are integrated into the network. First, the input RGB training image is randomly multiplied by an exposure adjustment coefficient during model training so that the model can see images with more exposure levels. According to the exposure adjustment coefficient of the training image, the reconstructed multispectral image (RMSI) is reciprocally corrected in the loss function to make the model learn the exposure invariant spectral features that correspond to the training images. Secondly, the dense connection mechanism in the original model not only helps to alleviate the problem of model gradient disappearance but also greatly reduces the number of model parameters. Finally, an attention mechanism is introduced into the model to improve spectral reconstruction accuracy by adaptively weighting the feature channels. Experimental results show that the proposed method not only achieves the performance of exposure invariant but also exhibits better spectral reconstruction accuracy than existing methods.



Models and methods


Imaging model

The imaging process of a color digital camera involves three factors, light source, object, and camera. The light sources are usually characterized by their spectral power distribution. When the light source irradiates the surface of the object, the object will selectively absorb some wavelengths of energy and reflect the rest to form a radiance spectral that integrates the light source information and the reflection characteristics of the object. The radiance spectra are focused and incident on the camera sensor through the lens. After photoelectric conversion and analog-to-digital conversion, the radiance spectral forms a raw format digital image on the camera sensor, and then the raw image undergoes a series of image signal processing (dark current correction, dead pixel correction, white balance correction, demosaicing, color space conversion, etc.) to form the visually pleasing color image (Nakamura, 2017).

The imaging mentioned above process of a digital camera can be generally divided into a linear imaging stage and a nonlinear processing stage. The linear imaging stage is from the radiance spectral to the raw image, and the nonlinear imaging stage is from the raw image to the final visual pleased color image. However, because different brands of cameras usually use different image signal processing algorithms, and because they are all the company’s intellectual properties, it is hard to accurately and uniformly express the nonlinear stage. The current research on spectral reconstruction is carried out in the linear imaging mode (Ribes and Schmitt, 2008), as shown in Eq. 1:
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where di represents the response of the i-th channel of a pixel in the image, l(λ) is the spectral distribution of the lighting source, r(λ) is the spectral reflectance of a point on the surface of the object, t(λ) is the overall transmittance of the camera lens optics, fi(λ) is the transmittance of the i-th channel filter of the camera, s(λ) is the spectral sensitivity function of the camera sensor, λ indicates the wavelength, ni represents the noise signal of the i-th channel of the digital camera, mi = l(λ)t(λ)fi(λ)s(λ) represents the overall spectral sensitivity function of the i-th channel of a digital camera (Liang et al., 2019). Eq. 1 can be abbreviated into the matrix form as shown in Eq. 2:
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where d represents the K × 1 dimensional response value vector of a pixel, K is the channel number of the imaging system. M is the K × N dimensional overall sensitivity function matrix of the imaging system that contains l(λ), t(λ), fi(λ), and s(λ), and r represents the N × 1 dimensional spectral vector of a pixel.



Spectral reconstruction model

Because of the high correlation between RGB images and the corresponding multispectral images, learning-based methods can be used to model the mapping between RGB and multispectral images. In recent years, with the success of deep learning in many computer vision tasks, CNN based methods have gradually been applied to spectral reconstruction. Assuming that an RGB image and its corresponding multispectral image are given, the mapping between RGB and multispectral image can be described as follows:
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where d is the digital response value of any pixel in the RGB image, r is the spectral reflectance corresponding to the pixel, and f(⋅) is the mapping model from RGB values to multispectral reflectance. When the spectral reconstruction model f(⋅) is established, the corresponding spectral reflectance r can be obtained by Eq. 3 for any given pixel response value d. The multispectral image corresponding to the RGB image is obtained.



Proposed optimized method

As mentioned in the introduction section, neural networks can learn the mapping relationship from RGB images to multispectral images, and convolutional networks and generative adversarial networks are gradually being used in spectral reconstruction. However, existing deep learning-based spectral reconstruction models usually need to train millions of model parameters. And during model training, convolution operators are used to extract deep image features. Multiple sets of convolution operators are usually superimposed to improve the network’s performance, making the deep learning spectral reconstruction methods more complex than machine learning-based ones.

In addition, although the accuracy of the existing machine learning-based spectral reconstruction method is limited by the appropriate design of the spectral reconstruction model [such as the use of root polynomial extended regression (Lin and Finlayson, 2019)] and using linear raw image data, the method can achieve the ability of exposure invariant (as shown in Figure 1A). Unlike machine learning-based methods, which can easily perform linear regression, deep learning-based spectral reconstruction methods are all nonlinear mathematical models. This is because, to ensure the learning ability and generalization performance of the deep learning model, the nonlinear activation functions (such as Relu, Prelu, and Sigmoid functions) and non-zero bias terms are always included in the model. Therefore, obtaining the corresponding linear output is difficult for the existing deep learning-based spectral reconstruction model when a set of linear inputs is given. In other words, the existing deep learning-based spectral reconstruction models are exposure sensitive and cannot guarantee the correctness of the reconstructed spectral curve (as shown in Figure 1B). Take the typical architecture of a single neuron in the deep learning framework as an example, as shown in Eq. 4:
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where x is the input, w is the weight, b is the bias, y is the output, and h(⋅) is the activation function. Without considering the influence of exposure change on spectral reconstruction, the corresponding output y can always be obtained for any given input x. However, considering the exposure influence on spectral reconstruction (Lin and Finlayson, 2019), the output ky is difficult to acquire directly for the input kx for current deep learning-based spectral reconstruction methods, where k is the exposure adjustment coefficient.

Therefore, for the existing deep learning-based spectral reconstruction model, how to make it exposure invariant, as shown in Eq. 5, will be the key problem when using it in an open environment with variable and non-uniform illumination (Liang and Xiao, 2020). In addition, it is also important to reconstruct high-precision multispectral images in an open illumination environment:
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Based on the statements above, to build a lightweight deep learning-based spectral reconstruction model with the ability to be exposure invariant and, at the same time, improve the spectral reconstruction accuracy, in this study, an optimized deep learning-based spectral reconstruction method is proposed by referencing the existing models. The ability to be exposure invariant is first achieved for the spectral reconstruction model through training data enhancement. Then, the attention mechanism of spectral reconstruction is further introduced into the model to improve the spectral reconstruction accuracy. Details of the proposed optimized method are described as follows.

The proposed method is based on the neural network model developed by Zhang et al. (2020). In the training stage, the input RGB image is first randomly multiplied by the exposure adjustment coefficient k to simulate the exposure change. Secondly, to keep the RMSI exposure invariant, the RMSI is multiplied by the reciprocal of the exposure adjustment coefficient in the loss function. Finally, various evaluation metrics are calculated using the RMSI and the ground truth multispectral image (GMSI). The training process is shown in Figure 2.
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FIGURE 2
Schematic diagram of training the deep learning-based spectral reconstruction model based on data augmentation. The photos appearing in these figures are chosen from the public multispectral dataset from the NTIRE challenges (https://icvl.cs.bgu.ac.il/projects/ntire2020/).


In addition, the attention mechanism is introduced into the original model to further improve the spectral reconstruction accuracy. Currently, the commonly used attention modules include channel attention, spatial attention, and non-local networks (Hu et al., 2018; Wang et al., 2018; Woo et al., 2018). If the feature maps of each layer in the deep learning network are fused into a total feature map, the weights of the feature maps of each dimension relative to the total feature map are all different. The attention mechanism is to learn the weight of each feature map relative to the total feature map and then generate a weight mask and weight the original feature map to realize the effective use of feature information.

For the existing attention modules, Hu et al. (2018) proposed a compressed excitation network, which has won the championship in the ImageNet competition image classification track, and its structure mainly includes compression (Squeeze), excitation (Excitation), and feature weighting (Scale) modules. The author first uses the pooling operation to compress the feature map space and then outputs a real number on each channel to extract the channel dimension information. Secondly, the activation function will generate weights for each feature channel through the excitation module, including the fully connected layer and the activation function. Finally, the initial feature map is scaled using the weight mask, and the re-calibration of the original feature is completed on the feature channel. The spatial attention is to compress the channel information of the feature map and excite it in the spatial dimension. The mask of the spatial domain is calculated by compressing the channel, and the mask is multiplied by the original feature value. The non-local network can directly calculate the relationship between any two positions on the feature image, but the network will generate more parameters in the spectral reconstruction task.

The convolutional block attention module (CBAM) is a tandem hybrid attention module (Woo et al., 2018). It learns the attention of the two dimensions in turn according to the order of the channel domain attention and the spatial domain attention. CBAM can be used as a plug-and-play module in neural networks and is one of the most commonly used attention mechanism algorithms in the field of computer vision research. The major difference between the CBAM module and the SE (Hu et al., 2018) module is that a parallel max pooling layer is added, and the attention mechanism is learned for more than two domains, such as the spatial domain and the channel domain, which makes its feature extraction more sufficient. This article adopts the CBAM module and adds a residual structure to it. The CBAM attention module is shown in Figure 3.
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FIGURE 3
Schematic diagram of convolutional block attention module (CBAM) attention module.


The feature channel information is first compressed into a real number through the average pooling and max pooling layers for the channel attention module. Then the feature weights are extracted through two fully connected layers, including the activation function. Among the fully connected layers, the first fully connected layer can reduce the feature dimension to 1/s of the input, where s is the compression parameter. In this article, the values of s are 4, 32, and 16, respectively. After the feature map output is by the first fully connected layer, it is activated by the Relu function and restored to the original dimension by the second fully connected layer. The Sigmoid function processes the feature information processed by the second fully connected layer. At this stage, the weight calibration of the original features is completed. Then, the spatial attention mechanism module takes the output of channel attention as input and uses average pooling and maximum pooling to integrate channel feature information. After that, the two parts of the features are combined using 1 × 1 convolution for dimensionality reduction, and finally, the required mask is acquired through the Sigmoid activation function. The overall expression for CBAM attention is expressed as Eqs 6, 7:
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where x, δ, and MLP are the input, activation function, and multilayer perceptron, respectively. C is the output channel attention feature, and S is the output spatial attention feature. Based on Eqs 6, 7, the weight of each channel can be adaptively learned and used to weigh the corresponding channel features to improve spectral reconstruction accuracy.

This is plotted in Figure 2 of the overall architecture of the proposed deep learning-based spectral reconstruction model. For an RGB image of any input, the feature information of the shallow layer of the input image is first extracted through 16 layers of convolution and then through 7 layers of dense connection. Each dense connection layer has 16 convolution kernels. The dense structure further improves the reuse rate of channel features compared with the residual structure. The size of the feature map remains unchanged, and the number of channels gradually increases with the deepening of the network, which greatly reduces the parameters of the network. Dense connections also mitigate the vanishing gradient problem to some extent.

After shallow feature extraction and a densely connected network, a feature information map with 128 layers is obtained, which is input into the reconstruction layer that includes three layers of convolution. The kernel size of each layer of convolution in the network is set at 3, the activation function is Relu, and the CBAM module is added to the shallow feature extraction and reconstruction layer to further improve the robustness of the network. Finally, we obtain the RMSI corresponding to the input of the RGB image.




Experiment


Experiment settings

To test the effectiveness and superiority of the proposed method, we carried out the verification experiment. The proposed deep learning-based spectral reconstruction framework is implemented in TensorFlow and is trained using the platform of Intel Xeon and Tesla V100. The database for the experiments is NTIRE2018 (Arad et al., 2018), which is extended from the ICVL dataset (Arad and Ben-Shahar, 2016). The ICVL dataset consists of 203 multispectral images captured with the hyperspectral camera Specim PS Kappa DX4. The spatial resolution of each image is 1392 × 1300 pixels, and the spectral sampling range of each multispectral image is from 400 to 700 nm with a sampling interval of 10 nm.

In addition, in the NTIRE2018 challenge, 53 multispectral images with the same spatial and spectral resolution were added to further expand the dataset, so the experiment finally used 256 multispectral images as training data in this per, and their corresponding RGB images were acquired using the same method as NTIRE2018 and NTIRE2020 (Arad et al., 2018, 2020). During model training, the data blocks with a size of 40 × 40 pixels are cropped from the training data as input. The learning rate was initially set to 0.0001 and exponentially decayed to a rate of 0.99. The max epoch number was set to 50, and other hyperparameters in the model Zhang et al. (2020) remained unchanged.



Evaluation metrics

In the experiment, the spectral root-mean-square error (RMSE), the mean relative absolute error (MRAE), and the spectral angle mapping (SAM) error are used to evaluate and compare the spectral reconstruction accuracy of different models. The smaller the value of the evaluation metrics, the closer the RMSI is to the ground truth and the better the performance of the method. Calculation of the evaluation metrics is shown in Equs 8–10, where n represents the spectral bands, i represents a pixel in a multispectral image, IR represents the reconstructed multispectral images, and IG represents the ground-truth multispectral image.
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Results and discussion


Comparison of spectral reconstruction methods

Using the experimental conditions mentioned above, we tested the effect of the proposed deep learning-based spectral reconstruction method compared with several current advanced methods, such as Yan et al. (2018), Galliani et al. (2017), Zhang et al. (2020), and HSCNN+(Shi et al., 2018). The experimental results are summarized in Tables 1–3, respectively. Where the expression of Exposure × k means the exposure adjustment coefficient k adjusts the exposure level of the test image before it is fed into the framework. The value of k is used in 1, 0.25, 0.5, 2, and 4 during the testing stage. Additionally, when calculating the spectral reconstruction error, the RMSI is corrected to 1/k of the output.


TABLE 1    Comparison of the mean relative absolute error (MRAE) (%) of different methods under different tested exposure levels.
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TABLE 2    Comparison of the mean relative absolute error (MRAE) (%) of different methods under different tested exposure levels.

[image: Table 2]


TABLE 3    Comparison of the spectral angle mapping (SAM) errors of different methods under different tested exposure levels.
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It can be seen from the experimental results summarized in Tables 1–3 that although the method of HSCNN + showed the smallest reconstruction error when the exposure adjustment coefficient was equal to 1, where the corresponding errors of RMSE, MRAE, and SAM are 0.24, 1.39, and 0.99% when the exposure adjustment coefficient k is equal to 0.25, 0.5, 2, and 4. The proposed method is significantly better than the HSCNN+ and other methods. The overall average spectral reconstruction error of all the tested exposure levels is 0.38, 2.43, and 1.66%, respectively, which is significantly better than the existing advanced deep learning spectral reconstruction algorithms.

In addition, according to the standard deviation of each method under different test exposure levels, there is no significant difference in the spectral reconstruction error of the proposed method under different test exposure levels. However, the standard deviation of the compared methods under different tested exposure levels is quite large. On the one hand, the experimental results in Tables 1–3 show that the existing deep learning-based spectral reconstruction model cannot expose invariant. On the other hand, it also proves that the proposed method not only achieves the ability of exposure invariance but also its superiority to the existing methods in spectral reconstruction accuracy. Furthermore, the difference between the proposed and compared methods is insignificant when the test exposure level is equal to 1, which generally proves the effectiveness and superiority of this article’s proposed deep learning-based spectral reconstruction model. Moreover, it should be noted that among the several compared spectral reconstruction algorithms in this article, the accuracy of the HSCNN+ model is generally better than all the other methods.

The RMSE map of the RMSI and the GMSI of each method are plotted in Figure 4. The yellower the image color, the greater the spectral reconstruction error, as indicated by the color bar, and the bluer the color, the smaller the error.
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FIGURE 4
The root-mean-square error (RMSE) map of a reconstructed multispectral image (RMSI) of different methods under different tested exposure levels. The photos appearing in these figures are chosen from the public multispectral dataset from the NTIRE challenges (https://icvl.cs.bgu.ac.il/projects/ntire2020/).


From the results in Figure 4, we can see that the RMSE map of the RMSI and the ground truth by each method are consistent with the objective data in Table 1. When the exposure level of the tested image is equal to 1, the HSCNN+ method performs the best, and the error values in the RMSE map are lower than those of the proposed method. However, in terms of the other four tested exposure levels, the proposed method shows the best spectral reconstruction accuracy, and the four compared methods show very significant spectral reconstruction errors. To further compare the performance of the methods, two reconstructed spectral reflectances under different testing exposure levels using the different methods are plotted in Figure 5. It is easy to find that the spectral reflectance curves reconstructed using the proposed method are closer to the ground truth under different testing exposure levels, while the compared methods only performed well when the exposure level was 1 and performed badly under other testing exposure levels.


[image: image]

FIGURE 5
Two reconstructed spectral reflectances under different exposure levels using a different method. The photos appearing in these figures are chosen from the public multispectral dataset from the NTIRE challenges (https://icvl.cs.bgu.ac.il/projects/ntire2020/).


In addition, the verification of the proposed method in reconstructing the non-uniformity illuminated images is also tested. As shown in Figure 6, the non-uniformity point light source is simulated to illuminate an image. Table 4 shows that the image illuminated by a non-uniformity point light source is also well reconstructed. The results in Figures 5, 6 once again prove the effectiveness and superiority of the proposed method.


[image: image]

FIGURE 6
The illumination distribution of non-uniformity points to the light source.



TABLE 4    Comparison of the spectral reconstruction errors of different methods under the illumination of non-uniformity point light source.

[image: Table 4]



Analysis of the proposed method

The spectral reconstruction errors of the original method developed by Zhang et al. (2020), the optimized method with only the data enhancement, and the proposed method with data enhancement and attention mechanism, are summarized in Tables 5–7. It is easy to infer from Tables 5–7 that when the tested exposure level is equal to 1, the original method shows the best spectral reconstruction results; however, when the tested exposure level changes to other values, the spectral reconstruction error increases significantly when the data augmentation and attention mechanisms are introduced into the proposed method. Although the spectral reconstruction error increases slightly when the tested exposure level is equal to 1, the new method generally has achieved the ability of exposure invariant, as shown in Figure 1A and Eq. 5.


TABLE 5    Comparison of root-mean-square error (RMSE) (%) of different optimization methods under different tested exposure levels.

[image: Table 5]


TABLE 6    Comparison of mean relative absolute error (MRAE) (%) of different optimization methods under different tested exposure levels.

[image: Table 6]


TABLE 7    Comparison of spectral angle mapping (SAM) errors of different optimization methods under different tested exposure levels.

[image: Table 7]

In addition, although the improvement in the spectral reconstruction accuracy is not so significant when introducing the attention mechanism into the proposed network, the spectral reconstruction accuracy of the proposed method does improve at some specific tested exposure levels. For example, at the tested exposure level of 0.5, the error of the evaluation metric MRAE is reduced by about 8% compared with the only use of data enhancement in the proposed method. At the tested exposure level of 2, the error of the evaluation metric MRAE is reduced by about 6% compared with the pure data enhancement. Moreover, at the tested exposure level of 4, the error of the evaluation metric SAM is reduced by about 5% compared with the pure data enhancement in the proposed method. The proposed method may be further improved based on data enhancement.

Figure 7 shows the RMSE map of different methods of an original method developed by Zhang et al. (2020), the optimized method with only the data enhancement, and the proposed method with both data enhancement and an attention mechanism. It can be seen from the results in Figure 7 that the introduction of a data enhancement mechanism into the original model can make the method achieve the ability of exposure invariant for spectral reconstruction. And when the attention mechanism is introduced into the proposed method, the spectral reconstruction accuracy can be further improved, but the overall improvement is not obvious, and further optimization measures to improve the spectral reconstruction accuracy can be considered in future studies.


[image: image]

FIGURE 7
The root-mean-square error (RMSE) map of the reconstructed multispectral image (RMSI) of the original and proposed under different tested exposure levels. The photos appearing in these figures are chosen from the public multispectral dataset from the NTIRE challenges (https://icvl.cs.bgu.ac.il/projects/ntire2020/).


At last, the number of learning parameters for each model in this article is counted and plotted in Figure 8. It is easy to infer from Figure 8 that the number of learning parameters of the original model proposed by Zhang et al. (2020), as well as the optimized model in this article, is very small compared with other models, which means that the proposed method is easy to distribute for practice using.
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FIGURE 8
Comparison of the number of learning parameters of different models.





Conclusion

Multispectral image acquisition is the prerequisite for its applications. In view of the problems of the existing deep learning-based spectral reconstruction methods, such as a large number of parameters and the exposure invariant. An optimized lightweight neural network for spectral reconstruction is proposed in this article, and the data augmentation and attention mechanisms are introduced into the original method to make it more efficient and exposure invariant. The optimization of the proposed method makes it more robust in practical applications in an open environment with variable light sources and non-uniformity illumination. The shape of the reconstructed spectral reflectance curve of the target can be well preserved using the proposed method under different exposure levels, which provides the foundation for high-precision multispectral image acquisition in an open environment. However, improving the module attention mechanism proposed in the proposed method does not significantly improve the spectral reconstruction accuracy. More research will be carried out to further improve the method in the future.
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We use the mobile phone camera as a new spectral imaging device to obtain raw responses of samples for spectral estimation and propose an improved sequential adaptive weighted spectral estimation method. First, we verify the linearity of the raw response of the cell phone camera and investigate its feasibility for spectral estimation experiments. Then, we propose a sequential adaptive spectral estimation method based on the CIE1976 L*a*b* (CIELAB) uniform color space color perception feature. The first stage of the method is to weight the training samples and perform the first spectral reflectance estimation by considering the Lab color space color perception features differences between samples, and the second stage is to adaptively select the locally optimal training samples and weight them by the first estimated root mean square error (RMSE), and perform the second spectral reconstruction. The novelty of the method is to weight the samples by using the sample in CIELAB uniform color space perception features to more accurately characterize the color difference. By comparing with several existing methods, the results show that the method has the best performance in both spectral error and chromaticity error. Finally, we apply this weighting strategy based on the CIELAB color space color perception feature to the existing method, and the spectral estimation performance is greatly improved compared with that before the application, which proves the effectiveness of this weighting method.
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Introduction

The surface spectral reflectance is known as the fingerprint of object colors (Wang et al., 2020) and can characterize colors more accurately than RGB trichromatic information, enabling the replication and reproduction of color information. Therefore, obtaining accurate spectral information through spectral imaging is a hot topic in color science research. This makes spectral imaging technology widely used in many fields, such as heritage conservation, remote sensing mapping, skin disease diagnosis, printing color management, food safety monitoring, material non-destructive testing, etc. (Del Pozo et al., 2017; Liang and Wan, 2017; Rateni et al., 2017; Huang et al., 2021; Liang et al., 2021; Tominaga et al., 2022).

In the past decades, a large number of color scientists and research institutions have constructed a large number of spectral imaging systems that consist of monochromatic or multicolor cameras, combined with filter sets, and multiple light sources (Liang and Wan, 2017). However, due to the low imaging efficiency, low spatial resolution, and high system construction cost of such multichannel spectral imaging systems, color scientist Murakami started to study the method of estimating spectral reflectance from single RGB images of digital cameras in 2002 (Murakami et al., 2002).

The spectral reflectance estimation method based on digital camera responses is to solve the ill-posed inverse problem mathematically and estimate the high-dimensional spectral reflectance from the low-dimensional camera responses (Xiao et al., 2019). Compared with multichannel spectral imaging methods, this method has the advantages of fast imaging speed, high spatial resolution, avoidance of geometric distortion, and good economy (Liang et al., 2019) which makes professional SLR digital cameras gradually become the new spectral imaging devices.

Since Kyocera released the first camera-equipped mobile phone in 1999 (Hussain and Bowden, 2021), camera technology on mobile phones has developed rapidly. Today, the mainstream high-end cell phone camera has a resolution of at least 64 megapixels. In terms of hardware, super large-area CMOS, Optical Image Stabilizer, large aperture, Phase Auto Focus, 4-in-1 Super Pixel, and many other new technologies have been popularized. The software adds features like AI portrait, super night photo, time-lapse mode, live photo, slow motion video in 120 fps, etc. Hardware and software upgrades have greatly improved the imaging capability of cameras on the cell phone, and its gap with professional digital cameras is gradually being smoothed out, making mobile phones gradually become a daily shooting tool for most people, and also become the imaging instrument for many scientific studies, used to replace the heavy, expensive professional digital cameras (Kim et al., 2019; Hussain and Bowden, 2021; Stuart et al., 2021; Liang et al., 2022; Tominaga et al., 2022).

The spectral estimation methods based on a single RGB image mainly include the Wiener method, Infinite-dimensional model method, pseudo-inverse method, R matrix method, principal component analysis (PCA) method, kernel method, and so on. Since the camera sensitivity required by the Wiener method and the infinite-dimensional model is difficult to obtain directly (Tominaga et al., 2021), and the indirect method of estimating sensitivity increases the error, these two methods are less applied. In contrast, methods such as pseudo-inverse estimation, R-matrix, and PCA have the advantages of no prior data, simple processes, and small computational, but the spectral estimation accuracy of these methods is relatively low. To improve the estimation accuracy, a large number of optimization methods have been proposed. Connah and Hardeberg (2005) introduced the polynomial model to three-channel and multi-channel spectral imaging systems. Heikkinen et al. (2007) proposed an application of the regularization framework to estimate spectral reflectance from digital camera responses. Shen et al. (2010) proposed a partial least squares-based spectral estimation method that improves on the least square regression method. Xiao et al. (2016) combined the polynomial model with the principal component analysis (PCA) method in eigenvector space and applied it to skin color detection (Xiao et al., 2016). These improved methods have achieved some improvement in estimation accuracy, but they are all based on global training, which poses a limitation on the performance of the method. Subsequent studies in which training samples were optimally selected and weighted emerged. Cao proposed a spectral reflectance estimation method for local linear estimation with sample selection optimization (Cao et al., 2017). Zhang et al. (2017) proposed a spectral estimation method based on local sample selection based on CIEXYZ color space color difference under multiple light sources. Shen proposed a scanner-based local training sample weighted spectral estimation method (Shen and Xin, 2006). Liang and Wan (2017) proposed a local inverse distance weighted linear regression method for spectral estimation from camera response. Amiri and Amirshahi (2014) also studied the weighted non-linear regression models in the form of global weighting. These methods weight the samples by calculating the weight matrix based on the Euclidean distance between the training samples and the test samples in the color space, and although they have better spectral estimation accuracy than previous methods, they still have certain shortcomings because the RGB color space is device-dependent and not a uniform color space, which has a large difference from the color difference perceived by the human eye, and the above methods perform sample selection and weighting by color difference. The method ignores the spectral differences between samples. Wang proposed a two-time sequence weighting method considering the chromaticity and spectral error at the same time, and adaptively optimized the sample selection, which achieved good results (Wang et al., 2020).

Through the development of spectral estimation methods, we can conclude that the optimal selection of samples is extremely important, and how the samples are optimally selected and weighted largely determines the estimation accuracy of the estimation method. The more similar the training and testing samples are in the color space, the better the estimation accuracy, so samples with similar colors should be selected for training as much as possible (Liang and Wan, 2017; Liang et al., 2022). At the same time, the chromaticity difference between the training and test samples is measured precisely, and different weights are assigned to obtain better estimation accuracy.

Meanwhile, we note that the existing methods using Euclidean distance or chromaticity vector angle in color space to measure the difference between training and testing samples are still not accurate. If multiple training samples have the same Euclidean distance to one test sample, but each training sample does not have the same color perception features as the target sample, the existing methods still assign the same weight to these training samples, which will produce an error and the phenomenon of Metamerism. This means that we can measure the color differences between samples more accurately if we take the differences in color perception features such as lightness, hue, and chroma into account.

In this paper, we explore new spectral imaging devices that use cell phone camera raw responses as a data source. We propose an improved sequential adaptive weighted spectral estimation method based on the color perception features of CILAB uniform color space. The novelty of the study is mainly in two aspects: (1) Using a cell phone camera to replace a professional digital camera as an imaging device, the linearity of the cell phone camera raw responses and its application to spectral estimation are verified to be feasible. (2) Using three perceptual features of CIE1976 L*a*b* (CIELAB) uniform color space for local sample selection and calculation of the weighting matrix to achieve a more accurate measure of color differences between samples. By comparing the proposed method with the existing method in a 10 times 10-fold cross-validation, all using raw responses output from the same cell phone, the experimental results show that the proposed method has the best performance in two aspects of spectral error and chromaticity error in four metrics. Finally, we apply the color perception features weighting strategy of the proposed method to the existing method, and the accuracy is significantly improved compared with the original method.



Imaging model

Although the internal space of cell phones is small and their camera components are different from professional digital cameras, the imaging principle is still the same as that of digital cameras. The light emitted from the light source, after reflecting from the surface of the object, passes through the camera lens set and is converted by CMOS for optoelectric conversion to generate raw response signals, after processing by ISP chip, the mobile phone camera output the photo. So the three-channel response yi of the camera is determined by the spectral power distribution l(λ) of the light source, the reflectance r(λ) of the object surface, the sensitivity function m(λ) of the cell phone camera system and the system noise ni together, and we can write the imaging model of the cell phone camera as the following integral calculation process of Equation (1).

[image: image]

Where the subscript i denotes the three channels of the camera, φ denotes the wavelength range of the visible spectrum. If we assume that the noise ni = 0, for mathematical simplicity, Equation 1 can be written as the following matrix equation, as in Equation (2).

[image: image]

Where y denotes the camera response vector, M denotes the spectral sensitivity matrix of the whole system including the spectral power distribution of the light source, the sensitivity function of the cell phone camera, and r is the surface spectral reflectance of the target object.



Proposed method

Based on the imaging model of the camera, we can divide the spectral estimation method into 2 steps: the first step is to calculate the spectral conversion matrix by training samples. The training sample spectral reflectance [image: image] is obtained by measurement, and the camera three-channel response value y is extracted from the raw file, and the conversion matrix M is calculated by the pseudo-inverse method, as in Equation (3).

[image: image]

The second step is to calculate the spectral reflectance of the target sample using the conversion matrix M. The high-dimensional spectral reflectance R of the target sample is estimated from the known three-channel response Y of the target sample, as in Equation (4).

[image: image]

The methods for calculating the conversion matrix M, as described previously, mainly include: the pseudo-inverse method, PCA, and other methods, and the calculation in this paper use the pseudo-inverse method, as shown in Equation (5).

[image: image]

Where the superscript T denotes matrix transpose and the superscript -1 denotes matrix inverse operation.


Extraction and verification of cell phone camera raw response

JPG and HEIF format photos are processed and compressed by the cell phone ISP processor. To ensure that raw response can be obtained from the cell phone camera, we set the cell phone to output the raw format file and then compared them with the JPG format pictures of the same scene. Under the same light source conditions, the Xrite ColorChecker CLASSIC color chart (hereafter referred to as CC chart) was photographed using five cell phones, and the RGB three channel values of the grayscale in the fourth row of the CC chart were extracted separately to check the raw response linearity of different models and different brands of cell phone cameras (Liang et al., 2019) the results show that the cell phone camera raw response has good linearity. The experimental steps and results are detailed in “Imaging conditions and raw response extraction” and “Verification of cell phone camera raw response,” respectively.

Further, to verify the effect of the difference between the raw response of the cell phone camera and the professional digital camera on the spectral estimation, the above five cell phones were photographed with the Xrite ColorChecker SG chart (hereafter referred to as CCSG color chart) under the same light source conditions as described above, and 140 color blocks of the color charts were taken as the sample set, while the raw response output from a Nikon D3x professional digital camera was also used as a comparison benchmark. All six devices were used for spectral estimation experiments in both OLS and modified ALWLR methods, and the detailed experimental procedures and results are described in “Imaging conditions and raw response extraction” and “Verification of cell phone camera raw response,” respectively.



The proposed method

The proposed method is based on the classical pseudo-inverse method for improvement. It uses two sequential adaptive sample weighting and optimal selection to improve performance. Based on the extraction of raw response data from cell phone cameras, the main process of the method is divided into the following five steps: The first step is to perform the color space conversion of the three-channel RGB values of the samples and the calculation of the color perception features differences in CIELAB uniform color space. The second step is to construct a color difference weight matrix Wc using the color perception feature differences and weighting the training samples. The third step is to calculate the transformation matrix Qc using the weighted test sample raw response and spectral data, and then performing the first spectral estimation calculation using Qc. The fourth step is to calculate the root mean square error (RMSE) of the results of the first spectral estimation, to construct the spectral difference weighting matrix Wr, and to select and weight the training samples for the second time. The fifth step uses the Wr matrix to weight the training samples and calculate the conversion matrix Qr, the second spectral estimation of the test samples is performed to obtain the spectral reflectance results. Figure 1 shows the flow chart of the method.


[image: image]

FIGURE 1
Flowchart of the proposed method.



Color space conversion and color perception feature differences calculation

The RGB three-channel values of each sample are obtained from the cell phone camera raw response by the method described in “Extraction and verification of cell phone camera raw response,” and at this time the response RGB color space is related to the imaging device, and we choose the CIELAB uniform color space as the color space for calculating the color difference. First, the RGB stimulus values of the training samples are converted to CIELAB color space, and the color space conversion matrix T is obtained by the least square method, and T is calculated as Equation (6).

[image: image]

Dtrain denotes the response of the training sample; Ltrain denotes the CIELAB value matrix of the training sample, and the superscript ‘T’ denotes the matrix transpose; the superscript ‘–1’ denotes the pseudo-inverse operations. Then we use this transformation matrix T to transform the camera RAW responses of the test samples into the CIELAB color space as in Equation (7).

[image: image]

Dtest denotes the raw response matrix of the target sample and Ltest denotes the color matrix of the test sample transformed to CIELAB color space.

The metrics of sample color differences in existing studies are mainly divided into 2 categories: one category is to use the color difference in color space, which is the Euclidean distance to measure the color difference between samples (Liang and Wan, 2017), and this method selects training samples with a similar color to the test samples by the color difference in a certain color space while giving different weights to different training samples to achieve local sample selection and weighting, which has the advantage of computational simplicity. Another category is to use chromaticity vector angle to calculate the angular difference between sample color vectors in some color space for sample selection and weighting (Wang et al., 2020). The advantage of this method is that a more uniform CIEXYZ uniform color space is used, and the color differences are more consistent with human eye perception, but the above two types of methods still have the problem that the measure of sample color differences is not accurate enough because this will enable samples with the same or similar Euclidean distance to obtain almost the same weight, while the actual situation is that there may be large differences in color perception features of the samples, which is the reason for the Metamerism phenomenon in this type of methods; and the chromaticity vector angle apparently has the same problem of being unable to characterize and measure the color perception features, which is still not accurate enough. Therefore, this study proposes to use three color perception feature measures of CIELAB uniform color space for sample color difference. In the CIELAB uniform color space, we assume that the color values of the training and test samples are ([image: image]) and ([image: image], [image: image],[image: image]), then the color difference [image: image] between them can be calculated by Euclidean distance in the color space, as in Equation (8) below.

[image: image]

Also, the color difference [image: image] can be expressed in terms of the differences in the color perception feature measures of the samples: lightness difference ΔL*, hue difference ΔH*, and chroma difference ΔC*, as in Equation (9).

[image: image]

The color perception features ΔL*, [image: image], and [image: image] are calculated as Equations (10), (11), and (12).
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Calculating the color perception feature weighting matrix

We use the ΔL*, [image: image], and [image: image] as our parameters for the first weighting matrix of the training samples, which will make the difference of any color perceptual feature directly affect the value of the sample weight, and these differences may not be expressed in the color difference of the Euclidean distance so that the color difference can be measured more precisely. The smaller the value means the smaller the difference in visual perception, we use the inverse of the sum of ΔL*, [image: image], and [image: image] to calculate the color perceptual feature weighting matrix WC, and the weight of the i th training sample Wi is calculated as in Equation (13).

[image: image]

To make the denominator non-zero, we introduce a very small value α. In this study, α = 0.0001 is taken. k is the total number of training samples. Then the weights of all training samples are arranged in descending order and converted into a diagonal matrix to form the color perception feature weighting matrix WC, as shown in Equation (14).

[image: image]



The first spectral estimation

Before the first spectral estimation, we performed a polynomial expansion of the cell phone camera raw response, and in “mobile phone raw response spectral estimation performance validation” we tested the effect of the number of polynomial terms on the estimation accuracy, and finally chose 18 terms to avoid the overfitting problem caused by too many terms. The expanded form of 18 terms is shown in Equation (15).

[image: image]

After polynomial expansion, the weighted spectral transition matrix is calculated as Equation 16 according to Equation (16).

[image: image]

Where [image: image],[image: image], [image: image] denotes the weighted training sample spectral reflectance matrix, and [image: image] denotes the weighted polynomial expansion matrix of the training sample. Finally, the transformation matrix QC is used to estimate the spectral reflectance of the test samples as in Equation (17).

[image: image]

where [image: image] denotes the estimated spectral reflectance of the test sample, and ytest,exp denotes the polynomially expanded raw response matrix of the test sample.



Sample weighting and optimal selection based on root mean square error

After the spectral reflectance results are obtained by the previous step, the RMSE of spectral reflectance is calculated for the second weighting and selection of the training samples, and the RMSE of the spectral is calculated as Equation (18).

[image: image]

n denotes the sampling resolution of visible light wavelength range, the range in this study is 400–700 nm, and the spectral sampling resolution is 10 nm, so n is 31 in this study. The training samples are arranged in ascending order according to the RMSE of the samples, the smaller the RMSE means the smaller the spectral difference between training samples and testing samples, in this step we use the inverse of the RMSE to construct the weight matrix, the weight Wj of each training sample is calculated as in Equation (19).

[image: image]

β is similar to α in Equation (12) and is a very small constant that makes the denominator non-zero, taking β = 0.0001. Then the first L local samples are selected by sample sorting according to Wj and the second diagonal weight matrix WR is constructed in the same way as the Equation (13) in Equation (20).

[image: image]



The second spectral estimation

The response values of the training and testing samples are weighted in the same way using WR to update to obtain Ytrain and Rtrain, and then the new transformation matrix QR is calculated using Equation (16). Finally, the spectral reflectance of the testing sample [image: image] is calculated as in Equation (21).

[image: image]





Experiment

To verify the usability of cell phone camera raw response. First, linear verification experiments and spectral estimation performance experiments of cell phone camera raw response were conducted. Then, the optimization method of sequence adaptive weighted spectral estimation based on color perception features proposed in this paper has experimented with the existing methods. Finally, the strategy based on color perception features weighting is applied and compared with the existing methods. The raw responses of the cell phone camera for these experiments are obtained in the same experimental environment.


Imaging conditions and raw response extraction

To avoid interference of imaging by cluttered light, the experiments were conducted in a completely shaded laboratory with neutral gray walls. The experimental lighting source was a fluorescent lamp set with a color temperature of about 6000 K. The color chart was fixed on a vertical wall by magnets, and the height of the color chart was adjusted so that the fluorescent lamp irradiated to chart at an angle of 45 degrees, and the cell phone was set on a tripod and fixed by a holder to avoid shaking. The horizontal height of the cell phone was kept the same as the center point of the color card. The cell phone imaging scene is shown in Figure 2, and some of the pictures of the color chart taken by five cell phones and one DSLR camera are shown in Figure 3. These photos were taken in different formats (including DNG raw files and JPG post-processed photos).


[image: image]

FIGURE 2
Mobile phone imaging scene.



[image: image]

FIGURE 3
JPG pictures of the Xrite CC chart and SG chart were taken by cell phones, photos of the CC chart are arranged on the top, SG color chart is arranged on the bottom: (A) Huawei Mate10, (B) Meizu 17Pro, (C) Xiaomi12S Ultra, (D) iPhone 8, (E) iPhone 12, and (F) Nikon D3x.


The experiments were conducted using the Xrite ColorChecker CLASSIC color chart (hereafter referred to as CC chart), which contains six grayscale gradient color blocks in the last row. The distribution of the color blocks in the CIELAB color space for the CC and SG color charts is depicted in Figure 4.


[image: image]

FIGURE 4
Distribution of the Xrite ColorChecker chart samples in CIELAB color space: (A) The CC chart. (B) The SG chart.


The shooting phones contain three Android phones and two Apple phones, while the Nikon D3x camera is used for comparison. The main information and CMOS parameters of the 6 shooting devices are shown in Table 1. Most of the phones have built-in camera apps for taking photos, and for phones where the camera app does not support the raw format output function, Lightroom software was used to take photos to obtain the raw response in DNG format 1111, and the raw file of the Nikon D3x camera was in NEF format F22.


TABLE 1    Six imaging devices information.

[image: Table 1]

The data content of the raw file is mainly the four-channel response of the CMOS Bayer filter array. We wrote a raw file batch processing program based on the open source software dcraw in MATLAB which contains three main steps: linear normalization of the response value, white balance recovery and demosaicing, and outputs a linear uncompressed three-channel TIFF image after processing. Subsequently, the specified area is intercepted to obtain the RGB three-channel average value. Through the above steps, we convert the camera raw response to three-channel RGB value and complete the extraction of raw response color information, and the processing of raw data in the above are linear transformations (Rob, 2014).

Since the main camera of the phone is usually the best CMOS on the phone with better imaging capability and better optical components, the shots are taken using the main camera of the phone. At the same time, the focal length and aperture of cell phone CMOS are usually fixed, and the aperture size of each cell phone main camera is not the same, so we take a fixed ISO, adjust the shutter time of each device to get the right camera response (D3x uses separate shooting parameters), and try to make the maximum value of the three channels of the white color block between 230 and 245 for each photo to avoid overexposure or underexposure to ensure a good dynamic range.

The spectral reflectance of each color block was measured by Xrite CI64 spectrophotometer and Color iControl software. The spectral reflectance was taken in the range of 400–700 nm with a wavelength interval of 10 nm and a measurement aperture of 6 mm.



Evaluation metrics

The spectral estimation methods were all run using a ten times ten-fold cross-validation. The method randomly aliquots the samples into 10 groups, with a training sample of 9 groups and a test sample of 1 group, and cycles them 10 times to ensure the stability of the estimation results. The evaluation of the accuracy of the spectral estimation method includes four indicators: (1) the root-mean-square error of the spectrum is calculated as the average difference in the values of the spectral curves at each wavelength, and the calculation formula is the same as the Equation (18) in 3.2.4, the value range is 0–1, the smaller the value indicates the smaller the error; (2) The spectral goodness-of-fit coefficient measures the similarity of the shape of the spectral curves of the two samples by the angular cosine difference of their spectral curves, and the result ranges from 0 to 1. The closer to 1 means that the estimated spectral curve fits the actual spectral curve better, and the calculation formula is as in Equation (21).

[image: image]

(3) The CIELAB color difference is [image: image] for calculating the Euclidean distance in CIELAB color space, the calculation formula is the same as Equation 8; (4) The calculation of CIEDE2000 color difference is ΔE00 and similar to that of LAB color difference, but some improvements based on subjective visual perception experiments are carried out to establish a linear relationship between the changes of lightness, hue, saturation, and visual perception, which is considered to be the best uniform color difference model in line with subjective visual perception, and its calculation formula is as Equation (22).

[image: image]

kL, kC, kH are environment-related correction factors, where kL = kC = kH = 1. The color perception differences ΔL′,ΔH′ and ΔC′ are calculated in the same way as Equations (10), (11), and (12). SL, SC, and SH are the luminance, chromaticity, and hue weighting factors, and RT is the rotation factor used to correct for chromaticity differences to match visual perception (Yang et al., 2022). The smaller values of [image: image] and ΔE00 indicate the smaller color perception differences of the samples.




Results and discussion

First, we compared and analyzed the linearity of the mobile phone camera raw response. Then, spectral estimation experiments were conducted using raw responses from a variety of cell phone cameras, and professional DSLR cameras were used as comparisons to analyze whether they could achieve about the same estimation accuracy. Most importantly, the proposed method is compared with seven existing methods in experiments using the same sample data, and the error results and distributions are compared and analyzed in detail to demonstrate the superiority of the method. Finally, a color perception features weighting strategy is applied to the existing methods to demonstrate its positive effects.


Verification of cell phone camera raw response


Linear test of raw response

For full validation, several brands of cell phones with different operating systems and price ranges were used for comparison, and the list of devices is presented in Table 1. The Xrite ColorChecker CLASSIC color charts were photographed under the same light source conditions, and the grayscale response color blocks of CC charts were checked for their linearity using the raw response extraction method described in “Imaging conditions and raw response extraction,” as shown in Figure 5.


[image: image]

FIGURE 5
Linearity of the three channels of raw response for six imaging devices: (A) R channel, (B) G channel, and (C) B channel.


The horizontal coordinate in Figure 5 is the luminance factor of the XYZ color space of the grayscale color block of the CC color card, and the vertical coordinate is the three-channel value of the raw response. Figure 5 shows that the response linearity of the three Android phones is the same as that of the Nikon D3x. The response of the iPhone 8 and iPhone 12 also has good linearity, but the slope of linearity is a little smaller than that of the other four models. Overall, the raw response linearity of all five experimental phones is relatively good.

Further, we added JPEG photos from six devices for comparison, we present the R-squared values of the linear fitting of each channel of each device in Table 2, and the data show that the camera ISP post-processing significantly reduces the three-channel linearity of the JPG pictures. and it can be seen that the R-squared values of TIFF images of all devices are above 99%, while the R-squared values of JPG images are significantly lower. The above results show that the cell phone camera raw response itself has good linear performance, but after processing by the built-in chip and algorithm of the cell phone, the linearity of the three-channel response values of JPG images changes significantly and is difficult to simulate or characterize accurately, so the data source using raw response for spectral estimation is a better choice than images in formats such as jpg.


TABLE 2    R-squared values for each channel of TIFF and JPG for six imaging devices.

[image: Table 2]



Mobile phone raw response spectral estimation performance validation

Due to the extremely small internal space of cell phones, the CMOS sensor size is also several times smaller than that of DSLR cameras, and there is a huge difference between the imaging capability of cell phones and professional digital cameras, the impact of these factors on the spectral estimation accuracy has not been studied and verified. To verify the difference between the two raw responses, we still use the above six imaging devices and the same way to shoot SG color charts under the same illumination environment, with their 140 color blocks as the sample set, and use both the classical OLS method and the improved ALWLR method. To verify the relationship between the imaging capability and the spectral estimation accuracy of different cell phones, the Nikon D3x was also used as a comparison benchmark to evaluate the spectral estimation performance of each cell phone. The above experiments still use ten times ten-fold cross-validated to improve the stability of the results, and the experimental results are shown in Table 3.


TABLE 3    Performance comparison of raw responses in OLS method and ALWLR method for six devices: (A) RMSE, (B) GFC, (C) [image: image], and (D) ΔE00.

[image: Table 3]

For the OLS method, the accuracy of all indicators of the three Android phones is better than the D3x camera, with the Xiaomi 12s ultra having a relatively better performance in the 3 areas of RMSE, [image: image]. and ΔE00 errors; While the errors for two iPhones only had GFC errors close to the other four devices, the other three errors are all more than two times larger than the Android phone errors. For the ALWLR method, the situation changed because the samples were weighted and selected by color difference, which led to a substantial improvement in the estimation accuracy of all six devices, with a much smaller range of error between devices. In terms of RMSE error, Nikon D3x obtained the best overall estimation accuracy, with only the maximum value of RMSE higher than Huawei mate10, and the two iPhones are also very close to each other in the two items of mean and median RMSE. In terms of GFC indicators, the average value and the p80 error of Huawei mate10 were better than D3x, and the performance of the three Android phones was comparable, with Huawei mate10 being the best and slightly better than D3x, Meizu 17pro, and Xiaomi 12s ultra having the average value and the p80 GFC better than D3x, so three Android phones were better than Nikon D3x in terms of GFC mean and p80 error. The GFC errors of the 2 Apple phones were also at the same level. The chromaticity error of [image: image] and ΔE00 Nikon D3x performance is slightly better, the difference between the color difference value of these six device were very small, the [image: image] mean value range is within 0.4, and the range of mean value of ΔE00 is within 0.45.

In general, in the classical spectral estimation methods like OLS, Android phones are better than professional cameras in all four metrics. For the ALWLR method, after effective sample selection and weighting using color difference, the spectral estimation errors of all devices are significantly reduced, and the p80 of each error is smaller than the mean error of the OLS method. The mean value of the single error of some cell phones is better than that of professional cameras, while other indicators have a small difference with professional digital cameras, and the chromaticity error is much smaller than the discriminatory ability of the human eye.

The results show that, under the same conditions, the influence of the estimation method on the estimation accuracy is decisive, while under the more complex methods, the difference in estimation accuracy between most cell phone camera raw responses and professional digital cameras is very small, while some evaluation indicators are better than professional cameras. Therefore, we believe that it is feasible for cell phones to replace professional digital cameras as spectral imaging devices overall.




Comparison of methods

In this section, the number of polynomial expansion items of the proposed method is first experimented to determine the optimal number of expansion terms. Then the proposed method is compared and analyzed together with representative existing methods. The methods that participated in the comparison mainly include Ordinary least squares (OLS) (Connah and Hardeberg, 2005), Partial least squares (PLS) (Shen et al., 2010), PCA (Xiao et al., 2016), Local linear weighting method (LLR) (Liang and Wan, 2017), Weighted non-linear regression method (WNR) (Amiri and Amirshahi, 2014), the local adaptive weighting method (ALWLR) (Liang et al., 2019), and the sequential adaptive weighted non-linear regression method (SWNR) (Wang et al., 2020). In addition, the running time of the eight methods was also counted and compared.


Influence of the number of polynomial expansion items on the proposed method

As described in the principle of the method in section “The proposed method,” a polynomial expansion of the camera raw response is performed, so the appropriate number of expansion items needs to be determined, and we experimented with the performance of the proposed method by ranging the number of expansion items from 4 to 35, with the sample set of SG color chart taken from the well-balanced Xiaomi 12S Ultra in section “Mobile phone raw response spectral estimation performance validation” and the same light source environment as described before. The effect of the change in the number of items of the polynomial expansion on the spectral estimation error of this method is shown in Table 4.


TABLE 4    The estimation accuracy of the proposed method spectral estimation method with the number of polynomial expansions from 4 to 35 items.

[image: Table 4]

The data in Table 4 show that the mean, median, and p80 errors of the four indicators have the same trend, decreasing and then increasing as the number of items increases. In the interval of 9–22 items, it is obvious that each error is in the optimal interval and the differences is very small. As the number of terms exceeds 22, the accuracy of each estimate decreases gradually. After comparison, we choose 18 items with relatively more balanced errors as the number of polynomial expansion items for the subsequent study.



Comparison of estimation methods

We compare the proposed methods with seven existing methods in detail, where the WNR, ALWLR, and SANR methods contain polynomial expansions and the number of terms we fix to 18. Some of the methods include the selection of samples, and we fix the local sample selection parameter L to be 100 for all methods, which means that the first 100 local samples are selected. All other aspects of the experiments were kept consistent and used the same sample set of SG color chart taken by Xiaomi 12S Ultra.

Ten times 10-fold cross-validation was used for all eight methods to enhance the stability of the resulting data. The estimated results are shown in Table 5.


TABLE 5    Comparison of estimation accuracy between the proposed method and seven existing methods: (A) RMSE, (B) GFC, (C) [image: image], and (D) ΔE00.

[image: Table 5]

In Table 5 we bold the data with the best accuracy in each row, and it can be seen that the proposed method in this paper obtains the best spectral reflectance estimation performance in each of the four estimated accuracy metrics. From the data in Table 5. We can also observe that the OLS, PCA, and PLS methods have greater overall errors, while the improved variants such as WNR, LLR, ALWLR, and SWNR methods have better estimation accuracy performance and less difference from the proposed method due to different forms of weighting and sample selection. To further analyze the method estimation error performance, we plotted boxplots for the four evaluation indicators of the above eight methods, as in Figure 6.


[image: image]

FIGURE 6
Boxplots of estimation errors for the comparison of eight methods: (A) RMSE, (B) GFC, (C) [image: image], and (D) ΔE00.


From the four boxplots in Figure 6, it can be seen that the distance between the upper and lower edges of the error distribution and the height of the box of the proposed method are more intensive, while the distance of the box from the minimum value is the closest in all four evaluation indexes, showing that the present method has a smaller overall error. Also, the outlier data of this method are more concentrated near the upper edge of the normal value (GFC is the lower edge).



Comparison of method running efficiency

We counted the running time of each method. All methods count the computation time of 10 times 10-fold cross-validation (excluding the time to save the results) as shown in Table 6, and we counted the time of five runs of 10 times 10-fold cross-validation to get the average time. The hardware is Lenovo Legion R9000P2021H laptop, CPU is AMD Ryzen7 5800H 3.2GHz with 8 cores and 16 threads, memory is 16GB DDR4-3200MHz, the software is MATLAB R2021a, the operating system is 64-bit windows 10. It can be seen that the time of the OLS and PLS methods without weighting and selection of samples for ten times ten-fold cross-validation is within 1 s, and the computing time of the WNR, LLR, and ALWLR methods with one weighting and selection of samples is about more than 1.5 s, and the proposed method increases by 0.5 s compared with the SANR method with the same two weightings because of the addition of three color perception feature volume calculations, and all The average time of all methods is within 2 s, which means that the difference in running time is very small even on a home computer.


TABLE 6    Five running time of 10 times 10-fold cross-validation for eight methods and the average.

[image: Table 6]

According to the comparison and analysis of the above three aspects, the proposed method is ahead of the existing methods in all aspects of estimation accuracy, and the overall error is smaller and the error distribution is more intensive, while the time cost is slightly increased than the existing methods, but the difference is not significant, which proves the superiority of the proposed method.




Application of color perception features weighting strategy on existing methods

The novelty of this method is to propose a strategy of weighting color perceptual features based on CIELAB uniform color space, which calculates the differences of color perceptual features of samples in LAB color space instead of color difference weighting and achieves better performance. In this section, we try to apply the weighting strategy proposed to the OLS method, the WNR method, and the ALWLR method. The sample set still uses the SG color chart taken by Xiaomi 12S Ultra. The estimated accuracies of the above four methods before and after applying the proposed weighting strategy are presented in Table 7. The methods containing the ‘opt-’ prefix are the methods after applying the proposed weighting strategy.


TABLE 7    Comparison of the estimation accuracy of four methods applying the weighting strategy: (A) RMSE, (B) GFC, (C) [image: image], and (D) ΔE00.

[image: Table 7]

From the overall view of the data in Table 7, all four methods obtained a reduction in estimation error after applying this weighting strategy. Among them, opt-OLS has a greater improvement due to its relatively larger original error. The errors of opt-WNR, opt-LLR, and opt-ALWLR methods were also significantly reduced relative to the original methods in four aspects, for example, in the GFC data in sub-table (B), the 80% error of these three methods exceeded 99.6%; In sub-table (C) [image: image], all three methods, opt-WNR, opt-LLR, and opt-ALWLR, were reduced to within 1 in the mean and median values.

In summary, for OLS methods without sample weighting and selection, the application of the present weighting strategy brings a significant improvement. For the methods such as WNR, LLR, and ALWLR that have been optimized with sample weighting and selection, the errors in each spectral and chromaticity are also noticeably reduced. The good improvement of the proposed weighting strategy is proved.



Discussion

The proposed method uses the idea of two-times sample weighting and selection similar to the SWNR method. By improving the weighting method of the first spectral estimation and using the weighting method of color perception features in CIELAB color space instead of the weighting method based on color difference or based on chromaticity vector angle, a more accurate measure of color difference between samples and a better estimation accuracy are achieved.

The color perceptual features of CIELAB uniform color space include hue, chroma, and lightness, which are closely related to the visual perception of human eyes. The weights are directly related to these three perceptual features in our weighting approach, avoiding the problem of being given the same weight because of the equal color difference Euclidean distance, and thus being more effective than the weighting approach of existing methods.

At the same time, this study also has the following limitations: (1) The color sample sets for the experiments all use the samples of 140 color blocks of the SG color chart, and further adaptation experiments are needed on other sample sets. (2) The validation of the method is conducted under the same light source conditions, and the stability of the method needs to be studied under more light source conditions.




Conclusion

This study starts with the cell phone camera raw response. First, the linearity verification and spectral estimation performance of the cell phone camera raw response are studied, and it is confirmed that it has good linearity at the same time, and the spectral estimation performance is comparable to the professional digital cameras under the same conditions, which proves the feasibility of using the cell phone camera raw response for spectral estimation. Then a sequence adaptive weighted optimal spectral estimation method based on color perception features is proposed, and the effect of polynomial expansion on the proposed method is investigated to obtain the optimal number of expansion items. Most importantly, a detailed comparison experiment based on the raw response of the cell phone camera with the existing methods shows that the proposed method has the best performance in all four metrics of spectral error and chromaticity error. Further, we apply the weighting strategy based on color perception features to the existing method, and the comparison results show that the estimation accuracy is improved after applying the strategy, which fully demonstrates the superiority of the method and the excellent effect of the weighting strategy on the estimation error reduction.

In the future, further research is needed for cell phone camera imaging characterization; based on more different types of color sample sets, spectral estimation methods need to be improved to enhance their generalization capabilities. Spectral estimation methods based on cell phone cameras under different light source conditions also need to be further studied.
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Footnotes

1     DNG format is a publicly available archival format for raw files. Details in: https://helpx.adobe.com/camera-raw/digital-negative.html.

2     NEF format is the RAW format of Nikon DSLR Camera. Details in: https://imaging.nikon.com/lineup/dslr/basics/26/01.htm.
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Psychophysical experiment is the most straightforward and reliable way to investigate the impact of lighting on visual colour perception. In this study, a series of experiments were conducted in order to investigate the impact of experimental setting and protocol on the obtained conclusions in visual tests regarding human preference on object colour in applied lighting research. Four light sources of 5,500 K, with Duv values of −0.01, 0, 0.015, and 0.02, were used to illuminate different kinds of objects including blue jeans, fruit and vegetables, bread, artware, fresh pork, and skin tones. The use of those experimental light sources and objects was to provide control study for our former research by deliberately changing certain experimental setup and protocol and testify the robustness of our former conclusions. The results show that some of our former findings, like the dominant impact of lighting on colour preference, the visual cognition process of light booth experiments as well as the correlation between the whiteness of lighting and colour preference, were found to be valid in typical light booth experiment. The impact of experimental object turned out to be much stronger under the newly designed protocol and the significance of sex difference on colour preference judgment was found to vary with experimental setup. These new findings highlight the influence of experimental setting and protocol on the validity of research findings, which we believe, could provide deeper understanding for the psychophysical results of current colour preference studies.
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Introduction

With the rapid development of LED technology, colour quality of lighting has become a hot topic among lighting industry. Researchers have investigated the colour rendition performance of white light sources from many visual aspects including colour fidelity (Nickerson and Jerome, 1965; Davis and Ohno, 2010), colour preference (Huang et al., 2017, 2019a,2019b; Yixuan Liu et al., 2017a), colour naturalness (Jost-Boissard et al., 2009, 2015), colour vividness (Khanh and Bodrogi, 2016; Khanh et al., 2016, 2017), colour harmony (Szabó et al., 2009), and colour discrimination (Thornton, 1972; Jiang et al., 2015). Among those visual attributes, colour preference of lighting (Smet et al., 2011; Khanh and Bodrogi, 2016; Khanh et al., 2016, 2017; Huang et al., 2017; Liu et al., 2017a), which refers to the visual appreciation of human observers on the colour appearance of illuminated objects, is perhaps the most conspicuous issue among the above-mentioned visual attributes. Such an issue is closely associated with the second top priority topic “Colour Quality of Light Sources Related to Perception and Preference” in the Commission Internationale de l’Eclairage (CIE) Research Strategy (CIE, 2020). Meanwhile, CIE has also established a Research Forum, RF-03 (Matters Related To Colour Rendition) and encouraged worldwide researchers to further investigate this topic.

Till now, numerous studies have been carried out to investigate colour preference under different lighting, in which subjects were invited to rate their visual preference on the colour appearance of illuminated objects under different white light sources. However, consensus has not been reached upon which object should be adopted to evaluate the colour rendition performance. Currently, various objects have been used including fruit and vegetables (Jost-Boissard et al., 2009, 2015), skin tones (Islam et al., 2013; Wei et al., 2014; Tan and Stephen, 2019), artwork (Nascimento and Masuda, 2014; Zhai et al., 2014; Huang et al., 2017, 2020a), printed images (Islam et al., 2013), cosmetics (Khanh and Bodrogi, 2016), consumer goods (Khanh et al., 2016) as well as combined objects (Royer et al., 2016; Khanh et al., 2017). Many researchers preferred to ask the subjects to observe familiar objects like fruit, vegetables, and bread (Thornton, 1974; Jost-Boissard et al., 2009; Wang and Wei, 2018) but others used unfamiliar objects like artwork (Nascimento and Masuda, 2014) and printed images (Islam et al., 2013).

In our previous work (Huang et al., 2017), we systematically evaluated human colour preference upon 14 groups of objects including four groups of fruit and vegetables with different colours, five traditional Chinese calligraphies written on papers with different colours, four pieces of artwork as well as a bouquet of artificial flowers with mixed colours. Those objects were all illuminated by the same group of white light sources with Correlated Colour Temperature (CCT) values ranged from 2,500 to 6,500 K, under an illuminance level of 200 lx. The experimental results showed that the rating intervals of the observers for the familiar objects were obviously larger than that of unfamiliar objects, which revealed the impact of observer familiarity upon colour preference evaluation under different lighting.

Meanwhile, the most significant finding of the above study is the dominant impact of lighting on colour preference evaluation. That is, no matter what kind of objects were posed in the viewing booth, the colour preference ratings of observers under different light sources exhibited a very similar trend (Huang et al., 2017). That finding was further consolidated by a follow-up study (Liu et al., 2017a) in which we examined the same group of light sources with the same experimental setting and protocol but put no objects in the booth. Interestingly, the average preference ratings of observers for the lit environment of the empty booth under multiple light sources were highly consistent with the colour preference scores for multiple illuminated objects, as reported before (Huang et al., 2017). Such consistency inspired us to reconsider the impact of experimental setting and protocol on the final conclusions obtained in similar psychophysical tests in booth.

Thus, based on a meta-analysis of eight groups of visual data from worldwide researchers, recently we have demonstrated that the perceived colour preference obtained by consecutive visual judgments in typical light-booth experiments was greatly influenced by the inherent features of the visual cognition process rooted in that kind of experiments (Chen et al., 2020a). Specifically, during the psychophysical tests, after several rounds of visual judegments, observers gradually realised that they were observing the same objects and the research variable was lighting. This knowledge would help their visual system to further discount the illuminant and produce a relatively consistent colour perception for the objects. Thus, for the remaining part of the test, it is likely that the observers paid more attention, consciously or unconsciously, to the lit environment of the booth rather than the objects. Such a finding could well explain the dominant influence of lighting on colour preference (Huang et al., 2017) as well as the consistency between colour preference ratings under different light sources with and without experimental objects in booth (Liu et al., 2017a). Obviously, that research further demonstrates the non-negligible impact of experimental setting and protocol on the final psychophysical results.

Based on the above considerations, we revisited our former work that evaluated multiple experimental objects (Huang et al., 2017) and realised that the preponderant impact of lighting over experimental objects might be attributed to the specific experimental setting and protocol: in that study the experimental light sources were remarkably different and they were directly compared in every experiment while different kinds of objects were not compared in the same trial (i.e., they were separately assessed in different sub-tests). This leads to the fact that visual scores obtained in different sub-group studies with different kinds of experimental objects were independent with each other, which means that the influence of objects was to some extent weakened by that setting and protocol.

Another conspicuous finding we obtained after revisiting our former psychophysical data (Huang et al., 2017, 2018, 2019a, 2020a, 2020b, 2021b; Chen et al., 2020b; Liu et al., 2020; Wang et al., 2020) is about sex difference. In our former studies, various objects were adopted in light booth experiments, including blue jeans (Huang et al., 2018; Liu et al., 2020), paintings (Huang et al., 2017, 2020a), artware (Wang et al., 2020), calligraphy (Huang et al., 2017), black and white objects (Huang et al., 2019b), fruit and vegetables (Huang et al., 2017, 2021b), bread and cakes (Chen et al., 2022), and so on, and they were illuminated by different groups of white light sources. In every visual study, equal amount of male and female observers were invited. In this study, we used a Mann–Whitney U test to investigate whether the colour preference between men and women for certain object under certain light source was significantly different (p < 0.05). Surprisingly, for all the 357 lighting scenarios (visual tests with a certain combination of test object and test light source) depicted in our former papers (Huang et al., 2017, 2018, 2019a, 2020a, 2020b, 2021b; Chen et al., 2020b; Liu et al., 2020; Wang et al., 2020), significant sex difference was only observed in the work that related to blue jeans (Liu et al., 2020). In that study, males and females judged the colour appearance of seven pairs of jeans consecutively and their responses were significantly different for all jeans under two specific lighting conditions: male observers provided significantly higher scores than females under two light sources of 5,500 K, with Duv values (the distance from the test chromaticity coordinates to the Planckian locus) of 0.02 and 0.015, respectively. Interestingly, in that study such sex difference was not found under the remaining 5,500 K light sources with other Duv values.

Based on the above findings, in this study we deliberately designed a control experiment to discuss the potential impact of experimental setting and protocol on colour preference evaluation and testify the external validity of our former conclusions. Four light sources of 5,500 K used in our jeans study (Liu et al., 2020) were adopted and their Duv values were 0.02, 0.015, 0 and −0.01, respectively. Among those light sources, sources with Duvs of 0.02 and 0.015 refer to the cases where significant sex difference was observed, the one with a Duv of −0.01 was reported to obtain highest average colour preference scores in the former research (Liu et al., 2020) and the light source with a Duv of 0 represents the most typical 5,500 K light that locates on the blackbody locus. Meanwhile, six kinds of objects, including the formerly-used blue jeans (Huang et al., 2018; Liu et al., 2020), fruit and vegetables, bread, artware, fresh pork, and skin tones were used in the new experiment and those objects were consecutively observed in a same visual test. As a control of our previously studies (Huang et al., 2017, 2019a,2019b,2021b; Chen et al., 2020a; Liu et al., 2020), in this work we wanted to investigate:

1) Whether the formerly-reported dominant influence of lighting on colour preference (Huang et al., 2017) still exist when multiple experimental objects were assessed consecutively in one test? Similarly, we also want to find out whether the impact of experimental objects on colour preference grow stronger when they were compared directly in the same visual test?

2) Whether the light sources that generated significant sex difference for jeans perception (Liu et al., 2020) could lead to significant sex difference for other objects as well?

3) Whether our former conclusions stand when the experimental setting and protocol change? For instance, the impact of object familiarity on colour preference evaluation (Huang et al., 2017), validity of the theoretical explanation on the visual cognition process in typical light booth experiment (Chen et al., 2020a), correlation between the whiteness of lighting and colour preference (Huang et al., 2019a,b) as well as the human preference on light sources with negative Duv values (Huang et al., 2021b).



Materials and methods


Participants

The experiments were approved by the ethics committee of Wuhan University. All subjects provided written informed consent in accordance with the Declaration of Helsinki.

Forty observers, 20 males and 20 females, were invited to participate in the experiment, all of whom were students from Wuhan University. The age of the observer was between 19 and 34 years old, with a mean age of 22 and a standard deviation of 3.49. All of them had passed the Ishihara Colour Vision Test and they had no knowledge about the research intent before the visual test.



Light sources

The visual experiment of this study was conducted in a light booth. The size of the booth is 50 cm × 50 cm × 60 cm (W × D × H). The walls and bottom of the booth were evenly coated with Munsell N7 neutral gray matte paint. A height-adjustable chair was used to ensure that the illumination source at the top of the light booth was not visible to the observers. The chair was placed at a distance of approximately 50 cm from the light booth, which resulted in a viewing angle of approximately 45°. The experimental scenes are shown in Figure 1.


[image: image]

FIGURE 1
Multiple objects adopted in the psychophysical experiments. (A) Blue jeans, (B) Fruit and vegetables, (C) Bread, (D) Artware, (E) Fresh pork, (F) Skin tones.


The experimental light sources were generated by a spectrally tunable lighting system developed by Changzhou Thouslite Ltd., Changzhou, China. As mentioned earlier, the four light sources were of 5,500 K and their Duv values were −0.01, 0, 0.015, and 0.02, respectively. The illuminance level at the bottom of the booth was uniformly set to 500 lux, calibrated by a Testo 540 illuminance meter. The spectral power distributions (SPDs) of the light sources were measured by an X-Rite i1 Pro2 spectrophotometer, as shown in Figure 2. The colorimetric parameters of those light sources, together with their values of typical colour quality measures, are depicted in Table 1.


[image: image]

FIGURE 2
Relative spectral power distributions of experimental light sources.



TABLE 1    The colorimetric properties of the spectral power distributions (SPDs) and their typical colour quality metric values.
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Experimental objects

The six types of experimental objects, including blue jeans, fruit and vegetables, bread, artware, fresh pork, and skin tones, were deliberately selected and each of them exhibited unique colour features. The jeans adopted in this work had been used in our former research (Huang et al., 2018; Liu et al., 2020) and it represented monochromatic and typical costume colours. Fruit and vegetables and artware are of colourful and saturated colours. The former refers to familiar colours while the latter refers to unfamiliar colours. Bread, fresh pork, and the observer’s own skin colour are of different dominant tones and in this cases, most student observers are familiar with the colour of bread and skin but they are not familiar with the fresh pork colour. During the test, fruit and vegetables, bread, and fresh pork were purchased from the same supermarket every day to maintain freshness and thus keep colour consistent. Noteworthily, for skin tones, observers evaluated the colour of their own skin in the back of his/her right hand. During the test, those objects were placed in the middle of the light booth, as shown in Figure 1.



Rating method

During the visual tests, participants were asked to respond with their colour preference using a 7-point rating scale, in which 1, 2, 3, 4, 5, 6, and 7 denotes strongly dislike, moderately dislike, slightly dislike, neutral, slightly like, moderately like, and strongly like, respectively. In addition to this, during each test a randomly selected light source was displayed twice without informing the participants. Such a setting was aimed for quantifying the intra-observer variability of each observer.



Procedure

Upon arrival, subjects were asked to participate in a personal information survey and fill in their name, sex, age, major, and hometown on a questionnaire. Afterward, they were instructed to sign a consent form and screened privately for colour vision deficiencies using an Ishihara Colour Vision Test. The qualified participant was then asked to wear a grey coat, escorted to the laboratory and instructed to sit in front of the light booth. He/she was asked to adjust the height of the chair so that the light source at the top of the booth cannot be seen directly. The experimenter then introduced the visual experiment and answered questions raised by the participants. These steps were proceeded orally, with the aim of avoiding the influence of reflected light on the observer’s visual adaptation condition, which might be caused if the observer was to write the answers onto a piece of white paper. Afterward, the experimenter turned off the lights of the room in the laboratory, leaving the light source in the booth the only illumination in the room.

Before the formal experiment, the participant was provided with 30 s to visually adapt to a welcome light, which was randomly selected from the 4 experimental light sources. Afterward, a training session was provided in which the observer was asked to rate his/her preference on the colour appearance of a randomly selected object placed in booth. This step was to help the observer become familiar with the 7-point rating method.

After the training process, the formal experiment began. The participant was required to close the eyes for 20 s when the experimenter turned on the first light source. Subsequently, the observer was instructed to open the eyes and observe the lit environment of the empty booth for 30 s for visual adaption. After that, the experimenter posed the first object in the booth and asked the participant to give his/her preference score according to the colour appearance of the illuminated object. During this step, the observer was provided with sufficient time (no less than 15 s) to make the judgement.

When the participant responded with his/her assessment, the experimenter asked him/her to keep the eyes closed for another 20 s. During that time, the experimenter recorded the visual score and switched to the next light. Note that every time the light sources changed, the observers were instructed to close the eyes for 20 s, such a step was designed to eliminate the short-term memory effect of the previous lighting. The above procedure was repeated until the participant completed evaluation for the first object under 5 (4 experimental lights + 1 repeated trial) light sources. Then, the participant was asked to close the eyes and the experimenter changed the object. This procedure was repeated for each of the lights and then for each object, which means that participants had to rate with their colour preference of one object under different lights and then repeat the trial for a second object. Note that during the test, the presenting order of objects and light sources was randomised and counterbalanced among observers. In the experiment, the position of each kind of objects in the booth was fixed. On average, each participant took approximately 50–70 min to complete the experiment.



Data analysis methods


Standardised residual sum of squares values

As stated above, to quantify the intra-observer variability, participants were required to rate a randomly selected light source twice without being informed of this. Thus, for each object, the standardised residual sum of squares (STRESS) values (Melgosa et al., 2011) between the two ratings were then calculated for quantifying the intra-observer variability. To assess the inter-observer variability, for each object the STRESS values were calculated between each observer’s ratings and those of the average observers.



Wilcoxon signed-rank test

In order to explore whether colour preference scores has significant differences between positive Duvs (Duv = 0.020, Duv = 0.015) and non-positive Duvs (Duv = −0.010, Duv = 0), Wilcoxon signed-rank test was performed on the visual data of all the experimental objects. To discuss whether the rank order of human preference for different objects changes with the experimental light source, the statistical difference between the preference scores for different objects are also investigated by such a test.



Pearson correlation coefficients

Pearson correlation coefficients were computed in order to assess the relationship between the mean of each object and its corresponding standard deviation. Meanwhile, it was also used to further demonstrate whether there was a significant correlation between whiteness ratings and colour preference ratings.



Repeated measures analysis of variance

A repeated measures analysis of variance (rm-ANOVA) was conducted in order to investigate the effect of different contextual factors including Duv (light sources), objects, sex and their interaction on colour preference ratings.





Results


Observer variability

Table 2 summaries the average values and standard deviations of intra- and inter-observer variability for each object. As can be seen from the table, The STRESS values for intra-observer variability ranged between 21.43 and 28.52 for the six scenarios with different objects, with a mean of 25.49. For inter-observer variability, the STRESS values ranged between 13.36 and 20.05 for the six scenarios, with a mean of 17.19.


TABLE 2    Inter- and intra-observer variability.

[image: Table 2]

Generally speaking, a STRESS value no larger than 30 is usually considered as reasonable for visual experiments (Melgosa et al., 2011). Therefore, as depicted in Table 2, the intra- and inter- observer variability of this study can be regarded as acceptable. For inter-observer variability, the results are consistent with our former research (Huang et al., 2021b) (STRESS = 24.2, standard deviation = 8.5) and the work of Feltrin et al. (2019) (STRESS = 25.7, standard deviation = 7.9). It seemed that aesthetic attributes and familiarity mutually impacted observer variability: for fruit and vegetables with higher degree of aesthetic attributes and familiarity, the observer variabilities were low, while for fresh pork with lower degree of aesthetic attributes and familiarity, the observer variabilities were high. As for the other four objects, they only possessed one of these two attributes thus the observer variability was medium.



Overall results

Figure 3 summarises the average preference ratings of six types of experimental objects under four light sources with different Duv values. From this drawing, it is clear that no matter under which light sources, observers preferred the colour appearance of artware and fruit and vegetables while they did not appreciate the appearance of fresh pork. Similarly, despite of experimental objects, light sources with zero and negative Duv values always received higher scores than sources with positive Duvs. According to a Wilcoxon signed-rank test, for almost every experimental object, there was a significant difference (p < 0.05) in colour preference scores between positive Duvs (Duv = 0.020, Duv = 0.015) and non-positive Duvs (Duv = −0.010, Duv = 0). The only exception is the colour appearance of artware under sources with Duv values of −0.01 and 0.015, but the difference between those colour preference scores was also obvious, with a significance level of p = 0.07. Those results indicated that in this situation the impact of object and light sources on colour preference was strong and independent, with no interactive effect. Meanwhile, it was found that for every object, the average scores and standard deviations of the preference ratings were always strongly and negatively correlated, with Pearson correlation coefficients closed to −1, which is consistent with our formerly-reported results (Huang et al., 2017).
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FIGURE 3
Preference scores of six experimental objects under four light sources. The error bars denote the 95% confidence intervals.


As can be seen from Table 3, repeated measures ANOVA for the colour preference ratings showed significant main effects for Duv (light sources) [F(3, 114) = 49.435, p < 0.001, η2 = 0.565] and objects [F(5, 190) = 12.715, p < 0.001, η2 = 0.251]. The partial eta-squared values (η2) reveal the magnitude of influence and it is clear that the impact of lighting and object is much stronger than other factors, since the η2 values are much larger than those of other factors. And just like our former conclusions (Huang et al., 2017), light exhibited dominant influence.


TABLE 3    Statistical significance of the effect of the independent variables (Duv, object, and sex) on the dependent variable (preference ratings).
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The average colour preference scores obtained in this study were compared to the average whiteness ratings for the same experimental light sources acquired in our former psychophysical test carried out in the same booth (Huang et al., 2019b). In that study, 30 observers were invited to rate their whiteness perception (i.e., neutrality: a colour that neither green nor red, nor yellow or blue) for the lit environment in the same empty light booth. The same nine experimental light sources (5,500 K, 500 lx, Duvs ranged from −0.02 to 0.02 with 0.005 interval) used in our former jeans experiment (Liu et al., 2020) were examined and those lights included the four light sources used in this study. Meanwhile, in that study, consistent experimental setting and protocol, as well as ratings approach (i.e., 7-point rating) were adopted as well.

It can be seen from Figure 4 that the trends in colour preference scores under different light sources were consistent across multiple objects, which again, highlights the dominant influence of lighting on visual appreciation (Huang et al., 2017). Most importantly, from Figure 4 we could observe that the colour preference scores of multiple objects were highly correlated with the whiteness ratings, with Pearson correlation coefficients exclusively larger than 0.96. We believe that this strong correlation should essentially be attributed to the fundamental belief in visual science that the human visual system is optimised for the environment in which it evolved (Párraga et al., 2000; Pearce et al., 2014). As reported by Smet (2018), the whiteness regions for lighting are highly related to daylight scope and maybe that is the reason why human observers preference the corresponding lit environment. As shown in the Figure 4, the rating interval of whiteness scores regarding to different lighting was larger than those of colour preference scores for different objects. Such results agree well with our former results (Huang et al., 2019b,2021b), which indicate that it is easier for human observers to raise an explicit answer for whiteness perception than colour preference. Meanwhile, light sources with positive Duv values always corresponded to larger variations for preference scores of different objects.


[image: image]

FIGURE 4
The average whiteness ratings and colour preference ratings. The error bars are the 95% confidence intervals and the values inside the brackets in the legend denote the Pearson correlation coefficients between colour preference scores and whiteness ratings.




Object difference

From Figures 3, 4, it is easy to conclude that although the impact of lighting on colour preference ratings is dominant, the rank order of human preference toward different experimental objects does not vary pronouncedly with light sources: artware and fruit and vegetables were most preferred while fresh pork was least preferred, no matter under which light sources. Such conclusion is further clarified by Table 4, in which the statistical difference between preference scores of different objects was demonstrated by the results of a Wilcoxon signed rank test.


TABLE 4    Wilcoxon signed rank test results for every two objects.

[image: Table 4]

Meanwhile, it is interesting to find that the impact of familiarity on ratings intervals, which was reported in our former work (Huang et al., 2017), was not observed in this study. In our previous work, under light sources with lower ratings, observers rated the familiar objects with lower scores compared to unfamiliar objects while under sources with higher ratings, they provided higher scores for familiar objects than unfamiliar objects. As illustrated in Figures 3, 4, however, there is no such trend among the six experimental objects: objects that were preferred by observers received higher scores under all of the light sources.



Sex difference

Figure 5 illustrates the sex difference in colour preference ratings obtained in this psychophysical work. As can be seen from the figure, significant sex difference was only observed when skin tones and fresh pork were illuminated by the light source with a Duv value of −0.010. As for light sources with positive Duvs, which were reported to cause significant sex difference for seven pair of jeans in our former work (Liu et al., 2020), they did not generate any significant sex difference in this case. Noteworthily, the experimental jeans adopted in this study had been used in our former work (Liu et al., 2020) and illuminated by the same light sources with Duv values of 0.015 and 0.02. In the previous condition, significant sex difference was found but this time, such difference was not pronounced.


[image: image]

FIGURE 5
Sex difference in colour preference ratings. The error bars denote the 95% confidence intervals and the triangles indicate significant difference (p < 0.05) according to a Mann–Whitney U test (skin tones: U = 134.500, p < 0.01; fresh pork, U = 130.000, p = 0.050).





Discussion

The rm-ANOVA results shown in Table 3 strength our former conclusions that light dominates colour preference (Huang et al., 2017), despite of the fact that the experimental light sources, objects and protocol are all different between the two studies. Note that the colour features of the six experimental objects shown in Figure 1 were remarkably different, but as illustrated in Figure 3, 4, the preferred light sources were not obviously influenced by objects. Similar results were also reported by Jost-Boissard et al. (2009) in which the authors investigated the colour quality of lighting using a paired-comparison experiment. Based on the visual results the authors argued that: “The subjects’ judgements about lighting did not seem to depend a lot on the colour of the target. This suggests that it is possible for a given type of light to give a good rendering for all the different colours, and that separate lighting is not needed for each target colour.” Those opinions seem to belie with the common understanding that colour preference of lighting varies with experimental objects, since, by definition, colour is a synthetisation of light, object and human vision. Such a contradiction reminded us to pay closer attention to the impact of experimental setting and protocol on psychophysical findings.

In one of our former publications (Liu et al., 2017a), we ascribed the above phenomenon to the subconscious effect of human vision (Pirenne, 1948). In that work, we psychophysically validated that the preference ratings for the lit environment in the empty booth were highly consistent with the judging results when different objects were posed inside the booth and assessed (Liu et al., 2017a). The core idea of our explanation was that during the light booth experiments, the foveal response that related to the conscious vision was mainly desired. However, inevitably, during the test the subconscious vision which related to the regions surrounding the fovea with much larger viewing angles, would affect the subjective response as well. Thus, if the subconscious vision regarding the lit environment of the booth was so strong that it dominated the cognitive process of preference, putting any objects in the booth may actually turn out to be insignificant for light quality evaluation. This assumption was to some extent in line with the opinions of Khanh et al. (2017). In that work, observers were asked to evaluate the colour appearance of multiple objects against white background under different light sources and the authors concluded from their results that “The chromaticity of the white tone which is seen together with the coloured objects contributes to the colour preference assessment about the coloured objects.”

Furthermore, in our recent work, we further validated that there was strong correlation between the whiteness of lighting and colour preference, not only by psychophysical results from four groups of psychophysical experiments (Huang et al., 2019b) but also by a meta-analysis of visual data from 19 visual experiments (Huang et al., 2019a). As for this work, obviously, the consistency between the whiteness of lighting and colour preference showed in Figure 4 further consolidates the above findings. Note that unlike the previous studies, in the current work the examined experimental objects were of a much wider range of diversity and they were assessed consecutively in one experiment. Thus, the current results prove the robustness of the former conclusions.

The dominant influence of lighting on colour preference, as well as the strong correlation between the whiteness of lighting and colour preference revealed in this study could be well explained by our former opinions regarding the visual cognition process of light booth experiments (Chen et al., 2020a). That is, although it is widely believed that the neutral interior of a light booth has minimum impact on the colour appearance evaluation of experimental objects, the eight groups of psychophysical data collected in our former work (Chen et al., 2020a), together with the visual results of this study shown in Figures 3, 4, convincingly demonstrate its great impact on colour preference assessment. In other words, under the typical protocol of consecutive judgement in booth, it was unavoidable that observers gradually realised the truth that the research variable was not experimental objects but light sources. Thus, after a consecutive learning process, their visual systems would discount the illuminant, produce a relatively consistent colour perception for the objects and make the judgement based on the subconscious vision regarding the lit environment of the booth. At that time, what they were mainly perceiving was actually the colour of the lit environment in booth rather than the coloured objects. Such mechanism should be fully recognised by researchers in the field of lighting quality assessment.

The visual results shown in Figures 3, 4 also corroborate the opinion that people prefer the colour appearance of illuminated objects under light sources with negative Duv values (Dikel, 2014; Ohno and Fein, 2014; Wei and Houser, 2015; Feng et al., 2016; Ohno and Oh, 2016; Wang and Wei, 2018; Liu et al., 2020; Huang et al., 2021b). Wei and Houser (2015) ascribed such result to the fact that light sources with negative Duv values usually exhibited higher scores for colour gamut and colour fidelity. That theory, however, could not explain the consistency for the preferred light sources regarding multiple objects with diverse colour attributes, as shown in Figure 4. Meanwhile, it could not explain why human observers responded differently when they assessed achromatic objects under different lighting (Huang et al., 2019b), either. Based on the above discussion, we would like to conclude that in light booth experiment where the impact of colour appearance perception was weakened by the unique experimental setting and protocol, human preference for negative Duv values should be largely attributed to the higher degree of whiteness perception for the lit neutral environment. Note also that the above conclusions are based on a prerequisite that the experimental light sources are of acceptable CRI (Nickerson and Jerome, 1965) values. Other examples could be found where light sources with much lower CRI values were used to deliberately enlarge the influence of other factor [e.g., gamut shape (Wei et al., 2016)]. That theoretical topic is beyond the scope of this study since in this work we mainly focus on practical lighting applications with qualitied CRI values.

The above results and discussions testify the robustness of some of our former findings: as reported in section “Overall results,” when the experimental setting and protocol changed in this study, our previous findings including the theoretical explanation of visual cognitive processes in typical light booth experiment (Chen et al., 2020a), the strong correlation between the whiteness of illumination and colour preference (Huang et al., 2019a,b) and human preference for light sources with negative Duv values (Huang et al., 2021b) were found to be valid.

Meanwhile, it is found that some other findings obtained in our previous work vary with the experimental setting and protocol. First of all, the effect of experimental objects on colour preference is significantly enhanced when the experimental objects were directly compared in a single visual test: in our former work with the same light sources, jeans and experimental protocol (Liu et al., 2020), the impact of experimental objects was not significant (p > 0.05) according to rm-ANOVA. However, due to the large diversity of experimental objects and the consecutive rating mode, in this study the influence of object turned out to be significant (p < 0.001) as shown in Table 3. Similarly, in Huang et al. (2017) four groups of visual test were separately carried out using a same series of light sources but different objects to investigate colour preference of lighting. As reported in that paper, only one group of test that used objects with remarkable difference (i.e., artificial flowers vs. modern oil painting) revealed significant impact of object (p = 0.001). Thus, it is easy to conclude that in psychophysical studies the significance of the impact of contextual factors depends on how the experiment was designed.

Secondly, familiar objects were widely used in similar lighting quality research (Jost-Boissard et al., 2009, 2015; Royer et al., 2016; Huang et al., 2017, 2018, 2021b; Liu et al., 2020) since human observers used to judge the colour appearance of object, consciously or unconsciously, based on their colour memory (Smet et al., 2010). As stated by Jost-Boissard et al. (2015), it is easier for observers to answer subjective questions on real objects with familiar colours. Meanwhile, according to Mizokami et al. (2012), familiarity also contributes to colour adaptation. These viewpoints were to some extent supported by the observer variabilities shown in Table 2. However, as described in section “Object difference,” the impact of familiarity on preference ratings intervals reported in our former work (Huang et al., 2017) was not observed in this research. As far as we are concerned, such difference should be ascribed to the fact that in the previous work (Huang et al., 2017) the experimental objects were separately assessed in different subgroups while in this work different objects were evaluated consecutively in one test. In other words, previous observers only needed to rate the colour appearance of objects in a certain group (fruit and vegetables, calligraphies, paintings, etc.) while current participants had to assess multiple objects in one test. Thus, their ratings on one kind of object were inevitably influenced by others while for the previous observers, their ratings for different objects were independent. This difference highlights again that psychophysical results rely on experimental setting and protocol.

Thirdly, as reported in section “Sex difference,” the light sources that generated significant sex difference in jeans colour preferences in our previous experiments did not result in significant sex difference for other objects in this experiment. As known to all, sex difference is a very hot topic among human-related studies. As pointed out by de Vries and Forger. (2015) males and females usually perceive the environment differently due to the differences in sensory system. Similar findings have been extensively reported by researchers from multiple research areas, including genetics (Foote et al., 2014; Vanston and Strother, 2016), neuroscience (Palmer et al., 2013), biology (Hurlbert and Ling, 2007; Schwarzkopf et al., 2011), ophthalmology (Panorgias et al., 2010), and colour science (Bimler et al., 2010; Huang et al., 2020a). However, the inherent visual mechanism of such difference is indeed complicated by the interaction of biological, environmental, evolutional, and cultural factors. Thus, till now consensus has not been reached upon which factors shape these sex differences. As stated above, the light sources with Duv values of 0.015 and 0.02 are the only two sources that exhibited significant sex difference among our visual studies (Huang et al., 2017, 2018, 2019a, 2020a, 2020b, 2021b; Chen et al., 2020b; Liu et al., 2020; Wang et al., 2020). However, in this work with different experimental settings (e.g., the use of diverse objects with distinct colour features) and protocol (e.g., the consecutive judgement for multiple objects in one test), no sex difference was observed for such “distinctive” light sources, even for the jeans that had been evaluated under the same sources before (Liu et al., 2020). Instead, as illustrated in Figure 5, the light source with a Duv of −0.01 exhibited significant sex difference for fresh pork and skin tones. These findings imply that sex difference in colour preference is not simply associated with a certain combination of light and object. Instead, it is related to a complex psychological process during the visual test, which might be influenced by multiple, unintended effects such as boredom, fatigue, learning, experience, and adaptation.

The above discussions highlight the inseparability of the psychophysical findings and the corresponding preconditions (i.e., experimental settings and protocol). After all, due to the inherent feature of psychophysical studies, it is not possible for a single study to consider all the impacting factors simultaneously. Such limitation leads to the variation and uncertainty of such kind of research. To solve this problem, it is recommended to design the psychophysical experiment more reasonably so that to enhance the internal validity of the research and report the experimental setting and protocol detailly. Meanwhile, readers should be fully aware that conclusions obtained in a single psychophysical work should be interpreted and applied with cautious. For most cases, it might not be safe to disregard the changing precondition and directly accept the opinions. As we believe, to promote external validity and draw robustness conclusions, the meta-analysis approach (Nickerson and Jerome, 1965; Smet et al., 2011; Liu et al., 2017b; Huang et al., 2019a,b, 2021a; Chen et al., 2020a) used in this topic should be encouraged (Liu et al., 2018).



Conclusion

In this study, a series of psychophysical experiments were carried out to testify the influence of experimental setting and protocol on the obtained findings in the research filed of colour rendition of lighting. The use of the experimental light sources, objects, as well as the corresponding experimental protocol, were based on a comprehensive review of our former visual studies in the past 5 years. Through this control study, we further consolidated some of our former findings such as the dominant impact of lighting on colour preference, the visual cognition process rooted in light booth experiments, the strong correlation between the whiteness of lighting and colour preference, as well as the visual preference toward light sources with negative Duv values. Meanwhile, we also found that some of our former statements, like the significance of object difference and gender difference, did not stand when experimental setting and protocol changed. Such results highlight the inseparability between research findings and experimental setting and protocol. By this work, the authors would like to remind readers and following researchers to treat the existing psychophysical findings with more rationality.
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High-precision segmentation of ancient mural images is the foundation of their digital virtual restoration. However, the complexity of the color appearance of ancient murals makes it difficult to achieve high-precision segmentation when using traditional algorithms directly. To address the current challenges in ancient mural image segmentation, an optimized method based on a superpixel algorithm is proposed in this study. First, the simple linear iterative clustering (SLIC) algorithm is applied to the input mural images to obtain superpixels. Then, the density-based spatial clustering of applications with noise (DBSCAN) algorithm is used to cluster the superpixels to obtain the initial clustered images. Subsequently, a series of optimized strategies, including (1) merging the small noise superpixels, (2) segmenting and merging the large noise superpixels, (3) merging initial clusters based on color similarity and positional adjacency to obtain the merged regions, and (4) segmenting and merging the color-mixing noisy superpixels in each of the merged regions, are applied to the initial cluster images sequentially. Finally, the optimized segmentation results are obtained. The proposed method is tested and compared with existing methods based on simulated and real mural images. The results show that the proposed method is effective and outperforms the existing methods.
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Introduction

Ancient murals have been eroded over time by different natural factors such as light, temperature, humidity, carbon dioxide, and bacteria (Shi and Lu, 2005), resulting in the degradation of their appearance, particularly their color. The historical value of these ancient murals may get hidden by the fading colors. Current restoration works can help rediscover the hidden information. In the aspect of restoration for ancient murals, the traditional imitation method is easily influenced by personal experience, and the imitation work is irreversible. Fortunately, computer-aided digital restoration can help overcome the shortcomings of traditional imitation restoration. Furthermore, digitally archived files can be more easily displayed, reproduced, and permanently stored.

The high-precision segmentation of ancient mural images is the foundation of digital virtual restoration. With the support of image processing technology and the collected database of ancient murals (Liang et al., 2016; Jin-xing and Xiao-xia, 2017), the faded color can be restored with high fidelity. However, ancient mural images are very complex in terms of color because of the different color degradation conditions existing in these murals, such as fading, wearing, and shedding (Lu et al., 1998), which make it difficult to achieve high-precision segmentation using traditional segmentation algorithms. For example, current segmentation methods cannot achieve color consistency and positional connectivity when segmenting an ancient mural image.

In the past decades, a few human–computer interaction-based image segmentation methods have been proposed based on traditional image segmentation algorithms. Some intelligent human–computer interactive image segmentation systems have been developed (Hua et al., 2002), including region growth-based (Baogang et al., 1999) and edge detection-based (Pan and Lu, 2003). Lu et al. (2002) attempted to automatically extract the region to be repaired using a color histogram; however, the method is only applicable to the extraction of local regions with consistent colors. Li et al. (2000) proposed an image segmentation method that combined edge detection and region growth technologies.

With the rapid development of deep learning technology, image segmentation based on semantic or instance information of images has made great progress. Among the current deep learning-based image segmentation methods, the representative one is the full convolutional network (FCN) proposed by Long et al. (2015), which uses up-sampling instead of a full connection layer and can process images of different sizes. Ronneberger et al. (2015) proposed the U-net framework, which is suitable for running smaller batch dataset samples. Badrinarayanan et al. (2017) proposed the SegNet neural network, which greatly reduced the model parameters and improved the efficiency. Zhao et al. (2017) proposed PspNet, which uses global feature prior knowledge to analyze the different scenes and realize semantic segmentation. Lin et al. (2017) proposed a Re-fineNet framework using chain residual connection. Nevertheless, as it is exceptionally difficult to build a large and robust database to train the mentioned frameworks, they are unsuitable for the segmentation of ancient mural images. Therefore, most current methods are still based on traditional image segmentation algorithms, such as threshold-based (Otsu, 1978; Kapur et al., 1985; Yen et al., 1995), edge detection-based (Rosenfeld, 1981; Er-Sen et al., 2009), and clustering-based (Dasgupta, 2008; Yan et al., 2012).

Although traditional image segmentation algorithms are used extensively in different areas, owing to the complexity of the color appearance of mural images, they are not directly applicable to ancient mural images without human assistance. For example, simple or multiple thresholds cannot deal with the color-mixing problems in ancient murals for threshold-based methods (Otsu, 1978; Kapur et al., 1985; Yen et al., 1995). Further, the edge detection-based segmentation algorithm (Rosenfeld, 1981; Er-Sen et al., 2009) can only obtain an incomplete local contour of the input image. In addition, for clustering-based image segmentation algorithms, k-means or fuzzy c-means clustering (FCM) algorithms (Dasgupta, 2008; Yan et al., 2012) perform global clustering on the input image that only meets the coarse color consistency and cannot realize the positional connectivity of their clustering results. The limitations of the current methods for segmenting ancient mural images are apparent.

To address the current challenges in ancient mural image segmentation, an optimized method based on a superpixel algorithm is proposed in this study. First, the SLIC algorithm (Achanta et al., 2012) was applied to the input mural images to obtain the superpixels. The DBSCAN algorithm (Bäcklund et al., 2011; Kovesi, 2013) was then used to cluster the superpixels to obtain the initial clustered images. However, the noisy superpixels in the initial clustering result hinder the color consistency and positional connectivity of the initial clustering of the superpixel image. Therefore, a series of optimized strategies were implemented to deal with the noisy superpixels, including (1) merging the small noise superpixels, (2) segmenting and merging the large noise superpixels, (3) merging the initial clusters based on color similarity and positional adjacency to obtain the merged regions, and (4) segmenting and merging the color-mixing noisy superpixels in each of the merged regions. Finally, the optimized segmentation results were obtained. The experiments showed that the proposed method was effective and outperformed the existing methods in segmenting ancient mural images.



Materials and methods


Simple linear iterative clustering algorithm

The SLIC algorithm is used extensively for image processing (Achanta et al., 2012). For the SLIC algorithm, the input image is first converted to the CIELAB color space, and for each pixel in the image, a five-dimensional feature vector (l, a, b, x, y) is constructed by combining the color features (l, a, b) and the spatial features (x, y). During the clustering process, the number of superpixels K must be set, and the initial cluster centers Ck = [lk, ak, bk, xk, yk] (k = 1, 2, …, K) can be acquired according to the step value S of the regular grid. Based on the feature similarity between the initial cluster centers and all the pixels, each image pixel is assigned to the most similar cluster center within the area of 2S × 2S. After the first round of clustering, the cluster centers are updated based on the first clustering result, and the update is repeated until the cluster centers are stable or the maximum update number is reached. The feature similarity between the cluster centers and each pixel consists of two parts, where the color and spatial similarities are calculated using Equations 1 and 2, respectively.
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where li, ai, and bi represent the L, a, and b values of the ith pixel in the CIELAB color space, respectively, lk, ak, and bk represent the L, a, and b values of the kth cluster center, respectively, xk and yk represent the coordinates of the kth cluster center, and xi and yi represent the coordinates of the ith pixel. With the two different similarities between the cluster centers and each of the image pixels, their formal feature similarity is defined in Equation 3:
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where S = sqrt((m × n)/K) represents the size of the initialized superpixels, in which m and n are the width and height of the input image, respectively, and K is the desired number of superpixels, and λ is the weight constant of spatial proximity, which directly influences the proportion of the spatial proximity in the formal feature similarity. Usually, the larger the λ value, the more regular the superpixels generated by the SLIC algorithm; however, the lower the fit with the image boundary. In contrast, the smaller the λ value, the more irregular the superpixels but a high degree of fit with the boundary of the image.



Density-based spatial clustering of applications with noise algorithm

The DBSCAN algorithm (Bäcklund et al., 2011) is used to cluster the superpixels generated by the SLIC algorithm. It can connect density-reachable superpixels to a large cluster. The sample dataset is set as D = (x1, x2, …, xn). The DBSCAN algorithm divides the data points into core, boundary, and noise points according to a set of neighborhood values (ε, Minpts), where ε is the neighborhood radius and Minpts is the sample density threshold.

The principle of DBSCAN is as follows: First, for the input dataset D = (x1, x2, …, xn), the values of ε and Minpts are set as described previously, and the number of data points in D is initialized to obtain the label array. Then, the method selects a data point xi (i = 1, 2, …, n) from D, where the data point xi in D includes the features of the superpixels generated by the SLIC. Third, according to the values of ε and Minpts, the selected data point is judged as the core point. If the data point is a core point, then all the data points that are connected to the core points are identified and labeled together as a large cluster. If the selected data point is not a core point, it is judged as a boundary or noise point, and the corresponding process is applied to the data point. Finally, when all the data points in D are processed, the initial clustering result is obtained for the superpixels in the image. Additional details regarding the DBSCAN algorithm can be found in the literature (Bäcklund et al., 2011).



Proposed method

To address the limitations of the SLIC and DBSCAN algorithms in segmenting ancient mural images, an optimized method for the segmentation of ancient mural images based on the superpixel algorithm is proposed in this study. The proposed method aims to realize color and spatial consistency at the same time when segmenting mural images, where color consistency means that different subregions with the same color in a large region should have the same label and spatial consistency means that the degraded subregions should merge into the large region to which they belong. The workflow of the proposed optimized method is shown in Figure 1.
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FIGURE 1
Workflow of the proposed optimized method for ancient mural image segmenting.


First, the input image was transformed to a superpixel image based on the SLIC algorithm, followed by the DBSCAN algorithm to obtain the initial clustering result. Then, for the different types of noise superpixels in the initial clustering result, a series of optimized strategies were sequentially applied to the initial cluster images. These optimized strategies include: (1) merging the small noise superpixels, (2) segmenting and merging the large noise superpixels, (3) merging the initial clusters based on color similarity and positional adjacency to obtain the merged regions, and (4) segmenting and merging the color-mixing noisy superpixels in each of the merged regions. Finally, the optimized segmentation results were obtained. The specific implementation steps are as follows:

Step 1: The input image was segmented using the SLIC algorithm to obtain the regular and compact superpixels. Simultaneously, the label matrix L of the superpixel image and the adjacent matrix Am, describing the adjacency relation among the superpixels, were obtained.

Step 2: The superpixel image is clustered using the DBSCAN algorithm to obtain the initial clustering results. Four types of clusters exist in the initial clustering results: the small noise superpixels that did not cluster with any other superpixels, the large noise superpixels that did not cluster with any other superpixels, the normal cluster with pure color, and the abnormal cluster with color-mixing superpixels on the edge.

Step 3: The small noise superpixels are extracted and merged into the adjacent cluster with the best color similarity.

Step 4: For large noise superpixels, if they are pure color, they are merged into the adjacent cluster that has the best similarity. If they have more than one color in them, they are first segmented using the k-means algorithm and then merged into the adjacent cluster with the best color similarity.

Step 5: After steps 3 and 4, the initial clusters are further merged according to their color similarity and spatial adjacency. Thus, relatively large subregions (called merged regions) are obtained consisting of the processed initial clusters.

Step 6: After Step 5, the edges of each merged region are traversed to determine whether there are mixed-color superpixels. If so, they are processed according to the method in Step 4, i.e., they are segmented and merged into the adjacent cluster with the best color similarity.

Finally, the optimized segmentation results are obtained. In the proposed optimized method, the definition and classification of noise superpixels are based on the threshold number Th. If the total number of pixels in a superpixel is less than numTh, it is classified as a small noise superpixel. If it is greater than the preset threshold numTh, it is classified as a large noise superpixel. The workflow to deal with small noise (Step 3) and large noise (Step 4) superpixels is plotted in Figure 2. The workflow details are as follows:
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FIGURE 2
Workflow to deal with the small and large noise superpixels of the initial clustering result.


(1) Merging small noise superpixels. First, the empirical parameter numTh is set to process small noise superpixels. The condition to judge whether the target superpixels are small is to judge whether sum(spi) ≤ numTh, where sum(spi) represents the total number of pixels in the superpixel spi. If it is, all the adjacent superpixel neighbors = {nsp1, nsp2, …, nspt} to spi are selected based on the adjacent matrix Am (acquired in the SLIC stage), where nsp1, nsp2, …, nspt are the superpixels satisfying the adjacency conditions to spi, the subscript represents the index of each adjacent superpixel in the neighbors, and t represents the number of superpixels adjacent to spi.

Then, the color similarity is calculated between each of the adjacent superpixels in the neighbors and spi according to Equation 4, and the corresponding similarity dist = {dist1, dist2, …, distt} is obtained, where the best superpixels matched to the small noise superpixels can be found using Equation 5. Thus, the small noise superpixels are merged into the corresponding cluster where the matched superpixels are.
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where lk, ak, and bk (k = i, j) are the mean color values of all the pixels in superpixel spk, ind represents the index of the elements in dist, and ind* denotes the index value ind corresponding to the smallest dist value. Finally, the target superpixels are assigned to the cluster in which the matched superpixels are, and the merging of small noise superpixels is completed.

(2) Segmenting and merging the large noise superpixels. As shown in Figure 2, if the color standard deviation of the large noise superpixel spi is less than the set threshold stdTh, the similarity merging process is performed on spi. First, according to Equation 4 and the adjacent matrix Am, the superpixel set neighbors adjacent to the large superpixel spi are obtained. Then, according to formula (6), the superpixel subset subneighbors satisfying similarity merging are obtained. The superpixels in the subneighbors are not only adjacent to the spi in the spatial position but also consistent with the spi in color. Finally, the array index ind* corresponding to the minimum value in dist is obtained according to Equation 5, and spi is divided into clusters to which sp belongs according to the obtained ind* to complete the similarity merging of the large noise superpixels.
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However, if the color standard deviation of the large noise superpixels is greater than the preset threshold stdTh, it indicates that it is a color-mixing noise superpixel, and the superpixels need to be segmented before merging into adjacent clusters. The workflow of the color-mixing superpixel segmentation is shown in Figure 3. The details of the segmentation of the color-mixing superpixels are as follows:
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FIGURE 3
Workflow of color-mixing superpixels segmenting.



1.The region of the interest image and label matrix including the color-mixing superpixels spi are extracted. A rectangular frame centered on the color-mixing superpixel coordinates is set, and the image ROIim containing the target superpixels is cropped to obtain the cropped image subim. Simultaneously, a rectangular frame is used to extract the label matrix of ROIim to obtain the local label matrix subL that corresponds to the cropped image subim, which contains the labels of the superpixel spi.

2.The k-means algorithm is used to segment the cropped image subim. The input image subim is divided into a black background region k1, color-mixing superpixel dichotomous region k2, and k3 by setting the segmentation parameter K to 3, where k1, k2, and k3 are the labels of each segmentation subregion, which belong to {1, 2, 3} and satisfy k1 ≠ k2 ≠ k3.

3.The label matrix subL is updated according to the image segmentation result of the subim. First, the dataset of neighbor superpixels of the large noise superpixel spi is established based on the superpixels adjacent to the matrix Am, and then, the subregions k (k = k1, k2, k3) of the subimage are extracted. If k is equal to k1, it indicates that the extracted subregion corresponds to a black background, and there is no need to update the label matrix subL. If the value of k is equal to k2 or k3, the most similar adjacent superpixels sp to subregion k will be determined based on Equations 5 and 6, and subregion k will be merged into sp by updating its label matrix, where the label matrix subL is updated automatically. After the label matrix subL is updated, the corresponding area in the label matrix L is replaced by the subL, and the segmenting and merging of the large noise superpixels is completed.



(3) Merging the initial clusters based on color similarity and positional adjacency to obtain merged regions. The DBSCAN algorithm for superpixel clustering divides K superpixels D = {sp1, sp2, …, spK} into n clusters, namely, D1, D2, …, Dn (n < K), and satisfies the following conditions:
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where Di represents the ith cluster and |Di| represents the number of superpixels in the cluster. The merging of clusters in this stage includes two conditions: (1) merging the clusters that initially contain a certain number of superpixels and (2) merging the adjacent clusters based on the chain propagation theory. The first condition aims to merge the small clusters to the adjacent clusters to obtain relatively large clusters, after which the clusters are merged into a large merged region based on the chain propagation theory. The method for the first condition is as follows:


1.Set the number of superpixels in the clusters to numTh_s as the threshold and use it to filter out all clusters that meet the conditions C = {Di | 1 < | Di| ≤ numTh_s}.

2.Choose a cluster Di in C and traverse each superpixel spi in cluster Di, using the principal of Equations 5 and 6 to determine the most similar superpixels sp that do not belong to Di.

3.If sp exists, determine the corresponding cluster Dj where superpixels sp are located, then merge the cluster Di into cluster Dj, and set Di to null.

4.Steps 2–3 are repeated until all the clusters are processed. The implementation of the pseudocode for the first merge condition in MATLAB language is listed in Table 1.




TABLE 1    Implementation of pseudocode in MATLAB language on merging the clusters that contain a certain number of superpixels.

[image: Table 1]

Following the first condition, the algorithm for merging the adjacent clusters based on the chain propagation theory is applied to the clusters. The algorithm regards each cluster as a node, randomly selects an unprocessed cluster, Di, and takes this cluster as the starting cluster. Then, the algorithm connects all the unprocessed clusters with the same density and color as cluster Di on a certain path and integrates them into larger clusters, which is termed as the merged region. The key steps of the algorithm are as follows:


1.Input the cluster dataset C1 = {D1, D2, …, Dm}, where m < n.

2.Remove one of the unprocessed clusters Di (i = 1, 2, …, m).

3.Input all the superpixels in cluster Di into array S and input the label mark of cluster Di in ind.

4.Remove one superpixel spi from S and determine the superpixels that set the neighbors adjacent to spi.

5.Use the similarity rules defined in Equations 5 and 6 to determine the super pixel sp that does not belong to Dind but is most similar to spi.

6.If sp does not exist and there are superpixels in array S that have not been traversed, proceed to step 4. If sp does not exist and the superpixels in array S have been traversed, proceed to step 2. If sp exists, then find the cluster Dj where sp is located, copy the superpixels in cluster Dj into array S, merge the superpixels in Dind into cluster Dj, then set Dind empty and assign the index j of cluster Dj to ind, and return to step 4.

7.Repeat steps 2–6 until all clusters are processed, and finally, complete the merging of clusters to obtain the merged regions. The implementation of the pseudocode of the second merge condition in MATLAB language is listed in Table 2.




TABLE 2    Implementation of pseudocode in MATLAB language on merging the clusters based on chain propagation theory.

[image: Table 2]

(4) Segmenting and merging the color-mixing noisy superpixels in each merged region. As illustrated in Figure 1, four types of clusters exist in the initial clustering results, where an abnormal cluster with color-mixing superpixels on the edge is one type. However, these edge color-mixing superpixels still exist in the merged region as no step is required to process them in the above works. Therefore, it is necessary to address this issue for the high-precision segmentation output of ancient mural images. The method to process the edge color-mixing superpixels in the merged regions is the same as in Figure 3; the method is not repeated here.




Experiment and results


Experiment settings

To verify the effectiveness of the proposed optimized method, the hardware environment of the experiment was configured using a desktop computer with an Intel (R) core (TM) i7-9700 processor and a Windows 10 operating system, and the programming environment was MATLAB R2019a. The data for the test algorithm were a simulated Dunhuang mural image of 1,173 × 829 pixels and two real Dunhuang mural images of 554 × 694 and 806 × 1120 pixels. The methods in the literature (Dasgupta, 2008; Yan et al., 2012; Kovesi, 2013) were compared to verify the superiority of the proposed method.



Evaluation metrics

The image segmentation quality evaluation metrics are divided into supervised and unsupervised methods. In view of the complex colors in the Dunhuang mural images, it is difficult to develop a reasonable database of fine-segmented mural images. Therefore, this study used unsupervised evaluation metrics (Hui et al., 2008) to quantitatively analyze the segmentation performance of the tested methods. The unsupervised segmentation evaluation metric F was based on the color variance to measure the performance of the segmentation algorithm. It calculates the color square error of each segmentation region and uses the square root of the total number of segmentation regions as a weight to punish over-segmentation. The F error is calculated as follows:
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where Cx(p) represents the feature values of the pixel p in terms of color x, Sj represents the number of pixels in region j, Rj represents the set of pixels in region j, and N represents the number of regions of the entire segmented image. The smaller the F value, the better the performance of the segmentation algorithm, and vice versa.

Another evaluation metric E is entropy-based, which is an evaluation metric developed by combining the information theory and the minimum description length (MDL) principle. It defines the regional entropy as a measure of the consistency within the region and defines the layout entropy to punish the situations when the entropy within the region is small. Given a segmented image I, the entropy of region j is defined as in Equation 9:
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where Vj represents the set of luminance values of all the pixels in area j, Lj(m) represents the number of pixels with luminance value m in area j, and the region entropy of the segmented image I can be calculated as in Equation 10.
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The layout entropy of the segmented image I is defined as:
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The evaluation metric E can be obtained from Equations 10 and 11,
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The smaller the E value, the better the performance of the segmentation algorithm, and vice versa.



Results and analysis

For the compared methods, the segmentation results of the k-means algorithm (Dasgupta, 2008) and FCM algorithm (Yan et al., 2012) are affected by the initial clustering centers and the initial membership matrix, respectively. Therefore, to ensure that the segmentation results remain stable when segmenting an image, for the k-means algorithm, the optimal K value for each image to be segmented is determined using the elbow method combined with the primary color category of the image rather than personal color preference (Huang et al., 2021). Then, the image is segmented ten times according to the K value. The clustering centers of each segmentation result are accumulated, and the mean value of the ten segmentation clustering centers is obtained and used as the initial clustering centers of the k-means algorithm to ensure that the segmentation results are consistent in each run.

For the FCM algorithm, the classification number K of the image to be segmented is the same as that of the k-means algorithm. Similarly, the image is segmented ten times, and the membership matrix of each segmentation result is accumulated to obtain the average value of the membership matrix of the ten repetitions, which is considered as the initial membership matrix of the algorithm. The three test images used in this study and the segmentation results obtained using the different methods are shown in Figure 4.
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FIGURE 4
Test images and segmenting results of the different segmenting methods. (A) Test image. (B) Kovesi. (C) Dasgupta. (D) Yan. (E) Proposed.


In Figure 4, from left to right, the first column shows the test images and the second to fifth columns show the segmentation results for each of the test images using the methods in the literature (Dasgupta, 2008; Yan et al., 2012; Kovesi, 2013) and the proposed method. The local segmentation results of the proposed method were compared with those reported in the literature (Kovesi, 2013). Using the first image as an example, the segmentation results are shown in Figure 5.
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FIGURE 5
Comparison of the segmenting results between the proposed method and the method proposed by Kovesi (2013). (A) Test image. (B) ROI of test image. (C) Kovesi. (D) Proposed.


It can be observed from the detailed comparison of the segmentation results indicated by the arrow in Figure 5 that the proposed method not only has a better clustering result for the superpixels, but also can process mixed-color superpixels compared with the method in the literature (Kovesi, 2013). The contrast area is well segmented by the proposed optimized method, and the color-mixing superpixels are segmented and merged into the adjacent cluster. The processed result of the mixed-color superpixels is indicated by the red arrows in Figures 5C,D. Therefore, the proposed method can eliminate the shortcomings existing in the literature (Kovesi, 2013), that is, it only performs a single clustering task and cannot process the mixed-color superpixels. In addition, the proposed method is compared with the methods in the literature (Dasgupta, 2008; Yan et al., 2012), and the results are shown in Figure 6.
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FIGURE 6
Comparison of the segmenting results between the proposed method and the methods proposed by Dasgupta (2008) and Yan et al. (2012). (A) Test image. (B) ROI of test image. (C) Proposed. (D) Dasgupta. (E) Yan.


From left to right, Figure 6A shows the test image and Figure 6B shows the subimage marked by the red rectangle in Figure 6A. Figures 6C–E shows the segmentation results of the compared area, as shown in Figure 6B, using the method proposed in the literature (Dasgupta, 2008; Yan et al., 2012). It can be observed from Figure 6 that the segmented results obtained using the methods proposed by Dasgupta (2008) and Yan et al. (2012) are apparently inferior to the proposed method. For the methods in the literature, the segmentation of the input image at the pixel level inevitably leads to several isolated segmented areas in the segmented image. Thus, the positional connectivity cannot be achieved for high-precision segmentation purposes. Therefore, these methods are not suitable for the fine segmentation of ancient mural images for digital restoration applications.

Fortunately, the proposed optimized segmentation method can effectively overcome the shortcomings of the existing methods in the literature (Dasgupta, 2008; Yan et al., 2012), where the mural images that have faded or worn problems are well segmented to meet the positional connectivity required in segmenting ancient mural images. The proposed method can achieve not only color consistency but also positional connectivity for a specific color and can avoid over-segmentation problems existing in the current methods. The objective evaluation metrics of the segmented results for the three tested images using the different methods are summarized in Tables 3, 4, where the best results are marked in bold. It can be observed that each row of data in Table 3 shows the evaluation metric data F for the same test image segmented by different segmentation methods. In the case of the same exponential level, for each test image, the value of the evaluation metric corresponding to the proposed method is obviously better than other methods, and it is the smallest. In Table 4, each row of data shows the evaluation metric E for the same test image segmented by different segmentation methods. Compared with other methods for each test image, the difference in metric data corresponding to all methods is very small, but the data corresponding to the method in this paper are still the smallest.


TABLE 3    The evaluation metric F of the tested images under different segmentation methods.
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TABLE 4    The evaluation metric E of the tested images under different segmentation methods.
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From the results of the evaluation metrics on mural image segmentation in Tables 3, 4, it can be observed that for three test images with different color complexities, the proposed optimized method always has the smallest values for the two metrics compared with the methods proposed by Dasgupta, 2008; Yan et al., 2012; Kovesi, 2013. Especially for the evaluation metric F, the proposed method is significantly superior to the other three methods in terms of segmenting faded or colored worn ancient mural images. Furthermore, by reviewing the visual effect of the segmented results from Figures 4-6, it can be concluded that the proposed method could have addressed the challenges in segmenting the ancient mural images to a certain extent. However, more practical applications should be conducted to ensure the effectiveness and superiority of the proposed method.




Conclusion

Computer-aided digital restoration of the color of ancient murals is an important scientific technology, and the high-precision segmentation of ancient mural images is the foundation of digital virtual restoration. However, the complexity of the appearance of ancient murals poses a challenge for high-precision segmentation when using traditional segmentation algorithms. Therefore, an optimized image segmentation method was proposed to improve the segmentation accuracy of ancient mural images. Four key optimized strategies were developed following the SLIC and DBSCAN algorithms. They are as follows: (1) merging the small noise superpixels, (2) segmenting and merging the large noise superpixels, (3) merging the initial clusters based on their color similarity and positional adjacency to obtain the merged regions, and (4) segmenting and merging the color-mixingspecific color. It could further noisy superpixels in each of the merged regions. The proposed method could achieve not only color consistency but also positional connectivity for a specific color. It could further avoid over-segmentation problems existing in the current methods. By applying the proposed strategies sequentially to the initial clustered images, the fine-segmented mural images were obtained. The experiments verified the effectiveness and superiority of the proposed method. Additional tests will be conducted in future to further investigate and optimize the proposed method.
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Based on the metaphorical association of color, the color red is often associated with a “hot deal” in a price promotion context, which has led to the popular use of red in promotions in the marketplace. In two studies, this research challenges the lay belief that the color red used in price advertising positively influences consumers’ perceptions of value. The findings from the two studies revealed a contrasting pattern of results depending on the depth of the discount. When the discount depth was high (consistent with consumers’ lay belief), the red color led to more favorable responses to a price promotion than other colors (white or blue in Study 1 and green in Study 2). In contrast, when the discount depth was unambiguously low, consumers who were exposed to a red colored price promotion advertisement reported a perception of a lower value compared to those who saw the same advertisement with other colors We attribute this effect to the degree of “processing fluency” that arises from the congruence between the color and promotion content. Our research adds to the existing psychology literature on color functioning by showing a match between the referential meaning of the color red (i.e., a hot deal) and consumers’ perceptions in marketing communication.
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Introduction

A price discount is one of the most widely used marketing techniques retailers employ to increase sales. An analysis of panel data collected on 30,000 British shoppers showed that 40% more food and drink purchases were made when the items were on sale (Public Health England, 2020). Similarly, Sheehan et al. (2019) audited the websites of the largest online grocery retailers in the United States and found that 37% of the products were advertised in the store’s discount price promotion. According to prior research, the attractiveness of a discount promotion is determined by consumers’ perception of the magnitude of the discount (Kahneman and Tversky, 1979; Kalyanaram and Winer, 1995). Several studies have demonstrated that the perceived magnitude of the discounts are affected by the visual context in advertising such as the size (Coulter and Coulter, 2005; Aggarwal and Vaidyanathan, 2016) and font style of the discounted prices (Motyka et al., 2016; Park and Ryu, 2019), location of the discount information (DelVecchio et al., 2009; Jang and Park, 2020), distance between the original and discount prices (Coulter and Norberg, 2009) and the color of the text or background (e.g., Labrecque et al., 2013; Puccinelli et al., 2013; Ye et al., 2020). Extending previous research, the current study investigated the role of the color red in consumers’ evaluations of a price discount promotion.

Most prior research on color in price promotions has been based on the conventional wisdom that using the color red helps build consumers’ perceptions of a discount (e.g., Labrecque et al., 2013; Puccinelli et al., 2013). Thus, retailers often use the color red in price promotion advertisements. For example, Amazon indicates a discounted price in red while keeping the list price in black, and Walmart often uses a red background for flyers to announce price promotions. However, contrary to conventional wisdom, the current research suggests that the use of the color red may backfire if the depth of the discount is lower than what consumers generally believe is “great savings.” Our prediction is underpinned by the considerable research highlighting the role of congruence among the central content and visual cues in marketing communication (Heckler and Childers, 1992; Peracchio and Meyers-Levy, 2005; Van Rompay et al., 2010). According to this stream of literature, congruence among the meaning of various elements in advertising (e.g., verbal information and visual cues) enhances persuasion, whereas incongruence may engender disfluency and lower the attractiveness of a target object (De Bock et al., 2013; Wang et al., 2020). Similarly, we expect that conceptual congruence between the depth of the discount and the color red in an advertisement can affect the attractiveness of the deal. In particular, if the discount depth does not match the meaning that the color red symbolizes (high discount or great savings), consumers may experience disfluent processing, which can lead to unfavorable responses.

The current study makes several contributions to the academic field. First, we extend the literature on color effects in consumer psychology (see Labrecque et al., 2013, for a review). Considerable research has examined the role of the color red in various marketing contexts, yet only a handful of studies have been conducted in a price-related context. Moreover, while the majority of studies have shown the beneficial side of using color to enhance the intended communication, the current study is among the first to assess the detrimental effect of using colors (particularly red) that are commonly used to highlight a particular meaning. This research also builds on the price promotion literature, which highlights the importance of contextual factors (Grewal et al., 1996; Koo and Suk, 2020) by adding a new variable that regulates the perceived value of the deals. In particular, we focus on the influence of color when retailers provide a specific reference price (i.e., comparative price promotion setting). We show that the match between the symbolic meaning of the color and the discount depth can increase but also decrease the attractiveness of the comparative price promotion.



Theoretical background


The color red in price promotions

Color is ubiquitous in human communication (i.e., Fugate and Franco, 2019; Schlintl and Schienle, 2020). As such, a sizable body of research has demonstrated that the colors used in advertising influence consumers’ perceptions, judgment, and behavior in various domains (Bellizzi and Hite, 1992; Meyers-Levy and Peracchio, 1995; Lichtlé, 2007; Mehta and Zhu, 2009; Seo and Scammon, 2017). A common denominator among these findings is that color conveys specific meaning and information (Elliot et al., 2007). According to this stream of literature, when people are repeatedly exposed to a particular color paired with a particular message, they form cognitive links between the color and the paired concept (Elliot et al., 2007; Labrecque et al., 2013). As a result, mere exposure to a specific color triggers the conceptual association, which influences consumers’ perceptions. For example, a red color used for traffic lights or warning signs is associated with “stop” or “danger” and triggers avoidance motivation for consumers (Mehta and Zhu, 2009). Similarly, green infers the natural environment, so consumers perceive that the product as nature-friendly (Seo and Scammon, 2017).

According to color-in-context theory (Elliot and Maier, 2012), color conveys different meanings in different contexts. For instance, the color red signals mistakes or failure in an achievement context (e.g., academic classes) whereas the same color may involve heterosexual attractiveness in an affiliation context. In the price promotion context, a red tag infers that the items are on sale (e.g., a red-tag sale). In this context, the color red is generally associated with attractive deals with deep discounts. Considerable anecdotal evidence on the color red signaling deals with great savings supports this notion (Ye et al., 2020). Discount stores highlight the offered price in red and retailers often use the word “red” to refer to special deals (e.g., “Vodafone Red” for a value payment plan from Vodafone or redflagdeals.com, an online discount coupon site). Findings from previous studies also support these market practices and consumers’ perceptions. For example, a content analysis of 500 print flyers from major retailers in the United States revealed that retailers that emphasize a value image (e.g., Walmart and Target) use red to indicate pricing information and savings (Puccinelli et al., 2013). Labrecque et al. (2013) suggested that people are likely to associate prices in red with discounts. Similarly, Puccinelli et al. (2013) demonstrated that male shoppers use red prices as visual heuristic cues to judge the savings and thus evaluate prices in red (vs. black) more favorably.

Notably, previous research showing the positive effects of the color red in consumers’ perceptions of savings have been tested mostly with stimuli that only provided the final (promotion) price without indicating the original price or the discount depth, or information on the amount of savings from the promotion was rather ambiguous. However, these contextual cues may be the basis for consumers to infer the attractiveness of a deal. When concrete information about the discount depth is provided, the actual discount depth can be compared with what the contextual cues symbolize. Consequently, consumers’ judgment and evaluation can be influenced by whether the actual discount depth matches the representation of the color red. In the next sections, we introduce comparative price promotion advertising in which both the original and discount prices are indicated and show how consumers process concrete discount information for a price promotion evaluation.



Discount depth in a comparative price promotion

The attractiveness of a discount promotion is highly dependent on consumers’ subjective judgment of the discount depth (Kahneman and Tversky, 1979; Della Bitta et al., 1981; Gupta and Cooper, 1992; Kalyanaram and Winer, 1995; Kukar-Kinney and Carlson, 2015). According to prior research, the consumers’ perception of the discount depth is formed by comparing the current price (i.e., the discount price) and a reference price (i.e., the original price; Berkowitz and Walton, 1980; Kalyanaram and Winer, 1995). Although consumers’ internal reference based on the original price they observed is an important determinant (Kalwani et al., 1990; Mazumdar et al., 2005), much research has also shown the impact of external information in the formation of the reference price. Even irrelevant contextual cues can affect consumers’ price estimation and judgment of the magnitude of the discount (Thomas and Morwitz, 2009). For instance, Nunes and Boatwright (2004) showed that the advertised price of unrelated goods on display can alter consumers’ valuation of a product. Similarly, Adaval and Monroe (2002) demonstrated that exposure to high and low numbers in an irrelevant dimension (e.g., weight) affects consumers’ price evaluation at the subliminal level.

Among other external information, retailers frequently display both the original or previous price so consumer can compare it with the discounted price to directly influence buyers’ reference price (Della Bitta et al., 1981; Allard and Griffin, 2017; Feng et al., 2017). This comparative price promotion tactic (Grewal et al., 1998; Choi and Coulter, 2012) typically displays the regular or original price as a reference price so consumers can contrast it with the promoted price and infer that they will save money (Compeau and Grewal, 1998). With this additional price information, consumers can calculate the depth of the discount and compare the current price with the reference price provided by retailers to guide their value judgment (Feng et al., 2017). Studies have also shown that a comparative price promotion generates a higher willingness to pay compared to a promotion in which only the sale price is displayed (Della Bitta et al., 1981; Compeau and Grewal, 1998; Anderson and Simester, 2009).

A distinctive characteristic of a comparative price promotion is the level of perceived ambiguity in the depth of the discount. In a non-comparative price promotion context (i.e., without indicating the original prices or discount depth), the amount of savings from the promotion is rather ambiguous (Licata et al., 1998), so consumers need to make inferences based on non-diagnostic cues such as colors. Naturally, individuals are likely to assimilate their judgment to the meaning that the contextual cues symbolize (Herr, 1989; Stapel et al., 1997). By contrast, in a comparative price advertisement, consumers can calculate the specific discount depth (Grewal and Compeau, 1992). If the discount depth is estimated in the consumer’s mind with no ambiguity, it may generate a contrast effect in the opposite direction to the presented non-diagnostic cues under certain conditions. Specifically, consumers’ perception of the depth of a concrete discount can be represented as a kind of category membership, such as a low or high discount. When the features of a particular discount depth category and the associated semantic meaning of the non-diagnostic cues do not match, the non-diagnostic cues are unlikely to serve as converging information for the discount depth judgment (Herr et al., 1983; DeCoster and Claypool, 2004). As such, we believe that the discount depth and value-signaling color within a comparative price advertisement can have a congruence effect.



Congruency effect: Relationship between discount depth and the color red

The theoretical foundation for the current research stems from the literature on conceptual congruence. Congruence refers to entities that go well together (Maille and Fleck, 2011). According to prior research, typical sources of congruence are conceptual as well as emotional similarities (Maille and Fleck, 2011). In the current research, we propose that the two main constructs, discount depth and the color red, are conceptually similar, which cultivates congruency. When people make sense of an abstract concept, they utilize a concrete concept in their memory (e.g., Clark, 1973; Jang and Park, 2020). In a price promotion context, the color red is likely to be associated with “great savings.” As a result, when discount information is presented in red in comparative advertising, we can expect a compatible relationship between the color and the discount depth, which fosters (in)congruence.

Much prior research has suggested that congruence of meanings expressed across and within marketing communication elements enhances consumers’ evaluations (Heckler and Childers, 1992; Van Rompay et al., 2009, 2010). For example, Peracchio and Meyers-Levy (2005) showed that congruity in symbolic connotations in images and slogans in an advertisement led to a favorable attitude about the product. More recent studies on comparative price advertising have demonstrated that the match between the discount depth and non-diagnostic information such as physical proximity, font size, and sound can moderate or influence consumers’ responses to the information (e.g., Coulter and Coulter, 2005; Coulter and Norberg, 2009). These studies support our conjecture by showing that assimilation between the price perception and non-diagnostic peripheral information occurs only when the mental representation of the provided information (i.e., discount depth) is compatible with the characteristics of the non-diagnostic information. For instance, Coulter and Coulter (2005) examined how the interplay of the magnitude representations related to the prices and font size affected consumers’ attitudes toward a price promotion. Specifically, when consumers viewed advertisements in which the font size of the prices were presented congruently with their magnitude representations (e.g., a larger font is used for the regular price and a smaller font for the sale price), consumers had more favorable attitudes toward the offered price. Coulter and Norberg (2009) showed that a greater spatial distance between the two prices (sale and regular prices) led to the perception of a greater difference, resulting in a more favorable attitude toward the amount of savings in the deal.

Several studies have also reported that incongruence among elements in a single stimulus may generate negative responses (i.e., Coulter and Coulter, 2005; De Bock et al., 2013). For instance, Coulter and Coulter (2005) found that when the font size was incongruent with the presentation of the price magnitude (e.g., a larger font for the sale price vs. a smaller font for the regular price), consumers had less favorable attitudes. De Bock et al. (2013) demonstrated that mismatching color cues with the message could have a detrimental effect on people’s moral judgment. They presented participants with a statement about (un)ethical behaviors written on a red (immoral color) or green (moral color) background and measured the desirability of the statement. The results showed that when immoral behavior is presented on a green background, the perceived desirability of the statement decreased. Their findings suggest that even a color that is commonly perceived as positive (e.g., green) can have a negative influence when the meaning does not match the information.

Extending these prior findings, we expect that consumers will have a favorable perception of a price promotion only when the information (in this context, the gap between regular and sale prices) is congruent with the meaning of the color red (great savings). Specifically, we predict:


H1 (Moderation): The discount depth will moderate the effect of the color red on the attractiveness of the deal in a comparative price advertisement.

H1a: In a high discount depth condition, consumers will show increased deal attractiveness toward the price promotion when using the color red (vs. other colors) in the advertisement.

H1b: In a low discount depth condition, consumers will show lower deal attractiveness toward the price promotion when using the color red (vs. other colors) in the advertisement.
 



Underlying mechanism: Fluency as a mediator

In the current research, we posit that congruency between the discount depth and the color will regulate consumers’ processing fluency, which, in turn, will influence promotion attractiveness. Processing fluency refers to the ease with which consumers can process the information (Lee and Aaker, 2004). According to the fluency literature, people misattribute the positive feelings elicited from fluent processing to the stimuli being processed rather than to the ease of processing (Winkielman et al., 2003). As a result, a fluent processing experience enhances the effectiveness of persuasion (Lee and Aaker, 2004; Labroo and Lee, 2006).

Extensive research has demonstrated that conceptual congruence of information that is presented together increases individuals’ processing fluency (Lee et al., 2010; Chae and Hoegg, 2013; Kareklas et al., 2019; Wang et al., 2020). For example, Boot and Pecher (2010) showed that congruency between the physical distance of colored squares (i.e., near vs. far) and the similarity of the color (similar, dissimilar) influenced people’s reaction time and error rates in a similarity judgment task. In the advertising and marketing field, the relationship among conceptual congruence, processing fluency, and consumer responses has been well-documented (Lee et al., 2010; Kareklas et al., 2019; Wang et al., 2020). For instance, Chae and Hoegg (2013) showed that people evaluate furniture more favorably when the attributes (antique vs. modern) match the spatial representation of time (past on the left vs. future on the right) and the effect is mediated by processing fluency. A similar effect has also been reported in the area of color research. For example, using a green background color for environmental claims (Seo and Scammon, 2017) or matching a pink color with research on breast cancer (Kuo and Rice, 2015) increased behavioral intention by increasing fluency.

Extending these lines of research to the comparative price advertising context, we posit that the congruency between the discount depth and the color in the advertisement can be a source of processing fluency and consequently influence promotion attractiveness. Specifically, we posit that when the discount depth is high, people perceive that the color red is congruent with the content of the promotional offer (i.e., discount depth). As a result, they experience enhanced processing fluency and, in turn, have a positive attitude toward the promotion. However, when the discount depth is low, the referential meaning of the color red (great savings) and the discount depth are incongruent. Such conceptual incongruence may create disfluency in processing, which will negatively affect consumers’ evaluations. Thus, we predict:


H2 (Mediation): Processing fluency will mediate the relationship of the interaction between the discount depth and the color (red vs. others) and the deal attractiveness of the advertised promotion.
 




Studies


Pretest: Association test between the color red and the discount depth

Our prediction is based on the assumption that people strongly associate the color red with “great savings.” Thus, before exploring the hypothesis, we attempt to determine whether there is an association between the color red and the perception of value (i.e., attractive deal) compared to other colors in comparative price advertising.

Procedure: A pretest (n = 32) was conducted with college students. All participants were presented with an online coupon book containing discount coupons for various product categories. Then, they were informed that by clicking the icon, a cover page and each coupon would be displayed sequentially. As the cover page appeared on the screen, participants were asked to indicate their expected value of the coupon (i.e., “the savings from the promotion will be high,” “the value of the promotion will be good”). Depending on the condition, the background color of the cover page differed (red, green, or white). All letters on the cover page were written in the color gray.

Results: A comparison of the three backgrounds revealed that the color red accentuates the promotion deal value. Specifically, participants exposed to the red background (Mred = 4.45) expected the savings to be higher than those exposed to the green background (Mgreen = 3.23, F(1,19) = 1.81, p = 0.05) or the white background (Mwhite = 3.32, F(1,19) = 6.71, p = 0.02). These results provide supportive evidence that the color red is strongly associated with great savings.



Study 1: Color congruence effect

Study 1 explores the congruence effect of the color red with the discount depth in comparative price advertising (H1 (Moderation)). We predict that participants will have lower perceived value of the promotion in the advertising using the color red (vs. white or blue) under a low discount condition, which is incompatible with the meaning of the color red (i.e., hot deal). We expect that participants will show the opposite pattern in a high discount condition, which is compatible with the meaning of the color red.


Materials and methods


Participants and design

A total of 185 undergraduate students (43.8% female, Mage = 21.67, SDage = 2.29) were randomly assigned to the conditions with a 2 (discount depth: high vs. low) × 3 (background color: red vs. white vs. blue) between-subjects experimental design. Participants voluntarily participated in the study and completed the survey in exchange for extra course credit.



Stimuli and procedures

We considered several aspects when selecting the color to create the experimental conditions. First, we chose the color white because it is one of the most typical background colors when presenting prices in marketing communication. Thus, a white background was used for the control condition. We next added the color blue as another control condition. Information with certain colors attracts respondents’ attention and consequently amplifies their attitude about the advertising and the offered product (Sparkman and Austin, 1980). Similarly, the colored information may heighten the value perception in the high-discount condition and lower it in the low-discount condition. Thus, the expected result could be driven by the colored (vs. white/non-colored) background if there were only two conditions (red vs. white). Using the color blue, which is not associated with savings in a price promotion and is a different-colored stimulus, strengthens our rationale that the expected effect is only caused by the color red when the proposed effect is observed.

Prior literature has suggested that when the discount depth is not provided, consumers expect ~10%–12% savings (Blair and Landon, 1981; Biswas et al., 2013). Reflecting consumers’ general expectation, we considered a 10% or lower discount depth as a “low discount” and 30% or more as a “high discount.” The discount offer was printed in black letters, with the background colors of either red, white, or blue manipulated for the various conditions (see Appendix A).

All participants were presented with a print advertisement featuring the announcement of a promotion offering a price discount for a foreign language learning program. In the high-discount condition, a US$45 discount (30% discount from full price) was offered, whereas in the low-discount condition, a US$7.50 discount (5% discount from full price) was offered. Once participants read the advertisement, they rated the perceived attractiveness of the promotion (“The discount from the promotion is high,” “The value of the promotion is good”; Cronbach’s α = 0.93) on a 9-point scale (1 = do not agree at all to 9 = agree very much). Then, to meet the general expectation of the promotional offer in the category, participants were asked to report the discount rate they usually observed in similar language learning programs.




Results


Manipulation check

The participants reported that the general price discount offered in a similar product category was 16.63% (SD = 22.66), on average. The 5% (30%) discount offered in the current research was perceived as unambiguously lower (higher) than people’s general expectation of the category discount. A one-sample t-test at a test value of 5% revealed that the 5% discount was significantly lower than respondents’ expectation regarding the usual discount rate in the category (t(144) = 6.18, p < 0.01), while the 30% discount condition was significantly higher than respondents’ general expectation (t(144) = −7.12, p < 0.01).



Promotion attractiveness

To analyze the effect of color and discount depth on the attractiveness of a price promotion, a two-way analysis of variance (ANOVA) was performed. As expected, the results revealed a significant main effect of the discount rate (F(1,179) = 55.43, p < 0.01) on the perceived value of the promotion. More importantly, a significant interaction effect between the background color and discount depth was also observed (F(2,179) = 6.21, p < 0.01). To provide pairwise comparisons, further contrast analysis was employed. When the discount rate was high (30%), the perceived value of the promotion was higher with the red background (M = 5.52, SD = 1.48) compared to the white background (M = 4.70, SD = 1.83), (F(1,179) = 3.95, p = 0.05) or the blue background (M = 4.69, SD = 1.56), (F(1,179) = 4.11, p = 0.04). Conversely, when the discount rate was low (5%), the value of the promotion was perceived as lower with the red background (M = 2.57, SD = 1.25) than with the white background (M = 3.58, SD = 1.91), (F(1,179) = 5.98, p = 0.02), or the blue background (M = 3.47, SD = 1.53), (F(1,179) = 4.78, p = 0.03). Additionally, there was no difference between the white and blue background conditions in both discount conditions 30%: (F(1,179) = 0.002, p = 0.97); 5%: (F(1,179) = 0.08, p = 0.78; see Figure 1).

[image: Figure 1]

FIGURE 1
 Promotion attractiveness as a function of background color and discount depth.





Discussion

Consistent with our expectation, the result of Study 1 provides evidence that supports the color congruence hypotheses. When the savings from the promotion were lower than the expectation, participants perceived lower attractiveness to the promotion advertisement with the red background compared to the other colors (i.e., white or blue), whereas the opposite pattern was found in the high-discount condition.




Study 2: Mediating role of “processing fluency”

Study 2 extends the previous investigation with several meaningful goals. First, we attempted to replicate the results by changing the font color instead of the background color because different font colors are commonly used in price promotion advertising to convey price information. In addition, we used a different color (i.e., green), and a different product (i.e., Bluetooth speaker) to strengthen the generalizability. Secondly, to understand the underlying mechanism of the proposed effect, we measured the sense of “processing fluency” and tested the mediating role.


Materials and methods


Participants and design

A total of 123 participants (36.6% female; Mage = 35.41, SDage = 13.07) recruited from Amazon Mechanical Turk (MTurk) were randomly assigned to the conditions with a 2 (discount depth: high vs. low) × 2 (font color of price presentation: red vs. green) between-subjects design. Participants voluntarily participated in this study and completed the survey in exchange for a small monetary reward.



Procedures

All participants were presented with an image on the computer screen of an advertisement that promoted the discounted price of a Bluetooth speaker. The image was designed to look like a real online advertisement and included the regular and sale prices of the product as well as the discount depth. A product picture and a short description were also presented regardless of the experimental condition. In the high-discount condition, the regular price was 58 thousand Korean Won (TKW; US$51.40), and the sale price was 34.8 TKW (US$30.84; ~40% discount from full price), whereas in the low-discount condition, the sale price was 56.26 TKW (US$49.85; ~3% discount from full price). The discount offer was printed in red or green letters, while the background color was white for both color conditions (see Appendix B). Once participants read the advertisement, they were asked to indicate their perceived attractiveness to the promoted offer (Cronbach’s α = 0.95). Then, the sense of “processing fluency” was measured with four items that asked participants to rate their thoughts or feelings while reading the advertisement on a 7-point scale (1 = not at all to 7 = very much). The items included “It was hard to understand/It was easy to understand”; “It was hard to process the info/It was easy to process the info”; “It was not at all organized/It was well organized”; “It was not at all structured/It was well structured” (adopted from Chae and Hoegg, 2013; Cronbach’s α = 0.91). Lastly, we measured their mood, knowledge, and future purchase plan as control variables to explain potential internal validity threats. The control variables were not correlated with the interactions of the font color of the price presentation and discount depth. Thus, we excluded these variables for the following analysis.




Results


Promotion attractiveness

We conducted a two-way analysis of variance (ANOVA) including the font color of the price presentation and discount depth. Consistent with findings in Study 1, the analysis revealed a significant main effect of the discount depth (F(1,119) = 37.13, p < 0.01) on the perceived attractiveness to the advertised deal. In addition, this analysis yielded a highly significant two-way interaction between the font color of the price presentation and discount depth (F(1,119) = 8.85, p < 0.01). Next, we conducted planned contrast analyses. Consistent with our expectation, when the discount rate was high (40%), the perceived value of the advertised price promotion was higher with the red font (M = 4.82, SD = 1.07) versus the green font (M = 4.14, SD = 1.38), (F(1,119) = 3.96, p = 0.05). Conversely, when the discount rate was low (3%), the perceived value of the advertised deal was lower with the red font (M = 2.68, SD = 11.09) versus the green font (M = 3.40, SD = 1.59), (F(1,119) = 4.94, p = 0.03; see Figure 2).
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FIGURE 2
 Promotion attractiveness as a function of font color and discount depth.




Processing fluency as a mediator

We expected that the interaction between the price discount depth and the font color of the price presentation on promotion attractiveness would be mediated by processing fluency. To test this hypothesis, a bootstrapped mediated moderation analysis was used to test the model (model 8; Hayes, 2012). The mediation effect of processing fluency [indirect effect = −0.41, 95% CI (−0.75, −0.15)] was significant, whereas the direct effect of the interaction between the font color and discount depth on perceived attractiveness was not significant (b = −0.13, t = −1.29, p = 0.20). Therefore, the observed effect was completely mediated by processing fluency (Zhao et al., 2010).

Processing fluency was also confirmed as a meaningful mediator only in the advertising with the color red, which was associated with the price promotion [indirect effect = 0.41, 95% CI (0.21, 0.63)], but not in the advertising with the color green, which had no association with the price promotion [indirect effect = 0.00, 95% CI (−0.21, 0.21)]. Specifically, when the font color was red, processing fluency was greater in the high-discount condition (40%; M = 4.34, SD = 1.19) than in the low-discount condition (3%; M = 3.57, SD = 1.20), (F(1,119) = 6.44, p = 0.01). However, the mediating role of processing fluency was not observed in the green font color condition (M40% = 4.12, SD = 1.24 vs. M3% = 4.34, SD = 1.16), (F(1,119) < 0.54, p = 0.46; see Figure 3). These results provide rigorous evidence supporting processing fluency as a crucial mediator.
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FIGURE 3
 Research model and mediated moderation analysis.





Discussion

The results of Study 2 replicated the findings from Study 1. In the high-discount condition, promotion attractiveness was higher for the advertisement with the red font than the green font for the price presentation, whereas in the low-discount condition, it was lower in the red font condition than the green font condition. The mediation test confirmed that the observed effect was driven by the experience of processing fluency.

However, there is still another possibility that the participants’ responses may reflect their previous persuasion knowledge of the use of color in price promotions, assuming that manufacturers may use red to maximize consumers’ value perception even when the actual savings is small. We tested this possibility in a post-hoc study using the same stimuli as in Study 2 (n = 69; 35 men and 34 women, Mage = 34.71). Persuasion knowledge was measured using four items on a 7-point scale (1 = strongly disagree, 7 = strongly agree). The items were: “The advertiser tries to excessively promote the value of the promotions,” “The advertiser tries to manipulate the audience in a way I do not like,” “I was annoyed by the advertisements above because the advertisers seem to inappropriately influence the audiences,” and “This ad was fair in what was said and shown” (Cronbach’s α = 0.72). We conducted a two-way ANOVA to test whether the participants’ persuasion knowledge may have played a mediating role. We found that the interaction effect of color and discount depth on persuasion knowledge was not significant (F(1,65) = 0.338, p = 0.563). This finding ruled out the possibility that the effects of Studies 1 and 2 can be attributed to persuasion knowledge.





General discussion

Consumer price promotions are presented to consumers every day in all types of retail contexts. In many companies, more than half of their marketing budgets are spent on price promotions (Bolton et al., 2010; Nielsen, 2015; Bogomolova et al., 2017). The present research investigated if the common practices used in these price promotions, specifically the use of the color red in advertising, always help increase the attractiveness of the promotion. Across two empirical studies, we uncovered the boundary condition of the effect of the color red: the discount depth. Specifically, the effect of the color red in enhancing consumers’ value perception was only observed when people considered the degree of the discount to be moderate or high. When the offered discount was unambiguously low, the reverse pattern was shown: the use of red had a negative influence on perceived value. Moreover, the results of Study 2 revealed that congruence between the representation of the color red and discount depth enhanced processing fluency, which, in turn, led to perceived attractiveness to the promoted deal.

One may wonder if the level of readability depending on the different color combinations is the alternative explanation. According to previous literature, the contrast level of two colors positively influences the level of readability (Bruce and Foster, 1982; Clarke, 2002). That is, the contrast level can be a proxy for the level of readability. Based on this explanation, the contrast level of each color combination used in Studies 1 and 2 was calculated using a contrast checker.1 Based on the contrast checker, the contrast ratios are 3.99:1 for red text (RGB values = 255:0:0) on a white background, 2.86:1 for green text (RGB values = 0:176:80) on a white background (the control condition for Study 2), and 21:1 for black text on a white background (the control condition for Study 1). In sum, regardless of the contrast level of the color combination, the observed results in Studies 1 and 2 are consistent with our expectations. In other words, only the color red was associated with the savings, and the opposite pattern was shown for the other color conditions. Thus, we conclude that readability would not be a potential explanation in this context.

The current research contributes to the extant literature in several ways. First, this study adds to the literature on a congruency effect. Building on the increasing research on a congruency effect in advertising (Krishna et al., 2010; Fleck et al., 2012; Jang and Park, 2020; Wang et al., 2020), the current study highlights the importance of a match between non-central visual elements and the message. Specifically, we employ a commonly used color in price promotion advertising as an important source of a congruency effect that influences the attractiveness of the advertising. More importantly, our novel finding reveals a potential backfiring effect from the incongruence between the visual cues and the advertising content. This result expands the findings of prior literature suggesting a connection between the color and the message at a conceptual level.

Second, our work contributes to research that discusses the context-dependent nature of the meaning of color. Numerous researchers have investigated the conceptual associations of the color red under various domains such as hazards (De Bock et al., 2013) or warnings (Braun and Silver, 1995) and sexual connotations (Elliot and Niesta, 2008). However, only a handful of studies have investigated the meaning of red in a price promotion context (Puccinelli et al., 2013; Ye et al., 2020) despite retailers’ ubiquitous use of red in advertising. Our study provides additional evidence that the color red represents high value and savings. The strength of the association is further manifested by showing that the elicited associations may contrast with the actual discount depth of price promotions. Using red with a low discount depth could backfire and undermine the deal value and attractiveness.

Third, our work contributes to the literature on comparative price advertising. Studies in this area indicate that peripheral cues such as size (Coulter and Coulter, 2005), physical distance (Coulter and Norberg, 2009), and sound (Coulter and Coulter, 2010) can have differential effects on consumers’ perceptions of value depending on the discount depth. In particular, these studies have shown that a positive influence of non-diagnostic cues on price evaluation occurs only when the mental representation of the provided information (i.e., regular price, sale price, or discount depth) is compatible with the characteristics of non-diagnostic cues. The current findings extend the prior literature by bringing the color red to light as another contextual cue that moderates the effectiveness of comparative price advertising.

Finally, our findings contribute to the literature on processing fluency. Much research has demonstrated how the ease processing derived from the message-visual congruency influences people’s evaluations (e.g., Chae and Hoegg, 2013; Cian et al., 2015; Wang et al., 2020). Building on their research, our study demonstrates the interplay between the color and the message on consumer responses mediated by processing fluency. We also extend the literature demonstrating the influence of feeling-based judgments in a price promotion valuation context (Hsee and Rottenstreich, 2004; Strack and Deutsch, 2004; Park and Ryu, 2019; Jang and Park, 2020). Building on this stream of literature, we provide further evidence that subjective feelings from metacognitive experiences can play a crucial role even in tasks involving computational thinking such as a price promotion evaluation.

The current findings have obvious practical implications for marketers. Marketers attempt to use various means to highlight the value of their promotions, and using red is one of the most effective ways to signal a good value. However, when the value of the offer is significantly low, the use of red may lower the attractiveness of the promotion. More broadly, when a certain color has a strong association with a specific meaning, the color cues can facilitate the formation of consumers’ performance expectations for the products and services. These pre-set expectations may have a negative influence on satisfaction when the specific content does not meet those expectations. Therefore, colors should be considered carefully to ensure a match with what the target object is capable of offering.

Finally, the current study suggests potential avenues for further research. First, while a variety of promotional strategies can be used to deliver economic benefits to customers, the present work focuses on a price promotion context. Extending the findings to various types of promotions may be interesting. For example, gift or bonus pack promotions are often advertised with the color red to enhance consumers’ value perception. We presume that for typical gift promotions, a backfire effect of red may not be observed as the value of the promotion is difficult to calculate. However, if consumers have a comparative reference in mind that can be quantified in value, possibly from comparable promotions from competitors or previous purchase experiences, a diverging effect of the color red may be observed.

Second, the present work examined the discount depth as a potential moderator, but other factors consumers frequently encounter can be tested as sources of a red color-congruence effect. One potential distinction that may influence consumers’ valuation is the type of retailer (e.g., a prestigious retailer vs. thrifty retailers; Yoon et al., 2014). Consumers may perceive that a red-hot deal is congruent with their image of thrifty retailers but less so with the image of prestigious retailers. Thus, a red color-congruence effect may be more pronounced for thrifty retailers.

Lastly, further research is warranted to find other colors that serve as comparative references in evaluating advertising content. For instance, the color green and energy efficiency may be an interesting candidate to replicate the proposed effect in the current article. Colors are ubiquitous in marketing, and marketers of brands and retailers frequently use colors with specific associations, expecting that a certain color will strengthen the attractiveness of their offerings. Further research to understand the nature and context in which a negative effect of colors occurs should provide useful guidelines for marketing practitioners.
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An optimized method based on dynamic partitional clustering was proposed for the recovery of spectral reflectance from camera response values. The proposed method produced dynamic clustering subspaces using a combination of dynamic and static clustering, which determined each testing sample as a priori clustering center to obtain the clustering subspace by competition. The Euclidean distance weighted and polynomial expansion models in the clustering subspace were adaptively applied to improve the accuracy of spectral recovery. The experimental results demonstrated that the proposed method outperformed existing methods in spectral and colorimetric accuracy and presented the effectiveness and robustness of spectral recovery accuracy under different color spaces.
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Introduction

Spectral reflectance describes wavelength-dependent reflectance functions and determines the intrinsic color characteristics of object materials (Liang and Wan, 2017). Spectral matching can successfully predict the color appearance of a scene under arbitrary environmental conditions, which has led to its widespread use in high-fidelity reproduction (Liu et al., 2019), remote sensing (Lin and Finlayson, 2020), cultural heritage (Liang, 2011), medical diagnosis (Depeursinge et al., 2009; Nishidate et al., 2013; Xiao et al., 2016), etc. (Wu et al., 2016; Jinxing et al., 2022). The spectral acquisition can be directly measured by spectrophotometers or multispectral cameras; however, it is often accompanied by the limitations of their complexity and inconvenience with less practical application (Liu et al., 2017; Wu, 2019; Molada-Tebar et al., 2020). Alternatively, camera response values can be easily acquired using digital cameras or scanners. Hence, it is valuable to recover spectral reflectance from camera response values in this direction (Wang et al., 2020).

The camera response values are three integral values representing the object color information under a specific environmental condition; therefore, spectral recovery from camera response values is generally used to solve an ill-posed inverse problem. Several methods, such as the pseudo-inverse (PI) method (Babaei et al., 2011; Wu et al., 2015; Maali Amiri and Fairchild, 2018), compressive sensing (CS) (Zhang et al., 2014; Dafu et al., 2017), Wiener estimation (Stigell et al., 2007; Nishidate et al., 2013), principal component analysis (Liang, 2011), and convolutional neural networks (Xiong et al., 2022), are being applied directly to recover the spectral reflectance. Accurate spectral recovery methods are a more meaningful and valuable solution for practical applications; therefore, the proposed strategies have been mostly concerned with optimal sample selection and processing. The greater the similarity between the training and testing samples, the better the accuracy of the spectral recovery. Li et al. (2013) proposed a spectral recovery method based on a locally linear approximation by weighting the nearest neighbors. Cao et al. (2017) attempted to recover the spectral reflectance from camera response values using local weighting modes based on color differences. Zhang et al. (2016) selected training samples by drawing a sphere in the camera response value space and used Wiener estimation to recover the spectral reflectance. Wang et al. (2020) applied the sequential weighted nonlinear regression method to recover the spectral reflectance from the camera response values, considering colorimetric and spectral errors. Wu et al. (2021) presented a compressive sensing-based spectral sparse recovery method that uses sparse basis functions. These methods could reasonably produce spectral recovery accuracy using predefined parameters; however, they are insufficient for selecting the training samples for each testing sample characteristic. Kwon et al. (2007) utilized Lloyd’s algorithm based on K-means (KM) clustering to iteratively divide the entire training sample into subgroups with similar colors and recover the spectral reflectance using the principal components obtained by subgroups. Xu et al. (2017) employed the KM clustering algorithm to partition multispectral images and extract training samples from an art painting, which selected the representative sample in each cluster for spectral reflectance recovery. Although the above methods achieve adaptive sample selection strategies using the clustering method, the characteristics of each testing sample were not considered in the clustering process. Thus, it is necessary to develop an optimized clustering method to adaptively select the training samples based on the characteristics of each testing sample.

This paper has presented an optimized method based on dynamic partitional clustering for spectral reflectance recovery from camera response values. The novelty of the proposed method is that it produces dynamic clustering subspaces by utilizing a combination of dynamic and static clustering, which determines each testing sample as a priori clustering center to the sample characteristics of the clustering subspaces through competition. After acquiring the training samples, the spectral reflectance is recovered using the Euclidean distance weighted and polynomial expansion models in the clustering subspace. The effectiveness of the proposed method is compared with existing methods in terms of spectral and colorimetric accuracy, and the effectiveness and robustness of the proposed method for spectral recovery accuracy under different color spaces are presented.



Materials and methods

The incoming light was reflected by the object’s surface through the camera, which converted it to an electrical signal and quantified the camera response values based on the human perception of colors. The camera response values were calculated by the combination of the camera sensitivity functions q(λ), illuminant spectral power distribution I(λ), and object surface reflectance r(λ), which could be described using the integral process.

[image: image]

where Y = [r, g, b]T is the corresponding camera response value, the superscript “T” is the matrix transposition, λ is the human visible wavelength that includes the range from λ min to λ max, and ε is the camera system noise. The camera system noise was negligible owing to measurement difficulty (Arad and Ben-Shahar, 2017); thus, Equation (1) can be expressed simply in matrix notation:

[image: image]

where M denotes the integration matrix that calculates the camera sensitivity function q(λ) and the illuminant spectral power distribution I(λ) and R represents the spectral reflectance. The reverse solution was to recover the spectral reflectance from the camera response values formulated by Equation (3)

[image: image]

where Q is the transformation matrix. The main goal of this study was to minimize the spectral recovery error from the camera response values.

[image: image]

where ∥⋅∥l1 denotes the l1 Frobenius norm of the matrix. The spectral recovery process was implemented by treating all training samples equally, which could theoretically be optimum for all testing samples other than each sample. This suggested that the transformation matrix Q could be obtained by considering each testing sample characteristic, and the result of spectral recovery would be optimal. Thus, the problem of spectral reflectance recovery was transformed into the optimization of the transformation matrix Q. Therefore, the optimal sample selection and processing were adaptive to each testing sample characteristic, making a reasonable choice for producing the optimal transformation matrix.



The proposed method

In this section, an optimized clustering method for spectral reflectance recovery was proposed for camera response values, which is schematically illustrated in Figure 1. The widely used pseudo-inverse (PI) method is a straightforward method to present the relationship between the camera response values and the sample reflectance, which was used to verify the sample selection and processing for the method proposed in this study.


[image: image]

FIGURE 1
Schematic illustration of the optimized clustering method for spectral reflectance recovery.



Acquiring camera response values

The camera response values of the simulation experiments were calculated instead of those extracted from the images because the spectral power distribution of the light source and the spectral sensitivities of the camera could be measured (Arad and Ben-Shahar., 2017). Finally, the response value of the simulated camera was integrated by the measured spectral sensitivities of the camera, spectral power distribution of the light source, and spectral reflectance. For the real experiment, the raw images (“CR2” format file) were acquired using a Canon EOS 5D Camera, controlled by software (Digital Photo Professional 4). The Tagged Image File Format (TIFF) can be easily converted from the raw images, which is used to acquire the corresponding red, green, and blue (RGB) response values.



Selecting the optimal local training samples

For a given training sample (x1… xm) in RGB color space, each xi ∈ YTrain, where m is the number of training samples. Let (p1… pn) ∈ YTest be the testing samples in RGB color space, with pe ∈ YTest, where n is the number of testing samples. The set of clustering centers can be expressed as (u1u2… ul) ∈ L, where l indicates the number of clustering centers; u1 is a fixed point, which is the testing sample considering the chromaticity characteristics as the prior clustering center, in this work, u1 = pe. The other clustering centers are the dynamic random points based on the training samples, which are obtained by the KM clustering algorithm. The partition information of subspaces C is determined by the division of the clustering centers. Minimizing a cost function W (C, L) shows the natural structure of YTrain.

[image: image]

where the subscript i denotes the ith sample of training samples; the subscript a denotes the ath sample of the clustering centers; the Ca denotes the ath division subspace; and the ∥.∥ represents a different way of partition, which is cosine angle or Euclidean distance. Two approaches were used as criteria to determine the distance. The cosine angle distance was used as the basis for partitioning, which was the K-mean angle similar (KS) clustering strategy selected in this study. The ∥ xi − ua ∥ can be demonstrated in Equation (6).

[image: image]

The Euclidean distance was used as the basis for partitioning, which was the KM clustering strategy selected in this study. The ∥ xi − ua ∥ can be demonstrated in Equation (7).

[image: image]

The new partition was generated once the way of classification was determined.

[image: image]

where Jt represents the clustering centers of the subspaces C, which together with the testing samples pe forms the set of clustering center L and ha represents the number of samples in each division subspace Ca. In this process, the subspace where the test sample was located did not seek the average value, whereas the other subspaces regenerated the center point to obtain the optimal local subspace. Let the cosine angle or Euclidean distance be a distance function. It can easily calculate the distance between the clustering centers and training samples. Equations (6) and (7) were substituted into Equation (5) to obtain the new subspace information. After processing, the subspaces other than the subspace where the test sample (the first clustering center) was located were averaged to obtain the remaining new clustering centers. Finally, the new clustering centers L were obtained and substituted into Equation (5) to obtain the final subspace.
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where N is the number of optimal local training samples and Ω is the subspace where the test sample as the clustering center is located. The optimal local training samples were located in the subspace Ω from the training samples according to the testing sample. This was the methodological procedure used in this study.



Calculating weighting matrix

After the optimal local training samples were acquired, the Euclidean distance of RGB was used for the weighting function because the similarity of the target samples also played an important role (Maali Amiri and Fairchild, 2018; Jinxing Liang et al., 2019).

[image: image]

where rtest, gtest, and btest are the responses of the testing sample; rtrain,j, gtrain,j, and btrain,j are the responses of the optimal local training samples; N is the number of optimal local training samples; and the subscript j is the jth sample of Ω.
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where wj represents the inverse of the Euclidean distance between the testing sample and the jth training sample; θ is a very small value in Equation (11), and θ = 0.001, which makes sure the denominator is not zero. It can also be expressed as a diagonal matrix W.
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Responses expansion

Response expansion is a common nonlinear technique for increasing the accuracy of recovery. It increases with the number of items until a specific value is reached. In this paper, items of polynomials were discussed. The 3-dimensional data of Y were mapped to higher dimensional data Yexp.

[image: image]

where Yexp is the expansion of RGB response values and the superscript “T” indicates the transpose of the matrix.



Spectral recovery based on polynomial extension

Matrix Q was the unique transformation matrix of each testing sample after processing, and each testing sample had its optimal subspace; hence, each transformation matrix Q was calculated from the corresponding subspace.

[image: image]

where the superscript “–1” indicates the pseudo-inverse matrix operator, RTrain represents the selected optimal local training sample, and YTrain,exp is the response value of the training samples after the polynomial expansion.

[image: image]

where Rtest denotes the reconstructed spectral reflectance of the testing sample and YTest,exp denotes the expanded response value vector of the testing sample.




Experiment

The performance of our method was demonstrated by validating the experimental data, which was implemented in the simulated and real experiments. The color differences of the International Commission on Illumination (CIE DE76) and CIE DE2000 under the CIE 1964 standard observer functions and CIE A illuminant were calculated, which was used as the colorimetric metric. The root-mean-square error (RMSE) and goodness of fit coefficient (GFC) represented the deviation between the original spectral and recovered spectral, which were used as spectral metrics.
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where Rtest represents the reconstructed spectral reflectance, R represents the original spectral reflectance, and m = 31; the superscript “T″ indicates transpose. The American National Standards Institute (ANSI) IT8.7/3 color chart (928 samples) was selected as the experimental dataset for the simulation and real experiments, which prints on the coated paper using the AccrioPress EasPrint C6100. The spectral information of the ANSI IT8.7/3 color chart was then acquired using the spectrophotometer X-rite eXact at 10 nm intervals in the 400–700 nm range. The 464 odd sets of IT8.7/3 data were selected as the training sample and the 464 even sets of the IT8.7/3 data were chosen as the test sample.


The simulated experiment

To validate the performance of the methods, the simulated experiment was implemented by the simulated camera first. Owing to measuring the camera system noise difficulty, the calculation processing was not considered in the camera system noise in the simulated experiments. Figure 2A shows the spectral sensitivity of the Canon EOS 5D Camera (Jiang et al., 2013), and Figure 2B shows the spectral power distribution of the CIE Standard Illuminant D65.


[image: image]

FIGURE 2
(A) Spectral sensitivities of the camera and (B) spectral power distribution of the International Commission on Illumination (CIE) Standard Illuminant D65.


To determine the optimal parameters of the proposed method, the different number of response expansion items and sample partitions were used directly to calculate the accuracy of spectral recovery. The response expansion items were selected from 5 to 30 with intervals of 5, and the partitions were tested from 2 to 20 with intervals of 2. Figures 3A,B show the RMSE under different response extension items and partitions by using the KS/KM strategy.


[image: image]

FIGURE 3
Mean root-mean-square error (RMSE) map of simulation experiment (A) K-mean angle similar (KS) and (B) K-means (KM).


As can be seen from Figures 3A,B, the accuracy of spectral recovery is influenced by the number of response expansion items and sample partitions. The simulation results showed that the spectral recovery results were similar trends by using the KS/KM strategy. Therefore, the optimal response expansion items were 30 and the number of partitions was 2 for both KS and KM according to the experimental results.

As can be seen from Table 1, this study compares the accuracy of spectral recovery of the proposed method with seven other existing methods. The experimental results showed that our method has the lowest color difference, which means the proposed method has a fine colorimetric metric. The method used in this study is superior to other existing methods in RMSE and GFC, which also means the proposed method has fine spectral metrics. To visualize the recovery data and make the results more intuitive, this study used boxplots to analyze the spectral recovery accuracy.


TABLE 1    Simulated spectral recovery results of the proposed and other existing methods.

[image: Table 1]

The results in Table 1 are used as original data to produce the boxplot. The boxplot is a standardized way of displaying the spectral recovery results, which are the minimum, maximum, median, and first and third quartiles. The value closest to the box indicates the best spectral recovery results while the value farther from the box indicates the worst spectral recovery results. The box of the boxplot of the proposed method is smaller than other methods and shows the best results in the maximum and mean. This signifies that our method recovers more samples with minor errors. As shown in Figures 4A,B, it can be observed that our method has the highest accuracy for both the average and minimum color difference values. Figures 4C,D show the smaller box, which means that the proposed method outperformed other existing methods in terms of spectral accuracy.


[image: image]

FIGURE 4
Boxplots of simulated experiment results: (A) The International Commission on Illumination (CIE) DE1976 color difference, (B) CIE DE2000 color difference, (C) root-mean-square error (RMSE), and (D) goodness of fit coefficient (GFC).


In Figure 5, it can be seen that the original sample spectral reflectance curve is set as a blue dashed line, and the line of our proposed method is set as distinct red and black colors. The recovered spectral curves of four randomly selected samples by using the proposed method and other existing methods were compared with the original spectral curves. It can be seen that the proposed method in this study is closer to the original sample curve among the four randomly selected plots.


[image: image]

FIGURE 5
Reflectance recovery results from the proposed and existing methods with four randomly selected samples in the simulated experiment.




The real experiment

The real experiments were conducted in a dark room without interference from external light sources. To ensure accurate response values, a diffuse illumination environment was provided and the final data were obtained by software (Digital Photo Professional 4). The IT8.7/3 data were captured with a Canon EOS 5D; the camera’s ISO size is 50, the f-number aperture is F5.6, and the exposure time is 1/10 s. The real response values were extracted in sRGB color space.

Figure 6A shows the training and testing samples in the CIE1964-XY chromaticity diagram, where red and blue represent the training and testing samples, respectively. The power distribution of the light source in the shooting environment is measured using a CS2000 Spectroradiometer, as shown in Figure 6B.


[image: image]

FIGURE 6
(A) Distribution of the sample points in the International Commission on Illumination (CIE)1964-XY chromaticity diagram and (B) real spectral power distribution of the light source.


Figure 7 shows the impact of the number of camera response extension items and partitions on the accuracy of recovery. The number of partitions was the same as in the simulation experiment, but the difference was the expansion items changed. The reason for this change might be the overfitting phenomenon. The optimal parameters of KS selected 2 partitions and the expansion items were 20, then the optimal parameters of KM selected 2 partitions, and the expansion items were 15 in a real experiment.


[image: image]

FIGURE 7
(A) Mean root-mean-square error (RMSE) map of the real experiment (A) K-mean angle similar (KS) and (B) K-means (KM).


The experimental results of the real experiment are listed in Table 2. The results showed that the proposed method exhibited the best performance in terms of color difference, and the GFC and RMSE also presented the same results. Thus, the results showed that in the proposed method, the real experiment yielded better results, and it could be concluded that the proposed method in this study can be applied to a real scenario.


TABLE 2    Real spectral recovery results of the proposed and other existing methods.

[image: Table 2]

As can be seen from Figure 8, the smaller color difference in Figures 8A,B, smaller RMSE in Figure 8C, and larger GFC in Figure 8D show better performance of the proposed method. Thus, the boxplot distribution conclusion of our method presented better results than several other existing methods, which means recovery with less error and more application value.
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FIGURE 8
Boxplots of real experiment results: (A) The International Commission on Illumination (CIE) DE1976 color difference, (B) goodness of fit coefficient (GFC) CIE DE2000 color difference, (C) root-mean-square error (RMSE), and (D) GFC.


As can be seen from Figure 9, four random samples are selected in a real experiment. The similarity between the real and simulated experiments was that the recovery curves of the proposed method were more consistent with the original curves.k The higher similarity verified the excellence of the proposed method.


[image: image]

FIGURE 9
Reflectance recovery results from our proposed and existing methods with four randomly selected samples in a real experiment.




Influence of color space

Since the way to acquire the response value was through the digital cameras, all weighting methods tended to use the more device-dependent RGB color space rather than other device-independent color spaces, such as CIE XYZ color space and CIE LAB color space. Three color spaces were used to explore the effect of color space on the proposed method. The RGB values of ANSI IT8.7/3 were acquired in a real experiment, which obeyed IEC about the sRGB standard. Then the RGB values were converted to CIE XYZ color space and CIE LAB color space (International Electrotechnical Commission [IEC], 2019), which were used to calculate the weighting function in three different color spaces, respectively.

By the analysis of Tables 2, 3, the results showed that the accuracy of spectral recovery of the proposed method in three different color spaces is better than the other existing methods. To verify the spectral recovery accuracy further, Figure 10 presents the boxplots of results in three different color spaces. This study proposed an optimized method that verifies the effectiveness and robustness of spectral recovery accuracy under different color spaces.


TABLE 3    Spectral recovery results in different weighted color spaces.

[image: Table 3]
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FIGURE 10
Boxplots of results in different color spaces: (A) The International Commission on Illumination (CIE) DE1976 color difference, (B) CIE DE2000 color difference, (C) root-mean-square error (RMSE), and (D) goodness of fit coefficient (GFC).





Conclusion

This study has proposed an optimized method based on dynamic partitional clustering for spectral recovery from camera response values. The optimal local training samples were obtained using a dynamic and static combination clustering approach. After the proposed method was tested on both simulated and real experiments, the results showed that our proposed method outperformed other existing methods. The recovery accuracy of the proposed method using different color space weighting functions still outperformed the existing methods, which showed superior effectiveness and robustness. In future research, this method will also be applied to various fields, such as textiles, food, medicine, and cultural heritage.
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Audio-visual correlation is a common phenomenon in real life. In this article, aiming at analyzing the correlation between multiple colors and combined tones, we comprehensively used experimental methods and technologies such as experimental psychology methods, audio-visual information processing technology, and machine learning algorithms to study the correlation mechanism between the multi-color perceptual attributes and the interval consonance attribute of musical sounds, so as to construct an audio-visual cross-modal matching models. Specifically, in the first, this article constructed the multi-color perceptual attribute dataset through the subjective evaluation experiment, namely “cold/warm,” “soft/hard,” “transparent/turbid,” “far/near,” “weak/strong,” pleasure, arousal, and dominance; and constructed the interval consonance attribute dataset based on calculating the audio objective parameters. Secondly, a subjective evaluation experiment of cross-modal matching was designed and carried out for analyzing the audio-visual correlation, so as to obtain the cross-modal matched and mismatched data between the audio-visual perceptual attributes. On this basis, through visual processing and correlation analysis of the matched and mismatched data, this article proved that there is a certain correlation between multicolor and combined tones from the perspective of perceptual attributes. Finally, this article used linear and non-linear machine learning algorithms to construct audio-visual cross-modal matching models, so as to realize the mutual prediction between the audio-visual perceptual attributes, and the highest prediction accuracy is up to 79.1%. The contributions of our research are: (1) The cross-modal matched and mismatched dataset can provide basic data support for audio-visual cross-modal research; (2) The constructed audio-visual cross-modal matching models can provide a theoretical basis for audio-visual interaction technology; (3) In addition, the research method of audio-visual cross-modal matching proposed in this article can provide new research ideas for related research.
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multiple colors, combined tones, multi-color perception, interval consonance, audio-visual cross-modal matching model, subjective evaluation experiment, correlation analysis, machine learning


Introduction

Synesthesia (Grossenbacher and Lovelace, 2001; Ward, 2013) refers to the mental activity in which stimulation from one sense induces the sensation of another sense. People’s cognition of the world comes from a variety of sensory information, such as vision, hearing, smell, taste, touch, etc. The integration of multiple sensory channels helps us to have a more comprehensive understanding of things and reduces our dependence on a certain sensory channel (Jia et al., 2018). Audio-visual synesthesia belongs to one of them. For example, when listening to music, different pictures often emerge in our mind along with the music, and color is the most intuitive description of pictures and emotions. And when we appreciate a painting, there seems to be a piece of music in our ears. This cross-modal association is automatic, involuntary, and irrepressible (Li, 2021). At present, a large number of researches have been conducted on the phenomenon, process, and mechanism of the multi-sensory information integration in neurobiology, brain science, psychology, and other related fields, which results in the proposal of a series of theoretical hypotheses and models about synesthesia. The multi-sensory information integration has been scientifically verified in many fields, proving that the phenomenon of synesthesia is universal and stable, and thus can be studied (Rouw and Scholte, 2007; Kim et al., 2013; Arturo and James, 2016).

The connection between music and color studied in this article is an audio-visual synesthesia phenomenon. Music and painting are two art forms that are closely related to our lives, and the relationship between music and color is the closest. At present, there have been many studies on audio-visual synesthesia, which exploring the basic attributes of the single tone (including length of sound, pitch, loudness, etc.) and the basic attributes of the single color (including hue, chroma, lightness, etc.). In the study of the Positron Emission Tomography (PET), Bushara et al. (2001) asked subjects to determine whether pure auditory tones and color rings presented in visual form were presented at the same time, and found that the prefrontal and posterior parietal lobes of the brain are the part of network of multi-sensory brain regions that detects the synchronization of visual and auditory stimuli. Eimer and Schröger (2003) used the functional Magnetic Resonance Imaging (fMRI) to investigate the neurophysiological mechanism of audio-visual cross-modal integration of speech signals, and found that there is a significant integration effect in the posterior part of the left superior temporal sulcus. In addition, the psychological phenomenon of Mcgurk and Macdonald (1976) shows that the process of forming cognition of external information is a process of forming a holistic understanding of things based on different sensory information. The lack or inaccuracy of any sensory information will lead to the brain’s comprehension deviation of external information. Under certain circumstances, the sound obtained simply relying on the ear is different from the sound obtained by combining visual and auditory sensory information. This phenomenon provides support for cross-modal interaction among people’s various senses, and is also a strong evidence of audio-visual synesthesia. Therefore, many studies have shown that the audio-visual cross-modal integration effect is universal and stable for people with different ages, genders, and cultural backgrounds.

In recent years, the research on audio-visual cross-modal has gradually become a hotspot. Zhou (2004) used the method of experimental psychology, took the synesthesia as the breakthrough point, and proved that there is a certain relationship between visual attributes and auditory attributes through qualitative research. Palmer et al. (2013) demonstrated that the cross-modal matches between music and colors are mediated by emotional associations. In the field of information science, Jiang et al. (2019) put forward the method and idea of cross-modal research on audio-visual integration effect, which regarded the human brain as a “black box” and divided the “input” of visual and auditory information into low-level features, middle-level features, and high-level features. The low-level features refer to objective physical features, including visual color, shape, texture, etc., and auditory pitch, loudness, etc. Due to the different data representation of different modalities, the low-level features are quite different, so direct audio-visual association cannot be carried out at this layer. The middle-level features refer to perceptual features, including visual perceptual features (e.g., color’s “warm/cool,” “swell/shrink,” “dynamic/static,” and the harmony of color combination, etc.) and auditory perceptual features (e.g., fullness, roughness, and the interval consonance of musical sounds). Perceptual features refer to physiological reflexes directly generated by physical stimuli, and there are certain similarities among different modalities. High-level features refer to semantic features, including emotion, aesthetic feeling, etc. Semantic features are the results of integrating different-modal information received by human brain, and different-modal information is shared at this layer. On the basis of this, Liu et al. (2021) extracted timbre perceptual features and quantitatively analyzed them with the basic attributes of single color (hue, chroma, and lightness) to construct the timbre-color cross-modal matching model. The research results showed that certain attributes of timbre have a strong correlation with certain attributes of color.

Most of the current studies focus on the cross-modal correlation between single color and single tone. However, in real life, pictures are composed of multiple colors, and music is composed of combined tones, which are more common and applicable. Moreover, studies have shown that there are differences in perceptual attributes between single color and multiple colors, single tone and combined tones (Griscom and Palmer, 2012). Therefore, it is necessary to further study the cross-modal association between multiple colors and combined tones on the basis of studying the correlation between single color and single tone, so as to enrich the theoretical and methodological research of audio-visual synesthesia and reveals the essence of synesthesia. Among them, the classic color matching mode of multiple colors is three-color combination (Kato, 2010). Therefore, this article took three-color combinations as the visual materials and quantified the corresponding perceptual attributes. On the other hand, the basic unit of combined tones is the interval, which refers to the mutual relationship between two tones in pitch (including harmonic interval and melodic interval), and the interval consonance is the basic perceptual attribute reflecting the auditory perception of the interval (Wang and Meng, 2013; Lu and Meng, 2016). Therefore, this article took intervals as the auditory materials and quantified the interval concordance attribute.

To sum up, this article took multiple colors and combined tones as the research object, designed and implemented the audio-visual cross-modal matching subjective evaluation experiment between three-color combinations and intervals, analyzed the audio-visual cross-modal correlation on the basis of quantifying the relevant perceptual attributes of audio-visual materials, and finally constructed the audio-visual cross-modal matching models through the linear and non-linear machine learning algorithms. The section arrangement of this article is shown in Figure 1.
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FIGURE 1
The section arrangement of this article.




Perceptual attribute dataset construction

This section introduces the construction of multi-color perceptual attribute dataset and interval consonance attribute dataset, mainly including the construction of audio-visual material sets and the quantification of audio-visual perceptual attributes, which provided data supporting for the research on the association between multi-color perception and interval consonance.


Multi-color perceptual attribute dataset construction


Multi-color material set construction

Fifty three-color combinations selected from the research results of Nippon Color & Design Research Institute (NCD) were used as the multi-color materials. NCD selected 130 representative colors which represented psychological experiences accurately based on the “Hue and Tone System,” which were evaluated by 180 image descriptive words. Then, they combined 130 single color into 50 three-color combinations based on color image and further classified them into a total of 16 categories, including “lovely,” “romantic,” and “refreshing,” as shown in Supplementary Appendix Table A1. On this basis, cluster analysis was adopted to reduce dimensions of 180 image descriptive words, so as to construct a three-dimensional “color image scale,” namely the dimension of “cool/warm,” “soft/hard,” and “transparent/turbid,” and mapped 16 categories into this color image space (Kobayashi, 2006, 2010). These 50 materials and their values of L*, a*, and b* in the CIELAB color space are respectively shown in Supplementary Appendix Table A2.



Subjective evaluation experiment on multi-color perception

The multi-color perceptual attributes refer to the quantitative description of three-color combinations from human’s perception, such as the subjective senses of “cool/warm,” “far/near,” and “pleasure” inspired by color. In this article, the data of multi-color perceptual attributes was obtained through the subjective evaluation experiment on color perception. Then, the experimental data would be applied into the correlation analysis between multi-color perceptual attributes and interval consonance attribute, and the construction of audio-visual cross-modal matching models.


Subjects

A total of 16 subjects, aged 18–22, with the gender ratio close to 1:1, took part in the experiment. None of them majored in visual science or aesthetic design. Before the formal experiment, each subject was given an Ishihara Color Blindness Test (Marey et al., 2015) to ensure his color vision was normal. Then, they would sign the informed-consent form and were compensated for participating.



Perceptual descriptive words selection

A total of 260 perceptual descriptive words were selected from literature, questionnaires, and dictionaries (Gao and Xin, 2006; Wang et al., 2006, 2020), and then they were further screened according to the following principles: (1) remove words which are susceptible to individual preference; (2) combine words with similar meanings; (3) remove words with ambiguous explanations. On this basis, a preliminary experiment (Kobayashi, 2010) was carried out to select perceptual descriptive words based on multi-color materials, and the subjects were asked to select several words which were suitable for describing a certain three-color combination. The selection frequency of each word was recorded to determine the selected one. The selected perceptual descriptive words could not be affected by individual preference and had objectivity and universality. Finally, as shown in Table 1, five pairs of mid-level descriptive words were selected, namely “cool/warm,” “soft/hard,” “transparent/turbid,” “far/near,” and “weak/strong.” In addition, the remaining three high-level descriptive words were from the PAD emotion model with P representing pleasure, A representing arousal, and D representing dominance (Russell and Mehrabian, 1977), so as to acquire the more complete description for human’s multi-color perception.


TABLE 1    The selected perceptual descriptive words of multi-color perceptual attributes.

[image: Table 1]



Experimental condition

The experiment was carried out in an underground standard listening room with a reverberation time of 0.3 s. The sound field distribution was uniform, and there was no bad acoustic phenomenon and body noise, so as to avoid the interference of noise on the perceptual evaluation. The laboratory area was 5.37 m × 6 m, and the wall acoustic absorption materials and the main experimental facilities were all gray (Munsell: N4). A 75-inch Sony KD-75X9400D HD display was adopted with a resolution of 4K (3840 2160). According to the Methodology for the Subjective Assessment of the Quality of Television Pictures (ITU-R BT.500-14), the ambient illumination of the display was set to 200 lx. A “slideshow” function in the ACDSee software (official free version; ACD Systems International Inc., Shanghai, China) was used to randomly present the stimuli, which was centered with a gray background (Munsell: N2). The luminance is 596.5 cd/m2, and the luminance uniformity is 0.03 cd/m2 (Input signal: black level; Value: SD; Method: Nine-point Test) and 10.69 cd/m2 (Input signal: white level; Value: SD; Method: Nine-point Test).



Experimental procedure

The experiment was divided into two steps. The first step was to fill in the basic personal information and sign the informed-consent form. The second step was to evaluate the perceptual descriptive words on a five-level scale. In the experiment, the scoring time of each material was uniformly controlled for 30 s, and the interval between two pictures was 5 s. In order to avoid eye fatigue caused by long-term viewing of the screen, the materials were divided into two groups. After 25 materials were evaluated, a 5-min break was taken before the remaining 25 materials were evaluated.




Reliability analysis and multi-color perceptual attributes quantification

Cronbach’s alpha was adopted to evaluate the reliability of the experimental data, which is used to measure the internal consistency of the evaluation results, usually above 0.7 is considered to be reliable.

[image: image]

where K represents the number of subjects, [image: image] repreents the score variance of all the subjects on the ith measurement item, and [image: image] represents the total variance of the total scores obtained by all the subjects. All the perceptual descriptive words have very good internal consistency among the 16 subjects, and the Cronbach’s alpha are: 0.94 (“cool/warm”), 0.908 (“soft/hard”), 0.946 (“transparent/turbid”), 0.715 (“far/near”), 0.921 (“weak/strong”), 0.893 (pleasure), 0.917 (arousal), and 0.875 (dominance). It can be seen that the values of the Cronbach’s alpha are all greater than 0.7, and the highest value is up to 0.946, which meets the reliability requirements.

Finally, as shown in Equation (2), an eight-dimensional multi-color perceptual attribute vector was constructed based on the evaluation results.

[image: image]

where fi represents the average value of 5-scale scores of all the subjects on the ith multi-color perceptual descriptive word.




Interval consonance attribute dataset construction


Interval material set construction

The composition of the interval materials is shown in Figure 2, with a total of 52 interval materials, including melodic intervals and harmonic intervals. Among them, a melodic interval refers to a two-tone combination played successively, and a harmonic interval refers to a two-tone combination played synchronously. Each interval category composes of two timbres, namely piano (unsustainable sound) and violin (sustainable sound). A musical instrument includes four phase: Attack phase, Decay phase, Sustain phase, and Release phase, which are called ADSR model for short. “unsustainable sound” means that there is only a simplified ADSR model for musical instruments, and only the attack phase and decay phase, such as plucked instruments (harps), percussion instruments (pianos), and percussion instruments (marimba). “Sustainable sound” refers to the sustain phase of musical instruments in the ADSR stage, such as violin, clarinet and trumpet (Jiang et al., 2020). In general, there are 13 two-tone relationships with different interval consonance indexes, as shown in Table 2. Therefore, there are a total of four categories, namely piano-melodic interval, violin-melodic interval, piano-harmonic interval, and violin-harmonic interval, with 13 intervals respectively.


[image: image]

FIGURE 2
The composition of the interval materials.



TABLE 2    The 13 common two-tone relationships (intervals).

[image: Table 2]

The MacBook Pro personal computer and the Sony 8506 monitor earphone were adopted to record interval materials. The steps were as follows: (1) open the digital audio workstation software Logic Pro (X; Apple Inc., Cupertino, CA, USA), and create the new project file; (2) establish two audio tracks of two kinds of instruments, namely piano and violin. Taking the M3 harmonic interval played by piano as an example, import the Kontakt6 sampler into these two audio tracks, and add the piano sound source (Cine Piano, set to the default value) and the violin sound source (Chris Hein Solo Violin, set to Dynamic Expression Long); (3) write the melodic intervals and harmonic intervals with the loudness of mezzo forte (mf) in two audio tracks respectively, and export all the interval materials.



Interval consonance attribute quantification

Based on the research results of the previous literatures (Chen and Lu, 1994; Xue, 2012), according to the harmony principle, a quantitative research method was given for calculating the interval consonance index of the pure-tone and 12-tone equal temperament, and classified the 13 intervals into six categories based on the interval consonance index. The principle of the calculation of interval consonance index is: if the two tones have the same partial, that is, the frequency ratio of the two tones is a simple integer ratio, then the effect of consonance can be produced. The calculation steps are as follows.

Step 1: Calculate the consonance degree of each pure-tone interval firstly. Take the reciprocal of the product of the ordinal numbers of the first consonant partials of the two tones constituting the interval in the respective partial columns as the basis for evaluating the consonance degree, which is called the interval consonance coefficient K:

[image: image]

where m represents the ordinal number of the first consonant partial in the root-tone partial column and n represents the ordinal number of the first consonant partial in the crown-tone partial column. The partial column of the tones in the pure-tone temperament is shown in Table 3. It can be seen that the tones with different frequency can have the same partial, which is called the consonant partial. Take the interval composed of g and c (P5) as the example. The first consonant partial is g1, which is the second partial in the g partial column and the third partial in the c partial column. Therefore, the interval consonance coefficient [image: image].


TABLE 3    The partial column of the tones in the pure-tone temperament relative to c (from the first partial to the 16th partial).

[image: Table 3]

Step 2: Since the distribution of K is not uniform, the logarithmic method was adopted to define the interval consonance index of the pure-tone temperament Ip. And the unit is decibel (dB).

[image: image]

Step 3: Since the frequency ratio of each interval of the twelve-tone equal temperament currently in use is an irrational number [image: image], where k = 1,2,⋯,12, the calculation method of the interval consonance index of the pure-tone temperament is not suitable for that of the 12-tone temperament. In practice, the similar interval of the pure-tone temperament is commonly adopted to calculate the interval consonance index I of the corresponding twelve-tone equal temperament:

[image: image]

where I represents the interval consonance index of the similar interval of the pure-tone temperament; −△I represents the correction value corresponding to the deviated cent δ of the twelve-tone equal temperament interval from the similar pure-tone temperament interval. −△I is calculated as follows:
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where δ represents the cent value of a certain interval deviating from a similar one of the pure-tone temperament; η represents the frequency ratio corresponding to δ; A represents the relative amplitude; Q represents the quality factor of the resonant circuit, which is set to 100. The calculation results are shown in Table 4.


TABLE 4    The interval consonance index of each interval of the 12-tone equal temperament (Q = 100).

[image: Table 4]





Audio-visual cross-modal matching subjective evaluation experiment

Firstly, on the basis of research results of Section “Perceptual Attribute Dataset Construction,” this section introduces the design and implementation process of the audio-visual cross-modal matching subjective evaluation experiment between audio-visual perceptual attributes. Then, data preprocessing and reliability analysis were introduced, which provided the input and output data for correlation analysis and model construction.

The experiment was carried out by selecting the corresponding multi-color materials after listening to the interval materials. In the experiment, the independent variable was the playing interval material, and the dependent variable was the corresponding matched or mismatched multi-color material.


Subjects

A total of 23 subjects participated in the experiment, including 7 males and 16 females, all aged between 18 and 22 years old, and their majors were not related to audio-visual science. Before the experiment, each subject was given the Ishihara Color Blindness Test to ensure their color vision normal. Then, everyone signed an informed-consent form and was compensated for their participation. In addition, the subjects were different from that of the multi-color perception experiment carried out before.



Experimental condition

The experiment was carried out in the standard listening room. The experimental condition of sound field and visual material presentation were the same as that of the multi-color perception experiment (see section “Subjective evaluation experiment on multi-color perception”). The three-way midfield monitoring speaker Genelec 1038B was used to broadcast the interval materials. In the whole experiment process, the sound pressure level of the sound signal remained unchanged, and the actual sound pressure level was 75 dB (A), in line with the Standard of Acoustics Measurement in Hall (GB 50371-2006). The connection of the experimental system is shown in Figure 3A. One end of the laptop was connected to the display to realize the presentation of the multi-color materials, and the other end was connected to the left monitoring speaker and the right speaker respectively to realize the play of interval materials. The Adobe Audition software (14.1 version; Adobe Systems Incorporated, San Jose, CA, USA) was used to play interval materials. During the experiment, the ear height of the subjects should be at the same level as the midpoint of the vertical line in the high and low sounds of speakers.


[image: image]

FIGURE 3
The experimental condition. (A) The connection of the experimental system. (B) The arrangement of seats. (C) The presentation of the multi-color materials.


In addition, as shown in Figure 3B, the seats were arranged in an arc with the monitor as the center, so as to make the distance between the subjects and the monitor fixed at 2 m. The horizontal viewing angle of the display is 178° which is the maximum angel at which an user can clearly see the screen, and the actual viewing angle from the subjects sitting on either of two sides is 80, so as to ensure the consistency of color displaying. The presentation of the multi-color materials is shown in Figure 3C, with a gray background (Munsell: N2).



Experimental procedure

The experiment was conducted in two groups with 11 or 12 subjects in each group. During the experiment, the subjects were prohibited to talk or signal to each other. The experiment was divided into three stages, namely familiarization stage, training stage, and formal experiment stage, which is shown below.

(1) Familiarization stage: The interval materials were played in order, so as to avoid excessive concentration of subjective scores during the formal experiment.

(2) Training stage: Three interval materials were randomly selected from the material set, and the subjects were asked to select corresponding multi-color materials according to their subjective feelings, so as to avoid the influence caused by unfamiliarity with the experimental procedure.

(3) Formal experiment stage: Play each interval material randomly, and the subjects were asked to select the corresponding first matched, the second matched, and the third matched multi-color materials. Similarly, the subjects were then asked to select the first mismatched, the second mismatched, and the third mismatched multi-color materials.

In order to ensure the accuracy of the results, the subjects were asked to make the immediate choices based on their subjective feelings, and the playing time of each interval material was limited to 30 s. On the other hand, 64 interval materials (including 12 repeated interval materials selected randomly to verify the test–retest reliability) were divided equally into four groups, with a 5-min break between each group, so as to avoid the fatigue effect.



Data preprocessing and reliability analysis

Firstly, observing the experimental data, it can be seen that each set of matching data had multi-color materials that were selected only once. Therefore, in order to avoid the influence of abnormal data on the experimental results, for each set of the experimental data, all the data corresponding to the categories with the least selection frequency were removed. Taking the histogram of the P1 piano-harmonic interval as the example, as shown in Figure 4, the selection frequency of category 10 and 15 of multi-color materials was only once. Therefore, the data from category 10 and category 15 were supposed to be removed.


[image: image]

FIGURE 4
The example of the histogram of the selection frequency of 16 multi-color categories which match the interval material 1 (P1 piano-harmonic interval). Among them, the gray bar represents the removed data in the histogram.


Then, the Cronbach’s alpha was adopted to evaluate the reliability of the experimental data, and the Cronbach’s alpha are: 0.861 (piano-harmonic intervals), 0.795 (piano-melodic intervals), 0.874 (violin-harmonic intervals), and 0.716 (violin-melodic intervals) respectively, which meets the reliability requirements.

Finally, the linearly weighted average values (Palmer et al., 2013) of the multi-color perceptual attributes of the matched and mismatched materials were used as the values of the multi-color perceptual attributes. The calculation methods are shown in Equation (9) and (10).
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where Cj,d,m represents the value of the multi-color perceptual attribute d of the jth matched multi-color material for the mth interval material selected by the subjects. For example, C1,cool/warm,1 represents the “cool/warm” value of the first matched multi-color material selected by the subjects for the P1 piano-harmonic interval. Ij,d,m represents the value of the perceptual attribute d of the jth mismatched multi-color material for the mth interval material selected by the subjects. For example, I2,soft/hard,2 represents the “soft/hard” value of the second mismatched multi-color material for the m2 piano-harmonic interval. In addition, j ∈ [1,3], and m ∈ [1,52].




Results and discussion

This section conducted the correlation analysis of the matched and mismatched relationships between the perceptual attributes of multiple colors and intervals, including drawing scatterplots and calculating correlation coefficients. Then, the linear and non-linear machine learning algorithms were adopted to construct the audio-visual cross-modal matching models between multiple colors and intervals, and further analyzed the relationship between these two modes.


Correlation analysis between multiple colors and intervals

After obtaining the correlation data of multi-color perceptual attributes and interval consonance attribute through the subjective matching experiment, it was necessary to draw scatterplots and fitting curves to visually analyze the correlation with abnormal distribution removed. Then, the Pearson’s correlation coefficient was calculated for the quantitative analysis.



Scatterplot analysis

In order to study the correlation between multiple colors and intervals, the scatterplot was drawn according to the interval consonance index (I), the perceptual attributes of multiple colors and the matched and mismatched relationships between them in the first, as shown in Figure 5. The X-axis represents the interval consonance index (I) and the Y-axis represents a certain perceptual attribute of matched (or mismatched) multi-color material corresponding to the interval material. Due to the large number of scatter plots, only the significant linear matched and mismatched relationship between the multi-color perceptual attributes and the piano-harmonic interval consonance index (I) are shown below.
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FIGURE 5
The scatterplots between audio-visual perceptual attributes. Among them, the X-axis represents the interval consonance index (I) and the Y-axis represents a certain perceptual attribute of matched (or mismatched) multi-color material corresponding to the interval material.


As can be seen from Figure 5, there is a significant correlation between some multi-color perceptual attributes and the interval consonance attribute, which is opposite between the matched and mismatched relationship. For example, the more consonant piano-harmonic interval corresponds to the cooler, softer, more transparent, further, weaker, less arousable, and less dominant matched multi-color perception. On the contrary, the corresponding mismatched multi-color perception is harder, more turbid, nearest, stronger, and less pleasant.



Correlation coefficient analysis

To further analyze the relationship between multi-color perceptual attributes and the interval consonance attribute, the Pearson’s correlation coefficient (r) was adopted to analyze the correlation between the interval consonance attribute and its corresponding matched (or mismatched) multi-color perceptual attributes. If |r|≥0.8, there is a strong correlation; if 0.5≤|r| < 0.8, there is a medium correlation; if 0.3≤|r| < 0.5, there is a weak correlation; if |r| < 0.3, there is no correlation. The calculation results of the Pearson’s correlation coefficient are shown in Table 5.


TABLE 5    The Pearson’s correlation coefficient matrix between multi-color perceptual attributes and the interval consonance attribute.

[image: Table 5]

It can be seen from Table 5, some multi-color perceptual attributes are significantly correlated with the interval consonance attribute. First of all, under the matched relationship between the multi-color perceptual attributes and the piano-harmonic interval consonance attribute, there is a strong correlation between the “far/near” multi-color perceptual attribute and the piano-harmonic interval consonance attribute, with the highest Pearson’s correlation coefficient: r = −0.829,p = 0.001. Then, there is a medium correlation between the multi-color perceptual attributes, namely “cool/warm,” “soft/hard,” “transparent/turbid,” “weak/strong,” arousal, and dominance, and the piano-harmonic interval consonance attribute, with the Pearson’s correlation coefficients are: r = −0.666,p = 0.001, r = −0.701,p = 0.001, r = −0.753,p = 0.001, r = −0.775,p = 0.001, r = −0.648,p = 0.001, and r = −0.793,p = 0.001 respectively. And there is a weak correlation between the pleasure multi-color perceptual attribute and the piano-harmonic interval consonance attribute, with the Pearson’s correlation coefficient: r = 0.411,p = 0.001. Under the matched relationship between the multi-color perceptual attributes and the piano-melodic interval consonance attribute, there is a medium correlation between the multi-color perceptual attributes, namely “soft/hard” and “weak/strong,” and the piano-melodic interval consonance attribute, with the Pearson’s correlation coefficients are: r = −0.626,p = 0.001 and r = −0.674,p = 0.001. And there is a weak correlation between the multi-color perceptual attributes, namely “transparent/turbid” and “far/near,” and the piano-melodic interval consonance attribute, with the Pearson’s correlation coefficients are: r = −0.457,p = 0.001 and r = −0.385,p = 0.001. On the contrary, there is no correlation between the multi-color perceptual attributes and the violin-harmonic interval consonance attribute under the matched relationship. Then, there is a medium correlation between the “transparent/turbid” multi-color perceptual attribute and the violin-melodic interval consonance attribute, with the Pearson’s correlation coefficient is: r = −0.552,p = 0.001. And there is a weak correlation between the multi-color perceptual attributes, namely “cool/warm” and “soft/hard,” and the violin-melodic interval consonance attribute, with the Pearson’s correlation coefficients are: r = −0.342,p = 0.001 and r = −0.34,p = 0.001 respectively.

Under the mismatched relationship, there is a medium correlation between the multi-color perceptual attributes, namely “soft/hard,” “transparent/turbid,” “far/near,” “weak/strong,” and pleasure, and the piano-harmonic intervals consonance attribute, with the Pearson’s correlation coefficients are: r = 0.671,p = 0.001, r = 0.658,p = 0.001, r = 0.655,p = 0.001, r = 0.67,p = 0.001, and r = −0.568,p = 0.001. Then, there is a weak correlation between the dominance multi-color perceptual attribute and the piano-harmonic interval consonance attribute, with the Pearson’s correlation coefficient is: r = 0.436,p = 0.001. For piano-melodic intervals, the “far/near” multi-color perceptual attribute has a medium correlation with the interval consonance attribute, with the correlation coefficient is: r = 0.641,p = 0.001. In addition, there is a weak correlation between the multi-color perceptual attributes and the piano-melodic interval consonance attribute, namely “cool/warm,” “soft/hard,” “transparent/turbid,” arousal, and dominance, with the correlation coefficients are: r = 0.449,p = 0.001, r = 0.395,p = 0.001, r = 0.308,p = 0.001, r = 0.317,p = 0.001, and r = 0.497,p = 0.001. Similar to the matched relationship, there is no correlation between the multi-color perceptual attributes and the violin-harmonic interval consonance attribute. Finally, for violin-melodic intervals, there is a weak correlation between the “soft/hard,” “transparent/turbid” multi-color perceptual attributes and the violin-melodic interval consonance attribute, with the correlation coefficients are: r = 0.477,p = 0.001 and r = 0.428,p = 0.001.

To sum up, the unsustainable sound signals (piano intervals) is more correlated with multi-color perception than that of the sustainable sound signals (violin intervals). Among them, the piano-harmonic interval consonance attribute is most significantly correlated with the multi-color perceptual attributes. In addition, for piano intervals, the harmonic interval consonance attribute is more correlated with multi-color perception than that of the melodic intervals, which is in contrast to violin. On the other hand, under the matched relationship, the association between audio-visual perceptual attributes is more significant than that of the mismatched relationship. Specifically, for the multi-color perceptual attributes, “weak/strong” is most correlated with the piano interval consonance attribute under the matched relationship. And “soft/hard” is most correlated with the violin interval consonance attribute under the matched relationship.



Audio-visual cross-modal matching model construction

Based on the research results in sections “Perceptual attribute dataset construction” and “Audio-visual cross-modal matching subjective evaluation experiment,” machine learning algorithms were adopted to construct the cross-modal matching models between the multi-color perceptual attributes and the interval consonance attribute. In this section, linear and non-linear machine learning algorithms were adopted respectively, so as to further analyze the relationship between these two modes. In addition, taking the actual application scenarios into consideration, this article only constructed the audio-visual cross-modal matching model under the matched relationship.


Linear model construction

The Multiple Linear Regression (MLR) algorithm (Hidalgo and Goodman, 2013) has the characteristic of strong interpretability. Therefore, this section firstly used the MLR algorithm to construct the audio-visual matching models, namely the visual perception predication model (Input: the interval consonance attribute; Output: the multi-color perceptual attributes) and the audio perception predication model (Input: the multi-color perceptual attributes; Output: the interval consonance attribute). The principle of the MLR algorithm is below.

Step 1: Assume the linear relationship between independent variables X1,X2,…,Xp and the dependent variable y as shown in Equation (11):

[image: image]

where β0,β1,…,βp represents the regression parameters; ε represents the random error which obeys the distribution of[image: image].

Step 2: Use the Ordinary Least Square (OLS) method to estimate the regression parameters and obtain the values of β in order to minimize the objective function Q(β), as shown in Equation (12):

[image: image]

Step 3: Use the K-fold cross validation to optimize the regression parameters, so as to reduce the random error ε, which is suitable for small data set, and is only divided once and requires relatively a little computation. We selected the 10-fold cross validation to evaluate the accuracy of the model. The original data was divided into 10 equal parts, and 9 of which were used as the training set and the remaining 1 was used as the testing set. Then, use another previously split data to replace as a testing set and repeat the above steps until each piece of data become a testing set once. Finally, calculate the average value, run the whole data again, and produce a model, which is the actual one we need.


Audio perception predication model

This section mainly introduced the construction of the audio perception predication model (Input: the multi-color perceptual attributes; Output: the interval consonance attribute) by the linear algorithm.

In this article, the Pearson’s correlation coefficient (r), the Mean Absolute Error (MAE), and the Root Mean Squared Error (RMSE) were used to evaluate the prediction accuracy of each regression model. r represents the statistical correlation between the true value and the predicted value, with the range from –1 to 1. The closer the r is to 1, the better the predication ability is. Therefore, to make the evaluation indexes more understandable, r was normalized to the interval [0,1]. The calculation method of MAE is shown in the Equation (13). The closer the MAE is to 0, the more accurate the model is. The calculation method of RMSE is shown in Equation (14). The closer the RMSE is to 0, the more accurate the model is.
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where yi represents the true value; f(xi) represents the predictive value and n represents the number of training samples.

The prediction results of the interval consonance attribute by the multi-color perceptual attributes are shown in Table 6.


TABLE 6    The linear modeling results of the interval consonance index predicted by the multi-color perceptual attributes.
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It can be seen that, the predication performance of the piano-harmonic interval consonance index is good, with the evaluation indexes are: r = 0.745,MAE = 8.486,RMSE = 10.541. In addition, the predication performance of the piano-melodic interval consonance attribute is not very good, with the evaluation indexes are: r = 0.546,MAE = 9.089,RMSE = 12.718. However, others are bad, especially for the violin-melodic intervals. The prediction models of piano interval consonance attributes are shown in Equation (15) and (16).
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where CIp_hi represents the piano-harmonic interval consonance index; CIp_mi represents the piano-melodic interval consonance.



Visual perception predication model

This section mainly introduced the construction of the visual perception predication model (Input: the interval consonance attribute; Output: one multi-color perceptual attribute) by the linear algorithm.

Figure 6 shows the prediction results of each multi-color perceptual attribute by the interval consonance index. Among them, Figure 6A shows the prediction results with the piano-harmonic interval consonance index as the input, Figure 6B shows the prediction results with the piano-melodic interval consonance index as the input, Figure 6C shows the prediction results with the violin-harmonic interval consonance index as the input, and Figure 6D shows the prediction results with the violin-melodic interval consonance index as the input.
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FIGURE 6
The prediction results of each multi-color perceptual attribute by the interval consonance index. (A) The predication results by piano-harmonic intervals. (B) The predication results by piano-melodic intervals. (C) The predication results by violin-harmonic intervals. (D) The predication results by violin-melodic intervals.


It can be seen that, when the input was the consonance index of the piano-harmonic interval, the predication performance of each multi-color perceptual attribute, namely “cool/warm,” “transparent/turbid,” “far/near,” “weak/strong,” arousal, and dominance, is good. When the input was the consonance index of the piano-melodic interval, both the “soft/hard” multi-color perceptual attribute and the “weak/strong” multi-color perceptual attributes are well predicted. When the input was the consonance index of the intervals played by violin, the prediction results are bad. The satisfactory models predicted by the consonance index of piano intervals are shown in Equation (17)–(23).
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where CIp_hi represents the consonance index of the piano-harmonic interval; CIp_mi represents the consonance index of the piano-melodic interval.

Among the audio-visual cross-modal matching models between the multi-color perceptual attributes and the interval consonance attribute constructed by the MLR algorithm, the prediction results of some attributes are relatively better, especially the prediction models between the piano-harmonic interval consonance index and the multi-color perceptual attributes, which are better than the other three types of intervals. In addition, the accuracy of the multi-color perceptual attributes predicted by the interval consonance index is better than that of the interval consonance index predicted by the multi-color perceptual attributes, indicating that the one-way synesthesia channel from multiple colors to combined tones is more easily. In addition, the predication accuracy of the audio perception models is better than that of the visual perception models. Therefore, more audio perceptual attributes need to be extracted as the input besides the interval consonance attribute.




Non-linear model construction

In section “Linear model construction,” some audio-visual cross-modal matching models constructed by the MLR algorithm have low accuracy, and the possible reason is that there is not a simple linear relationship between some audio-visual perceptual attributes. Therefore, this article adopted the classical non-linear machine learning algorithms, namely the Support Vector Regression (SVR) algorithm (Drucker et al., 1996), the Random Forest (RF) algorithm (Breiman, 2001), and the Back Propagation (BP) neural network algorithm (Goodfellow et al., 2016) to further explore the non-linear audio–visual relationship.


Audio perception predication model

This section mainly introduced the construction of the audio perception predication model (Input: the multi-color perceptual attributes; Output: the interval consonance attribute) by the non-linear algorithms.

The weka software (version 3.8.3; The University of Waikato, Hamilton, New Zealand) with functions of machine learning and data mining was adopted to construct the model. For the SVR algorithm, the KBF kernel K(x,y) = e(−gamma(x,y)2) with the original value gamma = 0.01 was selected. For the RF algorithm, the number of the decision trees was randomly sampled by the Bootstrap algorithm in the bagging strategy. For the BP neural network algorithm, there were three layers in total with one hidden layer, and the hidden layer contained four nodes. For hyper-parameters optimizing, the steps were divided into two steps. Firstly, the randomly selection was used to realize the random matching and selection of the hyper-parameters. Then, based on the optimal result of the random matching, several values in the adjacent range were selected, and the final value of the hyper-parameter was determined by the grid search method.

The Pearson’s correlation coefficient (r) were used to evaluate the prediction accuracy of these three machine learning algorithms. In addition, the r value of each MLR model was listed together, so as to further study whether the relationship between audio-visual perceptual attributes is linear or non-linear. Table 7 shows the comparison on the modeling results of the interval consonance index predicted by the multi-color perceptual attributes.


TABLE 7    The comparison on the modeling results of the interval consonance index predicted by the multi-color perceptual attributes.
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It can be seen that, except for the BP neural network algorithm, the other three algorithms are all feasible to predict the piano-harmonic interval consonance index, indicating that the multi-color perceptual attributes quantified in this article are well correlated with the piano-harmonic interval attribute. And the SVR algorithm has the best performance on piano-harmonic interval consonance index predicting, indicating the non-linear relationship. The MLR algorithm has the best performance on piano-melodic interval consonance index predicting, indicating the linear relationship. However, the four algorithms are bad at predicting the consonance index of the violin intervals, indicating that there is no correlation between the consonance attribute of the violin intervals and the multi-color perceptual attributes.



Visual perception predication model

This section mainly introduced the construction of the visual perception predication model (Input: the interval consonance attribute; Output: one multi-color perceptual attribute) by the non-linear algorithms.

Figure 7 shows the comparison on the modeling results of four algorithms for predicting the multi-color perceptual attributes by the interval consonance index. Among them, Figure 7A shows the prediction results with the piano-harmonic intervals as the input, Figure 7B shows the prediction results with the piano-melodic intervals as the input, Figure 7C shows the prediction results with the violin-harmonic intervals as the input, and Figure 7D shows the prediction results with the violin-melodic intervals as the input.
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FIGURE 7
The comparison on the modeling results of four algorithms of each multi-color perceptual attribute by the interval consonance index. (A) The comparison of four algorithms predicated by piano-harmonic intervals. (B) The comparison of four algorithms predicated by piano-melodic intervals. (C) The comparison of four algorithms predicated by violin-harmonic intervals. (D) The comparison of four algorithms predicated by violin-melodic intervals.


The conclusions are below. (1) When the input was the consonance index of the piano-harmonic interval, the MLR prediction results (r = 0.5) for the multi-color perceptual attributes, namely “cool/warm,” “transparent/turbid,” and “weak/strong” are better. And the RF algorithm plays good at predicting “far/near,” arousal, and dominance, indicating that these three multi-color perceptual attributes have the non-linear relationship with the interval consonance attribute. (2) When the input was the consonance index of the piano-melodic interval, the RF prediction results (r = 0.5) for the multi-color perceptual attributes, namely “cool/warm,” “soft/hard,” and “weak/strong” are better, indicating the non-linear relationship. (3) However, similar to the MLR algorithm, other three non-linear machine learning algorithms did not perform well in predicating the consonance index of violin intervals, indicating that there is little correlation between the violin-interval consonance attribute and the multi-color perceptual attributes.

Through the comparison on the modeling results of the four algorithms, the following conclusions are obtained. (1) It is further confirmed that there is a strong correlation between some multi-color perceptual attributes and the interval consonance attribute, especially the piano-harmonic interval attribute. (2) It is feasible to use the machine learning algorithms to construct the prediction model of the piano-harmonic interval consonance attribute by the multi-color perceptual attributes, which plays a good prediction performance. (3) It is feasible to construct the linear prediction models of some multi-color perceptual attributes (namely “cool/warm,” “soft/hard,” “transparent/turbid,” “far/near,” “weak/strong,” arousal, and dominance) by the consonance index of the piano-harmonic interval. (4) It is feasible to construct the non-linear prediction models of some multi-color perceptual attributes (namely “cool/warm,” “soft/hard,” and “weak/strong”) by the consonance index of the piano-melodic interval. (5) However, other prediction models will not perform well, especially when the input is a sustainable sound signal (e.g., violin).






Conclusion

This article focused on the association relationship between the perceptual attributes of multiple colors and combined tones, analyzed the correlation between the audio-visual perceptual attributes, and finally constructed the audio-visual cross-modal matching models. The main contributions are below. (1) Construct the multi-color material set and the interval material set, and quantify the multi-color perceptual attributes and interval consonance attribute. (2) Design and implement the audio-visual cross-modal matching subjective evaluation experiment. (3) Analyze the correlation between the perceptual attributes of multiple colors and intervals, and prove that there is a correlation between audio-visual perceptual attributes. (4) Construct the audio-visual cross-modal matching model between audio-visual perceptual attributes, and further study the relationship is linear or non-linear.

The research results of this article have basically achieved the expectation, but there is still room for improvement and further research. Specifically, the future work can be carried out in the following directions. (1) Extract the low-level objective physical parameters which are suitable for perceptual description to realize the construction of the matching model without human participation. (2) To further study the basic composition principles of music and paintings, and construct the audio-visual cross-modal matching models, so as to provide more data support for practical applications.
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Facial skin colour, a key factor related to impressions, is widely used by CG character designers to build characters with different storylines. The previous research provided essential suggestions for creating an attractive facial image. However, the suggestions of the prior research are insufficient for building the characters to resonate with the current public, especially young people. The present study investigates the influence of skin colour (whiteness and hue angle) on the femininity, masculinity and likableness perception of Chinese female and male images. A psychophysical experiment was carried out to investigate these relationships. The categorical judgement results reveal that whiteness significantly impacted the feminine-masculine perception of the Chinese male image and the likableness perception of the Chinese female and male image. This connection between the whiteness and likability of the male facial image could be related to the beauty trends in the last decade. The hue angle only significantly influenced the likability perception of the Chinese female image. This result is agreed with past research in the same area.
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Introduction

Skin is a vital facial feature of the human face. Its colour reflects the ethnicity, habitat and health of an individual subject (Alam et al., 2009). With a growing interest in computer-generated (CG) characters, like virtual idols, how to tune the skin colour to build a character with an expected perception has become a key issue for designers. Previous studies suggested that skin colour can be related to the attractiveness, health and youth of the facial image. The female with homogeneous skin tone appeared younger, healthier, and more attractive than the others (Fink et al., 2001; Fink and Matts, 2008). The female with reddish skin colour was perceived as healthier and more attractive (Fink et al., 2001). For the observers from different ethnic groups, the experimental results of African and Caucasian observers showed that both ethnicities with higher yellowness in skin colour were perceived as healthier (Stephen et al., 2009, 2011). A similar experiment was carried out with 30 Caucasian images. The observation results of 16 Caucasians showed that the one with healthy-look skin colour was also perceived as attractive (Whitehead et al., 2012). Recent research used the facial images in the Liverpool Leeds skin colour database (LLSC) to investigate the patterns between skin colour and the three impression attributes. Models to predict the strength of these perceptions were proposed (Lu et al., 2021). This research revealed the correlation between skin colour and perceived impressions, and demonstrated in a numeric way to evaluate the perceptions. The cultural background of the observers was also found to be a factor that influenced the preference for the faces (Lu et al., 2022). The Chinese observers were found to be more relied on skin colour to judge the preference of the facial images than the Caucasian observers.

Research on skin colour preference provided a numeric guide for the CG character’s skin colour tunning. The preferred skin colours were quantified in terms of CIELCh, which can be directly used to tunning the skin colours on the major character design software. These research use numbers to prove that Caucasian females prefer a more saturated and yellower skin colour than the original (Bartleson, 1960; Zeng and Luo, 2009). Oriental females prefer a “whiter” skin colour which is redder and has a higher lightness value than the originals’ (Ashikari, 2005). Another research further studied the “white skin colour” and found that the skin colour with a lower chroma was perceived as whiter than the one with high chroma (Yoshikawa et al., 2012).

With growing awareness and understanding of the uncorrelation between gender identity and the assigned gender, many traditional concepts are changed, such as beauty and attractiveness. Early research found that the attractiveness or preference of male and female images was related to masculinity or femininity, respectively (Philips, 2004; Scott et al., 2010). But recent research on the sociocultural impact of LGBTQ+ beauty influencers on cosmetic consumption reflected that the current beauty concept might not be benchmarked by gender (Armstrong, 2020). For example, the “neutral sex look” of Chinese female celebrities and the feminine appearance of Chinese male celebrities have become trending in China in the last decade. The concept of femininity, masculinity and likeable faces for the Chinese, especially young people, can be different from before (Wen, 2021). The growing number of male makeup influencers and the rising consumption of male makeup products in China reveal a shift in the stereotype of makeup and the general attitude to the concept of feminine and masculine beauty (Lau, 2018). This situation also indicated that the previous research on skin colour and attractiveness/preference faces might not provide sufficient support for the CG character designers to build a resonating facial image with the current Chinese young people. Therefore, new research on the relationship between skin colour and attractiveness is required.

Previous studies outline a critical role of skin colour to be investigated with the perception of facial images. The relationship between gender expression and beauty was changed as the uncorrelation between gender identity and the assigned gender was widely aware and started to be accepted. In this study, we investigated the femininity, masculinity and the likeableness of the facial image with skin colour as the independent factor. The results can help to reveal the attitude of young Chinese people toward gender expression and beauty concepts. Also, they can provide suggestions to the CG designer to tunning the skin colour of characters to achieve emotional resonance.



Experimental design


Stimuli

Two facial images, including a Chinese female (OF) and a Chinese male (OM), were selected from the Liverpool Leeds Skin Colour database (LLSC) to generate the stimuli that only differed in skin colour. LLSC contains the facial images and skin colour data of 188 subjects from four ethnicities, including Caucasian, Chinese south Asian and African (Xiao et al., 2017; Wang et al., 2018). The characterisation information and the measurement settings of the measurement instruments were also included. Two instruments were used to accumulate the skin colour data, a telespectroradiometer and a spectrophotometer. In this study, the measurement results from the spectrophotometer were used. These stimuli were generated with two stages of image processing. In the first stage, the skin area was segmented from the facial image. The texture of the skin area was extracted and stored. In the second stage, the texture was restored to the skin area with a selected skin colour which replaced the original colour. This new skin area was added to the facial image to generate a stimulus.

A threshold-based segmentation algorithm was used to segment the skin area (Jones and Rehg, 2002; Al-Tairi et al., 2014). The RGB values of the skin colours from the LLSCD were used to gain the segmentation threshold. Based on this threshold, a mask was generated to separate the skin area from the image. Here, the non-skin area included the facial features, such as the eye, eyebrows and lips. Note that, as the sclera of the eyes were hard to totally separate from the skin area, Adobe® Photoshop CS6 was used to mark these sections out manually in this study.

The skin texture extraction algorithm was adapted from the image processing method proposed by Young and Liu (1986). The CIELAB (D65, 10 degrees) colour space was used for image processing. Here, the skin texture is considered as the variation of the L*, a*and b* at each pixel, which is against the mean L*, a*and b* values of the whole skin area.

The skin colours investigated in this study were selected based on the distribution of the human skin in whiteness and CIE hue angle plane (D65, 10 degrees). The whiteness was calculated using the formula proposed in our previous research (Wang and Xiao, 2019), as shown in equation 1.
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where [image: image] and [image: image] are the average lightness and chroma value of the skin colour from the LLSCD. [image: image] is the optimised coefficient. For OF and OM, the [image: image], [image: image] and [image: image] values were listed in Table 1.



TABLE 1 The [image: image], [image: image] and [image: image] of OF and OM.
[image: Table1]

Twenty skin colours were selected to investigate in this study. The ranges of the selected skin whiteness were from 50 to 80 with 10 intervals. The chosen hue angles range from 30 to 70 with 10 intervals. In total, 40 images were examined in this experiment. Four images were randomly selected from these 40 images to be used as the repeat test to determine the variation of the observers’ judgement.



Experimental procedure

A force-choice categorical judgement method was used in this study. The stimulus was displayed at the centre of the screen with a 50% neutral colour background, as shown in Figure 1. The attribute was displayed below the stimulus in a random order for each stimulus. Two bipolar attributes, feminine-masculine and likeable-dislikeable, were used here. The participant was asked to select the term that was close to his/her perceived impression of the image first. Then scored it on a 5-point scale. In this experiment, score 5 represented a strong correlation between the term and the image, and score 1 represented a weak correlation. Forty Chinese subjects, including 20 Chinese females and 20 Chinese males, average age of 25.31, SD = 4.12, volunteered to participate in this experiment. Only the Chinese observers were invited to participate in this study, as cultural background could be a factor in influencing the judgement results. The colour vision of the participants was checked by using Ishihara’s Test for Colour Deficiency (24 plates) book under the simulated D65 illumination. All participants passed the test. Then they stayed in the dark environment for 5 min of adaptation. A training test aimed at assisting the observer in getting familiar with the experimental interface was conducted first. This training test included two sets of images and two attributes. The images used in the training test differed from those in the formal experiment. After the training test, a formal investigation was carried out.

[image: Figure 1]

FIGURE 1
 The experimental interface.




Statistical analysis

The intra-and inter-observer variation was evaluated through the Root Mean Square (RMS) of the repeat stimuli results and the 40 stimuli results, respectively. All the experimental results were converted into a z-score by adopting Case V of Thurstone’s Law of Comparative Judgements (Thurstone, 1927). The raw data of the experiment were first converted into a frequency matrix. Then the cumulative probability matrix can be achieved from the cumulative sum of the values in the frequency matrix. Based on the inverse standard normal cumulative distribution of the cumulative probability matrix, the z-score matrix can be gained. The relationship between the skin colour and the feminine-masculine and likeable-dislikeable were determined by using ANOVA. The correlation between the feminine-masculine and likeableness were examined by using the Pearson’s correlation coefficient. Both ANOVA results and Pearson’s correlation coefficient results were gained by using IBM SPSS Statistic 25 software.




Results and analysis


Intra–observer and inter–observer variation

The intra-observer and inter-observer variations were determined through Root Mean Square (RMS), as listed in Table 2. The intra-observer variation of the two attributes was similar and smaller than the inter-observer variation. The inter-observer variation of the feminine-masculine is larger than the likeable-dislikeable, which indicates that the variation between the observer is larger in judging the feminine-masculine than the likeable-dislikeable.



TABLE 2 The intra-and inter-observer variation (WD%).
[image: Table2]



The feminine–masculine and likeable-dislikeable facial skin colour

The score in the raw experimental data cannot represent an even interval score of the observer’s judgement. So, the raw experimental data were converted into z-scores for analysation. The variation of the z-scores at different skin whiteness and hue angle values for the two bipolar attributes can reflect the change of the perception at each stimulus. The judgement results of two bipolar attributes at the same stimulus can reflect the connection between the feminine-masculine and likeableness. The z-scores of each stimulus were calculated to determine the strength of the correlation between the skin colour and the attribute. The positive and the negative z-scores represent the perceived femininity/likeable and the perceived masculinity/dislikeable from the image, respectively. The z-scores of each whiteness and hue angle value were calculated and illustrated in Figure 2. The shape of the OF-feminine and OF-likeable trendlines are similar. A negative correlation direction can be observed from the trendline of OF-likable and OM-likeable, also the OM-likeable and OM-feminine, as shown in Figure 2A. OF-feminine and OM-feminine trendlines show a positive correlation when whiteness is the independent factor.

[image: Figure 2]

FIGURE 2
 The z-score of OF and OM images with different (A), whiteness and (B), hue angle.


For both OF and OM images, the feminine of the facial image increased while whiteness increased. Both OM and OF with whiteness equal to 80 and 50 were perceived as the most feminine and the most masculine, respectively. The OF with hue angle equals to 40°perceived as the most feminine. The most feminine OM, with a hue angle of 30, is redder than the OF. The OM with a hue angle equal to 70°was perceived to be the most masculine. The OF is perceived as the most masculine when the hue angle equals 50. Note that this hue angle value was perceived as the most likeable for OM. The feminine-masculine and likeable-dislikeable of the OF showed a bipolar change at hue angles equal to 40°and 50. These showed that observers might be sensitive to the hue angle changes of the OF image within this range. The OM was perceived as the most likeable when the skin whiteness equals 60. The most likeable OF is whiter than the OM, which whiteness value equals 80. The OM did not perceive as more likeable when the whiteness decreased 10.



ANOVA

The significance of the bipolar attributes judgement results at different whiteness or hue angle levels was examined through ANOVA. The analysis results can determine the influence of skin whiteness or hue angle on the feminine, masculine or likeableness perception, which can be used to infer the driving of the judgements of feminine-masculine and likeableness. Welch’s ANOVA and Games-Howell post hoc pairwise comparison was used to analyse the experimental results. The analysations were conducted on the dependent variables femininity-masculinity and likeable-dislikeable. The hue angle and the whiteness were the factors of the stimulus. Here, the interaction effect of the two independent factors is not the interest of the current study. The one-way ANOVA of each factor was carried out. All significant values were reported at p ≤ 0.05.


Feminine–masculine

The Welch’s ANOVA result shows that whiteness has a significant influence on the feminine-masculine perception of OM [image: image] [image: image] [image: image] But it does not significantly impact the femininity-masculinity of OF, [image: image], [image: image], [image: image]. The hue angle has no significant impact on the feminine-masculine perception of OM, [image: image], [image: image], [image: image] and OF, [image: image], [image: image], [image: image] Figure 3 illustrates the Games-Howell post hoc test results of the OM with different whiteness. A descending in z-scores while the whiteness value decreases can be found in this figure. Games-Howell post hoc test results indicated that the OM with whiteness equal to 80, ([image: image]), is significantly more feminine than the OM with whiteness equal to 60, [image: image], and 50, [image: image]. The OM with whiteness equal to 70, [image: image], is significantly more feminine than the OM with whiteness equal to 50. The z-scores of the OM images with whiteness intervals equal 10 showed insignificant differences. A significant difference was found between the OM images with whiteness intervals equal to 20 or above.

[image: Figure 3]

FIGURE 3
 Mean rating (±SE) of the OM stimuli with different whiteness levels at feminine-masculine. Asterisks indicate statistical significance at *p < 0.05 (Games-Howell corrected).




Likeable–dislikeable

The Welch’s ANOVA result shows that whiteness has a significant effect on the likeable perception of OM, [image: image], [image: image], [image: image], and OF, [image: image], [image: image], [image: image]. The hue angle also has a significant impact on the perception of likeable for OF, [image: image], [image: image], [image: image], but not for the OM, [image: image], [image: image], [image: image]. Games-Howell post hoc test results show that the OM with whiteness equal to 80, ([image: image]) and 70, ([image: image]), is significantly perceived as more likeable than the OM with whiteness equal to 60, ([image: image]), and 50, ([image: image]). The OF with whiteness equals 80, ([image: image]), and 70, ([image: image]), are significantly perceived as more likeable than the OF with whiteness equals 50, ([image: image]). The OF with a hue angle equal to 40°, ([image: image]), is significantly perceived as more likeable than the OF with a hue angle equal to 50°, ([image: image]), 60°, [image: image], and 70°, ([image: image]). Figure 4 illustrates the Games-Howell post hoc test results above. The blue and orange bars represent the results of OM and OF, respectively. For both OM and OF, the z-scores of the likeable-dislikeable descend while the whiteness decreases. For OF, the one with a hue angle more than 40°was significantly less in likableness.

[image: Figure 4]

FIGURE 4
 Mean rating (±SE) of (A) the OM images with different whiteness levels, (B) the OF images with different whiteness levels, and (C) the OF images with different hue angles at likeable and dislikeable. Asterisks indicate statistical significance at *p < 0.05 (Games-Howell corrected).


[image: Figure 5]

FIGURE 5
 The correlation between the feminine-masculine and likeable-dislikeable.




Correlation between feminine–masculine and likeable–dislikeable

The association between the feminine-masculine and likeable-dislikeable was determined through Pearson’s correlation coefficient. Figure 5 illustrates the z-score distribution of the results from the female stimuli and male stimuli. A strong correlation between these two attributes infers a strong linear association, which indicates the value of one attribute can be predicted by another. For this research, a strong correlation indicated the judgement results of likeable-dislikeable can be predicted from feminine-masculine, which infers that the results of feminine-masculine and likeable-dislikeable are connected closely. It can be a supportive statistic for further study in gender perception and likableness in facial image. The correlation coefficient of OF images and OM images were calculated, respectively. For OF, the correlation coefficient r = 0.95, which indicates the likeable-dislikeable have a strong positive linear correlation to the feminine-masculine (r > 0.6). For OM images, the correlation coefficient r = 0.503, which shows that the likeable-dislikeable have a positive weak linear correlation to the feminine-masculine.





General discussion

This study investigated the femininity, masculinity and likeableness of the facial image when skin colour is the independent factor. Twenty skin colours and images of both genders, which were selected from the LLSC database, were used in this study. The results showed that the perceived femineity, masculinity and likableness were changed with the whiteness and hue angle. The whiteness was found to be significantly influenced the feminine-masculine perception of OM, and the likeable perception of the OF and OM. The hue angle was found to only influence the likeable perception of the OF significantly. For the linear correlation, the feminine-masculine and likeability-dislikeable have a strong positive correlation for judging the OF image. For the OM, the correlation between two bipolar attributes was positive but weak.

Our ANOVA analysis shows that the feminine-masculine perception of the OM is significantly influenced by skin whiteness. The OM with whiter skin colour provided a feminine perception than the darker one. The androgyny or effeminate male beauty trend raised in the past decades. One of the methods to “soft” the masculine appearance at the time was to lighten the skin tone (Wen, 2021). In our experimental results, the feminine and likeable perception of the male image related to skin whiteness could be influenced by this “soften masculine method.” This trend of the “flower boy,” or “xiaoxianrou (小鲜肉)” in Chinese, triggered debates about the “proper” appearance or behaviours of a young male in 2018, which led to a fade of the effeminate male beauty trend. From the experimental results of likeable, we can find a clue of that trend fading, where the most likeable OM is darker than the most feminine perception OM. The correlation coefficient between the likeable and feminine-masculine of OM is positively correlated but has a weak correlation. This indicated that the likeable of the OM is ascending along with the increasing of the perceived feminine. However, the whiteness of this most likeable OM image is also perceived as feminine. We can infer from this result that the feminine perception of OM is still preferred by young Chinese people. Also, the femininity perception might be a part of the likeable judgement. But our study results are not sufficient to validate this hypothesis. We may carry out another experiment to determine the influence of the feminine perception on the likeable judgement for OM.

This study showed that skin colour significantly influenced the likability of OF images, which agreed with the previous research (Yoshikawa et al., 2012). The maximum z-score of these two attributes appeared at a hue angle equal to 40, and the minimum appeared at a hue angle equal to 50°, as shown in Figure 2B. This bipolar shift infers that the Chinese can be sensitive to the hue angle change in the skin colour at these two hue angles. The hue angles of the Chinese skin colour are majorly distributed with the ranges of 40–50 (Xiao et al., 2017). So the Chinese observers were more familiar with the judgement that was carried out between these two hue angles than the one out of the range. This might lead to the bipolar shift between two adjacent hue angles. These results also show that the Chinese observers preferred a reddish skin tone over the yellowish one, which agrees with the previous research in the east Asian preferred skin colour study (Yamamoto et al., 2003). In recent research, skin colour, especially the a*, L* and the contrast of the a* around brows and mouth area, were found to be the key predictor factor for facial preference (Lu et al., 2022). Our study agreed with this finding, which indicated that whiteness and redness are two important indices of facial preference.

The result of the preferred OF skin colour hue angle in this study also agreed with some previous research, where the hue angle equal to about 40 was found to be the most preferred (Yano and Hashimoto, 1997; Fan et al., 2011). But our results are less agreeable to Zeng and Luo (2009). The preferred skin colour of Zeng and Luo (2013) is yellower than the present study. But they claimed that the preferred skin colour is redder than the actual skin colour. The disagreement can be because their analysation is carried out on a*b* plane. The variation caused by different L* was not included. Note that, to make a valid comparison, only the OF results of this study are discussed. The agreement between the previous research and this study might indicate that the preference of the OF skin colour hue angle has been unvaried in the last decades. As limited research investigated male skin colour, the change of the preference in OM is difficulted to be determined.
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Restoring the correct or realistic color of a cultural heritage object is a crucial problem for imaging techniques. Digital images often have undesired color casts due to adverse effects caused by unstable illuminant conditions, vignetting, and color changes due to camera settings. In this work, we present an improved color correction method for color cast images that makes the color appear more realistic. It is based on a computational model of the human visual system that perceives objects by color constancy theory; it realizes illumination non-uniformity compensation and chromaticity correction for color cast images by taking into account the color stability of some pigments. This approach has been used to correct the color in Cave 465 of the Mogao Grottoes. The experimental results demonstrate that the proposed method is able to “adaptively correct” color cast images with widely varying lighting conditions and improve the consistency efficaciously. It can achieve improved consistency in the mean CIEDE2000 color difference compared with the images before correction. This colorimetric correction methodology is sufficiently accurate in color correction implementation for cast images of murals captured in the early years.
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Introduction

The human visual perception system has the ability to match objects’ colors in scenes taken under ambient lighting conditions; the color appears to be approximately constant to human observers. A scientific theory can be defined as color constancy; some explanation of color constancy has been confirmed by observation or experiment (Barbur et al., 2004; Foster, 2011; McCann et al., 2014; Gao et al., 2015, 2019). It is part of a larger system of subjective constancy, which is used by the brain to help people perceive objects in changing situations. This ensures that we can recognize objects, which assists in comprehending the world and is important for safety.

Color-accurate image archives of cultural heritage items have played a vital role in their preservation, and scientific studies have been carried out during restoration and renovation. Color constancy is a complex problem for cultural heritage digitization because the image color depends on the spectral reflectance function of the object and the spectral distribution function of the incident light, both of which are generally unknown. Therefore, color constancy became the problem of removing the color of the light that illuminated a scene (Campagnolo and Celes, 2019; Akazawa et al., 2021; Huang et al., 2021). Precise digitization facilitates the preservation of a real object’s color and appearance in optimal circumstances and provides a digital simulation available for research at large (Li et al., 2000, 2013; Granzier et al., 2009; Akazawa et al., 2021). In the early years, conservators and conservation scientists preserved murals by taking pictures using film-based photography because good digital cameras did not have sufficient image quality (Verhoeven, 2016). After that, high-resolution scanning and processing of the negative analog film frames needed to be performed to achieve digitization and saved as tiff image format. Obviously, the chromaticity of these images lacked accurate correction.

Thanks to advancements in technology, such as high-resolution imaging (Srisa-ard, 2006; Fischer and Kakoulli, 2013), hyperspectral imaging (Berns et al., 2006; Elias and Cotte, 2008; Colantonio et al., 2018; Berns, 2019), and 3D imaging (Yastikli, 2007; Mączkowski et al., 2011; Simon Chane et al., 2013; Axer et al., 2016; Sitnik et al., 2016), conservators currently apply digital techniques to preserve the current state information of cultural heritage objects; they can be measured once and restored digitally without using chemicals that might irreversibly damage the objects. In addition, these techniques aim to restore lost information while performing materials analysis, color science, image processing, and so forth to explore the evolution of the fading process (Berns, 2019). The linearity of an initial image captured by digital systems makes it possible to specify the captured spectral information much more accurately than is possible with film systems. Color correction is essential in determining if a digital image is acceptable for cultural heritage applications because highly accurate images are necessary for preservation. An accurate correction of mural images is significant for conservation, preservation, restoration, and historical purposes. Early digital mural images cannot meet these requirements since they lack color management.

The discussion above highlights several issues associated with color-accurate image archives. One prime goal is to capture the colors of cultural heritage objects accurately. A high-resolution panoramic image was stitched together from small overlapping pictures captured along the customed rail tracks. Color accuracy is affected by illumination conditions, lighting uniformity, geometry conditions, white balance, and camera settings. Specifically, the following issues are addressed:


(a)The color appearance of the object shifts depending on the lighting conditions present when the image is captured and the object’s intrinsic properties, i.e., color is an unstable visual feature (Hoeben Mannaert et al., 2017).

(b)The imaging system setup is inadequate because of limited space or non-optimum lighting conditions, which can cause spatial non-uniformity in the images.

(c)The lens vignetting or light falloff with spherical aberration could result in an image that is brighter in the middle and darker around the edges because the stronger the refracted light, the more significantly the imaging signal will be reduced; this effect is especially prominent for wide-angle lenses. In most cases, the illumination is brightest in the middle of the image, with a steady decrease toward the edges (Verhoeven, 2016).

(d)Most color constancy algorithms assume that the incident illumination remains constant across a scene, but this assumption is very often not valid for real images (Cardei et al., 2002). Illumination is rarely constant in intensity or color throughout a scene.

(e)White balancing is widely applied to avoid color distortion caused by illumination changes. In general, estimates of illumination chromaticity are from space-average chromaticity or the brightest patches across scenes (Foster, 2011; Akazawa et al., 2021); it can be used for normal color calibration purposes but is insufficient for high-accuracy non-linear color correction, resulting in a lack of consistency among lighting conditions.



To address these issues and concerns, the specific objective of this study is to develop an image correction solution that employs a computational model of the human visual system to make the color appear more realistic. We specifically focus on chromatic transfer for color cast images using the color constancy theory proposed in this study. To solve the illumination non-uniformity problem, we compensated the non-uniform illumination in the scene using homomorphic filtering to eliminate illumination variations. The superior performance of this proposed method is evaluated and compared with existing methods in cave 465 of the Mogao Grottoes. The key contribution of this work is the solution it provides to “adaptively correct” color cast images with widely varying lighting conditions, and it improves color consistency efficaciously. It is hoped that this research will contribute to a deeper understanding of cultural heritage digitization.



Materials and methods


Methodology overview

The methodology for producing a color correction of color cast image is diagrammed in Figure 1 using a mural as an example; this mural is on the south wall of cave 465 in the Mogao Grottoes. The required equipment includes an image acquisition system, photography rail track, pigment identification capabilities, and an integrating sphere spectrophotometer. Two paths radiate from the murals.


[image: image]

FIGURE 1
Schematic diagram for proposed methodology.


Path 1 began with the mural image acquisition system and included image denoising, image enhancement, geometric distortion correction, and image stitching. Next, the image was converted to hue, saturation, and value (HSV) color space from red, green, and blue (RGB) space, which was defined for the international commission on illumination (CIE) 1931 standard observer and standard illuminant D65 to resemble how humans tend to perceive color. Then, the non-uniform illumination was compensated using low-pass filtering in the brightness (value) channel (Section “Compensation algorithm for non-uniformity illumination”). It should be noted that the separability of the scene’s illumination and reflection components were processed in the image frequency domain.

In Path 2, the palette was defined using analytical techniques and documentation by conservation scientists. Samples with different particle sizes and concentrations were prepared for the palette following the essential techniques of Chinese mural painting, and the chromaticity and spectral properties were measured to identify the pigments (Section “Optical database”). Image masks were made for pigment segments of murals that were corrected. The HSV color coordinates were transformed into a pigment map mask using chromaticity characteristics. The size of the image mask is a compromise between minimizing the range of colors and maximizing the accuracy of the pigment map (Section “Color cast correction based on color constancy”). Moreover, the selected pigments must result in a colorimetric match for the specific illuminant and observer.

An assumption was that the concentration of the colorant was constant throughout the masks. The change in the hue component channel of the HSV color space between the mask area and the reference pigment was calculated next. These differences were converted to CIEDE2000 color differences. Pigments were selected from the optical database resulting in the closest chromaticity match for the specific illuminant and observer. The color cast correction model was constructed to complete the color compensation of relevant pigment colors. Finally, all the colors in the mask area were translated into realistic colors.



System setup

The Mogao Grottoes is a world cultural heritage site located in northwest China that is famous for the exquisite murals and Buddhist sculptures kept inside the caves. The Mogao Grottoes have 735 caves, more than 45,000 square meters of murals, and 2,415 colored sculptures of different sizes. They provide abundant vivid materials depicting various aspects of medieval life, such as farming, textiles, war, architecture, marriage, funerals, daily dress, arts, and commercial activities in ancient China.

The approach in this paper is used to correct the mural color of the three-paved double-body mandala on the south wall of Cave 465, Mogao Grottoes, Dunhuang, Yuan Dynasty [1271–1368 anno domini (AD)], which is the earliest and most complete Tibetan-style mural outside of the Tibetan area, with a size of 13.13 m by 5.3 m, as shown in Figure 2. In the double mandala image on the east side, the male body is blue with three eyes and four arms, and the other three faces are green, gray-brown, and black; the female body is a black-brown Buddha Dakini with four hands on one face. In the double mandala in the middle, the male body is reddish-brown with three faces and six arms, the other two faces are yellow-brown and light blue, and the female body is blue with one face and six arms. In the double body mandala on the west, the male body has three faces and six arms, the body color is cyan, the rest of the face is dark brown and pink, and the female body is pink. Each mandala portrait is surrounded by small panels of deities and Great Adepts.


[image: image]

FIGURE 2
The mural image of the mandala from Cave 465, Mogao Grottoes (Yuan dynasty, 1271–1368 AD).


The developed image acquisition system included a commercial trichromatic camera (Canon EOS 1D X Mark III) with 14-bit digitization and 21 MP pixels. The lens was a Canon EF 50 mm USM. Two Elinchrom Ranger Free Lites mounted with translucent diffuse reflectors were arranged at an angle of approximately 45° to the capturing area of the murals. The imaging plane of the digital camera was set to be approximately parallel to the sample placement plane. Ten percent of the illumination deviation falls within the mean distribution. The camera was mounted on a rail track slider to capture images horizontally; each image corresponded to 0.15 square meters. After white balance, color management, and geometric distortion correction, 578 overlapped adjacent pictures were digitally stitched into a large image with a resolution of 150 dpi.



Optical database

A database of chromaticity and spectral reflectance for the mural palette began with the image cast correction of Cave 465, Mogao Grottoes. The palette was approximated using several color pigments (Su et al., 1996; Wu, 2003; Kogou et al., 2020). The red pigments were cinnabar, red ochre, and red earth (iron oxide red). The orange pigment was Vermilion, which had a beautiful and intense tint, but it is chemically unstable and contains lead, resulting in the color fading to brown or black with the passage of time. Yellow pigments were mainly massicotite, laterite, and orpiment, in which massicotite has poor lightfastness and soon faded from yellow to coffee. The green pigments were mineral green and chlorocopperite, which have stable chemical and optical properties. The blue pigments were indigo and azurite. The white pigments were chalk and gypsum. The black pigments were discolored carbon and PbO2.

To adaptively and accurately correct the mural, some reference pigments commonly used in the mural are essential. The reference pigment selection is significant in at least two major aspects of consideration, chemical and chromaticity properties.

Of the many colorants in the mural, red earth, lazurite, mineral blue, mineral green, limestone, and calcite, are all capable of maintaining the same color in chroma with time. However, ochre and ultramarine are faded or darkened; some pigments, such as miniumite, lithargyrum, massicot, and white lead, have poor chemical stability; hence, their color would change under ultraviolet light, high temperatures, and humidity. These changes have dramatically influenced the mural’s color appearance, because these fading pigments cause the colors in the faces and skin to change from pink to brown. Some palette pigments are summarized in Table 1.


TABLE 1    The structure and properties of pigments in the Mogao Grottoes.

[image: Table 1]

Dry pigments, such as vermilion, orpiment, litharge, cinnabar, azurite, ultramarine, and mineral green were dispersed in animal-derived gelatin-producing paints. Some pigments have many particle sizes, such as the minerals green, mineral blue, ultramarine, and cinnabar. Each pigment was mixed with titanium dioxide to achieve a different concentration of tints and applied to a smooth white substrate at a thickness resulting in opacity. For each pigment, there were at least ten mixture patches with white paint at weight concentrations of 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100%. Additionally, tint ladders were created following the essential techniques of Chinese mural painting.

The spectral reflectance and chromaticity of all the patches were measured by an X-Rite Ci64 UV portable integrating sphere spectrophotometer from 400 to 700 nm at intervals of 10 nm over the wavelength range. Measuring the specular component included (SCI) would capture accurate color data from the sample and negate the effect of surface appearance to measure only color. It makes little or no difference if the patches are mirror-like or matte in appearance. The measurement aperture of the spectrophotometer was 3.5 mm in diameter, and colors within the aperture were averaged spatially.

Figure 3 illustrates the spectral reflectance and color distribution of patches plotted in the HSV color space. In the right color distribution subgraph, the horizontal axis presents the brightness component in HSV space, and the vertical axis presents the hue component, that is, the color type specified by the dominant wavelength of the color, such as red, yellow, green, and blue. It has been shown that some pigments overlap in hue components in high brightness, such as red earth, cinnabar, ultramarine, and vermilion. Blue pigments, such as mineral blue, have varied chromaticity at different granularities and concentrations. In contrast, only green pigments, such as mineral green, have a stable hue at different concentrations and partial sizes (10#, 11#, 12#, 13#), ranging from 0.4 to 0.5 overall pigments, as shown in Figure 4, and were suitable for image segmentation and color correction based on color constancy.


[image: image]

FIGURE 3
The spectral and chromaticity properties of the pigments. (A) The spectral reflectance, (B) the chromaticity coordinates in the brightness-hue plane in HSV color space.



[image: image]

FIGURE 4
Tint ladders of the mineral green pigment. (A) The spectral reflectance, (B) the chromaticity coordinates in the brightness-hue plane in HSV color space.




Compensation algorithm for non-uniformity illumination

In terms of chromaticity, an image observed by people is a visual perception of color stimuli formed by light irradiated on the object’s surface; the light is typically absorbed predominantly at some wavelengths and reflects or transmits light at other wavelengths; it is well-known as the illumination-reflectance model. That is, images captured in complex scenes can be highly degraded due to unstable lighting conditions. Illumination distributions are typically very slow across an image compared to reflectance, which can change quite abruptly at object edges (Gonzalez and Woods, 2018); this difference is the key to separating the illumination component from the reflectance component.

The HSV (Hue, Saturation, and Value) color model is normally used because of its similarities to how humans tend to perceive color; the brightness is roughly analogous to the stimulus after illumination irradiation and object reflection. We, therefore, corrected colors by estimating the scene’s overall illumination in the HSV brightness channel.

The first step in this process is to convert the RGB image into HSV color space, and the brightness channel is used to separate image luminance from color information. In general, the light stimulus can be regarded as the product of the illumination of the scene and the reflectance of the objects; i.e.,

[image: image]

where I(x,y) is the light stimulus at each point (x,y), L(x,y) is the scene illumination resulting from the lighting conditions at the time of image capture, and R(x,y) is the reflectance arising from the properties of the scene objects themselves. In homomorphic filtering, we first transform the multiplicative components into additive components by moving to the log domain.

[image: image]

The Fourier transform is then used on both sides of the upper expression;
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or

[image: image]

where FL(u,v) and FR(u,v) are the Fourier transforms of ln(I(x,y)) and ln(R(x,y)), respectively. F(u,v) is the Fourier transform of the image being filtered.

As previously stated, with the low frequencies of the Fourier transform of an image with illumination and the high frequencies with reflectance, a separation can be gained over the illumination and reflectance components with a homomorphic filter. This control requires the specification of a low-pass filter H(u,v) in the frequency domain to extract the low-frequency illumination component while preserving the high-frequency reflectance component. Then, we process F(u,v) using a Gaussian low-pass filter function H(u,v) from

[image: image]

where G(u,v) is the Fourier transform from the image that has been processed. The H(u,v) filter used in this procedure is the Gaussian low-pass filter defined as

[image: image]

where D(u,v) is the distance from the origin of the center transform at point (u,v) in the frequency domain and D0 is the cutoff distance measured from the origin, which determines the bandwidth of the low-frequency band that will be filtered out. To obtain the actual results, the following formula must be returned to the spatial domain:

[image: image]

The next step is to apply an exponential function to invert the log-transform at the beginning of the process and obtain the homomorphic filtered image g(x,y), which is denoted by

[image: image]

Finally, the illumination compensation model can be expressed as follows.
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where I(x,y) is the brightness image in the HSV color space, Ioutput(x,y) is the corrected brightness image, and İ is the mean value of the brightness channel.

Finally, the processed image is converted back into the RGB color space.



Color cast correction based on color constancy

The human visual system exhibits some color constancy that can keep the color perception of a scene constant when the illumination changes. Since cameras do not intrinsically have this ability, white balancing is widely applied to avoid color distortion caused by illumination changes. However, white balancing is not enough to achieve a more accurate and professional color correction, resulting in a lack of consistency among lighting conditions. Color constancy, therefore, is a feasible approach to correcting the mural’s color in a way that uses pigments with stable optical properties in chromaticity. As indicated previously, the HSV color space does a substantially better job mimicking how humans interpret color than the standard RGB color space. Hue is the primary chromaticity property that allows distinguishing pigments of different colors. To address these color casts, the following steps are taken:

The first step in this process is to convert an input image from the RGB color space into the HSV color space.

A pixel-wise mask is then created based on the angular character in the hue coordinate system dividing an image into its constituent parts or pigment colors. That is, image masks are made of areas identified for hue-based color cast correction.

In the follow-up phase, the mean and standard deviation (SD) of hue channels are computed for the cast color and reference color. For a mask image of pigments, formal definition of mean and SD are given by Eqs 11, 12:
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where Hmask(x,y) represents the pixel value in the hue channel of the color cast image, (x,y) denotes the coordinates of the image, Ḣmask represents the mean value of hue channels, σ represents the SD. M,N presents the size of the pixels in mask, respectively. Then, we scale the hue channel by the ratio determined by the respective SDs and add in the mean of the hue channel to obtain an image of the cast. The color correction model is defined as

[image: image]

where Hcorr(x,y) represents the corrected value in the Hue channel, Ḣpatches represents the mean hue value of reference patches, σmask and σpatches represent the SD of the target image and reference patches, respectively, and the reference patches are of the mineral green pigment in the pigments database. The illuminant chromaticity change is given by:

[image: image]

After that, in order to estimate the scene’s illuminant chromaticity distribution, a two-order polynomial surface fitting model of illumination chromaticity change △H(x,y) is performed based on the mask defines the list of pixels.

[image: image]

where, (x, y) represents the pixel position of the image, respectively, Hpoly(x,y) represents the scene’s illuminant chromaticity distribution, a1, a2, …a6 represents the surface fitting parameters. In particular, the chromatic components are changed by moving their deviation distributions caused by illumination changes. The corrected image Hnew(x,y) is obtained from the original image H(x,y) by:

[image: image]

where, Ḣpoly is the mean value of the polynomial image.

Finally, the channels are merged back together and converted back into the RGB color space from the HSV space.




Experiment and results

In this section, the proposed method is implemented and compared with the currently existing methods. We conducted experiments to confirm the effectiveness of the proposed method.


Evaluation of reducing lighting effects

In this experiment, the effectiveness of illumination compensation was demonstrated by using homomorphic filters. Figure 2 shows the main reason for developing this technique. The original digital mural image shows obvious severe vignetting and darkening distortion on the bottom side, and in the center of the middle portrait, the illumination changes gradually from the bottom to the top. Figure 5 illustrates the intermediate results of illumination compensation for murals taken under ambient lighting conditions, where the estimated illumination field presents obvious dark in left-bottom while light in upside (see Figure 5B). The result demonstrates that the corrected image is a very nice uniform image of the same scene with the same lighting (Figure 5C). By comparing the original and the compensated images, we can see that the gradual change of illumination in the original image has been corrected to a large extent on the bottom.
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FIGURE 5
The intermediate results of illumination compensation for murals taken under ambient lighting conditions. (A) The brightness channel in HSV space, (B) estimated illumination field, (C) illumination compensation in brightness channel, (D) restored mural image by illumination compensation.


To verify the proposed approach, the performance of non-uniform compensation with a different method [including the Gaussian process (Kier, 2009) and a morphology method (Gonzalez and Woods, 2018)] was evaluated in terms of statistics. The color accuracy was dated at 24 color regions in the basal layers across the murals, as illustrated in Figure 6. All results are given in Table 2: comparing the evaluation results of different methods, it was observed that our proposed method achieves the best performance, i.e., the smallest range between maximum and minimum and the lowest SD. In more detail, the illuminance distribution across the mural image after compensation was in the range of 0.106, and the lowest SD was 0.031, which means that the compensated illuminances are all concentrated around the mean. Moreover, a very nice uniform image of the same scene is obtained. It has the largest entropy value of 6.747, where entropy is used to measure the amount of information within an image. High entropy values indicate greater randomness while low entropy values result from a more uniform image in the brightness channel. The entropy equation is as follows.
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FIGURE 6
Coordinates of selected reference samples in the basal layers of the murals.



TABLE 2    Evaluation of reducing the lighting effects.

[image: Table 2]

where i denotes brightness level and pi denotes the probability associated with brightness level. It can be concluded that the proposed method produces better illumination uniformity and contrast in the enhanced images.



Evaluation of color cast correction based on color constancy

Another common problem raised in the previous section concerns removing color casts based on color constancy theory. It was feasible to correct the mural’s color in a way that uses pigments with stable optical chromaticity properties. Since the hue channel in HSV space is an intrinsic property of surfaces and remains approximately constant under variations in illumination, this should make image segmentation easier on the basis of quantities. A pixel-wise mask was then created based on the hue in HSV space, and the image was divided into its constituent parts or pigment colors.

Figure 7 illustrates the statistical diagram of the hue distribution of the mural image. The x-axis represents hue values and the y-axis represents the number of pixels. The histogram follows a multimodal distribution, and each peak represents the most common color of the pigments. The hue of the mural image is mainly composed of red, orange, cyan, blue, and purple. The mural image was then segmented into several different regions, each corresponding to one of the peaks. Despite considerable variations in brightness between the mineral green pigments in the original image, the result gave rise to one major region, as shown in Figure 8.


[image: image]

FIGURE 7
Hue histogram of Cave 465, Mogao Grottoes. (A) Hue polar histogram, (B) LOWESS plot of the hue histogram.



[image: image]

FIGURE 8
Image masks; the masks for each area are shown in the figure as solid colors.


The color cast correction based on color constancy requires that the reference pigment has color stability chromatic properties; i.e., the chromaticity value of the pigment does not change significantly due to the granularity and concentration. As indicated previously, the mineral green pigment meets the requirements (Su et al., 1996).

To verify the proposed method, 20 color regions containing mineral green were chosen for the evaluation of color correction, all areas were located in the surrounding images of the portrait in Cave 465, Mogao Grottoes, as shown in Figure 9.


[image: image]

FIGURE 9
Coordinates of selected reference samples in the mineral green areas.


The results section consists of tables and figures. Figure 10 illustrates the color appearance before and after correction in the mean CIEDE2000 color difference value superimposed on each patch. The corrected color values are displayed as squares surrounded by the corresponding original color. The results revealed that the color consistency of the mineral green areas was significantly improved, particularly for some patches appeared reddish were translated into green after correction, such as patches 1, 12, and 19.


[image: image]

FIGURE 10
Color patch diagram of the original and corrected colors.


The proposed method was implemented and compared with currently existing methods. These include the principal component analysis (PCA) method (Cheng et al., 2014), max-RGB algorithm (Ebner, 2007), gray world algorithm (Ebner, 2003), and traditional chromatic adaptation algorithm (Lam, 1985). The data in Table 3 demonstrate the evaluation result of the CIEDE2000 color difference. They demonstrate that our proposed method, the color correction method based on color constancy, improves the precision of color cast removal, while the traditional methods exhibit significant discrepancies without considering the intrinsic properties of some pigments. In particular, our proposed method has the smallest CIEDE2000 color difference (a mean value of 0.56, a maximum value of 1.53, a SD of 0.42) compared to the other methods, which indicates that the color variance tends to be close to the mean value and that the model has strong performance after correction. The chrominance of mineral green was significantly corrected to a reasonable chromaticity range. Figure 11 presents a CIEDE2000 color difference histogram and color gamut comparison before and after color correction for masked areas of mineral green. More generally, the original image of the scene under an incandescent lamp may lend a reddish or yellowish cast. After correction, some reddish and yellowish would be translated into green; that is, the gamut of green areas is expanded while the whole gamut is reduced. The results demonstrate that the proposed method could achieve improved consistency in the mean CIEDE2000 color difference compared with before correction.


TABLE 3    Comparison of the color cast correction accuracy in terms of CIEDE2000 calculated with the reference mineral green pigments.
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FIGURE 11
(A) Comparison of the CIEDE2000 color difference histogram before and after correction, (B) visual of the color gamut in CIE LAB color space.


Building on the color correction work applied to the mineral green color, the color of the light that illuminated a scene over the whole image was constructed, and the further correction was then achieved to calibrate the chromatic value of the entire image. As illustrated in Figure 12, it is apparent that the wide color appearance between before and after color correction. The inside area shows the image appearance after color correction, while the outside frame area shows the current condition of the mural (Figure 12B). This reveals that the image’s overall color was reddish and week-lighted before correction, especially at the bottom of the murals, which was mainly influenced by the color temperature of the light source and the white balancing process during image acquisition. After correction, the overall color appearance of the corrected mural image was reasonable and acceptable, and color casts were obviously eliminated. The intelligibility of the image has been greatly enhanced, and the image is more suitable for human visual perception and contains more realistic scene colors.


[image: image]

FIGURE 12
The intermediate results for color cast image correction. (A) The scene’s illuminant chromaticity distribution estimation, (B) comparison of the murals before and after color correction. The inside area of the image is color corrected area while the outside frame of the image is the image in its current condition, (C) the image appearance after color correction.


To compare the performance of the color correction method. The above algorithm was tested on several mural images. Figure 13 shows the calculated candidate images for the input image; when performing the visual assessment of color accuracy, the proposed method produced better tint consistency for color cast images. In particular, the pigment in the white area of murals was actually not white but faded yellowish, and the reddish or yellowish area was effectively dealt with after correction.


[image: image]

FIGURE 13
Comparison of the resulting images. (A) Input image, (B) our method, (C) max-RGB, (D) gray world, (E) PCA.





Results and discussion

Restoring the correct or realistic color of a cultural heritage object is a crucial problem for imaging techniques. Currently, most methods fail to consider the intrinsic properties of pigments. In this study, we propose a new method to improve the color correction accuracy for early mural digital images with color casts. The results illustrate that the tint consistency of the corrected image can be significantly improved. The illumination compensation based on homomorphic filtering could be an effective approach to move non-uniformity illumination. The color correction model based on color constancy theory can transform a cast image into a more realistic state. The factors that have contributed to the improvement in color correction accuracy are as follows.


(1)The results from the studies imply that the spectral reflectance is an intrinsic property of objects independent of illumination; this should make image segmentation easier on the basis of chromaticity value and should not affect the overall luminance level of an image.

(2)For conservators and conservation scientists of cultural heritage, assessing color accuracy in digital images is useless when lacking concern for some pigments with color stability, such as mineral green and carbon black. Our approach is to estimate the illuminate chromaticity when mineral green pigments with hue-value stability properties as a reference are available, the experimental results show that the corrected color is more realistic.

(3)Our study demonstrates the effectiveness of this method under color constancy theory and supposing non-uniform illumination of the scene. Moreover, due to its scientific evidence, the result remains speculative and is suitable for color correction implementation.

(4)The color appearance restoration of early mural images cannot be verified and, at best, is an informed approximation when first executed. We should not lose sight of the purpose of color correction—to provide an informed impression of how a mural may have looked.





Conclusion

The main goal of the current study was to develop a color correction solution for cast images of murals in the Mogao Grottoes. This study firstly compensated the non-uniform illumination using the homomorphic filter in the brightness channel of HSV space. Then the color cast was removed from the mural image using color constancy based on some pigments with stable optical chromaticity properties. The experiment results demonstrate that the proposed method can significantly improve the consistency of the tint and the non-uniform illumination compensated in the image frequency domain; it can achieve improved consistency compared with before correction. The contribution of this study may assist in understanding how images looked when first created to extend our knowledge of cultural heritage. These results highlight the potential usefulness of image restoration and color simulation for conservators and conservation scientists of cultural heritage. Further studies need to be carried out to evaluate the color gamut of the mask area. This colorimetric correction methodology is sufficiently accurate in color correction for cast images of murals from the early years.
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Garment Name Images Mean AE*
No. ab

1 Stain with branch peonies
pattern on camel ground in
late Qing dynasty

2 Floral roundel velvet on 2.12
brown stain ground in late
Qing dynasty

3 Colorful embroideries and 2.35

flower patterns on azurite

ground in Qing dynasty

4 Clouds patterns on light
blue ground in Qing
dynasty

5 Colorful embroideries and 2.59
flower patterns on red

ground in Qing dynasty

6 Gauze with ruyi(good 2.84
luck)pattern in a group of
four and clouds in Ming

dynasty
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Fractional concentration of pre-colored fiber (%) A Egg RMSE (%) CE (%)

Max Mean Max Mean Max Mean
20 6.8218 3.56025 0.1836 0.0882 0.2828 0.1060
40 5.6149 2.2917 0.1429 0.0559 0.2619 0.0599
60 4.0521 1.6587 0.1010 0.0423 0.1640 0.0485
80 3.5534 1.4654 0.1390 0.0449 0.1663 0.0815
100 5.1679 1.8859 0.2110 0.0693 0.2414 0.1342

Least square 2.9208 1.5062 0.1109 0.0421 0.1283 0.0621
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Concentration of colored pigment (%) A Ego RMSE (%) CE (%)

Max Mean Max Mean Max Mean
20 0.7644 0.1313 0.0179 0.0040 0.0600 0.0210
40 0.6419 0.1045 0.0162 0.0032 0.0399 0.0147
60 0.6043 0.1494 0.0199 0.0051 0.0461 0.0193
80 0.56375 0.1643 0.0187 0.0051 0.0536 0.0201

Least square 0.5759 0.1307 0.0163 0.0041 0.0350 0.0135
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Visits Scotopic Scotopic + glare Photopic Photopic + glare

RC 15%BB 30%BB RC 15%BB 30%BB RC 15%BB 30%BB RC 15%BB 30%BB
Baseline 1.43+0.14 1.43+0.12 1.41+£0.10 1.42 £0.21 1.41£0.11 1.42+£0.10 1.46 £0.11 1.46 £0.10 1.45+£0.12 1.44 4+ 0.10 1.44 £0.12 1.46 £0.11
1 month 1.42+0.12 1.43+0.12 1.41+£0.13 1.41+£0.13 1.41+£0.12 1.40+£0.12 1.47 £0.11 1.46 £0.12 1.46 £0.11 1.44+0.10 1.46 £0.12 1.45+£0.10
3 months 1.434+0.12 1.434+0.13 1.42+£0.12 1.43+£0.12 1.41+£0.14 1.41£0.13 1.44 £0.11 1.46 £0.11 1.45+£0.13 1.454+0.10 1.46 £0.10 1.45+£0.11
6 months 1.424+0.13 1.4+0.13 1.42+£0.12 1.41+£0.12 1.40£0.12 1.40+£0.13 1.45 £0.12 1.47 £0.10 1.46 £0.10 1.444+0.10 1.44 £0.11 1.44 £0.09
F Inter—group 0.21 0.096 0.116 0.156
P 0.811 0.908 0.891 0.856
F inter—time 0.571 1.002 0.916 0.682
P 0.754 0.392 0.433 0.564
FGroup x Time 0.927 0.39 0.473 0.793
P 0.428 0.885 0.829 0.576

It was analyzed with the repeated-measure ANOVA. Data are presented as the mean + SD. RC group is the regular clear spectacle lenses; 15%BB group is 15% blue-light blocking spectacle lenses; 30%BB group
is 30% blue-light blocking spectacle lenses.
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Types of lenses RC 15% BB  30% BB

UV-transmittance (%) (315-380 mm) 0.20 0.10 0.00
Blue light transmittance (%) (380-500 nm) 97.70 84.40 69.60
Other visible spectral transmittance (%) 97.99 98.42 92.10
(500-780 mm)

Reflectivity (%) 2.51 4.43 3.90
Absorptivity (%) 595 8.98 12.38
Yellow index (Y1) -0.07 9.41 31.32

RC: regular clear lenses serving as a control; 15% BB: 15% blue-blocking spectacle
lenses; 30% BB: 30% blue-blocking spectacle lenses.
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Groups

RC
15% BB
30% BB
F/x?2

P

N

45
49
50

Gender, male [n(%)]

11 (24.4%)

11 (22.4%)

14 (28.0%)
0.417
0.812

Age(Y)

24.44 + 4.55

24.96 + 4.27

24.54 £ 3.77
0.204
0.815

BCVA (logMAR)

—0.05 +0.06

—0.07 £ 0.08

—0.08 +£ 0.06
2.349
0.100

Equivalent refractive (D)

—3.62 + 1.49

—3.40 + 1.56

—3.62 +1.28
0.371
0.691

IOP (mmHg)

14.28 £2.76

16.14 £ 3.04

14.58 £+ 3.04
0.803
0.451

BCVA: best corrected visual acuity; RC: regular clear lenses serving as a control;

spectacle lenses.

15% BB: 15% blue-blocking spectacle lenses; 30%BB: 30% blue-blocking
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Concentration of colored pigment (%) A Ego RMSE (%) CE (%)

Max Mean Max Mean Max Mean

40 1.9919 0.6367 0.0251 0.0102 0.1244 0.0243
60 2.6699 0.6888 0.0326 0.0115 0.2219 0.0589
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Color “Black” ‘Red”  “Gray" ‘“Yellow” ‘Light ‘Dark ‘Orange’ “Green” ‘Brown” ‘Dark  “Blue" ‘Bright “Bright ‘“Dark  “Pink" ‘“White” ‘Periwinkle” ‘Light ~ “Dark  “Bright  Light  ‘“Light

emotion Purple”  Red” Blue” Pink”  Green”  Yellow” Blue’ Green” Blue”  Red”  Green”
Aert x 35 x 36 x x 18 x x x x x X x X x b x X x x x
44 443 36
Anger 21 64 X x X 52 X X X X X X X X X X X X b X X X
a7 43 45
Ave X X X x X X X x X X X 12 11 X 14 X % X X X X X
34 29 34
Boredom 21 X 43 x X X X x X X x x X x X 27 X x X x X X
36 45 4
Calmness x x x x x X x x x x 21 % x x x x 29 x x x x
38 42 24
36
Contempt X 22 16 x X 15 x x X x X x X x x x x X x x x X
37 32 34
Disappointment 2.5 x 4 x X X X x x x X X x 13 x x x x x x x x
39 44 29
Disgust 16 x x x it x x % x x X x 22 x % i x bt x x x
32 15 37
34
Empathy x x x x 18 x x x x x x x x x 17 x x 11 x x x x
34 33 28
Envy x x x x x x x 45 x x x x 34 x x x x x 21 x x x
45 41 39
Fear a1 22 X X x X x X X X x x x X X X X X x x X
8 38 16
35
Guit 23 x 2 x x % x x 1.4 x x X x x x x x x x x x x
ad 36 28
Happy x X X 35 % X X X X X X i 2 X X % % X X 14 X X
46 35 32
Jealousy X X x x X X X 28 X x X x 21 x X X b X X e x
4 a7 23
35
Joy x x x 3t x x x % X x x x 24 x 19 x x x x X x x
43 a7 a7
Love x 48 x x x x x x x X x x x x 3 x x x x x 34 x
48 a4 43
Pride X 17 x x X x x x X x x x x x x x X x x X
35 16 18
35 36
sad 24 x 35 x X X X x X 17 X x x x X X X X x x x X
a1 43 34
Shame 29 X 24 x x X X x X X X x X 12 X 7 X X X x X X
43 38 29
Suprise x x x 34 x x x X x x x 16 2 x x x x x x 63 x X
42 34 36

Only colors listed which were among the top three for any emotion are listed. X indicates not compared because color was not among the top three by frequency for that emotion.
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Author(s)

Wexner, 1954

Adams and
Osgood, 1973

Cimbalo et al.,
1978

Hupka et al.,
1997

Madden et al.,
2000

Kaya and Epps,
2004

Gao etal., 2007

Sutton and
Altarriba, 2016

Hanada, 2017

Participants

English-speaking adults

Male high school students.
in 23 countries

English-speaking chidren

Participants in five countries
(Germany, Mexico, Poland,
Russia, and the US)

Adults in Australia, in Brazil,
Canada, Golumbia, Hong
Kong, People’s Republic of
China (PRO), Taiwan, and
the US

English-speaking adts

Adults in Japan, Thailand,
Hong Kong, Taiwan, Italy,
Sweden, and Spain

English-speaking adults

Japanese-speaking adults

No. of Colors/Emotions

Eight colored pieces of
paper; matched to 11
emotional adjectives

Eight color words rated on
12 opponent word scales

Used seven crayons to
color eight pre-cetermined
happy and sad images
Twelve color words
associated with four
emotions

Ten colors on computer
soreen rated on 20
opponent word scales (only
‘some emotional)

Thirteen colors on computer
screen and stated how each
color felt

Two hundred and fourteen
color samples rated on 12
opponent word scales

One hundred sixty
emotional items and listed a
color

Forty colors on computer
screen and stated how each
color felt

General results

“red” = related to exciting and protective;
“black” and “brown” = related to sadness;
“black” = refated to powerful

“yellow" = related to cheerful; *orange” =
related to distressed; “blue” = related to
tender and secure and caim; “purple” =
related to dignified

Across countries: “Blue” and “green” = cool;
“red” and *yellow” = warm; Differences
across cultures noted but not discussed
“yellow,” “orange,” “green,” and “blue” =
happiness;

“red,” “brown,” and *black” = sadhness

Anger = *red” and *black” (Germans,
Mexicans, Russians, US); “red” and *black”
and “purple” (Poles);

Envy = "black” and “yellow” and “purple”
(Russians); *yellow" (Germans); "black” and
“purple” (Mexicans); “black” and ‘red” and
“green” (US); “black” and “red” (Poles);
Fear = "black” (Germans, Poles, Russians,
US); *red” and *black” (Mexicans)

Jealousy = *red” and “black” (Russians,
Mexicans, US); “red” and “yellow” (Germans),
“red” (Poland)

Across countries: “green”/*blue’/"white” =
gentle; calming; peaceful (some countries
also added in beautiful and pleasant)
“black’/"brown” sadness; stale (some
countries also added formal and mascuiine)
“red” = active; hot; vibrant (some countries
also added pleasant)

Only emotions same as ours listed:

(results in next column)

Anger

Annoyed

Bored

Caim

Disgust

Excited

Fearful

Happy

Loved

Sad

Across cultures:
2 Major factors (82% overall variance):
Factor 1 = chroma (saturation) =
activity/excitement

Factor 2 = lightness = potency/forcefulness
Differences across cultures on emphasis of
HSL: chroma more important for Italians and
HK; hue for Japanese, Taiwanese, Swedish,
and Spanish; chroma and hue equally
important for Thai,

Only emotions same as ours listed:
(results in next column)
Anger

Contempt

Disgusted
Embarrassed

Fear

Happy

Jealousy

Joy

Love

Sad

Proud (Pride)

Surprise

Shame

“red” = Active emotions (e.g., anger, passion,
excitement);

“orange” and “yellow” = Steadier emotions
(e.9., pleasantness, happiness); *dark blue”
and *violet” = Inactive and negative emotions
(e.. disgust, hatred, depression, and fear)

Consistency/
Specificity?

Not tested

Not tested

Not tested

Not tested

Inferred Consistency:
Top color % > twice
second color:

Anger
Bored = “gray
Calm = *blue”;
lack’;
“yellow”;
Disgust =
“green-yellow’;

Inferred Specificty from
potentials above:

Top rated emotion % >
twice emotion (or >
50%):

“yellow" = Happy
“blue” = Calm
Not tested

Inferred Consistency:
Top color % > x2
second color (or
>50%):

Anger = “red”
Embarrassed = "red”
Happy = "yellow"
Jealousy = “green”
Love = “red”

Sad = "blue”

Inferred Specificity from
potentials above:

Top rated emotion % >
X2 emotion (or > 50%)
“green” = jealousy
“blue” = sad

“yellow” =
Not tested
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57 25
43 37

X X

X 26
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16
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X
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26
39

“Light
Purple”

X

23
37
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29

X

X

0.9
23

“Sky
Blue”

X

3.1
44

X

0.6
21
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16
34
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09
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X
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2.1
36
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“Dark
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2.4

32
37

“Light
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Only colors listed which were among the top three for any emotion are listed. X indicates not compared because color was not among the top three by frequency for that emotion.
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Object

Blue jeans x Fruit and vegetables
Blue jeans x Bread

Blue jeans x Pork

Blue jeans x Artware

Blue jeans x Skin tones

Fruit and vegetables x Bread
Fruit and vegetables x Pork
Fruit and vegetables x Artware
Fruit and vegetables x Skin tones
Bread x Fresh pork

Bread x Artware

Bread x Skin tones

Fresh pork x Artware

Fresh pork x Skin tones

Artware x Skin tones

Duv
0.020 0.015 0.000 —0.010
VA P VA P Z P VA P
—2.364b 0.018 —3.127° 0.002 —2.581b 0.01 —0.665> 0.506
—0.099" 0.921 —1.570> 0.116 —0.693b 0.488 —0.160° 0.873
—3.504b <0.001 —1.148> 0.251 —1.978> 0.048 —2.662> 0.008
—1.746" 0.081 —2.884P 0.004 —1.578b 0.114 —0.021° 0.983
—0.011° 0.992 —1.082° 0.279 —1.589P 0.112 —1.560° 0.119
—3.109" 0.002 —1.920° 0.055 —1.864° 0.062 —1.081° 0.28
—4.683> <0.001 —3.139° 0.002 —4.125° <0.001 —3.106° 0.002
—0.517° 0.605 —0.423° 0.672 —1.104° 0.27 —0.777° 0.437
—2.473> 0.013 —1.712° 0.087 —3.555P <0.001 —1.997° 0.046
—3.619° <0.001 —2.542> 0.011 —2.997b 0.003 —2.647° 0.008
—2.021b 0.043 —1.567> 0.117 —0.320° 0.749 —0.220° 0.826
—0.090° 0.928 —0.487> 0.626 —2.409° 0.016 —1.520P 0.128
—4.103b <0.001 —3.521P <0.001 —3.545b <0.001 —2.572P 0.01
—3.590° <0.001 —2.519° 0.012 —0.440P 0.66 —1.228° 0.219
—2.096° 0.036 —2.024° 0.043 —2.578> 0.01 —1.423° 0.155

bBased on positive ranks. The bold values denote statistical significance.
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Independent variable or interaction

Duv

Object

Sex

Duv x Object
Duv x Sex
Object x Sex

Duv x Object x Sex

SS, sum of squares; MS, mean square. The bold values denote statistical significance.

SS

249.445
144.834
1.134
22.836
1.52
19.284
18.686

df

1.824
4.465

9.257
1.824
4.465
9.257

MS

136.783
32.436
1.134
2.467
0.833
4.319
2.019

49.435
12.715
0.21
1.701
0.301
1.693
1.392

<0.001

<0.001
0.649
0.085
0.721
0.147
0.188

0.565
0.251
0.006
0.043
0.008
0.043
0.035
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Object STRESS Mean Standard

deviation
Blue jeans Inter-observer 18.60 9.72
Intra-observer 28.39 -
Fruit and vegetables Inter-observer 13.36 6.93
Intra-observer 21.43 -
Bread Inter-observer 16.04 8.09
Intra-observer 27.35 -
Fresh pork Inter-observer 20.05 10.78
Intra-observer 28.52 -
Artware Inter-observer 17.36 9.17
Intra-observer 23.12 -
Skin tones Inter-observer 17.72 10.64
Intra-observer 24.14 -
Overall Inter-observer 17.19 -
Intra-observer 2549 -

The mean value and standard deviation were computed based on the observer
variabilities of the four experimental light sources.
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CCT (K) 5,509 5,514 5,508 5,517

Duv 0.0205 0.0157 0.0007 —0.0093
X 0.332 0.332 0.332 0.332
Y 0.384 0.373 0.342 0.323
' 0.191 0.195 0.206 0.213
\4 0.497 0.492 0.478 0.468
CRI (Ra) 89 90 89 91
GAI 75 80 94 105
Rf 83 85 89 95
Rg 92 94 98 104
MCPI 91 96 108 118

(%, y), CIE 1931 chromaticities; (u} V'), chromaticities in CIE 1976 colour space; Duv,
distance from the testing chromaticity to the blackbody locus; CRI-Ra/R9, the CIE
general/special colour rendering index (Nickerson and Jerome, 1965); GAI, gamut area
index (Freyssinier and Rea, 2010); Rf (colour fidelity score) and Rg (colour gamut score),
IESNA TM-30 metrics (David et al., 2015); MCPI, colour preference index based on
meta-analysis (Huang et al., 2021a).
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Algorithm 2: Merging of clusters based on chain propagation theory

Input: cluster set Cy = {Dy, Dy, . .., Dy}, adjacent matrix Am.
Output: new cluster set C = {Dy, Dy, ..., Dg}.
1. for i = 1:length(C;)
2. ind=i;
3. §=Cli};
Mark D;,,; as processed;
4. while i > 0
5. flag =0;
6. for j = 1:length(S)
7. spi=S(j);
8. Find neighbors of sp; according to Am;
9, Compute dist between sp; and neighbor in neighbors;

10. Find out the superpixels sp most similar to sp; according to the

minimum value of dist and find D; to which sp belongs.

11. if sp! =y then
12. flag=1;
13. §=Dj;
14. D; = Djna Djs
15. Ding=9;
16. ind = j;
Mark Dj,,4 as processed;
17. break;
18. end if
19: end for
20. if flag = = 0 then
21. break;
22, end if
23 end while
24. end for

25. Remove empty set in the set C; and reconstruct set C; to get C;
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Algorithm 1: Merging of clusters containing a specific number of superpixels

Input: cluster set C = {Dy, Dy, ..., D,}, adjacent matrix Am, threshold of
number of superpixels numTh.

Output: new cluster set C; = {D1, D, ..., Di}.

1. for i = 1:length(C)

2. D; = Cli};

3. if 1 < | Dj| <==numTh then

4. for j=1:| Dj|

5. spi = Di(j);

6. Find neighbors of sp; according to Am;

7 Compute dist between sp; and neighbor in neighbors;

8. Find out the superpixels sp most similar to sp; according
to the minimum value of dist and find Djto which sp belongs;

9. if sp ! = then

10. D;=Dy Dj;

11 Di=yg;

12. end if

13. end for

14. end if

15. end for

16. Remove empty set in the set C and reconstruct set C to get Cp;
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Method Mean Max Min Rang SD Kurtosis CoV

Original 1.70 4.47 0.45 4.01 121 2.33 0.71
Gray world 12.42 1823 7.83 1040 251 291 0.20
max-RGB 4.65 1041 0.92 9.48 2.38 291 0.51
Chromadapt 12.96 18.23 847 9.76 2.44 2.68 0.19
PCA 9.91 15.87 477 11.10 270 2.76 0.27

Our method 0.56 1.53  0.001 1.53 0.42 2.66 0.75
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Method Mean Minimum Maximum Range SD Entropy

Original 0.559 0.463 0.647 0.184 0.055 6.666
Our method  0.652 0.593 0.699 0.106  0.031 6.747
Gaussian 0.534 0.471 0.612 0.141  0.037 7.050

Morphology  0.647 0.467 0.769 0302  0.087 7.110
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Mobile phone

Huawei Matel0
Meizu 17 Pro
Xiaomi 128 Ultra
Apple iPhone 8

Apple iPhone 12
Nikon D3x

Release date

QOctober 16, 2017
May 8, 2020
July 8, 2022

September. 12,
2017

October 23, 2020

December. 1,
2008

CMOS

SONY IMX286

SONY IMX686

SONY IMX989
Unknown

Unknown
Unknown

CMOS size

1/2.9"
1/1.73"
1//

Unknown

Unknown

Full frame
(35.924 mm)

Aperture

Fl1.6
F1.8
F1.9
F1.8

Fl1.6

Depends on lens

Resolution

12 MP
64 MP
50 MP
12 MP

12 MP
24 MP

CFA pattern

rggb
rggb
rggb
rggb

rggb
rggb

Quad-bayer
or not
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No Multi-color Abbreviation Dimension

physical features
1 Color moment o™ 9
2 Color richness CR 1
J Space density SD 2
! Color tone contrast  CTC 1
5 lightness contrast c 1
6 Cool/warm contrast ~ CWC 1
7 area difference AD 1

There are seven categories of mult-color physical features. From left to right, the
second column represents the description of each feature, the third column
represents the abbreviation composed of the capital letters from the corresponding
feature description, and the fourth column represents the dimensions of each
feature.
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The evaluation index

r MAE RMSE
Piano-harmonic interval 0.745 8.486 10.541
Piano-melodic interval 0.546 9.089 12.718
Violin-harmonic interval 0.115 14.907 17.499

Violin-melodic interval 0.081 21.125 26.278
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Cool/warm (M)
Cool/warm (N)
Soft/hard (M)
Soft/hard (N)
Transparent/turbid (M)
Transparent/turbid (N)
Far/near (M)

Far/near (N)
Weak/strong (M)
Weak/strong (N)
Pleasure (M)

Pleasure (N)

Arousal (M)

Arousal (N)
Dominance (M)

Dominance (N)

Piano-harmonic
intervals

0.163

0.411

0.06

0.436

Piano-melodic
intervals

0.069
0.449
o e
0.395
-0.457
0.308
-0.385

-0.019
0.167
0.024
-0.268
0.317
-0.281
0.497

Violin-harmonic
intervals

0.221
-0.194
-0.259
0.244
-0.127
0.085
-0.014
-0.088
-0.228
0.29
0.164
-0.144
0.077
0.049
-0.009
0.147

Violin-melodic
intervals

-0.342
0.234
-0.34
0.477
o s
0.428
-0.173
0.189
-0.155
0.096
0.246
-0.2
-0.067
0.142
-0.023
0.189

M represents “match,” and N represents “no match.” Then, represents the strong correlation, represents the medium correlation, and represents the weak correlation.
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12-Tone equal temperament

Similar pure- temperament

No. Interval

P1
m2
M2
m3
M3

P4
A4

P5

O 0 N N R W N =

m6
10 Me6
11 m?7
12 M7
13 P8

Cent

0
100
200
300
400
500
600
700
800
900

1000
1100
1200

Cent

112
204
316
386
498
610
702
814
884
996
1088
1200

Ip (dB)

60
124
20.85
30.46
33.98
38.42
29.19
44.44
27.96
36.48
16.83
18.42
53.98

—AI(dB)

0
-4.5
-0.9
-6.3
-5.4

-0.22
-3.6
-0.22
-5.4
-6.3
-0.9
-4.5
0

1(dB)

60
7.9
19.95
24.16
28.58
38.22
25.59
44.22
25.56
30.18
15.93
13:92
53.98

Category

Mg o0O0O®wWOoO®w OO0 . >

>

A represents “very complete consonance,” B represents “complete consonance,” C represents “incomplete consonance,” D represents “incomplete consonance,” and E represents “very

incomplete consonance.”





OPS/images/fpsyg-13-945951/fpsyg-13-945951-M131.jpg





OPS/images/fpsyg-13-945951/fpsyg-13-945951-M9.jpg





OPS/images/fnins-16-1031505/fnins-16-1031505-i015.jpg
Rerain





OPS/images/fpsyg-13-970219/fpsyg-13-970219-t003.jpg
Tone name ¢ d e f g a b !

Frequency ratio 1/1 9/8 5/4 4/3 3/2 5/3 15/8 2/1
Cent value 0 204 386 498 702 884 1088 1200
The first partial © d e f g a b c!
The second partial cl d! el f! g! al b! 2
The third partial g! al b! c? d? e? 2 g’
The 4th partial ¢ d? e’ £ g’ a? b2 ot
The 5th partial e? £ g? a? b? o & &
The 6th partial g? a? b2 J d3 & £ g
The 7th partial 969 1173 155 267 471 653 857 969
The 8th partial J d3 & £ g 2 b3 ct
The 9th partial d? ¢ i g a? b’ ct d*
The 10th partial & £ g’ a® b® e d* et
The 11th partial 551 755 937 1049 53 235 439 551
The 12th partial g’ a’ b3 e d* et f* gt
The 13th partial 841 1045 27 139 343 525 729 841
The 14th partial 969 1173 155 267 471 653 857 969
The 15th partial b3 ét d* et i gt at b*
The 16th partial ct d* et f* gt at b* e

Only partial partials under the 16th cent are listed. Among them, the pitch is indicated by the name of the pure tone, and theserial number of the partial column is indicated by the

superscript numbers.
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No. Chinese
descriptive word

1 %/

2 /R

3 H /R
4 /%

5 /%

6 b

7 s E

8 hHE
“Cool/warm

high-level perceptual descriptive words.

English name,
abbreviation

Cool/warm, CW

Soft/hard, SH

Transparent/turbid, TT

Far/near, FN

Weak/strong, WS

Pleasure, P

Arousal, A

Dominance, D

Description

Cool: (feel) lower temperature;

Warm: (feel) higher temperature.

Soft: loose internal structure, easy to deform;
Hard: tight internal structure, difficult to deform.

Transparent: (an object) can penetrate light;
Turbid: contain impurities.

Far: The distance in space is long.

Near: The distance in space is short.

Weak: Small in number and shallow in degree.
Strong: The degree is very high.

The positive and negative characteristics of an individual’s emotional state,

inc

uding the two opposing states of positive or negative emotion.

The individual’s neurophysiological activation level, which is related to the

activation degree of the body’s energy associated with emotional states,

inc
exc

uding two states of low arousal (such as quiet) and high arousal (such as
ited).

The individual’s state of control over the situation and others, and is used to

dis
ind

and passive states.

inguish whether the emotional state is subjectively issued by the

ividual or the influence of the objective environment, including active

soft/hard,” “transparent/turbid,” “far/near,” and “weak/strong” belong to the mid-level perceptual descriptive words, and pleasure, arousal, and dominance belong to the
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SPO.1

Spot light, 3,000 K, 11%.

SPO.4

cene:

al light, 6,000 K, 10%.

cene: Spatial light, 6,000 K, 100%.

monotonous. No in-vehicle lighting, setting LS.

Country-Scene: Bright, monotonous. No in-vehicle lighting, setting LS Night-Scene: Dark, interesting. No in-vehicle lighting, setting LS.

As reference for spot light, L1 and spherical light L4 settings are shown (SC.1-4). Overview of the four applicd lighting sceneries, each without any white in-vehicle illumination and

displayed during the survey in increased order
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In order to further study the correlation between multi-color physical features and color harmony, machine learning algorithms are
adopted to construct the multi-color harmony prediction model on the basis of correlation analysis. In order to eliminate the dimensional
difference between different multi-color physical features, so as to further improve the accuracy of the prediction model. This article first
normalizes the input multi-color physical eigenvalue x;.
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Setting 4,1

5, L5: Spherical light, 3,000 K.

Setting 7, L7: Spherical light, 6,000 K + Spot light, 3,000 K. 8, L8: No white light illumination.
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Luminaire recommendation:

Task-lighting, E
Psychological glare, UGR
White light color preference
CIECRIR,

Spatial illumination

PWM Frequency

Scenery boundaries:

1. Evaluation

2. Location/surrounding

3. People involved

4. Box-setup

Indoor lighting

500-625 1x

<19

4000K < CCT < 5,800K
>80

Indirect part > 60%

400 Hz, better > 1,000 Hz

Rate common-colored objects.
More static.

Primary task: Connected to
illumination, like reading.
Secondary task: Not available.

More closed bo, lrge.

In-vehicle lighting

1-100 1x depends on the function
No-less glare, not specified

Neutral white

>80

No shadow, homogencous illumination

488 Hz for RGB LEDs

Split:internal/external scene.

More dynamic.

Primary task: Driving/passenger
transportation. Secondary task:
Connected to illumination, like reading.

More open box, small.
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(A)

Error Type WNR LLR ALWLR OLS opt-WNR opt-LLR opt-ALWLR opt-OLS
Mean 2.648 2.046 2.979 4.643 2.056 2.094 2.043 2461
Max 11.355 7.272 8.773 11.908 7.595 7.800 7.567 7.867
Median 1.662 1.508 2361 3.739 1.401 1.423 1.536 1.949
Min 0.222 0.121 0.376 1.990 0.089 0.076 0.183 0.150
p8o 3321 2.857 4.103 5.241 2.841 2.914 2.564 3415
(B)

Error type WNR LLR ALWLR OLS opt-WNR opt-LLR opt-ALWLR opt-OLS
Mean 99.3661 99.4465 99.0919 98.7684 99.4967 99.4681 99.5646 99.4520
Max 99.9992 99.9996 99.9903 99.9628 99.9999 99.9999 99.9994 99.9998
Median 99.8750 99.9206 99.6700 99.4620 99.9363 99.9297 99.9381 99.8967
Min 94.8655 953612 94.7806 93.7069 95.7146 95.5170 96.5514 95.9500
p8o 99.5692 99.5902 98.9699 98.5126 99.6699 99.6536 99.6605 99.4762
©

Error type WNR LLR ALWLR OLS opt-WNR opt-LLR opt-ALWLR opt-OLS
Mean 1.189 0.893 1.392 3.743 0.840 0.846 0.949 1318
Max 3.466 2227 3.226 9.843 2.114 2.148 2.095 4416
Median 1.029 0.766 1224 2.629 0.735 0.706 0.874 0919
Min 0.166 0.191 0.287 0.786 0.168 0.147 0.270 0.238
p8o 1.504 1215 1.906 5.648 1.163 1.160 1.228 1.668
(D)

Error type WNR LLR ALWLR OLS opt-WNR opt-LLR opt-ALWLR opt-OLS
Mean 1.747 1.350 2.053 5.286 1332 1.328 1.383 2.003
Max 5.963 4325 5.903 13.458 4112 3.934 4.079 6.458
Median 1.265 1.041 1.649 3.865 1.007 1.023 1.116 1.374
Min 0216 0.200 0311 1.021 0.166 0.149 0.325 0253
p8o 2256 1.808 2783 8.040 1.856 1.877 1.800 2.831

The bold values indicate the best estimation accuracy.
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Method

WNR
LLR
ALWLR
OLS
PCA

PLS
Proposed
SWNR

First

1.222
1.237
1.226
0.953
5.020
0.930
2.005
1.551

Second

1.196
1.226
1.204
0.951
5.018
0.941
1.991
1.516

Third

1.211
1.213
1.229
0.935
4.900
0.933
1.948
1.609

Fourth

1.247
1.242
1.219
0.945
4.967
0.944
1.975
1.582

Fifth

1.245
1.232
1.260
0.934
4.876
0.918
1.989
1.559

Average time(s)

1.224
1.230
1.228
0.943
4.956
0.933
1.981
1.564
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(A)

Error Type WNR LLR ALWLR OLS PCA PLS Proposed SWNR
Mean 2.582 2.122 2.946 4.641 6.701 3.834 1.982 2.648
Max 10.731 7.510 8.482 11.824 12.733 10.574 7.216 9.282
Med 1.618 1.533 2360 3.767 6.354 3.065 1.373 1.767
Min 0.217 0.108 0.320 2.028 2.306 1.439 0.063 0.145
p80 3.270 2.926 4.236 5.227 9.178 4.634 2.788 3414
(B)

Error Type WNR LLR ALWLR OLS PCA PLS Proposed SWNR
Mean 99.381 99.399 99.141 98.781 95.424 98.674 99.552 99.425
Max 99.999 100.000 99.992 99.971 99.954 99.970 100.000 99.998
Med 99.882 99.911 99.683 99.429 98.838 99.368 99.937 99.921
Min 95.169 94.785 95.018 93.525 80.248 94.580 96.102 95.520
p80 99.507 99.583 99.116 98.557 92.665 97.936 99.704 99.636
(©

Error Type WNR LLR ALWLR OLS PCA PLS Proposed SWNR
Mean 1.184 0.906 1.385 3.746 9.856 1.844 0.801 1.185
Max 3.401 2.244 3.171 9.596 24.557 3.529 2.103 2.964
Med 1.037 0.761 1233 2.703 7.095 1.717 0.675 1010
Min 0.154 0.187 0.268 0.782 1.698 0.758 0.116 0313
p8o 1.510 1.243 1.883 5.601 15.341 2.336 1.118 1.406
(D)

Error Type WNR LLR ALWLR OLS PCA PLS Proposed SWNR
Mean 1.725 1.381 2.036 5.295 16.197 2.532 1.250 1671
Max 5.764 4.313 5.876 13.229 43722 6.519 3.658 5.155
Med 1.262 1.002 1.620 3.906 10.821 2.127 0.964 1.258
Min 0.205 0.190 0.290 1.013 2.279 1.034 0.130 0.375
p80 2.146 1.900 2.793 8.078 24.929 2.905 1.798 2,032

The bold values indicate the best estimation accuracy.
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Items RMSE GFC AE;, AE,,

Mean Med p80 Mean med p8O Mean Med p80 Mean Med p8O
4 2.493 1.769 3.444 99.484 99.902 99.550 1.051 0.938 1.356 1.651 1.282 2.207
5 2311 1578 3.164 99.502 99.895 99.562 1.005 0.897 1292 1.567 1.190 2.075
6 2.256 1.559 3.018 99.517 99.898 99.598 0.966 0.851 1253 1.498 1.135 1.978
7 2.239 1522 3.060 99.522 99.910 99.621 0917 0.791 1230 1.444 1.056 1.976
8 2.087 1427 2.793 99.541 99.920 99.666 0.881 0.759 1.143 1.374 1.007 1.808
9 2.025 1.454 2.825 99.584 99.928 99.669 0.862 0.764 1.146 1.331 1.000 1.830
10 2.019 1.467 2.865 99.583 99.919 99.659 0.858 0.758 1.152 1.299 1.017 1.756
11 2.000 1432 2.885 99.588 99.925 99.675 0.847 0.739 1122 1.281 0.986 1.731
12 2.029 1.460 2.863 99.583 99.928 99.671 0.868 0.740 1171 1311 1.008 1.804
13 2.007 1.430 2.863 99.579 99.932 99.655 0.854 0.725 1152 1.301 0.985 1.790
14 2.040 1457 2.869 99.576 99.926 99.661 0.857 0.727 1.153 1.309 0.972 1.818
15 2.025 1.444 2.855 99.572 99.930 99.663 0.857 0.738 1.162 1.314 0.990 1.804
16 2.026 1.401 2.930 99.567 99.927 99.636 0.840 0723 1.142 1.274 0.977 1.797
17 2.042 1421 2911 99.558 99.936 99.655 0.847 0.729 1.158 1.309 1.012 1.815
18 2.013 1382 2.886 99.572 99.935 99.669 0.826 0.716 1.126 1.288 0.975 1.768
19 2.040 1397 2.864 99.573 99.931 99.679 0.838 0717 1.143 1.268 0.978 1.812
20 2.083 1.429 2.940 99.563 99.934 99.642 0.849 0.739 1.164 1.301 0.999 1.865
21 2.070 1.409 2921 99.556 99.934 99.625 0.837 0.715 1.149 1.281 0.984 1.838
22 2.037 1425 2.870 99.551 99.933 99.670 0.866 0.709 1.188 1.321 0.994 1.901
23 2.032 1.389 2913 99.563 99.933 99.661 0.878 0.691 1.206 1.417 0.966 1.954
24 2.047 1.386 2.877 99.572 99.939 99.672 0.912 0.723 1241 1.463 1.003 1.960
25 2.120 1.396 2.969 99.536 99.939 99.659 0.935 0.698 1271 1.618 0.994 2.029
26 2.228 1.363 3.043 99.510 99.934 99.647 1.004 0.693 1.266 2.040 0.985 2.029
27 2.287 1479 3.163 99.509 99.923 99.594 0.998 0.727 1316 1.826 1.046 2.157
28 2.341 1432 3.137 99.487 99.921 99.600 1.020 0.720 1.304 1.934 1.024 2.152
29 2417 1457 3242 99.452 99.929 99.568 1.037 0.735 1321 1.952 1.056 2.127
30 2.377 1.447 3213 99.434 99.926 99.606 0.987 0.745 1326 1.672 1.061 2.157
31 2474 1.481 3452 99.480 99.912 99.560 1.030 0.762 1.356 1.716 1.100 2.258
32 2433 1.497 3.398 99.482 99.916 99.538 1.034 0.764 1.407 1.717 1.073 2.321
33 2.544 1.527 3.547 99.391 99.911 99.485 1.070 0.774 1.469 1.838 1.106 2.403
34 2.621 1.495 3.644 99.330 99.908 99.527 1.093 0.796 1.486 1.834 1.137 2.507
35 2731 1.637 3.945 99.281 99.893 99.451 1.161 0.837 1.585 2.150 1212 2.659

The bold values indicate the best estimation accuracy.
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Device OLS ALWLR

Mean Max Med p80 Mean Max Med p80
Huawei mate10 4.804 12.573 3.892 5.277 2.784 7.908 2.302 3.940
Meizu 17pro 4.790 11.231 4.028 5.584 3.163 9.436 2.390 4.513
Xiaomi 12s ultra 4.636 12.423 3.714 5.276 2.938 8.518 2.360 4.088
iPhone 8 10.226 23.187 8.942 12.996 3.004 8.854 2.325 4.253
iPhone 12 8.830 18.212 8.183 11.212 2.977 8.898 2.353 4.131
Nikon d3x 5.000 12.712 4.255 5.496 2.756 8.477 2.087 3.868
(B)
Device OLS ALWLR

Mean Max Med p80 Mean Max Med p80
Huawei mate10 98.705 99.944 99.439 98.589 99.185 99.994 99.674 99.203
Meizu 17pro 98.835 99.962 99.557 98.743 99.131 99.990 99.723 99.056
Xiaomi 12s ultra 98.784 99.965 99.459 98.638 99.123 99.988 99.685 99.059
iPhone 8 96.841 99.845 98.328 94.789 99.144 99.996 99.729 99.066
iPhone 12 96.785 99.853 98.459 94.701 99.100 99.991 99.716 99.047
Nikon d3x 98.134 99.964 99.312 97.221 99.112 99.991 99.748 99.039
©
Device OLS ALWLR

Mean Max Med p80 Mean Max Med p80
Huawei mate10 3.956 9.814 3.006 5.419 1.408 2.857 1.345 1.937
Meizu 17pro 3.823 9.429 2.949 5.421 1.464 3.206 1.350 1.943
Xiaomi 12s ultra 3.745 9.857 2.651 5.456 1.384 3.184 1.244 1.905
iPhone 8 12.607 28.510 10.855 17.500 1.390 2.806 1.325 1.814
iPhone 12 11.502 25.330 9.920 16215 1.284 2.732 1.200 1.761
Nikon d3x 4.597 13.444 3.147 6.631 1.139 2.881 0.991 1.487
(D)
Device OLS ALWLR

Mean Max Med p80 Mean Max Med p80
Huawei mate10 5.440 12.813 4.098 7.740 2.062 5.209 1.757 2.793
Meizu 17pro 5.469 14.634 3.979 7.538 2.134 5.601 1.629 2.943
Xiaomi 12s ultra 5.290 13.582 3.826 7.762 2.026 5.741 1.615 2.754
iPhone 8 18.961 70.409 12.750 23.881 2.003 4.942 1.641 2.758
iPhone 12 16.226 49.534 11.726 23.193 1.913 5.407 1.490 2.647
Nikon d3x 6.471 17.885 4.531 9.520 1.718 5.024 1.315 2.399
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Device name

Huawei matel0
Meizu 17pro
Xiaomi 12s ultra
iPhone 8
iPhone 12
Nikon d3x

R channel G channel B channel
TIFF JPG TIFF JPG TIFF JPG
0998 0776 0998  0.766  0.996  0.754
0998  0.853 0998  0.841 0.997  0.834
0999 0877 0998 0872 0997  0.870
0995 0950 0996 0942 0997 0936
0.997  0.843 0996  0.822 0993 0815
0999  0.850 0999  0.843 0998  0.838
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