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Editorial on the Research Topic
Interactions between land surface and climate

The rate of climate change intensification will increase with growing emissions of
greenhouse gases in the future. Regional terrestrial temperature increases differ in magnitude
from global warming due to feedback processes. This has far-reaching consequences to our
society especially for our ecosystems, agricultural food production, water availability, living
habitat and electric power generation.

Anthropogenic changes in land use/cover can influence the lower atmosphere by
modifying land surface properties that control the exchange of energy, water, and
momentum, and thus affect the regional or local climate. Teleconnections are possible
depending on the magnitude of land surface transformations. The strength of the land-
atmosphere coupling is linked to the morphological characteristics of the land surface
including vegetation and urban areas. Here, the species composition and distribution play a
crucial role with their transpiration and photosynthesis, reflection ability of radiation, and
roughness. The scale and nature of land surface modifications affect those processes, but the
quantification of these interactions is not resolved, and the strength of the impact is still
debated. This fact limits decision-makers to modulate land management strategies at
different scales in light of climate change mitigation and adaptation. Thanks to the
development of monitoring, satellite remote sensing and climate modelling, this
Research Topic brings together novel observational and numerical modelling studies
regarding the interaction between land surface and climate change at global and regional
or local scales, from bed-rock to the upper atmosphere, in the past, present, and future. Eight
papers contribute to this Research Topic.

Recent climate change significantly impacts on the phenology of vegetation. The growing
season average NDVI of grassland vegetation significantly increase around 0.023/10a over
the Mongolian Plateau Li et al.. Land use/cover management is a key sector to meet climate
change mitigation and adaptation strategies. Land cover management will change the surface
vegetation structure, and then affect land surface processes. For example, forest canopy
closure determines the local snow depth and snowfall intensity, higher forest canopy closure
leads to a lower snow depth (Gao et al.). Land cover changes also impact on the large general
circulation (Zhang et al.) and surface solar radiation (Jin et al.).

Climate model is an important tool to investigate the interaction between land surface
and climate. Vegetation structure and physiology in the model determines the model
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performance in capturing land surface processes. Jones et al. found
that implementing the Newton-Raphson stomatal optimisation
method in the model can better predict gross primary
productivity, stomatal transpiration and leaf water potential, with
a much higher computational efficiency. Using a regional climate
model (i.e., RegCM), Li et al. investigated the effect of forest change
on convective rainfall, and Li et al. studied the temperature extremes
response to present-day irrigation over China. Reforestation in
southern China significantly enhanced local convective afternoon
rainfall during the post-flood season (Li et al.). Present-day
irrigation led to significant reductions (slightly changes) in the
extreme indices associated with the warm (cold) tails of the
maximum and minimum temperatures distributions, e.g., hot
days, tropical nights (cold nights, frost days), particularly in the
regions with intense irrigation (e.g., the North China Plain) (Li
et al.).

Dirmeyer et al. employed multi-model simulations to explore
the evolution of land surface feedbacks on extreme heat. The
climatological land-heat coupling mirrors other metrics of
land–atmosphere interaction, peaking in transition regions
between arid and humid climates. Changes from preindustrial to
recent historical conditions are dominated by decreased land surface
controls on extreme heat, mainly over the broad areas that have
experienced expanded or intensified agriculture over the last
150 years. Future projections for increased atmospheric CO2

concentrations show a waning of areas of weakened land-heat
feedbacks, while areas of increasing feedbacks expand over
monsoon regions and much of the midlatitudes.

This Research Topic of papers provides valuable insights into
how changes in land surface affect regional climate. However, there

is still large uncertainty about how land cover changes affect regional
extreme climate and its transition of teleconnection effect. To better
understand the impacts of land cover management strategies on
climate change mitigation and adaptation, more studies are needed
to consider both the regional and global biogeophysical and
biogeochemical effects.
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Characteristics of Transient Eddies
During Ural Blocking Events With
Different Lifetime in Winter
Jinyu Zhang1, Yan Li2,3*, Zhilan Wang1, Yu Zhang1 and Yao Lu2

1Institute of Arid Meterology, China Meteorological Administration, Lanzhou, China, 2College of Atmospheric Sciences, Lanzhou
University, Lanzhou, China, 3Key Laboratory of Semi-Arid Climate Change, Ministry of Education, Lanzhou University, Lanzhou,
China

Ural blocking high (hereafter UB) is one of the most important weather systems influencing
the weather and climate of China, with its onset and development closely connected with
transient eddies. Herein, we classified the wintertime UB events during 1979–2015 into
three types according to their lifetime, i.e., short, medium, and long lifetime UB events and
further analyzed the characteristics of momentum and heat fluxes transported by transient
eddies during the three types of UB events. The results show that the eddy momentum
and heat transport by transient eddies over the Ural regions is strong, while the westerly is
weak, favorable for the establishment and maintenance of the UB. Before the onset of all
the UB events there are enhanced lower-level temperature disturbances, decelerated
westerly and convergence of transient momentum and heat fluxes. After the onset of the
UB, the upper-level jet stream is accelerated and eddy flux convergence is enhanced.
Furthermore, it is found that the duration and position of convergence could be one of
important factors determining the lifetime of UB event. The long-time strong convergence
of transient eddies favors the maintenance of UB. During long UB events, the polar jet and
the convergence of eddy momentum fluxes have the strongest intensity and northward
shifted position. The convergence is further strengthened until Day +2 andweakened since
Day +7, favorable for the long-time maintenance of UB. There is convergence on Day -3 of
both short andmedium UB events, which disappears on Day +4 during short events, while
strengthened after the onset of medium events, leading to a long-time maintenance of UB.
Furthermore, among the three types of UB events, the upward propagation of wave activity
and E-P flux divergence are the strongest and most long-lasting during long UB events,
while the weakest and shortest during short UB events, which can also verify strong
atmospheric baroclinicity and long-lasting strong convergence of transient eddies are
favorable for long duration of the UB.

Keywords: Ural blocking, transient eddy, transport of momentum and heat, E-P flux, lifetime of blocking high

1 INTRODUCTION

Blocking high is one of the weather systems with anomalous meridional development of mid-high
latitude atmospheric circulations, the onset and collapse of which can lead to meridional exchange of
large-scale air parcel and heat (e.g., Charney and Devore 1979; Mokhov et al., 2013). This can induce
drastic changes in the large-scale, or even hemispheric, atmospheric circulation and further lead to
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weather and climate extremes, or even severe weather disasters.
Ural region is one of the regions with the largest blocking
frequency over Northern Hemisphere in winter (e.g., Lupo
and Smith 1995; Masato et al., 2013). The Ural blocking
(hereafter UB) is important for the weather and climate in
China. The onset, development and collapse of UB are closely
linked to the Meiyu rainfall over the Jianghuai region in China
and the establishment of UB is also an important precursor for
the outbreak of cold spells over East Asia (Ding and Johnny 2005;
Takaya and Nakamura 2005; Bueh et al., 2011; Luo et al., 2016a).
Therefore, it is necessary to investigate the main factors
influencing the establishment of wintertime UB and the
dynamic and thermodynamic characteristics during the onset
of UB events, which can not only provide theoretic basis for
understanding the mechanism of the UB development, but also
help improve our understanding of the causes of the weather and
climate extremes associated with UB events.

Many previous studies have investigated the underlying
mechanism responsible for the development of blocking high:
Yeh (2010) studied the onset and decay of blocking high from a
perspective of energy dispersion. Huang and Zou (1989) found
that basic mean flow provides energy for eddies during the
establishment of blocking high, leading to a rapid
strengthening of eddies. Luo 2003; Luo et al., 2016b) and Shi
and Nakamura 2020 revealed the close connection between the
development and maintenance of UB and the propagation of
Rossby waves. Luo and Zhang (2020a) considered that the local
wave activity fluxes are favorable for the establishment of
blocking high during its growth phase. Many studies found
that the energy for the establishment and maintenance of
blocking high mainly comes from baroclinic energy conversion
of effective potential energy from basic zonal flow and non-linear
interaction between waves, with vorticity transport by transient
eddies as a manifestation of the latter (Luo et al., 2014; Ma and
Liang 2017; Li et al., 2020). Similarly, the convergence and
divergence of transient vorticity and heat flux play a major
role in the onset and maintenance of the wintertime blocking
high (Nakamura et al., 1997; Luo and Chen 2005; Athar and Lupo
2010). Xu and Jin (2011) diagnosed the influence of transient
eddy fluxes on anomalous blockings and found that anti-cyclonic
flow is strengthened due to wave-mean flow interaction. Shi and
Wang (2021) found that high-frequency transient eddies are
favorable for the maintenance of wintertime UB through
barotropic energy conversion.

As a large-scale weather system, the lifetime of blocking high
is 5–7 days on average, with the longest events up to 20 days
(Diao et al., 2006; Yao et al., 2017). Blocking highs with different
lifetimes have different influences on the weather and climate
(Ye et al., 2015). Some previous studies focused on the potential
factors influencing blocking lifetime. Kong and Hu (2014) also
declared that long-duration UB events could occur more
frequently during negative stratospheric northern annular
mode (hereafter NAM) events. Ye et al. (2015) found that
the stronger the blocking highs over Atlantic and Pacific, the
more possibly long UB events could occur. Furthermore, it is
found that the meridional gradient of potential vorticity can
significantly influence the lifetime and intensity of UB events

(Luo et al., 2019; Luo and Zhang 2020b). In addition, Luo (2003)
demonstrated that the pre-existing synoptic-scale eddies are a
key driver of the spatio-temporal evolution of blocking. The
negative phase of North Atlantic Oscillation (NAO) can
enhance the planetary-scale split-jetflow prior to blocking
onset, through the interaction with upstream synoptic-scale
waves, favorable for the establishment and long duration of
blocking high (Luo and chen 2005; Wan and Luo 2009) and then
the enhanced Eurasian cold extremes (Feng et al., 2019).
However, so far, there are few studies on the influence of
transient waves on the life cycle of the UB events.

From the above-mentioned previous studies, it can be found
that transient eddy, as an important component of atmospheric
waves, is important for the maintenance of blocking high.
However, the potential influence of transient eddies on the
lifetime of UB event still remains unclear. In this study, we
attempted to address the following two questions: 1) what is
the role of transient eddies in the development of UB events in
boreal winter? 2)What are the characteristics and possible impact
of transient eddies on UB events with different lifetimes? The rest
of the paper is organized as follows: Section 2 describes the data
and methodologies. Section 3 describes the characteristics of
atmospheric circulation evolution during the UB events. Sections
4 and 5 analyze the characteristics of eddy momentum and heat
transported by transient eddies during the UB events with
different lifetimes, respectively. The conclusions and discussion
are presented in Section 6.

2 DATA AND METHODOLOGIES

2.1 Data
The reanalysis dataset used in this study is provided by Nation
Centers for Environmental Prediction (hereafter NCEP) from
Nation Centers for Atmospheric Research (NCAR). The daily
mean dataset is on a grid with a horizontal resolution of 2.5 × 2.5
and 17 vertical pressure levels (1,000, 925, 850, 700, 600, 500, 400,
300, 250, 200, 150, 100, 70, 50, 30, 20 and 10 hPa). The time
period from January 1979 to February 2016 of this dataset is
analyzed in this study, including geopotential height, air
temperature and horizontal wind.

3 METHODOLOGIES

3.1 Objective Blocking Detection Method
In this study, an objective analysis method of Zhu et al. (2007) to
select UB events and we choose the 5 days as the minimum
duration of UB events referring to the definition of Davini et al.,
2012. The detailed criteria are shown as follows:

(1) There is a closed high-pressure center on 500 hPa over the
mid-high latitudes (north of 50°N);

(2) The warm high-pressure center lasts for at least 5 days and
during this period it is commonly quasi-stationary,
sometimes moving eastward or westward with a speed less
than 7-8 longitude degree/day;
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(3) Over the blocking region, the westerly jet is significantly
decelerated and splits into two branches west of the high-
pressure center. The two branches, i.e., northern and
southern branches, merge in the east of it. The zonal
distance between split and merge points is larger than
40–50 longitude degrees.

One of the advantages of this detection method is avoiding the
mis-interpretation of the relatively high geopotential height
anomalies without anti-cyclonic structure as blocking high (Jin
et al., 2009). Though less simple than some other methods, such
as T&M method (Tibaldi and Molteni 1990), this detection
method satisfies our need for recognition of the lifetime of
blockings, especially for dates of establishment and collapse.

3.1.1 Momentum and Heat Transport of Transient
Eddies
In this study, we used a decomposition method for the
atmospheric variables. According to the principle of
physical decomposition (Qian and Jiang 2014), the temporal
anomalous fields, such as u′, v′ and T′, are defined on a
calendar date (t) in the year (y) at latitude (φ). The detailed
method is as follows:

An observational daily mean variable field F(λ, φ, t)y, such as
u, v or T, is defined on a calendar date (t) in a year (y) at a spatial
grid point of longitude (λ) and latitude (φ). Then it can be
decomposed into a climatological field �F(λ, φ, t)y and
temporal anomalous field F’(λ, φ, t)y.

F(λ, φ, t)y � �F(λ, φ, t)y + F′(λ, φ, t)y (1)
The climatological fields are estimated by averaging 38 years

(1979–2016) of data based on the NCEP/NCAR reanalysis data
on the calendar date (t).

�F(λ, φ, t)y � ∑
2016

1979

F(λ, φ, t)y/38 (2)

The temporal anomalous fields can be derived after removing
the climatological fields from the original observations. One is the
zonal-averaged anomalous fields on calendar date (t) in year (y) at
latitude (φ).

[F(λ, φ, t)]Z′y � ∑
λ2

λ�λ1
[F(λ, φ, t)y − �F(λ, φ, t)y]/(λ2 − λ1 + 1)

(3)
This component is referred to as the zonal-averaged (or

planetary-scale) anomaly that is used in this paper. The zonal-
mean momentum and heat transport of transient eddies are
represented by [u′v′] and [v′T′], respectively. The square
brackets indicate zonal mean.

3.1.2 The Generalized E-P Flux
The generalized Eliassen-Palm flux defined by Andrews and
Mcintyre (1976) is used in this study to investigate the wave
activity during UB events. According to the transformed Eulerian

mean formulation under the approximation of β plane, the E-P
flux is defined as follows:

�F ≡ �jFy + �kFz (4)
where Fy and Fz are the meridional and vertical components of
EP flux:

Fy � −ρ0u′v′ (5)
Fz � ρ0f0Rv′T′/(N2H) (6)

where ρ0 indicates air density, u′, v′ and T′ are the disturbance of
u, v and T, f0 is the Coriolis parameter and R shows the gas
constant for dry air. N and H represent buoyancy frequency and
scale height, respectively.

Then the divergence of E-P flux is written as:

∇• �F � zFy

zy
+ zFz

zz
(7)

4 THE CLASSIFICATION OF BLOCKING
EVENTS AND THE CHARACTERISTIC
ANALYSIS OF THE CIRCULATION
EVOLUTION

According to the blocking detection method described in the
Method section, 32 winter blocking events over the Ural region
are detected during 1979–2015 and the onset and collapse dates of
these events are shown in Table 1. Firstly, Figure 1 shows the
composited geopotential height and horizontal wind fields on 500
and 850 hPa pressure levels from 5 days prior (Day -5) to 3 days
after (Day +3) the onset of UB. On Day -5, the mid-latitudes are
dominated by westerly. There are negative geopotential height
anomalies west of Ural region, north of Europe, while the Ural
region is dominated by weak positive geopotential height
anomalies. 2 days after, the negative geopotential height
anomalies west of the Ural region are strengthened, forming a
weak trough, which is more obvious on 850-hPa pressure level.
On Day -1, the positive geopotential height anomalies over the
Ural region are significantly strengthened, forming a weak ridge.
The trough west of the Ural region is also deepened. In addition,
there are negative geopotential height anomalies over the western
Siberian Plain, tilting towards northeast-southwest. On Day 0, the
Ural positive anomalies are further strengthened, with their
center value up to 140 gpm, forming an anti-cyclone anomaly
on 850-hPa pressure level. The negative Siberian anomalies are
also expanded. On Day +3, the Ural ridge shows a northwest-
southeast tilt. The trough west of the Ural region is significantly
weakened, indicating the weakening of the upstream energy and
the blocking tends to decay.

Generally, the circulation fields from Day −3 to Day +3 show
distinct evolution characteristics, but it is hard to reveal the
influences of the troughs and ridges on the lifetime of the
blocking high based on the above-mentioned composited
results. Therefore, in order to investigate the possible impact
of the transient eddies on the lifetime of blocking high,
according to the lifetime of the blocking high, the following
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parts classify these blocking events into three types of events:
short (5–6 days), medium (7–9 days) and long (≥10 days)
lifetime events. These events are sorted by their onset dates.
3, 4, 6, 8, 16, 17, 19, 21, 23, 25, 26, 28, 29 and 32 are sorted as
short events, 1, 5, 9, 11, 12, 13, 15, 18, 20, 22 and 27 as medium
events and 2, 7, 10, 14, 24, 30 and 31 as long events. The Ural
region in this study is outlined as the region between 40°E-80°E.
In the following parts, the characteristics of the transient eddies
during different lifetime blocking events are analyzed according
to the composited results of transient eddy momentum flux and
heat transport.

5 CHARACTERISTIC ANALYSIS OF
TRANSIENT EDDY MOMENTUM
TRANSPORT
The onset of blocking high is often accompanied by the abrupt
collapse of westerly. The westerly jet could split into the northern
and southern branches. Strong transient transport is associated
with strong jet stream (Hoskin and Ambrizzi 1993; Ren et al.,

2011). Therefore, the characteristics of upper-level jet stream
during the blocking events are also analyzed, with positive [u′v′]
denoting the northward eddy momentum flux.

Firstly, the westerly jet stream and transient eddy
momentum transport from Day -3 to Day +3 of the short
UB events are shown in Figure 2 (a1-a7). From Figure 2, it
can be found that during the blocking events westerly splits into
two branches, i.e., sub-tropic and polar jets, south and north of
the Ural blocking, respectively. Before the onset of UB, both the
two jet streams are relatively weak, with the positive [u′v′]
dominating the mid-upper troposphere between 40°N-60°N
(Figures 3a1,a2), indicating the poleward transport of eddy
momentum flux by transient eddies. On Day -3, the positive
[u′v′], up to 70 m2 s−2, centers around 65°N, 300 hPa, while
there is weak negative [u′v′] north of 80°N, forming the
convergence of eddy momentum flux around 80°N. Two days
after, the westerly jet stream splits up and the polar jet is shifted
northward to 70°N, forming the strong westerly belt between
50°N-70°N. The positive center of [u′v′] is strengthened and the
convergence center is shifted equatorward to 75°N. The
convergence of eddy momentum flux and the decelerated

TABLE 1 | Onset and collapse dates of the Ural blocking events during 1979–2015.

Onset date Collapse date Lasting days (d) Onset date Collapse date Lasting days (d)

1 1979/12/28 1980/01/03 7 17 1995/02/15 1995/02/20 6
2 1980/01/27 1980/02/05 10 18 2000/01/09 2000/01/15 7
3 1981/01/17 1981/01/22 6 19 2001/02/03 2001/02/07 5
4 1981/02/20 1981/02/25 6 20 2003/01/19 2003/01/25 7
5 1982/12/19 1982/12/26 8 21 2003/02/06 2003/02/11 6
6 1984/01/13 1984/01/18 6 22 2003/12/27 2004/01/04 9
7 1984/01/23 1984/02/03 12 23 2004/01/31 2004/02/04 5
8 1984/02/07 1984/02/12 6 24 2005/01/23 2005/02/09 18
9 1984/02/15 1984/02/23 9 25 2007/12/08 2007/12/12 5
10 1984/12/14 1984/12/28 15 26 2007/12/26 2007/12/31 6
11 1985/01/05 1985/01/12 8 27 2009/02/15 2009/02/23 9
12 1985/02/20 1985/02/28 9 28 2010/02/02 2010/02/06 5
13 1986/01/28 1986/02/03 7 29 2011/01/07 2011/01/11 5
14 1988/01/22 1988/01/31 10 30 2012/01/17 2012/01/29 13
15 1990/02/15 1990/02/21 7 31 2012/12/10 2012/12/19 10
16 1995/01/17 1995/01/22 6 32 2016/02/10 2016/02/14 5

FIGURE 1 |Composited geopotential height (contours; units: gpm), its anomalies (shading; units: gpm) and horizontal wind (vectors; reference vector is 5 m s−1) on
(A1-A6) 500-hPa and (B1-B6) 850-hPa pressure levels. The values over the dotted regions are statistically significant at the 90% confidence level according to Student’s
t-test.
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westerly are favorable for the establishment of the blocking high
(Xu and Jin 2011; Li et al., 2019). On Day 0, the sub-tropic jet
stream is accelerated, with its maximum up to 55 m s−1 around
30°N, 200 hPa. The convergence center of eddy momentum flux
is shifted to 70°N, maintaining the UB. One day after, the two jet
streams are continuously strengthened, reaching their
maximum. The negative [u′v′] also reaches its maximum and

then [u′v′] is weakened, along with the weakening and poleward
shift of eddy momentum convergence. On Day +4, both the two
jet streams are significantly decelerated. The transport of eddy
momentum grows weaker over the blocking region and the
blocking high tends to collapse.

Then, the westerly jet stream and transient eddy momentum
transport from Day -3 to Day +3 of the medium lifetime UB

FIGURE 2 | Latitude-height cross-section of composited zonal wind (units: m s−1) during (A1-A6) short (B1-B6) medium and (C1-C6) long lifetime Ural blocking
events. The values over the dotted regions are statistically significant at the 90% confidence level according to Student’s t-test.

FIGURE 3 | Latitude-height cross-section of composited northward eddy momentum flux (units: m−2·s−2) during (A1-A6) short (B1-B6)medium and (C1-C6) long
lifetime Ural blocking events. The values over the dotted regions are statistically significant at the 90% confidence level according to Student’s t-test.
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events are also shown Figure 2 (b1-b7). Similar to the short
events, the westerly in the medium events also splits into the
northern and southern branches. On Day -3, the sub-tropic jet is
located around 30°N, 200 hPa, up to 45 m s−1, while the polar jet is
located between 50°N-70°N. [u’v’] is positive (negative) south
(north) of 65°N (Figure 3b1). Then [u’v’] is continuously
strengthened. On Day -1, the positive [u’v’] centers around
50°N, 400 hPa, up to 70 m2 s−2, while the negative [u’v’]
dominates the whole troposphere over the high latitudes, with
the convergence centering around 60°N. On Day 0, both the two
jet streams are enhanced, with the polar jet core located over the
upper troposphere at 60°N. The transient eddy momentum
transport is slightly weakened, but still converges around 60°N,
favorable for the maintenance of UB. After that, the sub-tropic jet
stream is continuously accelerated, while the polar jet is
strengthened and shifted northward. On Day +2 [u’v’] over
the high latitudes is greatly reduced, with its center descending
to 500 hPa. The convergence center of eddy momentum fluxes is
also weakened and shifted southward to around 50°N. The
northward eddy momentum flux over the middle latitudes is
also greatly weakened, with its center descending to 500 hPa. The
convergence center at 70°N appears again and is strengthened
2 days after.

The results of the long lifetime UB events are also shown in
Figure 2 (c1-c7). The westerly still splits into two branches and
the sub-tropic jet is stronger, which is up to 55 m s−1. Polar jet
stream is located north of 75°N, indicating the strong
development of the Ural ridge. On Day -3, the westerly
already splits up. The northward transport of eddy
momentum converges in the lower troposphere around 75°N.
Then, the negative [u’v’] is weakened. On Day -1, the westerly jet
between 55°N-75°N is decelerated and the transient eddies around
55°N transport energy for the blocking high. After the onset of the
blocking high, the westerly over the blocking region is
continuously weakened and the sub-tropic jet is significantly
strengthened. On Day +1, the positive [u’v’] at 55°N is up to
80 m2 s−2. The eddy momentum fluxes converge around 65°N
and are strengthened continuously, weakening after Day +7 (not
shown), which is favorable for the long-time maintenance of the
blocking high.

6 CHARACTERISTIC ANALYSIS OF
TRANSIENT EDDY HEAT TRANSPORT

The synoptic-scale transient eddies are closely linked to the
growth of atmospheric baroclinicity in the lower troposphere.
The transient eddies are due to the instability of temporal mean
flow, which is mainly produced in the strong baroclinic region
and moves towards the weak baroclinic region. The outlet of the
jet stream (weak baroclinicity) is where the blocking high
happens (Diao et al., 2004). Transient eddies usually propagate
along the gradient and play an important role in the development
of the mid-latitude baroclinic systems and establishment of
blocking high. Similar to the eddy momentum transport, the
positive/negative [v’T’] denotes the poleward/equatorward
transport of eddy heat flux.

Figure 4 (a1-a7) and Figure 5 (a1-a7) shows the latitude-
height cross-section of the temperature disturbance and [v’T’]
during the short lifetime UB events. During the short UB events,
the temperature disturbance anomalies are mainly distributed
over the middle and high latitudes and there is an “upper cold,
lower warm” pattern vertically over the high latitudes, with the
transition layer around 300 hPa. The low latitudes are dominated
by relatively weak warm anomalies. On Day -3, significant
negative temperature anomalies, upper to −4 K, appear in the
upper troposphere over the high latitudes, while the positive
anomalies mainly exist in the lower troposphere between
1,000–700 hPa. There are northward eddy heat fluxes
transported by transient eddies in the lower troposphere over
the mid-high latitudes, whereas in the upper troposphere between
70°N-80°N exists weak southward transport of eddy heat flux.
2 days after, the near-surface positive temperature anomalies are
enhanced and extend upward to 400 hPa. Then, the temperature
anomalies in the upper troposphere are reduced drastically,
leading to the weakening of the vertical temperature gradient
over the blocking region and growth of atmospheric baroclinicity
(Hu et al., 2018). Consequently, the transient eddies transport
eddy heat flux along the temperature gradient. [v’T’] is
significantly strengthened and there is weak convergence of
eddy heat flux on 300 hPa around 50°N. The transient eddies
in the lower troposphere at 50°N transport eddy heat fluxes
northward and provide energy for the establishment of the
blocking high. On Day 0, there is northward transport of eddy
heat flux over the blocking region and the convergence region is
located in the upper troposphere around 70°N, transporting heat
fluxes to the lower troposphere. The positive temperature
anomalies over the high latitudes reach the maximum 1 day
after, when the atmospheric baroclinicity also reaches its
maximum. There is northward eddy heat flux transport
throughout the whole troposphere and the heat transport in
the convergence zone is favorable for the establishment of
blocking high. On Day +4 [T’] throughout troposphere are
weakened a lot and the southward transport of eddy heat flux
by the transient eddies is reduced and diminished, leading to the
weakening and collapse of blocking high.

The transient eddy heat flux transport during medium lifetime
UB events is shown in Figure 5 (b1-b7). During these events,
positive [T’] appears in the lower latitudes and shows little
changes, which has negligible impact on the blocking events
and therefore will not be discussed in the following parts of this
study. There still exists an “upper cold, lower warm” vertical
pattern over the mid-high latitudes. However, the positive [T’] is
relatively weak and the negative [T’] in the upper troposphere
also appears very late. On Day -3, the positive center of [T’] is
located south of 60°N in the lower troposphere and is also
relatively weak. There is large-scale transient eddy heat
transport over the mid-high latitudes. There is northward/
southward transport of eddy heat flux south/north of 60°N in
the mid-lower troposphere, indicating the convergence of eddy
heat fluxes. 2 days after, the lower-level positive [T’] is
strengthened and the atmospheric baroclinicity gradually
grows stronger. The convergence center is also shifted
northward to 60°N and negative [T’] in the lower troposphere
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reaches its maximum, with its center descending to 500 hPa. The
strong heat transport over the convergence zone provides energy
for the establishment of blocking high. After the onset of the
blocking events, the “upper cold, lower warm” pattern over the
high latitudes is more significant and the extent and intensity of
[T’] are also strengthened, weakening the temperature gradient in

the lower level. According to the thermal wind balance, the
thermal wind is weakened and the mid-latitude westerly is
decelerated, which is favorable for the enhancement of heat
transport and establishment of blocking high. On Day +4
[v’T’] in the mid-lower troposphere is weakened, leading to
the decay and collapse of the blocking high.

FIGURE 4 | Latitude-height cross-section of temperature pertubation (units: K) during (A1-A6) short (B1-B6) medium and (C1-C6) long lifetime Ural blocking
events. The values over the dotted regions are statistically significant at the 90% confidence level according to Student’s t-test.

FIGURE 5 | Latitude-height cross-section of composited northward eddy heat flux (units: K m·s−2) during (A1-A6) short (B1-B6)medium and (C1-C6) long lifetime
Ural blocking events. The values over the dotted regions are statistically significant at the 90% confidence level according to Student’s t-test.
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Figure 4 (c1-c7) and Figure 5 (c1-c7) show the latitude-height
cross-section of the temperature disturbance and the transient
eddy heat flux during the long lifetime UB events. Different from
the short and medium blocking events, [T’] is significant
throughout the whole life cycle of the blocking events. There
is an “upper warm, lower cold” pattern over the middle latitudes,
contrast to that over the high latitudes. The negative [T’]
throughout the whole troposphere implies that the high-
pressure ridge during the blocking events induces the
southward intrusion of polar cold air mass and strengthens
the surface cold high pressure center, which is favorable for

cold extremes. On Day -3, the eddy heat flux converges
around 60°N in the mid-lower troposphere. After that [T’]
over the high latitudes is further enhanced and the meridional
heat transport splits on 400 hPa, with southward transport in the
upper troposphere and northward transport in the lower
troposphere, favorable for the establishment of blocking high.
After the onset of the blocking events, the lower-tropospheric [T’]
is significantly enhanced. According to the thermal wind balance,
the mid-latitude westerly is decelerated. On Day +2, the transient
eddy heat transport in the convergence zone around 65°N is
further enhanced, with negative [v’T’] up to 50 K m·s−2, favorable
for the long-time maintenance of blocking high.

6 CONCLUSION AND DISCUSSION

In this study, the wintertime UB events are selected according to
objective analysis method and these events are further classified
into three types according to their lifetime, i.e., short, medium
and long lifetime UB events. Based on the analysis of the
characteristics of transient eddy momentum and heat
transport during UB events with different lifetime, we find the
convergence of transient eddy flux plays an important role in the
lifetime of UB and the transient eddy shows different
characteristics during UB events with different lifetimes. As an
important diagnostic, the E-P flux, which takes into account
thermal and momentum transport by transient eddies together,
can be applied in this study to diagnose the wave activities
associated with blocking high and verify the above conclusions.

This study further analyzes the E-P flux and its divergence
during the UB events, which are shown in Figure 6. The E-P flux

FIGURE 6 | Latitude-height cross-section of composited E-P flux (vectors; scaled by square root of air pressure; the vertical andmeridional components are scaled
by 104 and 106, respectively; units: m·s−2; the reference vector denotes 10 m s−2) and its divergence (shading; units: s−2) during (A1-A6) short (B1-B6) medium and
(C1-C6) long lifetime Ural blocking events. The values over the dotted regions are statistically significant at the 90% confidence level according to Student’s t-test.

FIGURE 7 | Comparison results of transient eddy characteristics among
different lifetime UB events. SUB, MUB and LUB denote short, medium and
long lifetime UB events.
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divergence has an important influence on the evolution of basic
zonal wind in the upper-level jet stream region, namely wave-
mean flow interaction. The acceleration and deceleration of basic
zonal flow mainly result from the meridional transportation of
eddy momentum flux (Zhang and Ni 1991). It can be found from
Figure 6 that there is obvious E-P flux convergence in the middle
troposphere between 50°N-70°N during all the three types of UB,
consistent with the above-mentioned results. The westerly could
be decelerated, or even turn into easterly, where the E-P flux
converges. It can be noted from Figure 2 that the westerly over
the blocking region is significantly decelerated, providing
favorable background for the establishment of UB. On Day -3,
there already exists obvious E-P flux divergence in the middle
troposphere over the blocking region during all these blocking
events. However, the convergence in the medium UB events is
relatively weak, while the convergence in the long UB events is the
strongest. Then, the convergence grows stronger gradually and
the westerly over the blocking region is decelerated, favorable for
the establishment of the blocking high. The convergence of the
E-P flux after the onset of the blocking events is gradually
weakened during the short UB events, with only −8 s−2 on
Day +4, which could be one of the possible causes of its short
life cycle. The E-P flux convergence during the medium UB
events is significantly strengthened and can still maintain its
strength 2 days after, favorable for the maintenance of blocking
high. On Day +1 of the long UB events, the E-P flux convergence
reaches −20 s−2, with a northward shifted center and larger extent,
indicating the strong development of the Ural ridge. Consistent
with the results of transient eddy momentum and heat fluxes, the
strong E-P flux divergence persists throughout the whole long
blocking events, only showing a weakening trend on Day +4,
favorable for the long duration of blocking high.

In general, the E-P flux and transient eddy momentum and
heat transport show similar characteristics. Before the onset of
UB, westerly splits into two branches, and the lower-level [T’] is
strengthened in the middle and high latitudes, leading to a
weakened westerly over Ural. Meanwhile, the strong
convergence of transient eddies and E-P fluxes occur over the
Ural region. All of these are favorable for the establishment of UB.
After the onset of UB, both two jet streams and the convergence
of the transient eddy momentum and heat transport are
significantly enhanced, leading to the long-term maintenance
of UB. Therefore, our results are consistent with some previous
studies, i.e., the weakened westerly and the enhanced convergence
of transient eddy are favorable for the establishment of UB (e.g.,
Xu and Jin 2011; Li et al., 2019).

Further we find the transient eddy shows different
characteristics during UB events with different lifetimes. The
comparison results are shown in Figure 7. Some studies found
that the strong baroclinicity of the atmosphere and the enhanced
split-jet flow are favorable for the establishment and long
maintenance of UB (Luo 2005; Luo and Zhang 2020b).
Consistent with these studies, we found that the jet stream,
the [T’] and the baroclinicity of the atmosphere during long
events are the strongest among all the UB events. Also, we found
that the convergence of transient eddies is the strongest during
the long UB events. The convergence of transient eddy

momentum and heat flux appears early with a strong
intensity, further strengthened on Day +2 and weakened on
Day +7, favorable for the long-time maintenance of UB. The
jet stream and [T’] during short UB events are strengthened on
Day -1, with a strong convergence of eddy momentum flux,
which also decay fast, leading to an early collapse of UB. The
convergence of eddy momentum and heat flux during medium
UB events appears on Day -3 and further strengthens after the
onset of UB. Though weaker than those during long events, the
transient eddies can still maintain UB for a long time. In addition,
consistent with the result of Kong and Hu (2014) that the strong
upward propagation of wave fluxes over the Ural region favors
the long-time maintenance and development of UB events, the
upward propagating wave activity over Ural during long UB
events is also the strongest and most long-lasting in this study.

This study investigated the characteristics of transient eddies
during the evolution of wintertime UB events, which is consistent
with Athar and Lupo (2010) and Xu and Jin (2011). We also find
that strong baroclinicity and strong convergence of transient
eddies with long duration are closely linked to the long-time
maintenance of UB. However, in this study only the characteristics
of transient eddies are investigated around the onset of UB,
lacking the discussion on the results during the other stages of
UB (growth, mature, and decay). In addition, considering that
blocking high is a result of interaction between different large-
scale waves (Austin 1980), the possible role of stationary
momentum and heat fluxes should also be investigated.
Therefore, the dynamical mechanism of the momentum and
heat exchange between mean and eddy flow during the
blocking events will be further investigated in the future study.
Also, different blocking regions will be studied and model results
will be used to validate the findings from observation.
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Impact of Forest Canopy Closure on
Snow Processes in the Changbai
Mountains, Northeast China
Yuan Gao1,2, Lidu Shen1*, Rongrong Cai1, Anzhi Wang1, Fenghui Yuan1,3, Jiabing Wu1,
Dexin Guan1 and Huaxia Yao4
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Shenyang, China, 2College of Resources and Environment, University of Chinese Academy of Sciences, Beijing, China,
3Department of Soil, Water, and Climate, University of Minnesota, Saint Paul, MN, United States, 4Department of Geography,
Nipissing University, North Bay, ON, Canada

Forest canopy closure affects snow processes by changing the redistribution of snowfall,
snow interception, accumulation, sublimation, and melt. However, how the forest closure
impacts snow processes at different periods has not been well explored. We conducted 3-
year measurements of snow density and depth and carried out snow process calculations
(i.e., interception, sublimation, and snowmelt) from 2018 to 2021 in four mixed forests with
different canopy closures and an open site in the Changbai Mountains, northeast China.
We found that the snow density of the five study sites varied greatly (0.14–0.45 g/cm3). The
snow depth (SD) at four mixed forests sites was smaller than that of the nearby open site.
The SD decreased as the forest canopy closure increased. Additionally, the forest
interception effect increased with the canopy closure and decreased as the snowfall
intensity increased. The total interception efficiency of the four mixed forests in normal
snow years changed from 34% to 73% and increased with forest canopy closure. The
averaged sublimation rate (Ss) and snowmelt rate (Sr) of the four mixed forests varied
during different periods of snow process. The Ss was 0.1–0.4 mm/day during the
accumulation period and 0.2–1.0 mm/day during the ablation period, and the Sr was
1.5–10.5 mm/day during the ablation period. There was a good correlation between Ss, or
Sr, and canopy closure, but interannual variation was observed in the correlation. The
mean values of the effect of the four mixed forests on understory SWE (snow water
equivalent) over the 3 years ranged from −45% to −65%. Moreover, the impact effect was
correlated with the forest canopy closure and enhanced with the canopy closure. This
study provided more scientific information for studies of snow cover response to forest
management.

Keywords: forest canopy closure, forest snow, interception, sublimation, snowmelt

1 INTRODUCTION

Snow cover and its changes are important as they alter the soil temperature and soil water content in
forestland (Chang et al., 2014; Maurer and Bowling, 2014; Lyu and Zhuang, 2018), and they also
impact the climate feedback in forestland (Henderson et al., 2018; Krinner et al., 2018). Forest cover,
annual snowfall, elevation, winter temperature, and snowfall form are the main factors affecting
forest snow (Lopez-Moreno and Stahli, 2008; Lundquist et al., 2013; O’Gorman, 2014). A previous
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review study of 65 sites by Varhola et al. (2010) showed that forest
cover was the most important factor affecting the forest snow
process and that forest cover changes could explain 57%–72% of
the relevant variation in the forest snow process. This is mainly
because the forest canopy changes the amount and spatial
distribution of snow on the ground through canopy
interception at the local scale. In the meantime, the canopy
structure altered the amount of the long-wave and short-wave
radiation input to the understory snow surface, which in turn
affected the snow surface energy balance and ultimately
controlled the forest snow accumulation and ablation process
(Ellis et al., 2010; Musselman et al., 2012; Roth and Nolin, 2017).
Thus, the snow processes in the understory would be altered
synchronously with changes in forest structure. Many studies
have reported the effect mechanisms of forest structure changes
on snow processes, such as deforestation (Schelker et al., 2013;
Revuelto et al., 2016; Krogh et al., 2020), fire disturbance
(Maxwell et al., 2019; Schwartz et al., 2020), insect pests (Pugh
and Gordon, 2013; Perrot et al., 2014), and avalanche
disturbances (Bebi et al., 2009; Casteller et al., 2018). Although
the study of the mechanistic processes of forest snow is the key to
reveal the relationship between forest structural changes and the
response of snow processes, there are still many limitations in the
application and extension of the results of previous studies to
other regions, such as northeastern China. First, forest snow
processes are localized and strongly dependent on forest structure
characteristics, and there are obvious regional differences in the
two elements affecting forest structure (regional climate and
forest disturbance patterns). Second, the multiple forest
structure parameters (e.g., LAI, forest cover, and canopy
cover) and abundant research methods (e.g., modeling
method, remote sensing method, and snow survey method)
also make the research results low comparability with each
other. Again, due to fewer studied cases in northeastern
China, there is a lack of comprehensive understanding of the
variation of forest snow sub-processes (interception, sublimation,
and ablation) in different periods and years in this region. Thus,
these constrained our understanding of snow processes in the
widely distributed mixed forests in northeastern China and also
limited the follow-up studies on the simulation and prediction of
the effects of different climate change scenarios and different
forest management methods on snow processes in the future.

The influence of forest structure on snow processes is basically
a small-scale interaction process, and the interaction between
forest and snow is strongly dependent on the factors such as forest
structural characteristics, climate type, altitude factors, and the
atmospheric conditions of winter. Some studies have also
quantified the effects of forests on snow processes using the
open area and forest normalized contrast method (Veatch et al.,
2009; Varhola et al., 2010; Broxton et al., 2015). However, most of
these studies were conducted in Europe and North America and
in other forest regions with large amounts of snowfall
(i.e., SnowMIP2 sites). There are few studies on the impact of
a mixed forest structure on snow cover in northeast China. In
particular, the widespread natural mixed forests in this region
have experienced cutting at multiple intensities of 20%, 40%, 80%
and 100% since the 1980s, and forest structure elements, such as

canopy closure, have changed greatly, which also caused complex
changes in the forest snow processes. It is difficult to directly use
the findings from previous studies regarding the effects of snow
processes on changes under the forest closure gradient to reveal
the interaction process and mechanism between forest and snow
in northeast China. How the changes in the canopy closure
affected forest snow regime in this region is still unclear.

Changes in forest structure and their impacts on snow
processes are complicated. A selection of appropriate forest
structure indicators to quantify the impact is particularly
critical, but the diversity of indicators and methods has
instead limited research expansion. A variety of forest
structure indicators have been used to reveal the impact of
forests on snow processes, such as forest cover (Varhola et al.,
2010; Pomeroy et al., 2012; Varhola and Coops, 2013), canopy
cover (Pomeroy et al., 2002), leaf area index (Gelfan et al., 2004;
Woods et al., 2006; Rutter et al., 2009; Lendzioch et al., 2019), and
canopy closure (Broxton et al., 2021). In the meantime, as
technology continues to progress, various methods have been
applied comprehensively, such as forest snow sampling survey
(Watson et al., 2006; Parajuli et al., 2020), snow model simulation
(Pomeroy et al., 2007; Rutter et al., 2009; Krinner et al., 2018;
Napoly et al., 2020), statistical modeling (López-Moreno and
Nogués-Bravo, 2006), snow remote sensing (Zhang et al., 2010;
Frei et al., 2012; Hojatimalekshah et al., 2021), LiDAR technology
(Harpold et al., 2014; Broxton et al., 2021; Russell et al., 2021),
UAV remote sensing (Lendzioch et al., 2019), and delayed
photography (Parajka et al., 2012; Dong and Menzel, 2017).
When studying forest snow process in specific areas, the most
appropriate method needs to be selected and balanced, as each
method has certain advantages and limitations. Snow surveys
need to take into account a variety of heterogeneous landscapes
and survey frequency and strategy (Watson et al., 2006), and
these factors can result in higher implementation costs. Snow
model method has the problems of a coarse resolution and the
simplification of the interaction processes between forest and
snow (Broxton et al., 2021), restricting the ability of existing
models to quantify effects of the forest canopy structure changes
on snow processes. For example, Rutter et al. (2009) and Krinner
et al. (2018) only focused on the accurate simulation of snow
processes in specific forests and in adjacent open areas when
conducting SnowMIP2 and ESM-SnowMIP studies. In addition,
snow remote sensing products cannot be widely used to complex
forest areas because of their high cost and limited snow capture
accuracy (Rutter et al., 2009; Steele et al., 2017; Jacobs et al., 2021).
Therefore, previous studies on the interaction between forest and
snow have some deficiencies in terms of expanding their
application to other regions (i.e., northeast China), due to the
diversity of forest structure parameters, the different survey
strategies and models selected, and the specific climate and
forest types in other regions.

In addition, the impact of forests on snow processes varied
over different periods and forest cover. An integrative study of 65
sites in North America and Europe by Varhola et al. (2010)
showed that forest cover may have both positive and negative
impacts on snow processes. One reason for this is that the impact
of forests on the snow process is a result of the continuous or
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cumulative impact on multiple sub-processes (snow interception,
snow sublimation, snowmetamorphism, and snow ablation) after
every single snowfall event. Though many previous studies have
investigated the sub-processes of forest snow, such as canopy
interception (Stähli et al., 2009), snow sublimation (Montesi et al.,
2004; Li et al., 2013; Li et al., 2016; Sexstone et al., 2018), and snow
ablation (Burles and Boon, 2011), in single forest types, the effects
of forest on different sub-processes varied not only in magnitude
but also among the periods of the related sub-processes in
question, and the total effect was the combined result of
continuous multiple snow sub-processes. Few studies have
addressed whether there are differences in the effects of forest
structure in different periods and years. Likewise, random effects
caused by focusing on a single snow sub-process or specific period
are inevitable, and it is difficult to reflect the comprehensive
impact of forest on the entire snow process. This makes previous
studies lack representation on different snow years. Therefore, it
is particularly important to comprehensively or quantitatively
evaluate the impact of forest structure on snow process
throughout the whole snow season. The effects of forest

structure or its change on snow process need more in-depth
or quantitative investigation.

To reveal this impact effect comprehensively and provide
more region-specific information, we conducted a three-year
study of the snow processes at four forest sites with different
levels of forest canopy closure and at a nearby open site in the
Changbai Mountains, northeast China. The snow characteristics
(snow density and depth) and snow sub-processes (snow
interception, snow sublimation rate, and snowmelt rate) were
measured. We selected the forest canopy closure as a forest
structure parameter to study the impact of the forest on snow
processes and analyzed the relationships of these sub-processes
with forest canopy closure. The purpose is to provide the
characteristics and distribution regularity of snow properties in
the forest area, which is beneficial for developing a forest snow
model based on forest closure. The sections of this article are as
follows. Section 2 provides information about the forests in the
study area, the investigation methods to determine forest
structure and snow cover characteristics, and the calculation
methods of snow processes. Section 3 compares the snow

FIGURE 1 | The location of the study area (top row), pictures of the open-path eddy covariance (EC) flux system (middle row), and pictures of the plots in the study
area in the Changbai Mountains, northeastern China (bottom row). The EC flux system corresponds to the plots one by one: Tower 1-b, Tower 2-c, Tower 3-d, and
Tower 4-e. The letters in top and bottom rows correspond to different land types and disturbance intensities: (A) the open site (OS); (B) the natural mixed forest (NMF);
(C) the high-intensity cutting mixed forest (HCF); (D) the moderate-intensity cutting mixed forest (MCF); and (E) the low-intensity cutting mixed forest (LCF).
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forest cover characteristics (i.e., snow density and snow depth)
with canopy closure, analyzes the relationship between forest
canopy closure and snow sub-processes, and quantifies the
impact of each forest on the different snow processes. Finally,
a discussion and conclusions are provided in Sections 4 and 5,
respectively.

2 STUDY AREA AND METHODS

2.1 Study Area
The study area (42.29°–42.57°N, 127.75°–128.13°W) is located in
the Changbai Mountains, northeast China (Figure 1). It has a
temperate continental climate with an annual average
temperature of 3.6°C and annual precipitation of 735 mm (Li
et al., 2016). The average temperature for winter is −14°C, and the
annual snowfall is about 133 mm, which accounts for 18.2% of
the annual precipitation. Forest snow cover generally lasts from
November to April. The region has a distribution area of
temperate natural coniferous and broad-leaved mixed forest,
and this type of mixed forest is typical in northeast China.
After decades of different management methods (protection
and selective cutting), the natural mixed forests and multi-type
forests have been disturbed by human activities. The main tree
species in these natural mixed forests are Pinus koraiensis, Tilia
amurensis, Fraxinus mandshurica, Quercus mongolica, Acer
mono, and White birch. Canopy height varies between 15 and
30 m. The stand density can reach 560 stems/ha (stem diameter >
8 cm), and the maximum leaf area index can be 6.0 (Wu et al.,
2012). The soil type is montane dark brown and was developed
from volcanic ash (Guan et al., 2006).

Four plots of mixed forests with different cutting intensities
were selected (0, 20%, 40%, and 100%), from a similar altitude
(750 m), with a low slope and at same slope orientation, and
having a forest stand size of 40 m × 40 m. The plots comprised a
natural mixed forest (NMF) without cutting, low-intensity
cutting mixed forest (LCF, 20%), moderate-intensity cutting
mixed forest (MCF, 40%), and high-intensity cutting mixed
forest (HCF, 100%) (Figure 1). These four forests formed
gradually after harvesting the original natural mixed forests
using different cutting intensities 30 years ago. A nearby open
site (OS) was used as a contrast plot or control to study the effect
of forest canopy structure on snow processes. Field conditions
and forest information of the five plots are shown in Figure 1
(bottom row) and Table 1.

2.2 Field Observations
2.2.1 Meteorological Observations
Meteorological data were collected from the open site
meteorological station (Figure 1A). The main meteorological
elements included temperature and humidity (using the
HMP45C, Vaisala, Helsinki, Finland), wind speed (A100R,
Vector Instruments, Denbighshire, United Kingdom), net
radiation (CNR 4, Kipp & Zonen, Delft, the Netherlands), and
precipitation (Rain Gauge 52203, Young, Traverse City, MI,
United States). Surface snow depth was observed by delayed
photography (CC5MPX, Campbell, United States). Each
meteorological element was recorded at half-hour intervals.
The daily meteorological data were obtained from the
conversion of half-hour intervals data.

2.2.2 Snow Surveys
Snow surveys were conducted at five study sites (four forested and
one open site) from November to April of each year during
2018–2021 (Figure 2). Snow survey frequency was once weekly to
bi-weekly according to the snowfall in the accumulation period,
and the frequency was increased to every 3–5 days depending on
the accessibility of mountain roads in the ablation period. The
investigation strategy to determine the snow depth at the stand
level is shown in Figure 2A. Each forest plot (40 m × 40 m) was
divided into sub-grids of six rows and six columns, and a snow
ruler was placed in each sub-grid (Figure 2A), meaning that each
plot had a total of 36 snow depth rulers distributed within it. The
positions of the snow rulers were further adjusted according to
the distribution positions of the tree trunks and forest gaps in
each sub-grid so that each ruler could represent the approximate
average snow depth value of the sub-grid as accurate as possible.
To reduce the disturbance of the forest snow caused by human
activities, we used a telescope to observe the snow depth rulers
remotely. The snow depth at the five sites was measured by using
fixed snow rulers (Figure 3A). A red and white alternate ruler was
fixed on the ground, and the minimum accuracy was 1 cm, and
the maximum value was 80 cm (Figure 3A).

The snow density was calculated using the weighing wedge
snow density box cutter method (5 cm × 4.54 cm × 4.2 cm,
235.6 g) (Figure 3B). This method had been applied in snow
surveys and the performance of this device was evaluated by Hao
et al. (2021). In the snow field survey, the method was used
together with a high rate of accuracy (0.1 g), low-temperature
resistance (−40°C to 40°C), and a waterproof electronic scale
(Figure 3C). Before the snow sample was taken, a vertical snow

TABLE 1 | Detailed information of forest plots.

Plot type Elevation (m) Dominant tree species Mean forest canopy height
(m)

Canopy closure (%)

Mix Mean Max

OS 750 — — — — —

HCF 755 Populus, F. mandshurica, Ulmus pumila, Maackia amurensis 15 61.3 65.3 67.7
MCF 866 P. koraiensis, F. mandshurica, T. amurensis 25 68.3 69.7 72.4
NMF 768 P. koraiensis, T. amurensis, F. mandshurica, Q. mongolica 27 67.1 70.2 73.6
LCF 793 P. koraiensis, T. amurensis, F. mandshurica 26 74 77.3 78.8

Frontiers in Environmental Science | www.frontiersin.org July 2022 | Volume 10 | Article 9293094

Gao et al. Impact of Forest on Snow

20

https://www.frontiersin.org/journals/environmental-science
www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles


profile was excavated first, and the profiles were layered at 10 cm
intervals. Then, the long end of the density device was inserted
into the corresponding layer in the same direction as the vertical
snow profile to collect the snow samples. After the snow filled up
the inner space of the box, the box was removed, the cover was
put on top of it, and it was finally placed on the electronic scale for
weighing (Figure 3C).

2.2.3 Eddy Covariance Measurement of Snow
Sublimation
Near each forest plot, there was an open-path eddy covariance
(EC) flux system installed on the meteorological tower in each
area to take long-term meteorological records (Figure 1, Tower
1–4). The EC principle uses the deviation in vertical wind speed
and the deviation of water vapor concentration to calculate the
water vapor flux (ET) as follows:

ET � ρdpw′s′ , (1)
where ET is the water vapor flux (kg/m2·s), ρd is the air density
(kg/m3), w′ is the vertical wind speed (m/s), and s′ is the dry mole
fraction of the gas in water (kg/kg). The overbar represents an
average value over 30 min.

The water vapor flux was pre-processed using EddPro-7.0.2
software and post-processed using Tovi™ software. A missing
threshold of pre-processed raw data was set to 10%, and the

FIGURE 2 | Investigation strategy maps of the forest snow depth (A), investigation location of canopy closure at the stand level (B), and forest hemisphere images
(bottom row, C, D, E, and F). The circles in (A) represent the location of snow rulers, and the circles in (B) represent image captures in the forest plot. Four forest
hemisphere images (bottom row): (C) high-intensity cuttingmixed forest (HCF); (D)moderate-intensity cuttingmixed forest (MCF); (E) natural mixed forest (NMF); (F) low-
intensity cutting mixed forest (LCF).

FIGURE 3 | Investigation methods to determine snow cover
characteristics: (A) snow depth ruler, (B) rectangular snow box cutter, (C)
weight to determine the snow mass, and (D) snow sublimation rate
measurement method.
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vertical wind speed threshold was set to 3 m/s. After that, we used
the double coordinate rotationmethod proposed byWilczak et al.
(2001) to correct the vertical wind speed and used the Webb-
Pearman-Leuning (WPL) correction developed by Webb et al.
(1980) to correct the water vapor flux, which was caused by the
density effect. Next, we applied the recommended tools from
Tovi™ to execute gap-filling (Reichstein et al., 2005), data
screening, spectral corrections, and energy balance residual
correction (Mauder et al., 2013; Charuchittipan et al., 2014; De
Roo et al., 2018). Finally, we converted half-hour data of water
flux into day flux.

2.2.4 Forest Structure Measurements
The forest structure parameters (i.e., dominant species, tree
height, and canopy closure) were measured and collected. We
combined the relative height of the tower to obtain the height
information of the main forest species and investigated the
dominant species in each plot. Detailed information of forest
plots was summarized in Table 1.

Hemispherical Canopy Photography is an indirect optical
technique that has been widely used to determine forest
canopy structure. The canopy openness of the forest plots
was obtained by hemispherical photography based on the
optical imaging principle (device information: EOS 5D +
EF, 8–15 mm Fisheye, Canon Inc., Japan). An upward-
looking method was used to obtain hemispherical images
during the winter period when the canopy structure
parameters were stable (Figure 2). In each forest plot
(40 m × 40 m), a photographing route along the four sides
and along the diagonal of the plot was adopted (Figure 2B).
The photographing positions were placed in this way: four at
the four corners of the square forest plot, one at the plot
center, and eight around the center stretching out in eight
directions, creating a total of 13 images for each plot
(Figure 2B). The images data were analyzed by using the
Gap Light Analyzer (GLA) software and the calculation
methods by Frazer et al. (1999). The canopy closure (θ)
was calculated using the formula: θ = 1 - canopy openness.

2.3 Calculation Methods
2.3.1 Standardizing Snow Depth
The large distance between the four forest plots (25 km) from east
to west (Figure 1) may lead to spatial variation in snowfall, so we
standardized the snow depth. After multiple snow surveys, we
found that the snowfall near plots MCF and LCF had slightly
higher snow depth than that in the reference site OS. We
synchronously observed the snow depth of the open space
near the LCF and found that the ratio between them remained
approximately stable over a long period of time. Here, we
assumed that the temporal changes in the snow cover caused
by wind blowing and snow sublimation in two open areas (OS
and the open space near LCF) with similar surface environments
were mostly equal. Therefore, the ratio coefficient (α) for the
annual snowfall in the two areas was equal to the snow depth ratio
in two open areas.

Snowfall was the most important factor in controlling the
forest snow depth. To compare the influence of the forest on snow

depth under the conditions of unified snowfall, this coefficient
was further used to uniformly adjust the measured snow depths of
the MCF and LCF. The correction method is as follows:

α � P1/P2 , (2)
SD � αpSDmeasured , (3)

where P1 is the snowfall observed in the OS (Figure 1A), P2 is the
snowfall in the open area near the MCF and LCF, SD is the
adjusted or standardized snow depth, SDmeasured is the measured
snow depth from survey, and α is the adjusting coefficient.
According to the regional snowfall data from the two regions
over the three-year period (2018–2019, 2019–2020, and
2020–2021), the coefficients α are α1 = 0.65, α2 = 0.63, and α3
= 0.62, for each year, respectively.

2.3.2 Calculation of Snow Density and Snow Water
Equivalent
Snow density sampling at a sampling point was carried out for
each layer of the snow profile and repeated on each layer three
times. Finally, the density of snow for a sample was calculated as
follows:

ρi �
m1 −m2

v
, (4)

where ρi is the density corresponding to a layer (g/cm3), m1 is
the total weight of the box (g), m2 is the total mass of
the empty box (g), and v is the internal volume (cm3). The
average snow density of the snow profile was calculated as
follows:

ρ � ρ1d1 + ρ2d2 + . . . + ρidi

d1 + d2 + . . . + di
, (5)

where ρ is the average density (g/cm3) and di is the snow depth of
the corresponding layer (cm).

The snow water equivalent (SWE) and standard deviation (σ)
at the forest stand scale were calculated as follows:

SWE � 10pρpSD , (6)

σ �
�����������
∑n

i�1(x − �x)2
n − 1

√
, (7)

where SWE is the snow water equivalent (mm), SD is the average
snow depth at the stand scale obtained by in situ snow depth
surveys (n = 36 for each plot) (cm), and σ is the standard
deviation for the survey samples within a plot.

2.3.3 Calculation of Canopy Snow Interception
Coefficient
The interception coefficient was calculated for individual snowfall
event by using variations in the snow depth before and after a
single forest snowfall, at the forest site (ΔSDF) and at the open site
(ΔSDO). They were observed using the time-lapse photography
approach, which has been widely applied in forest snow studies
(Garvelmann et al., 2012; Parajka et al., 2012; Dong and Menzel,
2017; Dong, 2018). The interception coefficient (CIE) of forest
canopy was calculated as follows:
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CIE � (ΔSDO − ΔSDF

ΔSDO
) , (8)

where ΔSDO and ΔSDF are the variations in snow depth in the
open site and in the forest site for every single snowfall event, and
they were measured in the open site (OS) and forest plots at three
locations in each plot simultaneously, respectively.

The cumulative value of the forest canopy interception
coefficient (Ic) over the whole snow season or the winter
period was calculated as follows:

Ic � ∑1

n
(ΔSDi

O − ΔSDi
F)

Psnowfall

, (9)

where Ic is the cumulative interception coefficient, ΔSDi
O-ΔSDi

F is
the canopy interception of a single snowfall event i, the sum is the
accumulated interception depth of the entire winter (cm), and
Psnowfall is the total snow depth (cm).

2.3.4 Calculation of SnowSublimation by theWeighing
Measurement Method
The snow sublimation in the open site (OS) was measured by the
continuous daily weighing snow evaporator method (Figure 3D).
Three circular cylindrical tubes that were 20 cm in diameter and
made of white PVC plastic material were used as in situ snow
collection device and placed in the OS site for the duration of the
snow season. The height of the cylinder was able to be adjusted
according to the depth of the external snow, and the connecting
ring was used to increase or reduce the height of the cylinder to
avoid snow exchange in the horizontal direction inside and
outside of the weighing cylinder, as well as to control the
disturbance caused by frequent manual measurements and to
ensure the stability of the snow sample in the cylinder. The
cylinder was weighed at 08:00, 12:00, and 16:00 each day, and the
weight change from 16:00 on the previous day to 16:00 on the
current day was measured as the snow sublimation amount of the
day. The daily sublimation of snow in the OS was calculated as
follows:

ET � 10p
M1 −M2 + P

ρw*π(D2)
2 , (10)

where ET is the snow sublimation (mm/day); M1 and M2 are the
weights of the cylinder for the previous day (16:00) and for the
present day (16:00) (g); P is the snowfall occurring within the
weighing interval, which is measured by other separate empty
cylinders for the weighting measurement (g); ρw is the liquid
density of water (1.0 g/cm3); D is the diameter of the snow
measuring cylinder (20 cm); and π is the circular rate
constant (3.14).

2.3.5 Calculation of Snowmelt Rate by the Water
Balance Method
To evaluate the impact of forests on the items of the snow water
balance, we calculated the water balance during the snow melting
period as follows:

QSWE � QSnowfall − QE↑ − QS , (11)
where QSWE, QSnowfall, QE↑, and QS are the variation in the surface
snow water equivalent during the melting period, snowfall
accumulated on the snow surface, the snow sublimation, and
the loss of snow via snowmelt which was converted into liquid
water, respectively (QSWE is obtained through snow surveys, and
QSnowfall is snowfall accumulation for each plot during the
ablation period. QSnowfall represents penetrating snow in
forests, which is obtained from time-lapse photography of
snow depths under the forest and calculated by Eq. 6). It is
noted that no rain-on-snow events were observed during the
snow ablation periods in 3 years. QS is the loss of snow converted
into liquid water in the snow layer during the ablation period and
is estimated from Eq. 11.QE↑ is the snow sublimation and it is the
total amount water flux returned to the atmosphere in the form of
sublimation. Therefore, the value (QE↑) is the sum of the
sublimation under the forest and the snow sublimation of the
forest canopy which was calculated using the EC method.

In some previous studies for estimating snowwater equivalent,
the snow melting was calculated from meteorological data with
empirical or energy-based methods [e.g., Yao et al. (2012); Yao
et al. (2018)]. In our present study, the snow melting was
calculated through the water balance equation (Eq. 11), as all
other items were obtained by field measurements. The daily
snowmelt rate (Sr) was calculated as follows, by similarly using
water balance:

Sr �
Qi

SWE − Qj
SWE − Qi−j

snowfall − Qi−j
E ↑

Ni−j , (12)

where Sr is the daily rate of snowmelt (mm/day), and Qi
SWE and

Qj
SWE are the SWE of the surface snow on day i and day j during

the ablation period (mm), respectively. Qi−j
snowfall is the snow

accumulation on surface snow between day i and day j (i < j)
(mm).Qi−j

E ↑ is the total amount of snow sublimation between day i
and day j (mm), and N is the number of days between day i and
day j (days).

2.3.6 Quantification of the Effects of Forest on the
Snow Process
To ensure that the impacts that forests have on snow processes
are comparable across different years and different forest types, a
forest and open site comparison method was used to calculate the
effect value (E). This normalization method for different forest
snow data was based on the effect value calculated by the
reference point OS, and a method similar to that proposed by
Varhola et al. (2010) was adopted, which quantified the effect
uniformly over the whole season (accumulation and ablation
periods). The E was calculated as follows:

E � SWEForest − SWEOpen site

SWEOpen site
, (13)

where SWEForest is the average snow water equivalent (SWE) of
each forest type at the plot scale, SWEOpen site is the average snow
water equivalent (SWE) of the open site (OS), which is calculated
by Eq. 6 based on the snow surveys. E is the effect value,

Frontiers in Environmental Science | www.frontiersin.org July 2022 | Volume 10 | Article 9293097

Gao et al. Impact of Forest on Snow

23

https://www.frontiersin.org/journals/environmental-science
www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles


representing the average value calculated after multiple surveys
throughput the entire survey period for each winter. A negative
value indicates that there is a decreasing impact of the forest on
the understory SWE (snow water equivalent), while a larger
absolute value indicates a stronger impact of the forest on the
understory SWE.

3 RESULTS

3.1 Meteorological Characteristics During
the Study Period
The meteorological conditions varied throughout the whole snow
cover period (Figure 4). The rapid shift between snow
accumulation and ablation periods is strongly controlled by
meteorological factors, such as snowfall, net radiation, air
temperature, and other factors. According to various
characteristics of meteorological elements (average
temperature, net radiation, and the maximum snow depth) in
the open area OS, we found that the date of the maximum snow
depth appeared when the daily-average temperature was reaching
0°C in our research area, indicating the air temperature was the
most important factor controlling the shift from accumulation to
ablation. Therefore, the date of the maximum snow depth was
used to divide the whole snow process into two periods, the Ac
period and theAb period. Themaximum snow depth was reached
on 20 February 2019, 20 March 2020, and 15 February 2021,
respectively, for the three winter seasons. The maximum snow
depth in the OS was 25 cm (2018–2019), 63 cm (2019–2020), and
27 cm (2020–2021), respectively. Overall, both air temperature
(Ta) and net radiation (Ra) are the main input sources of snow
ablation energy, and their values varied at different periods, which
together regulate the transition between the Ac and Ab periods.
Over the 3 years, the average of Ta in Ac was about −11.2°C
(2018–2019), −9.1°C (2019–2020), and −12°C (2020–2021), and
the average of Ra in Ac was 7.75 MJ/m2 (2018–2019), 6.76 MJ/m2

(2019–2020), and 6.6 MJ/m2 (2020–2021), respectively. During

the three Ab periods, the average of Ta increased to −2.2°C
(2018–2019), 1.86°C (2019–2020), and −6°C (2020–2021), and
the average of Ra increased to 13.1 MJ/m2 (2018–2019), 18.8 MJ/
m2 (2019–2020), and 9.95 MJ/m2 (2020–2021). The average
values of Ta and Ra in the Ac period were lower than those in
the Ab period.

The changes in Ta and Ra during the Ab period affected the
pattern of snowmelting and thus strongly controlled the duration
of the snow. Although the maximum snow depth in 2019–2020
(63 cm) was far greater than that in the other 2 years (Figure 4
middle column), the multi-day average of Ta and Ra during the
Ab period remained the highest at 1.86°C and 18.8 MJ/m2; thus,
fast ablation was observed during this snowmelt period. The
ablation curve was also relatively steep, and the Ab period lasted
just 13 days. However, the maximum snow depth in 2020–2021
was only 27 cm in the OS (Figure 4 right column). The multi-day
average of Ta and Ra in the Ab period were only −6°C and
9.95 MJ/m2 and showed a slow increasing trend. As a result, the
snow had showed a slow ablation, and theAb period lasted for the
longest amount of time: 23 days (2020–2021). Correspondingly,
there were 11 (2018–2019), 13 (2019–2020), and 23 (2020–2021)
snow ablation days for the 3 years. Thus, the ablation pattern and
ablation duration in the Ab period were mainly controlled by the
Ta and Ra. The higher the values of Ta and Ra, the faster the
ablation rate, and correspondingly, the shorter the ablation
period.

3.2 Variations in Snow Density and Snow
Depth at Five Sites
The snow density (ρ) varied largely with the day of winter (DOW)
within the different land types: between 0.14 and 0.45 g/cm3 at the
five sites (Figure 5). Throughout the three winters, the ρ of the
five sites in the Ac period was smaller than that in the Ab period,
and ρ increased with the DOW. The ρ during the Ac period was
about 0.14–0.35 g/cm3, while during the Ab period, the ρ of the
five sites all showed an increasing trend, varying between 0.35 and

FIGURE 4 | Characteristics of meteorological conditions during snow accumulation and ablation processes in the open area OS, for each of the three winter
seasons. The maximum snow depth appeared near the 0°C air temperature and was used as the dividing date for two periods, where Ac is the accumulation period that
occurred before the maximum snow depth date, and Ab is the ablation period.
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0.45 g/cm3. The relationship between ρ and DOW of the five sites
showed the best (R2 = 0.84) linear correlation in 2019–2020, and
the correlation results in 2018–2019 (R2 = 0.34) and in 2020–2021
(R2 = 0.45) were relatively weaker. Changes in meteorological
conditions also affected the relationship between ρ and DOW.
The annual snowfall in 2019–2020 was close to the average

annual snowfall in the region for many years, but 2018–2019
and 2020–2021 were abnormal years where there was less
snowfall in this region (Table 2). Thus, in the early Ac period
of the two snow years with less snow, the surface snow depth
showed a long-term weak fluctuation in the low range (<10 cm,
Figure 4) and snow density lacked the process of compaction due

FIGURE 5 | Relationship of snow density (ρ) with day of winter (DOW) for 3 years at five sites: (A) 2018–2019, (B) 2019–2020, and (C) 2020–2021. Day of winter
(DOW) represents the number of days, starting from November 1 to the seasonal end of April 8. The different icons indicate different land types: OS, open site; HCF, high-
intensity cutting mixed forest; MCF, moderate-intensity cutting mixed forest; NMF, natural mixed forests; LCF, low-intensity cutting mixed forest. The solid line is a fitted
regression for snow density and DOW for all land types, and the shaded range indicates the 95% conference interval.

TABLE 2 | Statistical characteristics of snowfall for 3 years.

Year S (cm) Light snow
(0 < d ≤ 5 cm)

Moderate snow
(5 cm < d ≤ 15 cm)

Heavy snow
(15 cm < d ≤ 25 cm)

Extremely heavy
snow (d > 25 cm)

Proportion (%) Proportion (%) Proportion (%) Proportion (%)

2018–2019 91 63 37 - -
2019–2020 207 32 43 12 13
2020–2021 75 48 28 24 -

The single snowfall intensity was identified by a set of snow depth thresholds at themeteorological stations OS; d is the snow depth of a single snowfall event, and 0, 5, 15, and 25 cmwere
used as the thresholds to divide snowfall into four categories. S is the total snowfall in a season, and the proportion of one intensity category is the ratio of the cumulative value of this
category against the total snowfall. “-“ means not applicable.

FIGURE 6 | Snow depth distribution characteristics at stand level for five sites in three years, (A) 2018–2019, (B) 2019–2020, and (C) 2020–2021. The histogram is
the average snow depth (SD) at the plot scale, and the error bar is the standard deviation (n = 36). Different color histograms indicate different sites: OS, open site; HCF,
high-intensity cutting mixed forest; MCF, moderate-intensity cutting mixed forest; NMF, natural mixed forests; LCF, low-intensity cutting mixed forest; SD is snow depth
(cm). The survey number (SN) is the serial number of the field snow survey conducted, and snow depth surveys were carried out weekly to bi-weekly.
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to the small snow depth accumulation. Moreover, Ta and Ra in the
Ac period were low for a long time and there existed a role for new
snowfall to reduce the average snow density of the snow profile,
and these factors eventually affected the evolutionary process of
snow density. This was the main reason for the relatively weak
relationship between ρ and DOW in 2018–2019 and 2020–2021.

The snow depth in the forest correlated to the forest canopy
closure (Figure 6). The SD in the OS was greater than that in all
the forests for the same SN. Moreover, the SD of the four forests in
the same SN also decreased as the closure θ increased. The size
order of the SD was OS >HCF >MCF > NMF > LCF (Figure 6),
but the θ order was OS < HCF < MCF < NMF < LCF (Table 1),
showing opposite sizes. This indicated that the forest had an
obvious snow depth reduction effect. Forests with a larger θ tend
to have a smaller SD.

3.3 The Relationship Between Forest
Canopy Interception and Snowfall
The forest canopy interception correlated fairly with snowfall
(Figure 7). The CIE of the canopy decreased as the amount of
snowfall increased for an event, during 2018–2021. The CIE of the
HCF,NMF,MCF, and LCF for a single snowfall event varied from0.1
to 0.9. A single snowfall event in the study area ranged between 1.5
and 42mm(converted to liquidwater). On thewhole, theCIE showed
interannual variation (seeing the three sub-graphs for 3 years in
Figure 7), and the fitting effectiveness of the regression curve was
better in the 2019–2020 winter than in the other two winters, which
was mainly because of the higher interception effect of the canopy on
light snows. The proportion of the cumulative amount of light snow
in the total snowfall amount was the lowest in the 2019–2020 season
(Table 2). Figure 7 also shows that there was an interval difference
relationship between the variation range of the interception
coefficient and snowfall. The smaller the snowfall, the greater the
variation range of the interception coefficient. Additionally, as
snowfall increased, the variation range of the interception
coefficient gradually became narrower. Furthermore, as illustrated
by the fitting curves, there was a different maximum interception
coefficient among different forest types. In other words, when the

amount of snowfall was the same, the forest with a larger closure had
a higher CIE (i.e., NMF > HCF, LCF > MCF).

3.4 The Relationship Between Canopy
Closure and Snow Interception Coefficient
The snow interception coefficient is strongly related to forest canopy
closure (Figure 8). The Ic and θ had a good positive correlation, and
Ic increased with θ. This means that in the same year, when the θ of
the forest was larger among the four forest plots, more snow was
intercepted by the canopy. In the 2018–2019 winter, the Ic of the four
plots varied from 0.59 to 0.9, and the forest canopy intercepted
59%–90% of the snowfall. The correlation’s slope parameter was 2.75
(R2 = 0.95). When the θ increased by 0.1, the Ic would increase by

FIGURE 7 | Relationship between the forest canopy interception coefficient (CIE) and snowfall for each of the three years, (A) 2018–2019, (B) 2019–2020, and (C)
2020–2021. The different icons indicate different forest types. One dot is for one snowfall event. The fitted curves are logarithmic functions of the snowfall.

FIGURE 8 | Relationship between cumulative interception coefficient (Ic)
and forest canopy closure (θ). Points with different colors and shapes
represent different years: the black square points represent 2018–2019, the
red points represent 2019–2020, and the gray triangle points represent
2020–2021.
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0.27, and the corresponding snow interception increased by 27%. In
the 2019–2020 winter, the Ic of the four forests varied from 0.34 to
0.73, the forest intercepted 34%–73% of the snowfall that occurred.
When θ increased by 0.1, the Ic increased by 0.33 (R2 = 0.98), and the
corresponding snow interception increased by 33%. In the
2020–2021 winter, the Ic of the four forests varied from 0.41 to
0.58, and the forest canopy intercepted 41%–58% of the total
snowfall. For every 0.1 increase in θ, the Ic increased by 0.13 (R2

= 0.96), and the corresponding snowfall interception increased by
13%. Thus, we found that the relationship between Ic and θ was the
strongest in 2019–2020, followed by in 2018–2019 and in 2020–2021.
There were different linear correlations between Ic and θ in different
years, indicating that the relationship had interannual variation that
were largely related to changes in the annual snowfall and intensity
composition of snowfall events.

The interception coefficients of the fourmixed forests all showed a
decreasing trend as the snowfall intensity increased. This feature
appeared the highest with light snow, the second highest with

moderate snow, and the lowest with heavy snow and extremely
heavy snow (Figure 7). As a consequence of this, when there was a
higher proportion of light snow in a year, the cumulative interception
was larger (Figure 8, 2018–2019), which means that when more
snow was lost due to canopy interception, there was less snow
understory of the canopy. From Table 2, in 2018–2019, light
snow comprised 63% of the annual snowfall, and this was why
the cumulative snow interception rates at the four forests in
2018–2019 were all higher than they were in the other 2 years
(Figure 8).

3.5 The Relationship Between Canopy
Closure and Snow Sublimation Rate
The forest canopy closure affected the snow sublimation rate
(Figures 9A,C,E). There were obvious differences in the snow
sublimation dynamics between the OS and the four forests. The Ss
in the OS and the variation range in the 3 years were both much

FIGURE 9 | Snow sublimation rate (Ss) daily dynamics of five sites: (A) 2018–2019, (C) 2019–2020, and (E) 2020–2021; the relationship between the multi-day
average snow sublimation rate (Ss-A) and forest canopy closure (θ) in the different periods: (B) 2018–2019, (D) 2019–2020, and (F) 2020–2021. Ac is the accumulation
period (right column, grey point), Ab is the ablation period (right column, red point), and red dotted line (left column) is the dividing line for the Ac and Ab periods.
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larger than those in the four forests over the entirety of both the
Ac and Ab periods. Over the course of 3 years, the Ss in the OS
varied from 0 to 4.5 mm/day, while the Ss in the four forests
(HCF, MCF, NMF, and LCF) varied from 0 to 1.0 mm/day.
During the different snow periods (Ac and Ab) for the same
site, the Ss in the Ab period was greater than that during the Ac
period (Figures 9B,D,F). Moreover, the Ss in the OS showed a
much faster increase than it did in the four forests (Figure 9 left
column).

The forest closure affected the snow sublimation rate in both
the snow accumulation and ablation periods. The snow
sublimation rate (Ss) of four forests in the accumulation
period was lower than that in the ablation period (Figures
9B,D,F). In 2018–2019, the Ss in the accumulation period was
0.3 ± 0.04–0.12 ± 0.14 mm/day, while it increased to 0.09 ±
0.03–0.24 ± 0.05 mm/day in the ablation period. In 2019–2020,
the Ss was 0.13 ± 0.13–0.4 ± 0.37 mm/day in the snow
accumulation period, while it increased to 0.39 ± 0.18–0.77 ±
0.31 mm/day in the ablation period. In 2020–2021, the Ss was
0.07 ± 0.06–0.14 ± 0.08 mm/day during the snow accumulation
period and increased to 0.20 ± 0.08–0.23 ± 0.13 mm/day during
the ablation period.

The effects of forest canopy closure on the snow sublimation
rate showed interannual variations for both the periods. Figures
9B,D,F showed the relationship between Ss-A and θ during the
different periods. The Ss-A of the four forests during theAc andAb
periods all decreased as the θ increased for the first 2 years
(2018–2019 and 2019–2020). The slope and correlation
coefficient (−1.21, R2 = 0.96, 2018–2019; −3.37, R2 = 0.83,
2019–2020) were steeper and stronger during the Ab period
than they were during the Ac period (−0.66, R2 = 0.53,

2018–2019; −1.1, R2 = 0.20, 2019–2020). This difference
reflected how forest canopy closure had a reduction effect on
Ss in 2018–2019 and 2019–2020. Additionally, the effects of forest
canopy closure on snow sublimation rate during the Ab period
was stronger than that in the Ac period. However, for the year
2020–2021, Ss-A and θ showed a weak positive correlation
(Figure 9F), which was opposite to the correlations in the
other 2 years. This indicated that forest canopy closure
increased the snow sublimation rate slightly in 2020–2021.

3.6 The Relationship Between Canopy
Closure and Snowmelt Rate
The snowmelt rate was also affected by forest canopy closure
(Figure 10). The average Sr in the four forests was about
1.52 mm/day (2018–2019), 10.5 mm/day (2019–2020), and
2.69 mm/day (2020–2021). The large variation in the Sr among
the years was related to the varying Ta and Ra. The higher they
were, the higher the Sr and the faster the snowmelt. During the
three Ab periods, there were different correlations between θ and
Sr. The Sr was negatively correlated with θ in 2018–2019 (R2 =
0.73), and Sr decreased by 0.4 mm/day when the θ increased by
0.1. Similarly, there was a good negative correlation between Sr
and θ in 2019–2020 (R2 = 0.77), and Sr decreased by 3 mm/day
when the θ increased by 0.1. This suggested that elevated forest
canopy closure reduced the snowmelt rate in two of the studied
years. However, Sr showed a slight increase alone with the θ in
2020–2021, which indicated that the θ increased the Sr slightly
during the Ab period (Sr increased by 0.79 mm/day for every 0.1
increase in θ). In summary, there was a good correlation between
θ and Sr, and the relationship between them showed interannual
variation.

FIGURE 10 | Relationship between forest canopy closure (θ) and
snowmelt rate (Sr). Points of different colors and shapes represent different
years. The gray square points represent 2018–2019, the red circle points
represent 2019–2020, and the blue triangle points represent
2020–2021.

FIGURE 11 | Relationship between forest influence effect (E) on snow
processes and canopy closure (θ). Points of different colors and shapes
represent different years.
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3.7 The Relationship Between Forest Effect
on the Snow Process and Canopy Closure
Forests have a significant impact on snow processes, and with the
increase of forest canopy closure, the influence of forest on snow
processes also increased correspondingly (Figure 11). All four
forests show a reduction in the understory surface snow water
equivalent, and there is a good linear correlation between θ and
the influence effect E over the 3 years. In a normal snow year
(2019–2020), the E ranged from −27% to −52% among the four
plots, and it decreased as θ increased across plots. Four forests
showed a stronger effect on the snow in extreme low snow years
(2018–2019 and 2020–2021). The mean values of the effect of the
four mixed forests on understory SWE (snow water equivalent)
over the 3 years ranged from −45% to −65%. Therefore, the effects
of canopy closure on the forest snow processes had interannual
variation. The slope of the fitted linear line (Figure 11) showed
that the relationship between θ and E changed a little among
different years. In 2018–2019, when θ increased by 0.1, the E of
the forest on the SWE showed a relative increase of 13% (R2 =
0.98). In 2019–2020, when θ increased by 0.1, the E increased by
17% (R2 = 0.96), or in 2020–2021 it increased by 14% (R2 = 0.95).
This was mainly due to the changes in snowfall characteristics in
different years (Table 2). Canopy closure had a negative effect on
snow processes. When θ was larger, the effect was stronger, and
accordingly, there was less SWE under the forest. The higher the
proportion of light snowfall annually, the stronger the influence
effect of the forest on snow processes. For example, E
(2019–2020) > E (2020–2021) > E (2018–2019), corresponding
to the proportion of light snowfall to annual snowfall, which was
0.32 (2019–2020) < 0.48 (2020–2021) < 0.63 (2018–2019).

4 DISCUSSION

4.1 Influence Mechanisms of Forest on
Snow Density and Snow Depth
Snow density and snow depth are indicators of the impacts that a
forest has on snow processes. The duration date factors of snow
(DOY, day of year or Julian day) have been used in snow density
models: e.g., Sturm model (Lea et al., 2010) and Sexstone model
(Sexstone and Fassnacht, 2014). Similar to the snow density
research by Yao et al. (2018) at the Dorset Environment
Science Centre site, we also found that there was a good
correlation between density ρ and DOW (day of winter)
during a normal snow year (R2 = 0.84, 2019–2020), indicating
that the evolution of snow density can be reconstructed and
characterized by DOW. However, the relationship was weak in
snow-anomaly years (R2 = 0.34, 2018–2019; R2 = 0.45,
2020–2021). This indicates that snow depth (SD) should be
taken into account when using the DOW to simulate snow
density in less snow years. Although the snow density showed
a distinguishable relationship at different sites after certain snow
surveys in our study, no regular relationship was observed
throughout the whole snow season. The main reason for this
is that the forest canopy had a complex and persistent impact on
snow density through changing a variety of comprehensive

factors (such as snow depth, temperature, humidity,
sublimation, and ablation), which ultimately affected the snow
density under the forest canopy. A single survey event reveals
only the results of the comprehensive impact of various factors on
snow density in a limited period. The intensity and mechanism of
different factors are changed constantly. Therefore, during the
entire snow period, the snow density at various sites did not show
a stable relationship with distinguishability and consistency.

The forest canopy closure affected the snow depth obviously,
and the snow depth had a good relationship with the canopy
closure gradient over the 3 years (Figure 6). When θ was larger,
the SD was smaller. This was mainly because the greater the θ, the
stronger the interception effect of the canopy on snow (Figure 8),
resulting in less snow accumulating on the ground surface.

4.2 Influence Mechanism of Forest Canopy
Closure on the Snow Process
Canopy closure indirectly reflects the interception area in the
horizontal direction of the canopy, and it is a canopy indicator
that controls the energy input and mass input to the snow surface
of the understory. When the interception area increases, both the
snow and energy input to the surface through the canopy are
weakened. Therefore, the interception effect and influence effect
decreased as θ increased (Figures 8, 11). In this study, the
canopy’s interception effect on the snow was about −34% to
−73%. Similar to the study by Storck et al. (2002), Roth and Nolin
(2017), and Xiao et al. (2019), canopy interception was still the
strongest factor affecting understory surface snow accumulation
in this region. However, we found that for extreme low snow
years, the canopy interception effect was stronger than in normal
snow years. Additionally, the radiation transmission and wind
speed under the canopy decreased as the canopy closure increased
(Stähli et al., 2009), and they further changed the snow
sublimation rate and snowmelt rate. All of these is the reason
why the Ss in the four forests was lower than that of the open site
(Figure 9), Ss and Sr both decreased as θ increased (Figures 9, 10).
More importantly, at the forest stand level (40 m wide) of our
study, θ showed a good correlation relationship with all the snow
sub-processes (interception, sublimation, and snowmelt). Similar
to previous studies on the relationship between canopy closure
(or LAI) and snow processes as determined using different scales
and methods by Krogh et al. (2020), Broxton et al. (2021), and
Russell et al. (2021), we also found that θ was an ideal canopy
index factor to explain the variations in SD, Ic, Ss, Sr, and SWE in
the mixed forests of the Changbai Mountains.

Moreover, the effects of θ on Ss and Sr take place during
different periods and show interannual variations. The
relationship between θ and Ss or Sr appeared to be positively
correlated in two of the studied years (2018–2019 and
2019–2020) but negatively correlated in the other year
(2020–2021). The sublimation results in NMF forest by Li
et al. (2013) showed that the sublimation rate has quadratic
curves and exponential relationships with net radiation and the
average temperature, respectively. Therefore, the influence of
forests on snow sublimation was highly sensitive to changes in
two climate factors. The multi-day Ta and Ra were −6°C and
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9.95 MJ/m2 during the Ab period (2020–2021), so the energy
required for snowmelt mainly came from the Ra. Because the
extinction of short-wave radiation by canopy can increase the
long-wave radiation of the trunk (Pomeroy et al., 2009), when the
canopy has a greater θ, more energy can be absorbed by the
canopy in the form of net solar radiation. This further increased
the energy supply (long-wave radiation) of the snow surface and
promoted the Ss and Sr of the forest snow. Therefore, Ss and Sr
increased as θ increased in 2020–2021 (Figures 9, 10). The results
show that the effects (positive or negative) of forest canopy
closure on snow sub-processes (i.e., sublimation and
snowmelt) mainly depend on the changes in different
meteorological factors during the different periods.

4.3 Influence Mechanism of Snowfall on the
Interaction Between Forest and Snow
The forest had a significant effect on reducing the amount of snow
(Figures 6, 11). Meanwhile, there was a good negative correlation
between canopy closure and the effect value (Figure 11), which is
consistent with the previous research results obtained by Gelfan et al.
(2004) and Varhola et al. (2010). However, the results based on the
3 years of our study showed the interannual variation in the
correlation between the two. One reason was the composition of
snowfall. The canopy interception coefficient was the strongest for
light snow, followed bymoderate snow, andwas the smallest in heavy
snow and extremely heavy snow (Figure 7). Accordingly, the higher
the proportion of light snow, the higher effect value on the snow
process. As such, forests had a stronger effect in 2018–2019 than it did
during the other 2 years (Figure 11). Similarly, the proportion of light
snow in 2019–2020 was the smallest (32%), and the four forests
showed a smaller effect value (2019–2020) than the other 2 years. In
addition, the total annual snowfall was another reason, as they had a
joint effect on the snow processes. Ultimately, the impact of forests on
the snow process was relatively stronger in extreme low snow years
than in normal snow years. Likewise, we speculated that the intensity
of the nested and interactive effects of large-scale factors (climatic
conditions) and small-scale factors (forest structure) likely changed
over the 3 years. This indicates that in different regions, or at different
spatial scales, strong local and interannual variations may happen in
the relationship between canopy closure and snow processes.

Our study serves as a case study for enriching our knowledge
of forest and snow interactions. The results herein also suggest
that the establishment of statistical models or physical models
based on canopy structure factors in forest areas need to consider
interannual effects, types of snowfall, type of forest, and scale
dependences. If available, the corresponding parameters of the
spatiotemporal interpolation method and remote sensing
algorithm, such as the pixel decomposition algorithm by Jiang
et al. (2014) and Yang et al. (2019), should be flexibly adjusted
according to the relationship between SWE and forest closure in
forest areas, and this may improve the accuracy of snow
estimation in forest areas. Our study presents the effect of
mixed forests on snow processes in the Changbai Mountain
area over the course of three snow years and will compensate
for the lack of snow process research in northeast China.
Moreover, it may provide helpful information for forest

management, snow model verification, remote sensing product
development, algorithm improvement, and verification for this
region in the future.

5 CONCLUSION

This study explored the impact of forest canopy closure on snow
processes by combining in situ snow survey, eddy covariance, and
water balance method to research snow processes at five sites
(four forest sites and an open site). We found that forest snow
processes were largely controlled by the changes in snowfall or
intensity, micrometeorological conditions, and forest canopy
closure. The interception of snow by the forest canopy was an
important factor affecting the snow depth of understory. The
forest interception effect ranged from −33% to −90%. The good
correlation between forest canopy closure and the interception
effect also showed interannual changes, which were mainly
related to different snowfall events. Changes in forest closure
altered the snow sublimation and snowmelt processes, and
canopy closure showed a good correlation with the snow
sublimation rate and snowmelt rate. Compared to the open
site, the four mixed forests affected the SWE of understory by
−27% to −81% and strongly reduced the SWE over the 3 years.
Canopy closure can explain well the impact of mixed forest
structure changes on the snow processes in the Changbai
Mountain area. We also found that there were interannual
variations in the impact effects caused by forest closure on the
snow processes, suggesting that dynamic effects need to be
considered when comparing snow models in forest area or
when conducting the snow mapping tasks. More importantly,
changes in snowfall caused by future winter warming may further
complicate the impact of forests on snow processes in this region.
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Reforestation in Southern China
Enhances the Convective Afternoon
Rainfall During the Post-flood Season
Xing Li1,2*, Xiao Li1,3, Hedi Ma4, Wenjian Hua3, Haishan Chen3, Xiaohang Wen1,
Wanxin Zhang1, Yiwen Lu2, Xueqi Pang5 and Xuanwen Zhang5

1Plateau Atmosphere and Environment Key Laboratory of Sichuan Province, College of Atmospheric Science, Chengdu
University of Information Technology, Chengdu, China, 2Shanghai Ecological Forecasting and Remote Sensing Center, Shanghai
Meteorological Service, Shanghai, China, 3Key Laboratory of Meteorological Disaster, Ministry of Education (KLME)/Joint
International Research Laboratory of Climate and Environment Change (ILCEC)/Collaborative Innovation Center on Forecast and
Evaluation of Meteorological Disasters (CIC-FEMD), Nanjing University of Information Science and Technology, Nanjing, China,
4Hubei Key Laboratory for Heavy Rain Monitoring and Warning Research, Institute of Heavy Rain, China Meteorological
Administration, Wuhan, China, 5Department of Atmospheric and Oceanic Sciences, Fudan University, Shanghai, China

Dynamic and continuous land use and cover change (LUCC) is one of the external forcing
factors affecting regional climate in China. Based on the annual dynamic global land cover
dataset derived from the Global Land Surface Satellite (GLASS-GLC), this paper modelled
and investigated the effects of annual transient LUCC on precipitation over China using the
regional climate model RegCM4.8.2. Analysis of the GLASS-GLC data revealed that
considerable conversions of cropland to forest, grassland to cropland and bare ground to
grassland had occurred during the last 3 decades (1984–2013) in southern, northeastern
and northwestern China respectively. By comparing the differences between the two sets
of experiments under the fixed LUCC and dynamic LUCC scenarios, the results showed
that reforestation in southern China during the past 3 decades significantly enhanced local
convective afternoon rainfall (CAR; ~2 mm/day) during the post-flood season (POF; July-
August-September). This reforestation effect on CAR also increased with the intensity of
LUCC. However, the realistic LUCC effects were weak and negligible for other periods,
regions and large-scale precipitation. Furthermore, we have identified two possible
reasons that favored the occurrence of POFCAR, namely that the moisture and
instability conditions required to trigger convections were both enhanced by
reforestation. This was evidenced by increases (decreases) in convective available
potential energy (lifting condensation level), increases in atmospheric water vapor
content and declining tendencies of equivalent potential temperature with height.
Overall, this study highlights the importance of reforestation impacts on the diurnal
variations of the precipitation.

Keywords: land use and cover change, regional climate modeling, convective precipitation, GLASS-GLC, southern
China
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INTRODUCTION

Land use and cover change (LUCC) is one of the anthropogenic
external forcing factors that affect global and regional climate
(IPCC, 2013; IPCC, 2021). According to the latest
Intergovernmental Panel on Climate Change (IPCC) Special
Report on Climate Change and Land (SRCCL), 71% of the
global ice-free land has been used by humans over the
historical period, and 24% of the land has also undergone land
cover conversion (Arneth et al., 2019). Such intense LUCC can
exert influences on local, regional and even global scale weather
and climate through two pathways, namely biogeophysical (e.g.,
Bright, 2015; Chen and Dirmeyer, 2016; Li et al., 2017; Winckler
et al., 2017; Hirsch et al., 2018; Li et al., 2018) and biogeochemical
(e.g., Claussen et al., 2001; Cherubini et al., 2012; Ciais et al., 2013;
Ward et al., 2014) mechanisms. On the one hand, LUCC can
modulate the local energy-water balance by changing albedo,
evapotranspiration, and roughness, causing changes in weather
and climate (e.g., Bonan, 2008; Davin and de Noblet-Ducoudré,
2010; Devaraju et al., 2018). On the other hand, LUCC can also
alter the biogeochemical cycle by changing the biomass and the
associated atmospheric composition, further affecting climate
change and the provision of ecosystem services (Pielke, 2005;
Reyers et al., 2009; Devaraju et al., 2015). However, the impact of
LUCC on climate is subject to considerable uncertainties and
challenges (e.g., Pitman et al., 2009; Pitman et al., 2011; Houghton
et al., 2012; Li et al., 2018; Ge et al., 2019), and the IPCC gives only
medium confidence in the net global effects of LUCC (IPCC,
2021).

A large number of observational and numerical modeling
studies have highlighted the much more significant impacts of
LUCC on local and regional climates than the global mean (e.g.,
Lohila et al., 2010; Lee et al., 2011; Pielke Sr et al., 2011; Hua and
Chen, 2013; Mahmood et al., 2014; Lawrence and Vandecar,
2015). However, due to the long-time scales of LUCC and the
insufficient accumulation of observations, the regional LUCC
effects have been assessed mainly through the global land-use
model-based reconstructed LUCC datasets (e.g., the Land-Use
Harmonization datasets; Hurtt et al., 2011; Hurtt et al., 2020) and
numerical simulations. This results in the confidence in the
quantitative impact of LUCC being highly reliant on the
model’s representations of the LUCC-related processes and the
accuracy of the data used to characterize LUCC (Prestele et al.,
2017). Numerous studies have used reconstructed data or
idealized LUCC scenarios (e.g., complete deforestation) to
reveal the effects and mechanisms of historical LUCC on
regional and global climate (e.g., Pitman et al., 2012; Chen
and Dirmeyer, 2017; Li et al., 2017; Li et al., 2022). These
studies generally reached similar conclusions: large-scale and
high-intensity LUCCs had considerable regional effects on
temperatures and the related extremes, while being relatively
weak and more uncertain for precipitation. Due to the relatively
coarse resolution of the global model, it is likely that LUCC effects
on small-scale processes, such as local wind systems, convections,
boundary layer processes and scale-interactions are ignored
(Mahmood et al., 2014). Therefore, to better assess the role of
LUCC in climate change, more refined representations and

explanations of the realistic LUCC and its impacts and
mechanisms on climate are needed. Meanwhile, Lawrence and
Vandecar (2015) andMahmood et al. (2016) also pointed out that
the quantitative assessments derived from simulations using
state-of-the-art mesoscale models and more realistic LUCC
scenarios are helpful and useful for local policymakers.

After the 1980s, as satellite data accumulated, satellite-based
LUCC datasets with the high resolution and long time series, were
developed. For example, the Terra and Aqua combined Moderate
Resolution Imaging Spectroradiometer (MODIS) yearly land
cover type dataset (e.g., MCD12C1; Sulla-Menashe and Friedl,
2018), the European Space Agency (ESA)-Climate Change
Initiative (CCI)-Land Cover (LC) dataset (ESA-CCI-LC; ESA,
2017) and the Global Land Surface Satellite Climate Data
Records-derived land cover dataset (GLASS-GLC; Liu et al.,
2020). Among these, the GLASS-GLC dataset is the most
recent, longest time series and highest average accuracy
product of the three popular LUCC datasets mentioned above
(Liu et al., 2020). It also provides a reliable data source for the use
of regional climate models to simulate the weather-climate effects
of the realistic and long-term dynamics of LUCC. Based on the
LUCC scenarios characterized by satellite data, a growing number
of studies in recent years have also assessed the impacts of realistic
LUCC using regional climate models (e.g., Chen et al., 2015; Hu
et al., 2015; Zhang et al., 2021). For example, Hu et al. (2015) used
the Weather Research and Forecasting (WRF) model to reveal
that LUCC (1980 versus 2000s) cooled the surface air
temperature in northern China by 0.3–0.5°C and increased
summer precipitation in southern China by ~6–7%. Zhang
et al. (2021) also used the WRF model and similar LUCC
scenarios and experiments to highlight that the impact of
LUCC on precipitation in eastern China may be strongly
influenced by the large-scale background climate. The vast
majority of these studies have assessed the impacts of LUCC
based on the comparison of the differences in climate state
between the two fixed LUCC scenarios, with no consideration
of the interannual variability of LUCC dynamics.

China has experienced the remarkable forest restoration over
the last 3 decades, especially in southern China, leading the way in
global greening (Chen et al., 2019). In terms of local ecological
restoration, afforestation/reforestation significantly reverses land
degradation and increases forest carbon sinks to potentially
mitigate GHG-induced global warming (e.g., Pan et al., 2011;
Bryan et al., 2018). However, afforestation/reforestation as a
possible greenhouse gas mitigation strategy to meet climate
targets (Grassi et al., 2017), the impacts of its biogeophysical
effects (e.g., albedo, roughness and evapotranspiration) in the
realistic LUCC scenario, also need to be fully assessed and
understood (e.g., Betts, 2000; Bonan, 2008; Davin and de
Noblet- Ducoudré, 2010; Perugini et al., 2017; Duveiller et al.,
2018). In particular, the effects of forests on precipitation are
largely unknown and uncertain, both in terms of their extent and
physical mechanisms. This is where the previous researches were
highly inadequate. Therefore, based on the above considerations
and gaps, this paper explores the effects of realistic LUCC on
precipitation over China by using the latest satellite-based LUCC
dataset to conduct numerical simulations with a state-of-the-art
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regional climate model, focusing on: 1) The quantitative
assessment of realistic LUCCs on precipitation, especially the
relative contribution of convective and large-scale precipitation
responses. 2) The associated physical mechanisms.

DATA, MODEL AND METHODOLOGY

Regional Climate Model
The state-of-the-art regional climate model used in this study to
investigate the realistic LUCC effects in China is the Regional
Climate Model system (RegCM) developed by the International
Centre for Theoretical Physics (ICTP). We use RegCM version
4.8.2 and select the Community Land Model version 4.5
(CLM4.5; Oleson et al., 2013) from the United States National
Center for Atmospheric Research (NCAR) as the land surface
component. RegCM was originally developed by Dickinson et al.
(1989) and Giorgi and Bates (1989) for dynamical downscaling in
limited-area regional climate modeling. To date, RegCM has been
updated to its fourth generation (Giorgi et al., 2012; Coppola
et al., 2021) and the fifth generation (preview version can be
found at https://github.com/ICTP/RegCM/tree/Version5) will be
released soon. RegCM4 is one of the most widely used regional
climate models in multiple fields over the last decades (e.g., Gao
and Giorgi, 2017). Particularly for East Asia, RegCM4 has become
one of the most popular tools for exploring regional climate
change and projections, aerosols and LUCCs (e.g., Chen et al.,
2015), because of its good capability to reproduce both mean and
extreme climates (e.g., Ji and Kang, 2015; Hu et al., 2016). The up-
to-date source code of RegCM4 can be obtained from https://
github.com/ICTP/RegCM/.

Satellite Data and Pre-Processing
Procedure
The GLASS-GLC land cover dataset is used to characterize a
realistic LUCC scenario in our study, which contains the most
recently released global annual land cover maps produced using
machine learning techniques with a horizontal resolution of 5 km
(Liu et al., 2020). The GLASS-GLC has the highest averaged
accuracy and the longest time coverage compared to other
popular satellite-based land cover datasets such as MCD12C1
and ESA-CCI-LC (Liu et al., 2020). This dataset has seven major
land cover types, i.e., cropland, forest, grassland, shrubland,
tundra, bare land, and snow/ice and covers a total of 34 global
land cover maps for the period 1982–2015. Details of the
production of GLASS-GLC can be found in Liu et al. (2020).
The raw data can be downloaded from https://store.pangaea.de/
Publications/LiuH-etal_2020/GLASS-GLC.zip.

The land surface component of RegCM4, i.e., CLM4.5, has the
ability to simulate annual transient LUCC, updating not only the
change in PFT percentage every day, but also the associated
balance of mass and energy fluxes (Oleson et al., 2013). In order to
extract and merge annual dynamic LUCC information from the
original GLASS-GLC into the initial and boundary forcings of the
land surface model of RegCM4 (i.e., CLM4.5), we need to address
the following issues. 1) The conversions of land cover “type” data

from the original GLASS-GLC to the plant function type (PFT)
“percentage” data required by the CLM. 2) Minimizing the
possible year-to-year fluctuations in the original satellite data;
3) Matching the LUCC information from GLASS-GLC as much
as possible to the other initial and boundary conditions of
CLM4.5 (e.g., leaf area index; LAI). Based on the above
consideration, we preprocessed the GLASS-GLC data by
closely following the similar procedures to that of Liu et al.
(2021b). The detailed processes can be found in the
Supporting Information (Supplementary Appendix S1). The
final pre-processed GLASS-GLC-based land cover forcing data
have exactly the same structure as the model default data for
simulating dynamic LUCC (i.e., annually percentage information
for 17 PFTs: bare ground, eight trees, three shrubs, three grasses
and two crop types). In addition, the “urban” type is not included
in the GLASS-GLC data, so the realistic LUCC scenario in our
study only involves vegetation changes. The urban PFT
information remains default and fixed throughout the
simulation period. We also emphasize that only the PFT
percentage information in the forcing data was changed in this
study based on information from GLASS-GLC, and the
associated grid-level vegetation parameters (e.g., LAI) changed
with annual dynamic PFT-based updates. However, the
prescribed PFT-specific vegetation structure values (e.g., LAI,
stem area indices and canopy top and bottom heights) for
calculating grid-level vegetation parameters remained
unchanged.

We first fully examined the spatio-temporal characteristics of
the realistic LUCC using two methods, namely the linear trends
(Figure 1) and the empirical orthogonal function (EOF) leading
modes (Supplementary Figure S1). Figure 1 shows the linear
trends of four major PFTs (i.e., bare ground, grassland, forests
and cropland) percentages during 1984–2013. In short, three
evident LUCC regions are detected from the spatial modes:
i.e., conversions from cropland to forest in southern China,
conversions from grassland to cropland in northeastern China
and the conversions from bare ground to grassland major in
northwestern China (i.e., parts of Xinjiang province, Tibet and
the Hetao region; Figures 1A–D). In addition, the EOF results
also indicate that dominant spatio-temporal patterns for all types
of LUCC in China during the past 30 years have been
characterized by overall long-term trends.

Experimental Design
To investigate the transient LUCC effects and mechanisms on
precipitation over China, we conduct two groups of long-term
simulations (from 1983 to 2013) using RegCM4. 1) FIXED
experiment: the simulation forced by land covers fixed at 1984;
2) TRANS experiment: simulations forced by annual transient
land cover maps from 1984–2013. Additionally, to reduce the
uncertainty in the results, two additional perturbation runs of
the TRANS experiment, noted as TRANS_p1 and TRANS_p2,
are performed with limited computational resources. These
two perturbed runs randomly perturb the atmospheric
temperature and humidity boundary conditions 6-hourly
(i.e., add perturbations when update the boundary
conditions), with the maximum amplitude being
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approximately 10−5 of the standard deviation of that variable.
It should be noted that we change only the land cover maps
between the two groups of experiments within China. The land
cover information for the rest of the simulated domain (see
Figure 2) outside of China (e.g., India and Mainland Southeast
Asia) is fixed as the default land cover map (i.e., MODIS;
Lawrence and Chase, 2007) through the whole simulation
periods. All simulations (i.e., both FIXED and TRANS
groups) are setup consistently according to the framework
of the East Asia domain of the Coordinated Regional
Downscaling Experiment (CORDEX) Phase II. In detail, we
configure the RegCM computational domain based on the
Rotated Mercator map projection centered at (35°N, 116°E)
with a total of 280 (north-south) × 428 (west-east) grid points
at 25 km spacing, as shown in Figure 2. The simulations are
driven by the European Center for Medium-Range Weather
Forecasts (ECMWF) Interim reanalysis (i.e., ERA-Interim;
Dee et al., 2011), which initiate on 1 Jan 1983 and integrate

continuously through 31 December 2013. The first year is
considered as the spin-up time and is not included in the
results below. The sea surface temperatures are prescribed
from the monthly sea surface temperature from Hadley Centre
(HadISST). The selections of other configurations and various
physical parameterizations schemes are listed in Table 1. We
chose combinations of these schemes because they have been
proven to be the “best” combination for modeling the regional
climate of East Asia (Han et al., 2015; Gao et al., 2016; Gao
et al., 2017).

To better interpret the changes in the PFT and their associated
vegetation parameters, we also examined the linear trends of
various vegetation parameters (e.g., LAI, surface roughness length
and albedo) in the TRANS group, as shown in Figure 3. It is clear
that the LAI and surface roughness (surface albedo) tend to
increase (decrease) due to the reforestation in southern China
(Figure 3). The conversions of bare ground to grassland in the
Hetao area also resulted in a significant increase (decrease) in LAI

FIGURE 1 | The linear trends of four major PFTs percentages during 1984–2013: (A) bare ground, (B) grassland, (C) forest and (D) cropland in China, units: %/30a.
Note that the red, blue and green rectangles in the figure represent the main cropland-to-forest (21.5–30°N; 98–122°E), grassland-to-cropland (36–49°N; 114–127°E)
and bare groud-to-grassland (36–41°N; 107–112.5°E) transition areas, respectively. All colored values in the plots are statistically significant at 95% confidence level.
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(surface albedo). In addition, the conversion of grassland to
cropland in northern China seems to have produced no
change in vegetation parameters (Figure 3), probably because
the vegetation structure values for grassland and cropland in the
PFT-specific look-up tables are very close.

Other Methodology
To measure the significance of the differences between the two
experiments (i.e., the LUCC effect), we use a two-tailed modified
student t-test (Zwiers and von Storch, 1995). By subtracting
FIXED simulation from each simulation in TRANS group, we
can obtain the LUCC effects in each pair of simulations. Then, we
can calculate the multiyear monthly/seasonal ensemble mean to
quantify the effects of realistic LUCC. Note that the results in the
following sections are represented by the ensemble means. The
degrees of consistency (i.e., uncertainties) are defined as follows:
“strong” when the LUCC-induced changes have the same sign
and are statistically significant (at the 90% confidence level) in all
three paired simulations; “moderate”when two of the simulations
have the same sign as the ensemble mean and are statistically
significant; “weak” when only one simulation is statistically
significant; “insignificant” when none of the paired simulations
are significant. In addition, some general statistical methods used
in this paper (e.g., linear trend) will not be repeatedly
described here.

RESULTS

Previous studies had shown that LUCC effects on daily/
monthly mean precipitation were weak and uncertain (e.g.,

FIGURE 2 | The simulation domain and elevations (units: m) of the
model. The blue lines indicate the boundary of the simulation domain.

TABLE 1 | The configurations of the model and the selections of the parameterization schemes.

Contents Configurations

Dynamical configuration MM5 hydrostatic dynamic core (Grell et al., 1994) with 23 levels-σ coordinate (top at 50 hPa)
Cumulus parameterizations MIT-Emanuel (Emanuel and Živković-Rothman, 1999) for both land and ocean
Land surface scheme NCAR CLM4.5 (Oleson et al., 2013)
Planetary boundary layer scheme Modified Holtslag (Holtslag et al., 1990)
Explicit moisture scheme SUBEX (Pal et al., 2000)
Radiation scheme Modified CCM3 (Kiehl et al., 1996)
Ocean flux scheme Zeng et al., (1998)

FIGURE 3 | The linear trends of various vegetation parameters during 1984–2013 in the TRANS experiment: (A) leaf area index, units: m2 m−2/30a; (B) surface
roughness length, units: m/30a; and (C) snow-free surface albedo, units: 10−1/30a. All colored values in the plots are statistically significant at 95% confidence level.
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Pitman et al., 2009), however, its effects on sub-daily
precipitation may be non-neglighable (e.g., Wang et al.,
2000; Chen and Dirmeyer, 2017). During the hot season
(especially summer), precipitations often manifest distinct
diurnal signals along the southeast coast of China, which
are mainly associated with local convective afternoon
rainfall events due to local secondary circulations (e.g., sea-

land breezes). During the last 30 years, parts of the realistic
LUCCs also coincide in southern China (Figures 1C,D), where
afternoon convection events are frequent during the rainy
season. Therefore, in contrast to previous studies that
explored the influence of LUCC on precipitation from a
daily mean perspective, we focus mainly on the variations
of afternoon precipitation in the following results. Because of
the wide range of regional longitudes (time zones) spanning in
China, it is difficult to characterize the afternoon moment for
the whole region with a specific moment at a coarse resolution
of 6-hourly. So we define the moment when the daily
maximum temperature occurs for a given day at a specific
grid point as the local afternoon. All relevant variables, such as
precipitation and temperature, shown in the following results
refer to the values at that moment. It should also be noted that
we separated the total afternoon precipitation into the large-
scale and convective precipitation (short for LAR and CAR,
respectively) for further investigations.

Seasonal Afternoon Precipitation Changes
in Response to LUCC
We first examine the variations in monthly afternoon
precipitation induced by realistic LUCCs over three regions
with intense LUCCs, shown as multi-year monthly means of
regional averages (Figure 4). In general, the responses of
afternoon precipitation due to realistic LUCCs are limited.
Among the three typical LUCC regions, only the reforestation
in southern China have caused significant changes in CAR
during the post-flood season of southern China (i.e., July-
August-September, short for POF hereinafter), while the other
LUCC conversions in the Hetao region (i.e., bare ground-to-
grassland conversions) and northern China (i.e., grassland-to-
cropland conversions) basically lead to slight and insignificant
changes in the LAR and CAR (Figure 4). In detail for southern
China, reforestation significantly increases the CAR during the
POF season (POFCAR hereinafter), with the highest increases
of 1.19 mm/day in August, followed by 0.56 mm/day in July
and 0.52 mm/day in September, respectively (Figure 4A).
Meanwhile, the inter-sample uncertainty of the LUCC-
induced POFCAR responses is small, i.e., the averaged
inter-sample standard deviation of the POFCAR is only
0.11 mm/day (Figure 4A). In other months, however,
reforestation causes little change (within ± 0.15 mm/day) in
CAR, even during the other rainy season in southern China
(i.e., the pre-flood season, April-May-June, PRF hereinafter).
Furthermore, for the LAR in southern China, reforestation has
not caused considerable changes, and the responses to LAR are
within ± 0.3 mm/day for all months (Figure 4A). In addition,
bare ground-to-grassland conversions over the Hetao region
induce moderate increases in CAR (~0.3–0.5 mm/day) during
part of summer and autumn months, but the responses are not
significant (Figure 4B). For grassland-to-cropland
conversions in northern China, no significant responses of
LAR and CAR are detected and the LUCC-induced changes in
precipitation are very slight (within ± 0.2 mm/day) in all
months (Figure 4C).

FIGURE 4 | The multi-year mean monthly variations of the regional
averaged realistic LUCC-induced changes in afternoon convective (red,
“CAR”) and large-scale (blue, “LAR”) rainfall (units: mm/day) for three typical
LUCC regions: (A) cropland-to-forest transitions in southern China, (B)
bare ground-to-grassland transitions in Hetao region and (C) the grassland-
to-cropland transitions in northeastern China. Note that the grids involved in
the regional mean calculation are shown in the subplots in the top right corner
of each figure. The bars with yellow asterisks inside indicate a greater than
“moderate” degree of consistency among the results of the ensemble
members. Error bars denote ensemble spread of the changes.
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Interannual Variability of Afternoon
Precipitation Responses to Reforestation in
Southern China
Furthermore, since the realistic and transient LUCC scenario
(i.e., the TRANS experiments) would cause the intensity of LUCC
to increase over time when compared to the fixed LUCC scenario
(i.e., the FIXED experiment), it is likely that the effect of LUCC
would also be enhanced in the meantime (e.g., Li et al., 2017).
Therefore, we also investigate the spatial patterns of LUCC effects
on POFCAR at different decades and the regional averaged
interannual variability of POFCAR over southern China due
to reforestation to see whether there are enhanced LUCC
effects over time. The results are shown in Figures 5, 6
respectively. It should be noted that we divided the 30-years

simulation period into three sub-periods of equal length
(i.e., 1984–1993, 1994–2003, 2004–2013). Figure 5 shows the
spatial differences of LUCC-induced changes in POFCAR during
three sub-periods (Figures 5A–C) and the entire simulation
period (Figure 5D). Overall, the impacts of realistic LUCC on
POFCAR do vary considerably at different periods (Figure 5). In
detail, the spatial results show that among the three evident
LUCC regions, indeed only the southern reforestation leads to
significantly enhanced local POFCAR responses, regardless of
whether they are averaged over the entire period (Figure 5D) or
across the three different decades (Figures 5A–C). These results
are also in good agreement with the previous regional averaging
results. Moreover, the enhancement of LUCC-induced POFCAR
over southern China does increase with intensified LUCC
strength (Figures 5A–C). For example, during periods of weak

FIGURE 5 | The ensemble mean results of realistic LUCC-induced changes in convective afternoon rainfall (CAR; units: mm/day) in the post-flood season (POF;
July-August-September) during multiple periods over China: (A) 1984–1993, (B) 1994–2003, (C) 2004–2013, and (D) 1984–2013. The solid (hollow) black dots in the
figures denote a greater than “moderate” (“weak”) degree of consistency among the results of the ensemble members.
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(i.e., 1984–1993; Figure 5A) to moderate LUCC (i.e., 1994–2003;
Figure 5B), although there are also some enhancements of
POFCAR in southern reforestation areas, they are weak in
both magnitudes and significances. In contrast, the responses
of POFCAR to southern reforestation become very robust and
significant during the period of intense LUCC (i.e., 2004–2013;
Figure 5C). Specifically, reforestation-induced POFCAR show
broad and significant enhancements across southern China
during 2004–2013, with the magnitude can even exceed
2.4 mm/day (Figure 5C). For the entire simulation period, the
southern reforestation regions similarly show significant
POFCAR enhancements (~1.6–2.0 mm/day) and are likely due
to the contribution of the LUCC effects in the last decade
(i.e., 2004–2013; Figure 5D). Moreover, we examined the
percentage changes in CAR due to LUCC to confirm the
robustness of the aforementioned absolute changes in CAR
(Supplementary Figure S2). The results showed that the
reforestation in southern China can increase CAR by
10%–20% (20%–30%) during 1984–2013 (2004–2013), which
are indeed marked increases. In addition, the CAR responses
have some sporadic and weak significant signals in other LUCC
areas (e.g., along the Qinghai-Tibet Railway with significant
decreases in CAR during 1994–2003). However, the
interdecadal variations of such signal are large and not clearly
related to the LUCC intensity, which may due to the internal
noise of the model.

Besides the CAR, we also examine the spatial patterns of
LUCC-induced LAR during the POF season at different decades,
and the responses of LAR show sporadic and insignificant
variations during all periods (Supplementary Figure S3),
which are also probably due to the internal noise. In addition,
as wementioned above, POFCAR only responded to reforestation
in southern China, whereas the other intense LUCC regions and

types (e.g., bare ground-to-grassland in Hetao area and grassland-
to-cropland in northeastern China) did not cause significant
changes in CAR (almost zero) at any time periods. This may
be due to the weak changes in surface properties (e.g., surface
roughness, Figure 3B) caused by the increase in grassland or the
conversion of grassland to cropland when compared to
reforestation, which in turn may not be able to produce
pronounced changes in CAR through land-atmosphere
interactions either.

Furthermore, we also investigate the interannual variability
of the regional averaged LUCC-induced LAR and CAR during
POF over the southern reforestation region, as shown in
Figure 6. Obviously, the responses of POFCAR to
reforestation are similar to the above findings, i.e., the
reforestation-induced enhancement of POFCAR shows a
clear increasing tendency over time, which is generally
consistent with the intensity of reforestation (Figure 6).
Meanwhile, the effect of reforestation appears to be effective
only for the CAR and not for the LAR, and the LAR shows
weak and highly uncertain responses due to reforestation
(Figure 6). In conclusion, the overall impact of realistic
LUCC on precipitation in China is limited, but for specific
seasons (i.e., POF) and types of LUCC (i.e., reforestation), it
can cause non-negligible changes in CAR. Several studies have
also highlighted the effects of LUCC on precipitation from
various perspectives and scenarios (e.g., Chen and Dirmeyer,
2017; Wang et al., 2020; Wang et al., 2021). In particular, Chen
and Dirmeyer (2017) revealed that deforestation could lead to
a reduction in precipitation and CAR, which are opposite to
our LUCC scenario and sign of precipitation responses. This
further suggests that the current results are intrinsically
consistent with these previous findings. What are the
mechanisms of the reforestation-induced enhancement of

FIGURE 6 | The interannual variations (bars) in the regional means of LUCC-induced changes in CAR (red) and LAR (blue) during POF season, units: mm/day, the
corresponding uncertainties (error bars) and the intensity of forests (dash lines) over southern China. Note that the precipitation changes are corresponding to the y-axis
on the left. The dash lines with red hollow square denote ΔForest (“Δ” denotes TRANSminus FIXED), corresponding to the y-axis on the right, units: %. The error bars are
represented by the ensemble spread of the precipitation changes due to LUCC. The meaning of subplot at the bottom right corner is the same as Figure 3A. The
different translucent backgrounds in the figure indicate decades with different LUCC intensities (light yellow: 1984–1993; light green: 1994–2003; light blue: 2004–2013).
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POFCAR in southern China?We will investigate this further in
the next section.

Possible Causes of the Enhanced POFCAR
in Southern China
Convective rainfall can theoretically be more effectively triggered by
the release of more heat into the planetary boundary layer (PBL) on
the one hand, which favors the development of the PBL and the
formation of clouds. On the other hand, adding moisture to the
lower atmosphere could also lead to moist convection initiations
(Findell and Eltahir, 2003a; Findell and Eltahir, 2003b). Therefore, in
order to interpret the enhanced POFCAR in southern China, we first
examine the realistic LUCC-induced changes in temperature and

humidity conditions during POF at the surface and lower
atmosphere (i.e., the lowest model level).

Figure 7 shows the LUCC-induced changes in near-surface air
temperature, canopy evapotranspiration, atmospheric temperature
and specific humidity at the lowest model level during POF.
Generally speaking, reforestation leads to a cooler (Figure 7A)
and wetter (Figure 7B) surface condition in southern China, which
probably due to the evaporative cooling effect of forests (Li et al.,
2015; Bright et al., 2017; Zeng et al., 2017; Burakowski et al., 2018).
In detail, for the surface air temperature, moderate coolings
(−0.3~−0.5°C) due to reforestation are generally observed only
in the southern China, but their significances show weak and
sporadic features (Figure 7A). The canopy evapotranspiration
(ET) flux is significantly enhanced by 4–6Wm−2 due to

FIGURE 7 | The ensemble mean results of realistic LUCC-induced changes in multiple near-surface temperature and humidity variables in POF season during
1984–2013: (A) 2 m air temperature (units: °C), (B) canopy evapotranspiration (units: 101 W m−2), (C) atmospheric air temperature at the lowest model level (units: °C)
and (D) atmospheric specific humidity at the lowest model level (units: g/kg). Themeaning of the solid (hollow) black dots is the same as in Figure 5. Note that the LUCC-
induced changes in the area above 3000 m are masked.
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reforestation in southern China. In addition, in parts of
northwestern China, the conversion of bare ground to grassland
also results in slight but significant increases of ET (Figure 7B).
From changes in surface temperature and humidity, we can infer
that the forests probably transport more surface moisture through
the canopy and then release them into the atmospheric boundary
layer. Furthermore, we also examine the LUCC-induced changes in
temperature and humidity conditions at the lower atmosphere
(Figures 7C,D). The results show that the cooling effect of
reforestation in southern China is substantially weakened at the
lower atmosphere, with only very slight responses (within ± 0.1°C)
remaining (Figure 7C). However, for changes in humidity, the
enhanced ET at the surface simultaneously results in significant
increases in moisture in the lower atmosphere (up to 0.3 g/kg;
Figure 7D). These results suggest that the enhanced humidity
caused by reforestation not only changes the moisture condition at
the surface, but also has a broader effect on the boundary layer and
lower atmosphere, while the cooling of temperature is generally
limited at the surface.

To further understand the responses of reforestation-induced
temperature and humidity states (expressed as specific humidity
and equivalent potential temperature) in the low-to-mid
atmosphere, longitude-height profiles (averaged over 21.5–30
°N) for the southern reforested regions are performed, as
shown in Figure 8. In terms of water vapor, reforestation
causes overall increases in humidity throughout the lower
troposphere (i.e., 1000–500 hPa), with the greatest response
detected at the surface, and the magnitude of the increase in
humidity decreases with height (Figure 8A). This considerable
increase in the humidity at the lower troposphere is highly
corresponding to the previous result of enhanced ET caused
by reforestation in southern China during POF (i.e., Figures
7B,D). It is noted that the increases in specific humidity provide
the necessary moisture conditions for precipitation on the one
hand, and on the other hand their vertical characteristics also
favor the establishment of a “dry top and wet bottom”
stratification, which has the potential to increase the

convective instability energy. The equivalent potential
temperature (θe) is an important parameter for representing
the combined features of temperature and humidity, and it is
also closely related to the convective available potential energy
(CAPE; Machado et al., 2002; Parker 2002; Kalthoff et al., 2011).
For the θe, it is clear that the highest warming is located at about
700 hPa (~0.15 K; Figure 7A), which could lead to increased
convective instability in the mid-to-upper troposphere and
favoring the vertical stretching of the convection system.

Figure 9 shows the LUCC-induced changes in convective-
related variables associated with the CAR, i.e., CAPE,
convection inhibition energy (CIN), atmospheric water
vapor content (PRW) and lifting condensation level (LCL).
Not surprisingly, there are moderate increases in CAPE due
to reforestation in southern China, with an averaged
enhancement of approximately 40–60 J kg−1 (Figure 9A).
This is highly correlated with the observed enhancement of
CAR in southern reforested regions (i.e., Figures 4–6). These
results indicate that more days have afternoon convective
precipitation triggered when croplands are replaced by
forests, leading to increased CAR over this region. In
addition to this, we have also detected significant decreases
in CAPE over the Yangtze-Huai River Basin, but there is no
significant change in either CAR or temperature and
humidity state parameters for this area, which is likely due
to the remote effects of LUCC or to the internal noise of the
model (Figure 9A). However, for CIN, little LUCC-induced
changes are observed (Figure 9B), suggesting that the net
instability energy is dominated by LUCC-induced changes in
CAPE. The observed response of PRW also shows large
increasements in the southern reforested regions, but the
significance is relatively weak (Figure 9C). Moreover, the
LUCC-induced changes in LCL are also examined, as shown
in Figure 9D. It is clear that the changes of LCL height
induced by LUCC strongly reduce by 40–60 m, indicating that
the cloud base height is decreasing (Figure 9D), which may
also favor the initiation of convection.

FIGURE 8 | The meridional sections (longitude-height) of the LUCC-induced changes in equivalent potential temperature (filled color; units: K) and atmospheric
specific humidity (contours; units: g/kg) for the southern China (averaged over 21.5–30 °N) in the POF season during (A) 1984–2013 and (B) 2004–2013.
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In conclusion, these convective-related variables presented
above reflect the vertically integrated moisture, instability and
condensation needed for the generation and development of
CAR, with wetter atmosphere, higher CAPE and lower LCL
favoring CAR more. The current mechanism is highly
consistent with previous similar studies (e.g., Chen and
Dirmeyer, 2017) in which LUCC-induced changes in CAPE
dominate changes in convective precipitation.

DISCUSSION

In the previous part, we modeled the effects of realistic LUCC on
the CAR based on the GLASS-GLC-based annual dynamic LUCC
information. We found a robust enhancement of POFCAR due to
reforestation in southern China, mainly as a result of a combined

increase in atmospheric humidity and convective instability
energy. Although the current results highlight the non-
negligible role of realistic LUCC on the change of CAR, there
are still caveats and uncertainties that should be fully discussed. In
this section, we will discuss the possible uncertainties of our
finding in terms of data, model and mechanisms.

Firstly, the accuracy of LUCC data is crucial to the reliability of
modeling results. Although the GLASS-GLC data we used are
synthetically the relatively reliable data at present, other datasets
do better than GLASS-GLC data in specific aspects. For example,
according to Liu et al. (2020), for the cropland type, the accuracy
of ESA-CCI-LC data (94.19%) is better than that of GLASS-GLC
data (73.26%), when compared with FLUXNET test samples.
However, the relatively low classification accuracy may lead to
misclassification of the model’s grid-level PFT types, which is
likely to cause significant changes in surface energy budget and

FIGURE 9 | Same as Figure 7, but for (A) convective available potential energy (units: J/kg), (B) convection inhibition energy (units: J/kg), (C) atmospheric water
vapor content (units: 10−2 mm) and (D) lifting condensation level (units: m). The meaning of the solid (hollow) black dots is the same as in Figure 5.
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repartitioning, ultimately involving uncertainty in the model’s
temperature and precipitation responses (Ge et al., 2019). On the
other hand, as the long-term series of LUCC information derived
from GLASS-GLC data is limited to changes in the five major
land cover types, other realistic land changes that may have
potential impacts on climate (e.g., urbanization and irrigation)
are not included in our study. For example, Zhong et al. (2017)
highlighted that urban heat islands in the Yangtze River Delta
urban cluster can increase extreme summer rainfall through
enhanced afternoon convergence and updrafts. Liu et al.
(2021a) revealed that the cooling and wetting effects of
irrigation exerted opposite impacts on convective precipitation
over China. To better assess the climate effects of realistic LUCCs,
the effects of vegetation changes, urbanization and land
management changes (e.g., irrigation) on regional climate need
to be considered and quantified simultaneously in future studies.

Furthermore, while our study identified significant impacts of
realistic LUCC on POFCAR and its corresponding mechanisms, it is
also true that we based on the modeling results of a single regional
climate model. Even though our use of limited ensemble simulations
can enhance the confidence of the current conclusions, the impacts of
LUCC on regional climate, especially on precipitation, are highly
uncertain among the multi-models. Using the results of multi-model
intercomparison projects (e.g., CMIP5/6 and LUCID), several studies
have highlighted the high degree of uncertainty in multi-model
quantifications of LUCC impacts (e.g., Pitman et al., 2009; Pitman
et al., 2012; Li et al., 2018). In particular, for precipitation, mostmulti-
model responses to LUCC, both in terms of its local and remote
responses, were not consistent and significant over most of the globe
(Pitman et al., 2009; Pitman et al., 2012). This is closely related to the
inter-model descriptions of surface parameters (e.g., albedo,
evapotranspiration), the land-atmosphere coupling strength and
the selections of multiple parameterizations schemes specified by
individual models (e.g., Koster et al., 2006; Pitman et al., 2009; Hirsch
et al., 2014; Li et al., 2018). Specifically for RegCM, two additional
caveats should be mentioned here. On the one hand, the empirical
look-up tables used to determine PFT-specific vegetation parameters
are actually inaccurate (Ge et al., 2021), which may further introduce
uncertainties to the simulated climate effects of LUCC via influencing
surface energy budget, etc. Several recent studies also highlighted the
importance of changing vegetation parameters (e.g., LAI) on the
regional climate of China, which are critical for improving the model
performance in simulating realistic LUCC effects the (e.g., Li et al.,
2020; Yu et al., 2020). On the other hand, regional climate models
such as RegCM are noted to be less capable of modeling
repartitioning effects between latent and sensible heat fluxes (e.g.,
Ge et al., 2021). This is highly crucial for the confidence of the
modeling-derived effects of reforestation/afforestation. Hence, in
order to assess the impact of realistic LUCC more accurately,
parallel simulations of multiple improved models with multiple
ensemble realizations are necessary in future studies. Recently, the
Land Use and Climate Across Scales (LUCAS) initiative has been
designed for integrating LUCC effects over Europe in RCMs. This is
also the first RCM intercomparison project that will go from idealized
(phase 1) to realistic high-resolution LUCC scenarios (phases 2 and
3), which is highly consistent with the views and insights expressed in
our study. We emphasize the need for more parallel efforts to

understand and quantify realistic LUCC impacts - as a potential
pathway that could be useful for tackling future climate change. In
addition, due to computational resource limitations, we can only
conduct simulations of realistic LUCC effects at a relatively coarse
(e.g., 25 km) horizontal resolution. It is feasible to describe subgrid-
scale precipitation at such a resolution by selecting a convective
parameterization scheme, however, this also means that the response
of the CARs we have found may depend entirely on the
parameterization that we have chosen. In future studies,
simulations at a convective-permitting resolution (e.g., <3 km) are
also needed in order to better understand the mechanisms of realistic
LUCC effects on the convective precipitation.

Last but not least, the current responses of CAR due to
reforestation in southern China seem to be valid only during
POF, why not for the other seasons or periods? In addition to
the POF results presented in the previous section, we carried out the
same analysis for atmospheric hydrothermal conditions during the
PRF season (Supplementary Figures S4 and S5). The results show
that for the PRF, the reforestation in southern China does not exert a
significant influence on surface and atmospheric humidity and
instability energy as it does during the POF period. Thus, in
comparison, the weak changes in CAR during the PRF period
may be mainly due to the lack of moisture and instability energy
conditions that is critical for the development of the convections.
This also implies that the alteration of surface energy budget by
LUCC can be significantly distinct in the context of different
seasonal atmospheric environmental conditions. The influence of
the climatic background on LUCC effects has also been widely noted
(e.g., Pitman et al., 2011; Hua and Chen, 2013; Li et al., 2018). The
detailed mechanisms will need to be examined more specifically in
future studies. Furthermore, the effects of reforestation on CAR that
we have identified in this study appear to be dominated by local
effects. It should be noted that the prescribed sea surface
temperatures were used as oceanic forcings in our regional
climate simulations, which in fact ignored the indirect effects of
LUCC via ocean-atmosphere interactions (e.g., de Noblet-Ducoudré
et al., 2012). Ma et al. (2013) also highlighted the significant
hydrologic responses in East China to afforestation only occurred
when land-ocean-atmosphere coupling was involved. This further
implies that the effects (mostly the nonlocal effects) of LUCC are
likely underestimated by the current study. Besides, the effects and
mechanisms of forests on precipitation, particularly their indirect
and remote responses, are still largely unknown. For example, forests
are known to be more efficient than the open lands in transporting
sensible and latent heat fluxes from the ground to the boundary layer
through canopy (Wang et al., 2000; Fisch et al., 2004; Li et al., 2015).
As a result, de-/reforestation can not only exert considerable impacts
on local climate, but can also cause remote impacts through
modulating the atmospheric circulation (e.g., van der Ent et al.,
2010). However, the above-mentioned effects of forests show large
divergence in the multi-model results particularly for the remote
effects, which may be due to large differences in evapotranspiration
and atmospheric moisture responses (e.g., Pitman et al., 2009).
Besides, a recent study by Xu et al. (2022) also revealed that
forests may have completely opposite effects on cloudiness in
different areas, which was linked to their specific small-scale
heterogeneous landscapes. In short, in addition to the
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uncertainties mentioned above, our study obtained certain signals in
precipitation in the realistic and dynamic LUCC scenario from
numerical experiments, which are helpful for understanding and
assessing the real impact of LUCC. A comprehensive understanding
of the quantitative impacts of realistic LUCC on regional climate will
therefore require detailed researches to further advance.

Despite all the caveats mentioned above, the most important
added value of the current study is the uncovering of a non-
negligible response of CAR due to LUCC in a realistic scenario.
This provides a new insight to revisit the regional climate effects
of LUCC and especially its impact on precipitation at sub-
daily scale.

CONCLUSION

This paper used the state-of-the-art regional climate model
RegCM4.8.2 to simulate and investigate the impact of annual
dynamic realistic LUCC on precipitation in China based on the
GLASS-GLC satellite data. Overall, the realistic LUCC has
occurred in three main areas over the past 3 decades: the
cropland-forest transition zone in southern China, the
grassland-cropland transition zone in northeastern China and
the bare ground-grassland transition zone in northwestern
China. In the context of such realistic LUCC scenario, through
the ensemble comparative experiments we found robust
enhancements of POFCAR in the LUCC-induced reforestation
areas of southern China, with increases in CAR magnitudes of up
to 2 mm/day. In contrast, the changes in large-scale precipitation
in the afternoon were less pronounced. We also found that this
increase in reforestation-induced CAR was enhanced with
increasing LUCC intensity in terms of interannual variations.
Further analysis revealed that the increase in CAR was most
pronounced in the years 2004–2013 (i.e., the decade of greatest
LUCC intensity), both in terms of the spatial extent of its
significant changes (in almost all southern reforestation areas)
and its intensity (which can exceed 2.4 mm/day). However, apart
from the above responses, no significant changes in both large-
scale and convective precipitation were observed in the other
considerable LUCC areas.

Furthermore, we explored the possible mechanisms for the
enhanced POFCAR induced by reforestation. Results showed that
the changes in POFCAR can be attributed to two possible factors:
On the one hand, the reforestation significantly enhanced the
evapotranspiration at the surface, resulting in a significant
increase in water vapor at the surface and in the lower
atmosphere, which provided favorable moisture conditions for
the generation of CAR. On the other hand, the enhancement of
water vapor was more evident in the lower atmosphere than in
the higher atmosphere, thus leading to an unstable “dry-on-top,
wet-on-bottom” state of the atmosphere’s stratification. In
addition, the simultaneous decreases in LCL, the increases in
CAPE and the tendency for the equivalent potential temperature
to decrease with height all matched such unstable stratification
and provided instability energy conditions for the CAR
generation. Finally, a wetter atmosphere, higher CAPE and
lower LCL induced by intense reforestation produced more CAR.

In summary, our current study uncovered significant effects
of realistic LUCC on CAR in southern China. To date, our
study is one of the few to use dynamic LUCC forcing rather
than fixed LUCC forcing in regional climate simulations to
study the climate impacts of regional LUCC in China.
Although our study is only the result of a single model, we
again emphasize the importance of anthropogenic
interventions in forest changes as a potentially critical
strategy for tackling climate change. In future studies,
multi-model ensemble comparisons under a unified
framework are required to better assess the biogeophysical
effects of historical and future LUCC and forest changes.
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The total-sky direct solar radiation at Earth’s surface (SRS) not only has an

important impact on the earth’s climate and ecology, but also is a crucial

parameter for solar photovoltaic power. SRS determines whether photovoltaic

power plants can be built in the region and directly affects the efficiency of

photovoltaic power generation. Therefore, the spatial and temporal distribution

characteristics of SRS have a very important guiding significance for the

construction of photovoltaic power stations. This study discusses the

temporal and spatial characteristics of SRS and its influencing factors in

China during 1961–2020 using ERA5 data and the empirical orthogonal

function (EOF), rotated empirical orthogonal function (REOF), and ensemble

empirical model decomposition (EEMD)methods. Our investigation reveals that

the high-value SRS center is located on the southwestern Tibetan Plateau, while

the low-value center occurs on the northeastern Yunnan–Guizhou Plateau and

in the Sichuan Basin. Seasonal variability in SRS means that maximum values

occur uniformly in summer, followed sequentially by spring, autumn, and

winter. The spatial distribution of the leading SRS EOF mode exhibits a

dipole pattern between the southern Tibetan Plateau and other regions.

Combined with the time series, SRS in China underwent an interdecadal

transition around the year 2000. The regression analysis shows that this

pattern is mainly affected by surface air temperature, total precipitation,

relative humidity and cloud cover. The time series evolution of SRS primarily

reflects the interannual variability in annual-mean and four seasons; the

variance contributions of decadal variability and secular trend are minor

through the EEMD. The REOF separates Chinese SRS into 11 central regions,

the top 5 being the western Tibetan Plateau, western Northwest China, the

eastern Tibetan Plateau, northern Xinjiang, and North China. The relationship

between SRS and meteorological parameters shows that SRS is positively

correlated with surface air temperature and wind speed but negatively

correlated with total precipitation, relative humidity, low and total cloud

cover, and aerosol concentrations.

OPEN ACCESS

EDITED BY

Yan Li,
Beijing Normal University, China

REVIEWED BY

Rudy Calif,
Université des Antilles, Guadeloupe
Keyan Fang,
Fujian Normal University, China

*CORRESPONDENCE

Liang Qiao,
19113020001@fudan.edu.cn

SPECIALTY SECTION

This article was submitted to
Land Use Dynamics,
a section of the journal
Frontiers in Environmental Science

RECEIVED 10 April 2022
ACCEPTED 13 July 2022
PUBLISHED 10 August 2022

CITATION

Jin H, Wang S, Yan P, Qiao L, Sun L and
Zhang L (2022), Spatial and temporal
characteristics of surface solar radiation
in China and its influencing factors.
Front. Environ. Sci. 10:916748.
doi: 10.3389/fenvs.2022.916748

COPYRIGHT

© 2022 Jin, Wang, Yan, Qiao, Sun and
Zhang. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original
publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or
reproduction is permitted which does
not comply with these terms.

Frontiers in Environmental Science frontiersin.org01

TYPE Original Research
PUBLISHED 10 August 2022
DOI 10.3389/fenvs.2022.916748

49

https://www.frontiersin.org/articles/10.3389/fenvs.2022.916748/full
https://www.frontiersin.org/articles/10.3389/fenvs.2022.916748/full
https://www.frontiersin.org/articles/10.3389/fenvs.2022.916748/full
https://www.frontiersin.org/articles/10.3389/fenvs.2022.916748/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fenvs.2022.916748&domain=pdf&date_stamp=2022-08-10
mailto:19113020001@fudan.edu.cn
https://doi.org/10.3389/fenvs.2022.916748
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org/journals/environmental-science#editorial-board
https://www.frontiersin.org/journals/environmental-science#editorial-board
https://doi.org/10.3389/fenvs.2022.916748


KEYWORDS

solar radiation, China, temporal and spatial characteristics, influence factor, EEMD
decomposition

Introduction

Solar radiation is the dominant source of energy received by

Earth’s surface, where it not only constitutes a valuable source of

renewable energy for use by humans but also plays a driving role

in global climate (Dickinson and Cheremisinoff, 1980; Yan et al.,

2014; Huang et al., 2017). Climate change is closely related to the

solar radiation reaching Earth’s surface; changes in insolation

directly affect surface temperature, and in turn evaporation,

hydrology, human living environments, and ecosystem.

Consequently, spatial and temporal variability in solar

radiation also influences the distribution of all climate-related

resources (Wu et al., 2009; You et al., 2013; Wang, 2015; Jin et al.,

2019; Zhang et al., 2020). As the primary energy source for

biological, physical, and chemical processes at Earth’s surface,

solar radiation plays a central role in local climate and the

development of plant communities and forms a key parameter

in numerical models simulating the land surface, hydrology,

ecology, climate, and environment. Ultimately, a robust

understanding of solar radiation is vital to these research

fields (Meza and Varas, 2000; Winslow et al., 2001; Zhou

et al., 2012; Blanka et al., 2017; Huang et al., 2017; Guan

et al., 2018). To support the development and utilization of

solar energy resources, it is first necessary to critically assess the

distribution and variability of solar energy resources (Xu et al.,

2010). As an essential input parameter for net primary

productivity of vegetation, the accuracy and quantitative

evaluation of solar radiation can help refine our knowledge of

regional and global carbon cycles (Zhang et al., 2020).

To accurately evaluate the nature of solar energy resources

throughout China, we first need to understand the spatial and

temporal distribution characteristics of solar radiation (He et al.,

2003; Huang et al., 2017). In their study of regional insolation

characteristics, Wen et al. (2008) employed ground radiation

observational data collected by 122 radiation stations throughout

China between 1961 and 2000 to study the regional

characteristics of solar radiation in China. Similarly, Li et al.

explored spatial and temporal variability in surface solar

radiation, and the factors influencing this variability, in China

for the period 2003–2012. The results of both studies indicate

that insolation is highest on the Tibetan Plateau and lowest in the

Sichuan Basin, and suggest that the receipt of solar radiation in

China is impacted by both seasonal and interannual variations.

Meanwhile, Yang et al. (2007) analyzed monthly averaged total

radiation data from sixty stations in mainland China between

1961 and 2002. They observed that most stations reported a

declining trend over the 40-year period, with the decline being

significantly greater in eastern regions than in the west. More

recently, Tao et al. (2016) proposed that spatial variability in

seasonal trends of total solar radiation varies considerably

throughout China, and Qi et al., 2014, Qi et al. (2015)

implicated aerosol pollution arising from urbanization and

industrialization in the observed insolation decrease. As the

primary factor is the dispersal of atmospheric pollutants, wind

plays a central role in the impact of tropospheric haze on

insolation levels. This relationship supports the model that air

pollution is an increasingly important driver of changes in

surface solar radiation, especially in eastern China.

Climatically, Shen and Wang, 2011 reported that observed

changes in surface solar radiation have played a significant

role in climate change in southeast China over the past

50 years. Where radiation increased, average surface air

temperatures have also risen, and vice versa.

A key limitation of the existing body of research is that

most studies are based on short time series of comparatively

low temporal and spatial resolution. At present, there are few

studies of Chinese insolation spanning more than a few

decades and utilizing high-resolution radiation data. To

help address this shortcoming, we utilized total-sky direct

solar radiation data derived from ERA5 reanalysis for the

period 1961–2020 to 1) analyze the spatial and temporal

distribution characteristics of solar radiation throughout

China and 2) identify the factors influencing these

characteristics. Our overarching goal in this research is to

deliver valuable new insight into the effective development of

solar energy resources in China and scientific support for the

siting of photovoltaic power stations, both of which are vital to

growing the viability of clean energy, helping China

achieve carbon neutrality, and slowing the rate of global

warming.

Data and methods

Data

ERA5 is the most up to date set of global atmospheric, land,

and oceanic reanalysis products derived from the European

Centre for Medium-Range Weather Forecasts (Hersbach et al.,

2020). In this paper, we used ERA5monthly total-sky direct solar

radiation at the surface (SRS) data, with a spatial resolution of

0.25° × 0.25°, for the period 1961–2020. Specifically, these data are

used to represent atmospheric forcing in the land surface model

and thus have key applications in regional climate assessment,

agriculture, and solar energy resources. Zhang et al. (2021)

evaluated ERA5 surface-received solar radiation data on

multiple spatio-temporal scales and demonstrated the

suitability of this dataset for mainland China.
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Methods

We applied linear least-squares regression to analyze trends

in SRS variability, and the empirical orthogonal function (EOF)

to evaluate SRS temporal and spatial variation characteristics. In

addition, we used ensemble empirical model decomposition

(EEMD) to decompose the SRS time series into specific

oscillation components for various timescales (Wu and

Huang, 2009) and the rotated empirical orthogonal function

(REOF) to divide spatial distribution characteristics for China.

Finally, the spatial distribution of the correlation between SRS

and other meteorological variables affords a means for assessing

the influence of each variable on SRS in different regions.

The EOF method is an effective tool for decomposing

climatic variable fields into a space field and time period, and

the EOF method has been widely used in climate diagnosis

(Dommenget and Latif, 2002; Fan et al., 2011; Li and Xie,

2014; Zuo et al., 2018; Qiao et al., 2022). Building on EOF,

REOF applies rotation technology to also realize the climate

variable field. Rotation serves to reveal typical spatial structures

that can reflect not only changes among different regions, but

also the relevant distribution of those regions. REOF is a widely

FIGURE 1
Spatial distribution of SRS (W/m2) climate states in China during the period 1961–2020. (A) is annual-mean, (B) is spring, (C) is summer, (D) is
autumn, and (E) is winter.
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used method for investigating meteorological elements in

different regions (Li et al., 1997; Zhang et al., 2016).

The EEMD method is a relatively new, self-adaptive time

series analysis technique that is suitable for analyzing nonlinear

and non-stationary datasets (e.g., climate data). Specifically,

EEMD decomposes a complex time series into finite

oscillation components on different time scales, thereby

permitting the analysis of meteorological elements. The

advantage of EEMD is that, rather than relying on other

functions, time series decomposition is based on the adaptive

filtering of the data themselves. By adding an appropriate degree

of white noise to the original data to simulate multiple

observation scenarios, and through multiple calculations,

realistic results can be derived from the ensemble average

(Qian et al., 2012). In recent years, the EEMD method has

been applied widely in climate change research (Franzke 2010;

Qian et al., 2011; Gao et al., 2015; Cornes et al., 2017; Zhang et al.,

2018; Zuo et al., 2018; Thomas et al., 2020). In the current study,

we employed EEMD to analyze SRS time series throughout

China.

Results

SRS variation characteristics on multiple
time scales

To explore the spatial distribution characteristics of SRS in

China, we analyzed the climatic state of SRS (W/m2; Figure 1) for

the period 1961–2020 from ERA5 monthly dataset. According to

the annual-mean SRS (Figure 1A), the highest SRS values occur

in western China, with a maximum over the southwest Tibetan

Plateau, whereas the lowest values occur in the east and are

centered on the northeastern Yunnan–Guizhou Plateau and in

the Sichuan Basin. With an average elevation of >4,000 m, the

Tibetan Plateau is the highest in the world. We note that

maximum SRS values coincide with the highest parts of this

plateau, where the thin, dry nature of the air column results in

high atmospheric transparency and minimal scattering of

incoming shortwave radiation. The Tibetan Plateau also

experiences generally clear conditions, thereby enhancing the

receipt of solar radiation. In contrast, the Yunnan–Guizhou

Plateau and Sichuan Basin experience a monsoonal climate

that, during the rainy season, results in high rainfall, cloudy

days, and less direct sunshine, all of which serve to reduce surface

insolation.

To explore the spatial distribution of SRS characteristics

further (Figures 1B–E), we next defined the mean value for

December–February as winter, the mean March–May value as

spring, the mean June–August value as summer, and the mean

September–November value as autumn. Recognizing that the

spatial distribution of SRS during different seasons is broadly

similar to the annual-mean, there are nonetheless several clear

differences among them. On the whole, summer exhibits the

highest SRS value, followed by spring, autumn, and

winter. This general pattern confirms that the receipt of

solar radiation at the surface is greatest in summer and

weakest in winter, reflecting China’s position in the

Northern Hemisphere. We also note that during both

spring and summer, SRS in northwest China increased

considerably relative to the annual-mean. In summertime

especially, the center of maximum values underwent a

significant expansion and northward shift, a pattern that

was accompanied by drought and generally clear sky over

northwest China.

We used least-squares linear regression to analyze trends

in SRS (W/m2/decade) between 1961 and 2020 (Figure 2). In

terms of annual-mean SRS, positive trends occurred in

Northeast China, North China, Southwest China, South

China, and Xinjiang, with a high value center located in

Yunnan. Conversely, the Tibetan Plateau exhibited a

generally negative trend; the low value center is located in

central Sichuan. SRS trends vary considerably by season. In

spring, SRS increases over most parts of China except the

Tibetan Plateau, with the highest values observed in North

China, eastern Central China, and Eastern China. During

summer, SRS declines throughout most regions, with the

exception of northeast China, Hebei, northern Xinjiang,

Yunnan, and South China. The lowest value centers

during that season are located primarily on the northwest

Tibetan Plateau and in East China. SRS trends in autumn and

winter are weak, with the highest values centered on Yunnan.

Overall, the degree of variability among SRS trends is

greatest in spring and summer, with significant springtime

increases in eastern China followed by decreasing trends in

most areas during summer. We note that the Tibetan Plateau,

with the highest overall SRS values, exhibits negative trends

in both spring and summer. Meanwhile, SRS trends in

Yunnan and Northeast China were positive in all four

seasons.

To investigate SRS stability between 1961 and 2020, we

analyzed the spatial distribution of the SRS standard deviation

(W/m2; Figure 3). Our results show that the annual-mean

standard deviation decreases gradually from southeast to

northwest, a pattern that is mirrored by all four seasonal

trends. The center of maximum SRS standard deviation is

located generally in Eastern China during spring and summer,

but shifts towards Southern China during summer and autumn.

This behavior indicates that SRS in Southeast China exhibits a

greater degree of variability relative to SRS in northwest and

northeast regions, a pattern that is consistent with the respective

meteorologic and climatic characteristics of each regions. For

instance, occupying a relatively interior position, Northwest

China is largely unaffected by monsoon circulation and

consequently experiences dry, sunny conditions and minor

variability in the receipt of solar radiation. Southeast China, in
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contrast, is dominated by the East Asian monsoon, which brings

heavy rainfall and results in a greater degree of insolation

variability.

Using EOF, we decomposed annual-mean and seasonal SRS

values for the 1961–2020 study period to explore spatio-temporal

variations throughout China, with a specific focus on the first two

modes (Figure 4). For annual-mean SRS, the explained variances

of the first and second modes are 26.4 and 11.9%, respectively.

The spatial distribution of the first EOF mode exhibits a dipole

pattern between the southern Tibetan Plateau and other regions,

with the center of highest values located in Central China.

Combined with the time period to the first mode, it can be

seen that the first mode is mainly reflected in the interdecadal

variation characteristics, and SRS in China showed an obvious

interdecadal transition around year 2000, when the periodicity

changed from its negative to positive phase. In other words, with

the exception of the southern Tibetan Plateau, most of China was

dominated by negative anomalies prior to 2000, after which the

opposite pattern was established. The spatial distribution of the

second EOF mode is bounded by 32°N, with the negative phase

dominating the southeast region and positive phase elsewhere.

This time series primarily reflects interannual variability.

Figures 4B–E depicts the results of EOF analysis of SRS

during different seasons. During spring, the explained variances

of the first and second EOF modes are 29.8 and 12.4%,

respectively. Moreover, the spatial distribution of first mode

exhibits a “negative–positive–negative” tripole pattern

extending from northeast to southwest, by which Northeast

(Heilongjiang, Inner Mongolia) and Southwest China (Tibet,

Sichuan, Yunnan) experience the negative phase, while other

FIGURE 2
Same as in Figure 1, but for trends in SRS (W/m2/decade). (A) is annual-mean, (B) is spring, (C) is summer, (D) is autumn, and (E) is winter.
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regions experience the positive phase. The corresponding high-

value centers are expansive and include most of Central and

Eastern China. During spring, the time period of the first mode

exhibits an obvious interdecadal transition around the year 2000,

when the negative phase was replaced by the positive phase. The

spatial distribution of the second mode reveals a similar

springtime tripole pattern but in reverse

(“positive–negative–positive”). In this mode, the majority of

North China, central and northern East China, central and

northern Central China, and northern Northwest China

experience the negative phase, while the remaining regions are

largely positive. The time period of the second mode is similar to

that of the first mode, including the marked transition around the

year 2000.

During summer, the explained variances of the first and

second EOF modes are 17.4 and 13.7%, respectively. These

values are the smallest of the four seasons, indicating that the

corresponding SRS mode is more complex and changeable in

summer. As is evident from the spatial distribution of EOF1,

the negative phase dominates in southwest Tibet, southeast

coastal areas, and North China, whereas other regions are

characterized by the positive phase. We also note that the time

FIGURE 3
Same as in Figure 1, but for the standard deviation of SRS (W/m2). (A) is annual-mean, (B) is spring, (C) is summer, (D) is autumn, and (E) is winter.
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period of variability is interannual. The spatial distribution of

summertime EOF2 exhibits a meridional dipole pattern, and

the time period is mainly characterized by interdecadal

variation. There was an obvious shift from the positive to

negative phase occurred around 1998. During autumn, the

explained variance of the first and second EOF modes are

26.9 and 16.1%, respectively. The spatial distribution of the

first mode reveals that, with the notable exception of Tibet,

China experiences a generally positive phase with positive

centers located in Hunan and Jiangxi. The autumn time period

in EOF1 is dominated by interannual variability. The spatial

distribution of the second mode displays a

northeast–southwest “positive–negative–positive” tripole

pattern, and the time period is mainly interannual. The

explained variances of the first and second EOF mode in

winter are 36.4 and 13.9%, respectively, and are the highest

FIGURE 4
EOF decomposition of SRS in China from 1961 to 2020. (A) is annual-mean, (B) is spring, (C) is summer, (D) is autumn, and (E) is winter.
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values of the four seasons. Our results indicate that the spatial

distribution of the first mode is largely positive phase, and the

time period is interannual variation. The spatial distribution

of the second mode exhibits a “negative–position–negative”

tripole pattern from northeast to southwest, and the time

period is primarily interannual.

FIGURE 5
EEMDdecomposition of SRS time series throughout China from 1961 to 2020. (A) is annual-mean, (B) is spring, (C) is summer, (D) is autumn, and
(E) is winter.
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The EEMDmethod is used to decompose the SRS time series

into specific oscillation components on different time scales

(Figure 5 and Table 1). Here, the annual-mean and seasonal

time series can be decomposed into four intrinsic mode functions

(IMFs) and a residual secular trend (ST). For both the annual-

mean and seasonal IMF1, the periods are 2–3 years, and the

variance contributions (33.0%–56.3%) that are greatest with

other IMFs and ST. This outcome indicates that the Chinese

SRS time series are dominated by a 2–3-years variability, and also

that the amplitude of summertime IMF1 increased significantly

after 1990. Both the annual-mean and four-season series exhibit

similar periods in IMFs and ST, namely 5–15 years under IMF2,

10–15 years under IMF3, and 21–32 years under IMF4. Of these,

the variance contribution of IMF4 accounts for the smallest

proportion in all time scales. In terms of the interdecadal

change characteristics, we note that the annual-mean, spring,

summer, and autumn series all display phase changes from

negative phase to positive phase during the period 1995–2000,

consistent with the interdecadal EOF transition described above.

Meanwhile, ST exhibits a long-term trend in both annual-mean

and four-season time series, with relatively minor variance

contributions. Both the annual-mean and autumn ST reveal a

long-term increasing trend, whereas the summer ST is relatively

weak. During spring and winter, ST exhibited an initial decrease

and subsequent increase, with a clear phase transition from

negative to positive in 2000. Finally, results of the EEMD

method confirm that SRS time series for China display a

predominantly interannual variability (at least between 1961-

2020), consistent with the periodicity of the principal EOF mode.

Meteorological factors influencing SRS

Representing the total direct solar radiation received at

Earth’s surface, SRS is impacted not only by seasonal

insolation variability and solar activity but also by weather

conditions (e.g., cloud cover and atmospheric transparency).

Therefore, we conducted correlation analyses between annual-

mean SRS and key meteorological factors, namely surface air

temperature (SAT), surface air pressure, total precipitation,

relative humidity, low cloud cover, total cloud cover, 10-m

wind speed, and aerosol content, to establish which factors

exert the strongest influence on SRS in various regions.

Figure 6 displays the spatial distribution of correlation

coefficients between annual mean SRS and each

meteorological element. We note that, although solar radiation

is directly impacted by aerosols, the ERA5 dataset does not

include aerosol variables (e.g., aerosol optical thickness,

atmospheric turbidity). To circumvent this limitation, we

calculated the clear sky index:

((clear− skysolarradiationatsurface− solarradiationatsurface)
/clear− sky solarradiationatsurface)

To quantify the absorption and scattering of solar radiation

by clouds and aerosols. To minimize the influence of clouds, we

calculated the partial correlation between this ratio and SRS to

eliminate total cloud cover, thereby obtaining the SRS-aerosol

correlation distribution (Figure 6H).

As individual meteorological factors can exhibit considerable

spatial heterogeneity, the impact of specific elements on SRS is

regionally variable. For instance, although SAT and SRS are

positively correlated in most regions, with the strongest

correlation on the Yunnan–Guizhou Plateau and in Xinjiang,

we also observed a weak (do not pass the 95% significance test.)

negative correlation between the two over parts of the Tibetan

Plateau. Consequently, we infer that SRS is highly sensitive to

SAT on the Yunnan–Guizhou Plateau and in Xinjiang, but

relatively insensitive to this factor on the Tibetan Plateau. For

all regions, the correlation between surface pressure and SRS is

weak; only minor areas (e.g., Yunnan and central Inner

Mongolia) pass the 95% significance test, indicating that air

pressure has little influence on SRS. In contrast, total

precipitation, relative humidity, low cloud cover, and total

cloud cover all exhibit significant negative correlations with

SRS. These factors typically correspond to cloudier conditions

with reduced atmospheric transparency, leading to an inverse

relationship between SRS and these meteorological elements.

Whereas the influence on SRS of total precipitation is broadly

uniform throughout China, the relative humidity in Yunnan, low

cloud cover in South and Northeast China, and total cloud cover

in Central and Eastern China all result in strong negative

correlations in those regions. With the exception of parts of

Xinjiang, the Tibetan Plateau, and Northeast China, we observed

a positive correlation between wind speed and SRS in most

regions, potentially due to the higher atmospheric

transparency that tends to accompany windy days. Finally, we

note that SRS is negatively correlated (at 95% significance) with

TABLE 1 Periods and variance contributions in different timescales for
the annual-mean and four seasons through the EEMD
decompositions.

IMF1 IMF2 IMF3 IMF4 ST

Annual Period (Year) 2.6 7.5 12.0 29.9 118.3

Variance (%) 33.0 26.1 15.3 8.4 17.2

spring Period (Year) 3.0 6.7 15.0 32.2 60.0

Variance (%) 39.1 11.1 11.3 9.6 28.9

summer Period (Year) 2.6 5.5 10.0 25.7 46.2

Variance (%) 47.7 21.0 15.8 12.7 2.8

autumn Period (Year) 3.2 6.0 10.0 31.2 126.2

Variance (%) 56.3 15.5 12.9 7.0 8.3

winter Period (Year) 2.7 5.5 12.0 21.2 62.3

Variance (%) 50.9 16.4 6.6 4.6 21.5
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FIGURE 6
Spatial distributions of correlation coefficients between SRS andmeteorological elements during the period 1961–2020. (A) is SAT, (B) is surface
pressure, (C) is total precipitation, (D) is relative humidity, (E) is low cloud cover, (F) is total cloud cover, (G) is 10 m wind speed, and (H) is aerosol.
Black dots indicate where a given area passes the 95% significance test.
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FIGURE 7
Meteorological elements regressed upon the normalized time series corresponding to EOF1 of annual-mean SRS. (A) is SAT (°C), (B) is surface
pressure (Pa), (C) is total precipitation (mm), (D) is relative humidity (ratio), (E) is low cloud cover (ratio), (F) is total cloud cover (ratio), (G) is 10 mwind
speed (m/s), and (H) is aerosol (ratio). Black dots indicate where a given area passes the 95% significance test.
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FIGURE 8
(A–L) Spatial distributions of the 12 eigenvector fields obtained from REOF decomposition of SRS between 1961 and 2020. Panel (M) represents
the regional distribution of the first 11 eigenvector fields. Since the 12th eigenvector field is not significant, we determined the regional division from
the first 11. The divided regions are as follows: northern Xinjiang (r1: 43°–49°N, 80°–92°E), western Northwest (r2: 35°–42°N, 75°–97°E), western Tibet
Plateau (r3: 28.5°–33.5°N, 78°–90°E), eastern Tibet Plateau (r4: 28.5°–33°N, 91°–102°E), Yunnan (r5: 21°–27.5°N, 97°–105°E), Loess Plateau (r6:
32°–38°N, 104°–110.5°E), Central China (r7: 24°–31°N, 106°–111°E), Northeast China (r8: 45°–51°N, 120°–133°E), North China (r9: 37°–42°N,
114.5°–123°E), East China (r10: 30.5°–35°N, 112°–120°E), southeast China (r11: 21°–29°N, 112°–120°E).
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aerosols throughout China, confirming that air pollution reduces

SRS. In order to explore the possible causes of the dipole pattern

of annual-mean SRS EOF1 between the southern Tibetan Plateau

and the rest of China (Figure 4A). The relevant meteorological

element fields regressed upon the normalized time series

corresponding to annual-mean SRS EOF1 are analyzed

(Figure 7). The results show that the SAT, total precipitation,

relative humidity, low cloud cover, and total cloud cover had a

similar pattern to the regional pattern of annual-mean SRS EOF1,

which means that the dipole pattern is strongly related to these

elements.

On the basis of these analyses, we conclude that the spatial

distribution of SRS throughout China exhibits considerable

regional differences in climate state, trend, standard deviation,

and spatial EOF mode. Consequently, we utilized REOF to

examine the spatial distribution of SRS in more detail

(Figure 8). According to the REOF variance contribution, the

spatial distribution of Chinese SRS can be subdivided into

11 major radiation regions (see Figure 7M): northern Xinjiang

(r1: 43°–49°N, 80°–92°E), western Northwest China (r2: 35°–42°N,

75°–97°E), western Tibetan Plateau (r3: 28.5°–33.5°N, 78°–90°E),

eastern Tibetan Plateau (r4: 28.5°–33°N, 91°–102°E), Yunnan (r5:

21°–27.5°N, 97°–105°E), Loess Plateau (r6: 32°–38°N,

104°–110.5°E), Central China (r7: 24°–31°N, 106°–111°E),

Northeast China (r8: 45°–51°N, 120°–133°E), North China (r9:

37°–42°N, 114.5°–123°E), East China (r10: 30.5°–35°N,

112°–120°E), and Southeast China (r11: 21°–29°N, 112°–120°E).

Figure 9 compares the annual-mean and seasonal SRS values

for the 11 regions delineated by REOF decomposition. For r1, r2,

r6, r7, r10, and r11, maximum SRS values occur in summer; in r3,

r4, r5, r8, and r9, peak SRS is attained in spring. With the

exception of r5, minimum values for all regions occur in winter.

Viewed as a whole, therefore, peak SRS in China (except for r5)

coincides with the spring–summer warm season and minimum

SRS with winter conditions, a pattern that generally reflects

Northern Hemisphere insolation. Concurrently, we ranked the

annual-mean SRS values for each region, from largest to smallest,

as follows: r3, r2, r4, r1, r9, r5, r6, r10, r11, r8, r7. The higher the

value, the greater the amount of solar radiation received at the

surface, and vice versa.

To refine our understanding of how weather conditions

impact SRS on a regional basis, we analyzed the correlations

between SRS and various meteorological elements in each region

(Table 2). We observed that, for all regions, precipitation, relative

humidity, low cloud cover, total cloud cover, and aerosol all

exhibit significant negative correlations, consistent with the

findings shown in Figure 6. Correlations for both SAT and

SRS are largely positive, with r1, r2, r5, r6, r7, r9, and

r10 passing the 99% significance test. However, correlations

for r3, r4, and r11 are relatively weak, indicating that SRS in

those regions is less impacted by SAT. We observed no

correlation between surface pressure and SRS in any region,

TABLE 2 Correlation coefficients between SRS and meteorological elements in 11 regions in China during 1961-2020. SAT is surface air temperature,
SP is surface pressure, PRE is total precipitation, RH is relative humidity, LC is low cloud cover, TC is total cloud cover,WC is 10 mwind speed, AER
is aerosol. The regions r1-r11 same as in Figure 8.

SAT SP PRE RH LC TC WS AER

r1 0.41pp 0.23 −0.72pp −0.73pp −0.81pp −0.80pp −0.07 −0.27

r2 0.37pp −0.01 −0.68pp −0.48pp −0.66pp −0.80pp 0.11 −0.17

r3 −0.03 −0.06 −0.52pp −0.29p −0.50pp −0.75pp 0.47pp −0.16

r4 0.18 −0.03 −0.53pp −0.47pp −0.47pp −0.74pp 0.19 -0.25

r5 0.68pp 0.42pp −0.78pp −0.83pp −0.89pp −0.86pp 0.15 −0.39p

r6 0.37pp −0.14 −0.51pp −0.49pp −0.79pp −0.84pp 0.45pp −0.34p

r7 0.46pp −0.03 −0.52pp −0.67pp −0.83pp −0.85pp 0.28 0.01

r8 0.27p 0.12 −0.75pp −0.74pp −0.83pp −0.77pp 0.01 −0.60pp

r9 0.42pp 0.16 −0.69pp −0.71pp −0.75pp −0.76pp −0.03 −0.34p

r10 0.36pp −0.13 −0.70pp −0.72pp −0.78pp −0.83pp 0.12 −0.28

r11 0.25 0.03 −0.76pp −0.72pp −0.85pp −0.91pp 0.16 −0.17

FIGURE 9
Annual-mean and seasonal SRS for 11 regions between
1961 and 2020. Regions r1–r11 are the same as in Figure 8.
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with the exception of r5.Whereas significant positive correlations

(at 99% significance) exist between wind speed and SRS in r3 and

r6, this relationship returns only weak positive correlations in

other regions, and even a weak negative correlation in r1.

Therefore, although SAT and wind speed both influence SRS,

wind speed only passes the significance test in r3 and r6 regions.

Overall, among the eight meteorological influence factors which

can enhance SRS are SAT and wind speed, but wind speed only

passes the significance test in r3 and r6 regions. Meanwhile, cloud

cover, precipitation, relative humidity, and aerosol are the main

weakening influence factors.

Conclusion

This paper used ERA5 reanalysis to investigate the spatial

and temporal distributions of SRS throughout China for the

period 1961–2020 and to evaluate correlations between SRS and

meteorological factors. From this assessment, we draw the

following conclusions:

1) SRS high value centers are located primarily on the southwest

Tibetan Plateau, whereas the low value center occurs on the

northeast Yunnan–Guizhou Plateau and in the Sichuan

Basin. SRS values are highest in summer, followed by

spring, autumn, and winter. The annual-mean of SRS is

increasing in Northeast China, North China, Southwest

China, South China, and Xinjiang, whereas the Tibetan

Plateau is experiencing a declining trend. SRS trends vary

significantly among the four seasons, being greatest in Eastern

China and lowest in Western China.

2) The spatial distribution of the first mode of EOF indicates

that, between 1961 and 2020, annual-mean SRS on the

southern Tibetan Plateau was anti-phased with that of

other regions. Combined with the time period, the SRS

throughout China underwent a decadal transition around

the year 2000, after which most parts of China experienced

positive SRS anomalies. This pattern is mainly affected by

SAT, total precipitation, relative humidity and cloud cover.

Only the southern part of the Tibetan Plateau was dominated

by negative anomalies. The spatial distribution of the second

mode of EOF reveals a “positive north and negative south”

pattern of annual-mean SRS, with a predominantly

interannual variability. Using the EEMD method, we

found that the temporal evolution of SRS is largely

interannual.

3) By analyzing potential influencing factors, we observed that

SAT and wind speed are both positively correlated with SRS.

In contrast, precipitation, relative humidity, cloud cover, and

aerosol are negatively correlated with SRS, suggesting that,

although SAT and wind speed serve to enhance SRS,

precipitation, relative humidity, cloud cover, and aerosol

weaken SRS. We employed REOF to divide Chinese SRS

into 11 specific regions. For each region, maximum SRS

values occurred in the spring or summer (warm season),

whereas minimum values largely coincide with winter. In

terms of annual-mean SRS, the top five regions (from largest

to smallest) are the western Tibetan Plateau, western

Northwest China, the eastern Tibetan Plateau, northern

Xinjiang, and North China.
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Episodes of extreme heat are increasing globally, and dry land surface states have

been implicated as an amplifying factor in several recent heat waves. Metrics used

to quantify land-heat coupling in the current climate, relating sensible heat fluxes

to near-surface air temperature, are applied tomultimodel simulations of the past,

present, and future climate to investigate the evolving role of land–atmosphere

feedbacks in cases of extreme heat. Two related metrics are used: one that

describes the climatological state of land-heat coupling and one that gives an

episodic estimate of land feedbacks, here defined as themetric’s value at the 90th

percentile of monthly mean temperatures. To provide robust statistics, seasonal

multimodel medians are calculated, with the significance of changes determined

by the degree of model consensus on the sign of the change. The climatological

land-heat coupling mirrors other metrics of land–atmosphere interaction,

peaking in transition regions between arid and humid climates. Changes from

preindustrial to recent historical conditions are dominated by decreased land

surface controls on extreme heat, mainly over the broad areas that have

experienced expanded or intensified agriculture over the last 150 years. Future

projections for increased atmospheric CO2 concentrations show a waning of

areas of weakened land-heat feedbacks, while areas of increasing feedbacks

expand over monsoon regions and much of the midlatitudes. The episodic

land-heat metric is based on anomalies, which creates a quandary: how

should anomalies be defined in a nonstationary climate? When the episodic

coupling is defined relative to the means and variances for each period, a

broadly similar evolution to the climatological metric is found, with historically

dominant decreases giving way to widespread moderate increases in future

climate scenarios. Basing all statistics on preindustrial norms results in huge

increases in the coupling metric, showing its sensitivity to the definition of

anomalies. When the metric is reformulated to isolate the impact of changing

land and temperature variability, the tropics and Western Europe emerge as

regions with enhanced land feedbacks on heatwaves, while desert areas and

much of the remainder of the midlatitudes show reduced land-heat coupling.
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1 Introduction

Episodes of extreme heat are a growing concern as recent

heat waves continue to display unusual intensity across more

locations (Albergel et al., 2019; Petch et al., 2020; Yiou et al., 2020;

Neal et al., 2022). There is growing evidence of the key role that

land surface conditions play in exacerbating and prolonging

heatwaves (Fischer et al., 2007; Hauser et al., 2016; Hirsch

et al., 2019; Schumacher et al., 2019; Wehrli et al., 2020;

Benson and Dirmeyer, 2021; Dirmeyer et al., 2021). Extreme

heatwave periods with distinct soil moisture deficit signatures

and climatological anomalies are often characterized by

reductions in terrestrial evaporative cooling and increasing air

temperature in parallel with elevated soil moisture deficits and

atmospheric demand for water. Such perturbations in soil

moisture contribute to dramatic variability in

land–atmosphere interactions and seasonality disruption,

thereby affecting surface heat and moisture fluxes and

atmospheric conditions. Thus, they are also critically linked to

hydrologic extremes (Zscheischler et al., 2018; Bevacqua et al.,

2022; O et al., 2022). These relationships present an opportunity

to interpret the mechanisms driving heatwave patterns in

changing climate regimes (Seneviratne et al., 2010; Lau and

Nath, 2014; Ukkola et al., 2018; Miralles et al., 2019).

Land–atmosphere interactions and their associated feedback

sensitivities are acknowledged as vital components of the Earth

system that affect extremes such as droughts and heatwaves

(Santanello et al., 2018). Miralles et al. (2012) developed a

relatively simple and straightforward pair of metrics to

quantify the role of land surface anomalies in extreme heat,

ostensibly in the form of soil moisture, but expressed through

variations in surface heat fluxes between land and atmosphere.

They put forward two metrics, one to quantify the climatology of

land-heat feedbacks in any location and the other to identify

whether specific heatwave episodes are augmented by

land–atmosphere feedbacks. Their study applied the metrics to

recent climate data from observationally based sources.

In this study, we adapt the metrics of Miralles et al. (2012) to

apply to a host of climate model simulations of past, recent, and

future climates. Given the constraints of those metrics, we ask

several questions. What patterns exist for extreme heat anomalies

under preindustrial conditions? How has heatwave intensity

changed since the preindustrial period? How might heatwave

susceptibility change with a doubling and/or quadrupling of

anthropogenic-induced greenhouse gas emissions (CO2)?

What conclusions may be drawn from the spatiotemporal

variability of heatwave anomalies with the introduction of

warming relative to preindustrial conditions? A major point

that emerges from this study is the quandary of finding

meaningful definitions of extreme heat in a warming climate

and the role of the land surface therein. Section 2 describes the

data sets, the metrics, and how they are applied to climate model

output. Results are presented in Section 3, first for the

climatological metric and then for the episodic one applied to

the 90th percentile of extreme heat in climate model simulations.

The conclusion is presented in Section 4.

2 Materials and methods

To quantify land surface feedback in the manner of Miralles

et al. (2012), particularly their episodic coupling metric π

described in the following, daily data are customarily used. In

this study, temporal sampling was upscaled to be consistent with

the available multimodel global data. We utilize the monthly

mean model output from the Coupled Model Intercomparison

Project Phase 6 (CMIP6; Eyring et al., 2016). We use a single

ensemble member from each of the 30 models (see

Supplementary Table S1 for a complete list), as model

ensemble sizes vary greatly; choosing ensemble means or

including all ensemble members would give unequal treatment

to different models. The advantage of examining a large

multimodel ensemble is the improved skill over single-model

simulations and forecasts (Krishnamurti et al., 1999; Palmer

et al., 2004; Tebaldi and Knutti, 2007), but ensembles of

opportunity like CMIP6 do not inherently optimize this

improvement, and harvesting potential skill beyond what is

attainable by an equal weighting of each model provides

many challenges (Knutti et al., 2010; Leduc et al., 2016;

Abramowitz et al., 2019). The simple approach used here is

that multimodel medians are calculated among all models, which

minimizes the impact from unreasonable outliers that can skew

the multimodel mean (Tebaldi and Knutti, 2007; Samaniego

et al., 2018; Schwingshackl et al., 2018; Chen and Dirmeyer,

2019) and may offset somewhat the lack of spread among models

with similar ancestry.

TABLE 1 CMIP6 experiments and the periods utilized for each
experiment.

Experiment Period Description

piControl All yearsa Preindustrial control; no external forcings

Historical Last 50 years Late 20th century/early 21st century

1pctCO2 Years 21–70 Up to a doubling of CO2

1pctCO2 Years 91–140 Up to a quadrupling of CO2

aSee Supplementary Table 1 for the number of years for each model.
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The analysis is performed on three CMIP6 Diagnostic,

Evaluation, and Characterization of Klima (DECK)

simulations, which are the most numerous: 1) preindustrial

control simulations (piControl), 2) historical simulations, and

3) emission-driven simulations, that is, 1% per year CO2 increase

(1pctCO2). Table 1 lists the experiments and periods used.

piControl simulations provide the baseline climatology for all

comparisons. Historical simulations include multiple climate-

forcing factors beyond CO2, including time-varying land cover

and aerosols. 1pctCO2 runs are idealized simulations in which

atmospheric CO2 is increased by 1% per year, beginning from

piControl conditions, with no other changes. The 1pctCO2 runs

were chosen for future simulations as they are available from

many models and represent transience in the major climate

forcing. The comparison between these historical and

emission-forcing experiments to the piControl baseline

provides an indication of how land surface feedbacks may

have changed and contributed to extreme heatwave patterns

since preindustrial conditions. For the 1pctCO2 simulation, two

periods are considered from each model: 1) years 21–70, during

which atmospheric CO2 concentrations double from ~23% above

preindustrial levels and 2) years 91–140 wherein atmospheric

CO2 concentrations ultimately quadruple beyond preindustrial

levels.

The strength of land surface coupling in relation to extreme

heat is quantified using the soil moisture and near-surface

temperature coupling metric described by Miralles et al. (2012):

Π � r(H,T) − r(Hp, T) (1)

where r is Pearson’s correlation coefficient, H is the monthly

surface sensible heat flux, T is the monthly-averaged near-surface

air temperature at 2 m above the surface, andHp is defined as the

potential sensible heat flux given by:

Hp � H + L − λEp (2)

where L is the latent heat flux, λ is the latent heat of vaporization,

and Ep is potential evapotranspiration based on the

Priestley–Taylor formulation (Priestley and Taylor, 1972)

expressed as:

λEp � αm(H + L

m + γ
) (3)

whereby the sum of model sensible and latent heat represents net

radiation, the P–T coefficient is α � 1.26, m is the slope of

saturation vapor pressure with temperature calculated from

the monthly mean near-surface air temperature, and γ is the

psychrometric constant. We found differences in patterns ofΠ to

be largely indiscernible if Spearman’s rank correlation coefficient

is used instead of Pearson’s correlation coefficient, although the

magnitudes are usually slightly smaller.

It should be noted that despite the title of the Miralles et al.

(2012) article, the role of soil moisture is only inferred as a

potential control onH andHp. In fact, the atmosphere does not

“feel” soil moisture directly but instead feels the fluxes from the

land surface that may be modulated by soil moisture. Given the

variations among soil moisture parameterizations and reporting

among CMIP6 models, it makes sense to focus on the more

consistently reported heat fluxes as a linkage to land state impacts

on climate.

In addition to the climatological metric (Π), Miralles et al.

(2012) defined and applied a land-heat metric at a specific time t:

π(t) � ⎛⎜⎝H(t) − �H

σH
− Hp(t) −Hp

σHp

⎞⎟⎠(T(t) − �T

σT
) (4)

The overbars indicate a temporal mean (in this case, a

climatological mean for each month of the year), while σ is

the standard deviation over time (with the seasonal cycle

removed). This π metric identifies heat wave anomalies with a

terrestrial driver component. The terrestrial component is

characterized by the connection between sensible heat flux

(H) and in particular potential sensible heat flux (Hp), the
latter of which is small when potential evapotranspiration is

large, thus contributing to large positive values of π.

Furthermore, temperature anomalies act as an amplification

factor.

While the climatological and land-heat metrics in Miralles

et al. (2012) were derived using daily data, monthly means were

extracted from CMIP6 climate model simulations in this study.

The main impact of this approach is that a different timescale of

extreme heat is sampled to compare temperature anomalies and

associated land feedbacks over monthly periods; in this case,

variations shorter than 1 month are not considered.

Consequently, due to the highly nonlinear nature of moist

thermodynamics, these calculations performed on monthly

mean data will not be identical to computing monthly means

based on daily observations. However, to investigate climate

change, it is important to apply consistent formulation to all

models in all cases, such that taking differences between

experiments may ameliorate any systematic biases introduced

by the application of these metrics to longer time scales.

The extreme heat coupling metrics are calculated separately

for each month based on the respective experimental period

wherein monthly values are seasonally averaged. For each model,

metrics are calculated on its native grid, and then data from each

model are regridded with nearest neighbor interpolation to a

common, high-resolution global grid (2560 × 1280, roughly

0.14° × 0.14° grid cells) to preserve the spatial structure

contribution from each model (Dirmeyer et al., 2013a;

Dirmeyer et al., 2013b and several subsequent studies).

Nearest neighbor interpolation, combined with the use of each

model’s land–sea mask, removes the risk of introducing data

from adjacent water-covered grid cells. Effectively, for the central

latitude and longitude of each grid cell of the 2560 × 1280 grid, we

find the value in each model’s unique grid cell that contains that
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coordinate, combine the data from all models for that location,

and take the median. Only ice-free land grid cells common to at

least 90% of the models on the high-resolution grid are populated

with the data.

To compute the monthly mean metrics, surface sensible heat

flux information is extracted directly from 30 CMIP6 models,

whereas in Miralles et al. (2012), net radiation and surface latent

heat flux were used to estimate surface sensible heat flux.

However, most of these models do not provide net radiation

or ground heat flux data; thus, surface potential sensible heat flux

is estimated with the application of the P–T equation. Despite the

integration of CMIP-derived monthly mean data as opposed to

daily datasets, this approach does have a successful precedent for

climate change investigations (e.g., Dirmeyer et al., 2013a;

Dirmeyer et al., 2013b). Finally, monthly means are averaged

to produce seasonal means. Field significance is tested using the

approach outlined by Dirmeyer et al. (2013a) and Dirmeyer et al.

(2013b).

We calculate for each model the 90th percentile value of π for

each month, take the average across the 3 months in each season,

and then select the median value among models as a

representation of this land-heatwave coupling metric.

However, each of the terms comprising Eq. 4 is sensitive to

how means and variances are defined, and thus the anomalies

that are at the heart of these heat metrics and many climate

statistics. What is the proper climatology to use in a changing

climate? Anomalies relative to the piControl mean emphasize the

climate change signal, violating the implied assumption of

climate stationarity in the formulation of Eq. 4. Anomalies

relative to each simulation’s mean tend to exaggerate

anomalies in early and late years in simulations with a trend,

implying a false normality around the middle of the period.

Alternatively, anomalies relative to a detrended time series (e.g.,

running mean) emphasize the interannual variations over the

climate trend. Each distinction provides a fundamentally

different meaning than simply using piControl as the baseline

climatology for all statistics.

Defining the standard deviations of temperature and the two

sensible heating variables also presents choices, and these choices

depend directly on how the means are defined. For example, if σ

is not defined relative to the same mean as the anomalies, this

value will be inconsistent. However, such an approach may still

be useful when examining the climatology of variability

independently from the external forcings; after detrending, a

growing σ over time suggests increased variability in a warming

climate, which is conducive to stronger extremes and greater

societal impacts.

For comparisons, the 90th percentile value of π is computed

for each model at each grid cell for each month, representative of

subseasonal periods of extreme heat. For the piControl baseline

simulation, all available data are used (see Supplementary Table

S1). For the other experiments, a trailing 30-year mean

(unweighted–for year t, the climatology is defined as the

average of years t − 30 through t − 1) is applied to define a

moving climatology consistent with the period commonly

used (Arguez and Vose, 2011). Moreover, this technique was

compared to a linear detrending approach over a 50-year period,

and the results are very similar. However, in real time, under a

changing climate, future data are not available; therefore, the

practicable trailing 30-year mean is used here. During the first

10 years of the period, encompassing years 21–70 of the 1pctCO2

experiment, the trailing 30-year period extends before the

initialization of the experiment. Under these circumstances,

the last decade of the piControl simulation from the same

model is used as a source of data to complete the 30-year

mean calculations.

Finally, the significance of change is defined by the level of

agreement among models, inasmuch as this can be considered an

indicator of certainty (Pirtle et al., 2010; Parker, 2013; Brunner

et al., 2020). Specifically, under the null hypothesis that each

model will return a random sign of the difference between two

cases with equal probability, the level of agreement among

models is significant at the 99% confidence level if 22 or more

models have the same sign of the change (p = 0.008). Such a

stringent confidence level somewhat ameliorates the degree of

agreement that may arise because we have included in our 30-

model ensemble related models from within several modeling

centers (see Supplementary Table S1). Furthermore, grid cells are

masked white in difference plots when this confidence level is not

met. As we are examining metrics related to extreme heat, we also

do not consider grid cells at any location where the seasonal

mean temperature in the warmest case is at or below 0°C.

3 Results

3.1 Climatological coupling

Figure 1 shows the multimodel median value of the

climatological soil moisture–temperature coupling metric Π

for each season from the piControl simulations. First, the

seasonal mean is calculated for each model, and then the

multimodel median is estimated for the 30 models. The JJA

and DJF panels can be compared with Figures 1A,B fromMiralles

et al. (2012), which were calculated with observationally

constrained data from ERA-Interim (Dee et al., 2011) and

GLEAM (Martens et al., 2017). Supplementary Figure S1

shows the results from the historical simulations, which are

very similar but more temporally consistent with Figures 1A,B

from Miralles et al. (2012). The strongest coupling between

surface heat fluxes, presumably controlled by soil moisture

and near-surface air temperature, tends to be highest in

warm, semiarid regions, including regions on the fringes of

monsoons. The index Π is around zero in locations where

surface evaporation is substantially energy limited, where

extreme heat is rare, and in hot dry regions where there is no
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evaporation. As noted by Miralles et al. (2012), areas exhibiting

large Π values correspond well with multimodel derived hot

spots of soil moisture–temperature coupling derived by other

techniques (Koster et al., 2006; Dirmeyer, 2011). The agreement

between Π calculated from the CMIP6 models and the original

Miralles et al. (2012) results is the greatest in the Southern

Hemisphere during DJF, particularly over Africa and

Australia, although the CMIP6 models also show stronger

extreme heat coupling over Australia during JJA than does

Miralles et al. (2012).

When comparing the coupling metric Π from the late

historical period relative to the piControl baseline (Figure 2),

the median change is dominated by decreased soil

moisture–temperature coupling across every season, with 99%

confidence in the 30-model level of consensus. These areas of

change largely correspond to regions of land cover change during

the same interval, namely, the expansion of agriculture (North

America, eastern Europe into central Asia, Northern China, and

Northeast Brazil). Such differential effects of vegetation on

extreme heat demonstrate the importance of biophysical

indicators (Teuling et al., 2010). While some of the

widespread areas of reduction over Africa appear to

correspond to agricultural expansion, it is not indicated to be

as widespread in the Hurtt et al. (2020) dataset as appears in

Figure 2. Moreover, areas with indications of increasing Π are

small, scattered, and not greater than random chance in terms of

field significance. Additionally, nearly one-third of the global

land area displays increase in Π across each season; however,

when screening for significant model consensus, almost none of

these areas pass the testing criterion.

As climate would be projected to approach the doubled CO2

level with no other changes from piControl conditions (Figure 3),

decreases in Π again dominate in every season. Globally, two

regions show most of this negative trend, one in Africa (mainly

East Africa) and one in India. Both CMIP5 and CMIP6 models

project wetter conditions over these regions (Zhao and Dai, 2015;

Wang et al., 2020; Dosio et al., 2021; Zhao and Dai, 2022), and

CMIP5 models had indicated reduced sensible heat flux over

these areas (Dirmeyer et al., 2013b). A few contiguous areas show

consensus seasonal increases in Π: the Western Mediterranean,

Northern Indus and Ganges basins, the Southern Great Plains

and northern Mexico during boreal winter, the South-central

U.S., parts of Europe and central Australia during MAM, much

of Europe and southern Arabia in SON, and just scattered and

FIGURE 1
Multimodel median values of soil moisture–temperature coupling (Π; dimensionless) for each season from preindustrial control (piControl)
simulations from CMIP6. Values are calculated over ice-free land areas only.
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diffuse locations during JJA. Note that there is no land use change

specified in this experiment, but most of these models predict

vegetation phenology and about half include dynamic vegetation

parameterizations.

Shifting to the quadrupling CO2 scenario, the strongest and

most widespread signals emerge. Areas of decreased soil

moisture–temperature coupling in Africa and India persist

and are joined by a large area of eastern South America

during the JJA and SON seasons (Figure 4). However, there is

a robust appearance of increased soil moisture control on

extreme heat over many parts of the world across all seasons,

matching or exceeding the area of decreased coupling. Beginning

with boreal spring (MAM), a band of large consensus increases

exists in Π across much of the Mediterranean region from Spain

to Turkey. Additionally, many broad areas of smaller consensus

increases are indicated, spanning across central Asia and North

America, from the central Great Plains westward across the

central Rocky Mountains. Large areas over the western Sahara

exhibit small consensus increases in Π. In the tropics, large

fractions of Indonesia, the Amazon, and Congo basins show

increases, while Southern Hemisphere subtropics across both

continents display a scattering of increased Π distribution.

Moving into boreal summer and austral winter, widespread

areas of strong increases inΠ emerge. Over North America, there

is a band over the entire Northern portion of the midlatitude

agricultural belt, as well as portions of the Eastern U.S. and much

of the North American monsoon region. Over Eurasia, there is a

similar band of large changes stretching from Southern France to

the Asian Taiga in Northern Kazakhstan across to Mongolia and

northward into Finland. The small magnitude consensus

increases over the desert shift to the Eastern Sahara, most of

Arabia, and into Southern Iran. There are also small magnitude

consensus increases over parts of Southeast Asia and China. In

the tropics, there are large increases inΠ over the western parts of

the Congo and Amazon Basins, the latter extending Northward

into the Guianas. Areas in the Southern Hemisphere with

Mediterranean climates (South Africa, Western Australia, and

Chile) also have large increases, while Antarctica was masked

from this investigation. Concomitantly, most of the Arctic

displays little visible variability among coupling regimes across

experiments, baseline climatology, and external forcing, that is,

little variability is indicated based on the significance criterion

(i.e., no positive statistical significance in soil moisture–heat

coupling.)

FIGURE 2
Multimodelmedian change inΠ (dimensionless) for each season from piControl to the last 50 years of the historical simulations in CMIP6. Areas
are masked where the agreement among models on the sign of the change is below the 99% confidence level, or where the median of seasonal
mean near-surface air temperature is below 0°C. Histograms show the probability distribution of significant changes as a fraction of the total land
area.
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In boreal fall and austral spring, broad areas of large increases

persist in the Americas: over the central Rockies, Northern Great

Plains, Northern Mexico, western Amazon, and Venezuela.

Nearly all of Europe south of 55°N shows a consensus

increase in Π, including the Caucasus region. There is also a

band across Africa and Arabia north of 15°N and over

southeastern Australia and South Africa. This season shows

the greatest areal coverage of significant changes in the Arctic,

mostly small decreases in land–heat coupling strength.

During boreal winter and austral summer (DJF), the most

prominent feature is the broad area of a strong increase inΠ over

most of Mexico and the southwestern U.S. A weaker but larger

area is seen over much of South America between the equator

and 20°S east of the Andes. In the Eastern Hemisphere, regions of

consensus increase in Π are patchy, with the areas of strongest

increase over the Maghreb, the Levant, Tigris Basin, and upper

Indus and Ganges basins. A sizeable fraction of southern Africa

also shows consensus changes.

When compared to the median values of Π from the

piControl simulations, most of the consensus changes outside

the low latitudes are poleward extensions of existing regions of

strong soil moisture–temperature coupling, consistent with

previous findings suggesting a poleward shift in

land–atmosphere coupling regimes (Dirmeyer et al., 2013a;

Dirmeyer et al., 2013b), for example, in the JJA panel of

Figure 4, north of 30°N, changes where the piControl values

of Π are between 0.2 and 0.5 and average between + 0.02 and +

0.03, while above and below that range of Π, the mean changes

are smaller. At low latitudes, areas of pronounced increases in Π

are also mainly an extension of higher values into regions that

had low values in the piControl simulations and not an

amplification of soil moisture–temperature coupling in a place

where it is already strong.

3.2 Episodic coupling

Miralles et al. (2012) developed an instantaneous land–heat

coupling metric (π) that has been applied here to the

CMIP6 model simulations at monthly timescales. The π

metric indicates the degree to which a specific episode of

extreme heat is driven by a feedback chain from soil moisture

and surface fluxes to air temperature. As demonstrated by Eq. 4,

π is based on differences and products of normalized anomalies,

that is, standard normal deviates (Koster et al., 2009). There

exists a quandary for statistics of this type when applied in a

FIGURE 3
As in Figure 2 for the median change in Π (dimensionless) from piControl to years 21–70 of the 1pctCO2 simulations (leading up to a doubling
of CO2).
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nonstationary climate, as notions of “anomaly” and “variance”

are dependent on the definition of the mean, a definition

representative of normal conditions. What means should be

used? Should one base normality on the conditions before

anthropogenic climate change began, or should it be defined

more proximate to the point in time under consideration?

Conventionally, climate normals are defined using a trailing

30-year (or in common practice, a complete prior 3 decade)

mean (Arguez and Vose, 2011), but it has been recognized that

this practice is becoming inappropriate in a changing climate as

the basis of defining anomalies for predicted events (e.g., Livezey

et al., 2007; Milly et al., 2008). One alternative is to fit a

regression, linear or otherwise, to data to create a time-

varying normal. However, we should first ask the question of

the purpose of a metric like π. It was conceived to be an indicator

of the strength of a physical process, namely, the contribution of

the land surface to the severity of heatwaves, and that is a

quantity that is worthwhile to estimate for past and future as

well as present climate conditions. We examine here if it is

possible to use π for this purpose, particularly how the definitions

of the means (�T, �H, Hp) used to calculate the anomalies

(T′, H′, H′
p) and the mean used as a baseline to calculate the

standard deviations (σT, σH, σHp) affect π and its interpretation.

Figure 5 shows the result for the preindustrial simulations

(piControl)—it is to be noted that the scale for π is different

compared to that for Π. Large values suggest regions where there

is a stronger land surface feedback on extreme heat. In austral

summer (DJF), Northern Australia, inland Southern Africa, and

South America, and the Amazon delta have some of the highest

values. In MAM, there is a northward shift, with the strongest

feedbacks indicated over a smaller portion of Northern Australia,

Southeast Asia, from the Guinea coast of Africa eastward to the

Ethiopian Highlands, and small areas on the continents around

the Caribbean Sea and the Gulf of Mexico. By JJA, large

contiguous areas of large π emerge over much of southern

North America and the Sahel region of Africa, along with

scattered smaller areas, such as over Northwestern India.

During SON, much of tropical and subtropical South America

shows very high values, as well as several areas scattered across

East Africa.

Regionally, there are some clear patterns of seasonality.

North America and much of midlatitude Eurasia show a clear

oscillation between summer and winter. In East Asia, there is a

South-to-North progression of high π values into summer but

also an outbreak from a hotspot around Beijing and the Gobi

Desert in MAM that expands across the Eurasian Steppes by JJA.

FIGURE 4
As in Figure 2 for the median change in Π (dimensionless) from piControl to years 91–140 of the 1pctCO2 simulations (leading up to a
quadrupling of CO2).
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FIGURE 5
Multimodel median of the 90th percentile values of monthly scale soil moisture–temperature coupling (π; dimensionless) for each season from
preindustrial control (piControl) simulations. Values are calculated over ice-free land areas only.

FIGURE 6
JJA multimodel median of differences in the 90th percentile values of π (dimensionless). The left map shows differences when π is calculated
from the last 50 years’ data from the historical simulations and π from piControl. The middle map shows the difference when means and standard
deviations from the piControl climatology are used to calculate π for the late historical period versus using all climate statistics from the historical
period. The right map shows the change from piControl to the late historical period when piControl climatology is used as the basis for
calculating π in both periods. Areas are maskedwhere the agreement amongmodels on the sign of the change is below the 99% confidence level, or
where the median of seasonal mean near-surface air temperature is below 0°C. Histograms show the probability distribution of significant changes
as a fraction of the total land area.

Frontiers in Environmental Science frontiersin.org09

Dirmeyer et al. 10.3389/fenvs.2022.949250

73

https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://doi.org/10.3389/fenvs.2022.949250


However, regions like Mexico and India appear to maintain

strong land surface feedbacks to heatwaves throughout the year,

as does most of sub-Saharan Africa. Nearly all land in the

Southern Hemisphere is covered in shades of red throughout

the year, as shown in Figure 5.

High values of π correspond quite well with the seasons and

locations of so-called hotspots of land–atmosphere coupling (e.g.,

Koster et al., 2004; Dirmeyer et al., 2009). Low values of π do not

indicate a lack of heat or heatwaves but rather a lack of land surface

contribution via concomitant soil drying. It is to be noted that the

large deserts of Africa and Asia in Figure 5 usually have low values

of the 90th percentile of π. Cool and/or moist regions also have low

values for the 90th percentile of π as they rarely, if ever, get into a

state of concurrent dry soils and prolonged extreme heat.

We can see the impact of our choice of baseline for the

definition of anomalies when we examine changes in the 90th

percentile of π from the preindustrial to recent historical times

(Figure 6 depicts JJA; other seasons are shown in Supplementary

Figure S2). When each period’s anomalies and standard deviations

for temperature, sensible heat, and potential sensible heat are used

for eachmodel, the left panel shows that the multimodel median of

the 90th percentile value of π shows a significant consensus change

over portions of the globe. Decreases correspond largely to areas of

land cover change: areas of agricultural expansion over the

Americas, Northeast China, India, the Sahel, and Australia, but

the correspondence between land use change and land-heat

coupling has not been explicitly quantified in this study as it has

been in others (e.g., Chen andDirmeyer, 2019; Chen andDirmeyer,

2020; Hu and Sun, 2022). Increases are largely confined to low

latitudes, corresponding to areas of tropical deforestation but also in

the subtropics of the Southern Hemisphere during austral summer

(Figure 2) and, curiously, much of the Sahara. The multimodel

median values of the time mean and standard deviations that are

part of the main terms in π (Eq. 4) are shown for all seasons in

Supplementary Figures S3, S4, respectively.

This pattern of change in the 90th percentile of π is driven by

several factors. Most areas experienced warming (Supplementary

Figure S5). There is an increase in the standard deviation of

temperature almost everywhere (Supplementary Figure S6),

which makes the denominator larger for the historical case.

Notable exceptions, according to the models, include areas

with large increases in cultivation: central North America, Far

East Asia, the upper Ganges and Indus valleys, and much of

Eastern Europe. The mean and standard deviation of sensible

FIGURE 7
Multimodel median of differences in the 90th percentile values of π (dimensionless) for the period of 1pctCO2 approaching quadrupled CO2

minus piControl for each season. Areas are masked where the agreement among models on the sign of the change is below the 99% confidence
level, or where the median of seasonal mean near-surface air temperature is below 0°C. Histograms show the probability distribution of significant
changes as a fraction of the total land area.
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heat flux drop over most of the same areas. The changes in

potential sensible heat closely mirror temperature changes over

theWestern Hemisphere but not in the Eastern Hemisphere. As a

global measure of the drivers of changes in π, we calculated

spatial correlations of its changes in each season (from Figure 6

andSupplementary Figure S2) with the changes in each time-

mean term in Eq. 4. Changes in σT explain 79% of the spatial

variance during MAM and JJA, 71% in SON, and 55% in DJF. σH
and σHp also explain around 50% of the variance on average and

as much as 62% in MAM (note that these terms are cross-

correlated; therefore, percentages for any season can sum tomore

than 100%). Changes in the means �T, �H, and Hp generally

account for less than 30% of the variance.

Returning to Figure 6, we see a very different picture when

the baseline for anomalies during the historical period is kept at

piControl levels and the piControl standard deviations for the

terms used to calculate π are also used (right panel). Nearly every

significant change is a substantial increase, suggesting stronger

land surface coupling to extreme heat events. Themiddle panel of

Figure 6 shows the difference that arises mainly from the

differing estimates of the 90th percentile of π during the

historical period between the two baselines.

Next, we examine the doubled and quadrupled CO2 periods

compared with piControl. Using a trailing 30-year mean as the basis

for climatology in the future projections, we see a pattern of changes

for the quadrupled CO2 case (Figure 7) that is very similar to but

skewed more strongly to positive differences and more significant

areal coverage than the doubled CO2 case (Supplementary Figure S7).

During all seasons, there are widespread consensus increases in the

90th percentile ofπ, the largest of which locally amounts to 20%–40%

increases over piControl coupling strengths. Areas of consistent

exception are around the Mediterranean and North Africa, as well

as South Africa, indicating weaker coupling of soil moisture to

extreme heat in most seasons. During boreal summer, the areas of

decreased π expand to their greatest area in several subtropical

regions and some hot midlatitude locations in the Northern

Hemisphere. The broad expanse of stronger land feedbacks to

heat across the entire Arctic as well as across much of the tropics

is striking. During SON, there are only a few areas of decrease in the

Southern Hemisphere. DJF shows Australia to be exempted from

increased soil moisture feedbacks on extreme heat, along with

Namibia, the Maghreb, and the Pampas.

Unsurprisingly, if the preindustrial norms are used as the basis

for calculating π in future climate scenarios, the values become

huge because the anomalies are huge. We have examined several

variants–one of the most instructive is to calculate anomalies for

future climate scenarios based on the trailing 30-year means in

those cases but to retain the standard deviations from piControl

FIGURE 8
As in Figure 7 but with future values of π (dimensionless) based on means and standard deviations from the piControl climatology.
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when normalizing the terms in π. This seems reasonable since

there is likely to be some degree of adjustment by populations and

migrating ecosystems to increasing temperatures, but changes in

variability may not be easily accommodated. Figure 8 shows the

difference in the 90th percentile of π for each season in this case

compared to the maps shown in Figure 7 (Supplementary Figure

S8 is the equivalent for the doubled CO2 case). When the three

factors in π are normalized by piControl standard deviations,

rather than future standard deviations, stronger land feedbacks on

extreme heat are indicated across the tropics and subtropics. The

area skews toward the summer hemisphere as seasons progress,

showing that the added impacts are mainly in monsoonal areas.

However, arid regions and seasons in the subtropics and tropics

experience less land feedback on heat in this formulation. Means

and standard deviations of temperature will increase globally in all

seasons in the future (Supplementary Figures S9–S12), but the

areas showing a reduction in the 90th percentile of π shown in

Figure 8 correspond with regions of decreased variability in

potential sensible heat flux (and thus potential evaporation),

while the areas of increase align well with areas of increased

sensible heat flux variability. Changes in σT again explain most

of the spatial variance, generally more than 80% for both future

scenarios. σH and σHp explain a comparable amount for

quadrupled CO2 as they did for the historical changes but

slightly less for doubled CO2. Changes in the mean terms

account for about a quarter of the spatial variance.

4 Discussion and conclusion

This study estimates past, present, and future heatwave

susceptibility based on surface temperature, surface sensible

heat flux, and surface latent heat flux as proposed by Miralles

et al. (2012). The impact of climate change on climatological

coupling via land–atmosphere temperature feedbacks has been

examined with the climatological metric (Π) from Miralles et al.

(2012). This metric considers differing correlations between near-

surface air temperature relative to potential and sensible heat flux,

the former equivalent to the difference between net radiation and

potential latent heat flux. Furthermore, this coupling can be

robustly investigated, as it is based on temporal correlations

that can well reflect changing relationships among physical

climate variables such as temperature and sensible heat. This is

more broadly true for correlation-based investigations of other

evolving biotic indicators and land–atmosphere feedbacks in a

changing climate (e.g., Notaro, 2008; Dirmeyer et al., 2013b; Berg

et al., 2015; Lorenz et al., 2015; Santanello et al., 2018;

Schwingshackl et al., 2018). However, the connection between

these variables may not be strictly linear but can change depending

on the role of soil moisture in modulating surface heat fluxes

(Benson and Dirmeyer, 2021; Dirmeyer et al., 2021). It remains to

be shown whether there is a better land-heat metric to use with

CMIP6 model data.

Under preindustrial conditions (piControl), seasonally

dependent hotspot regions of land–atmosphere coupling typically

located in transitional zones between wet and dry climates in many

other studies emerge oncemore during this analysis forΠ (Figure 1).

Among CMIP6models, historical land-use change (e.g., agriculture)

corresponds spatially to areas of reduced land surface (i.e., soil

moisture) controls on extreme heat (Figure 2). This relationship is

consistent with crops’ lack of regulation of their evapotranspiration

as they have been bred to produce ample fruit rather than to survive

extremes. Moreover, land surface models reflect these trade-off

features via increases in gross primary productivity, high stomatal

conductance, and vigorous carbon assimilation (De Kauwe et al.,

2015; Franks et al., 2018).

For the future climate scenarios (Figures 3, 4), coverage of

increased soil moisture–heat flux–temperature coupling

(i.e., positive values of Π) emerges as doubled atmospheric

CO2 is approached, while regions displaying a reduction in

land–atmosphere coupling early in the 1pctCO2 simulations

begin to recede over time during every season. As quadrupled

CO2 is approached, regions of increasing land-heat coupling

begin to dominate, particularly in monsoonal areas and across

much of the midlatitudes where areas of seasonally high values of

Π spread northward.

Consideration of the episodic land–atmosphere heat

coupling metric of Miralles et al. (2012), π, focuses on

changes of its 90th percentile value in each season, including

“cold” seasons that might not be considered as having heatwaves.

This is done for completeness, as arbitrarily excluding months is

difficult to justify. The low-temperature screening described at

the end of Section 2 is our attempt to remove severely energy-

limited situations from consideration. All seasons have been

considered because episodes of extreme heat are not only

intensifying (and projected to intensify further, cf. Perkins-

Kirkpatrick and Gibson, 2017) but are also spreading in many

places into seasons not historically associated with heatwaves

(Shafiei Shiva et al., 2019). Changes are shown globally for each

season, compared to the preindustrial baseline.

It is a much more nuanced problem to attribute the role of the

land surface in the proliferation of extreme events within a

changing climate as the very definition of “extreme” is by

nature relative and potentially changing. This is particularly

true when metrics are built with the assumption of a stationary

climate as opposed to a changing one (Milly et al., 2008; Trenberth

et al., 2014; Stevenson et al., 2022). The metric π falls into this

category (Figure 5), as it is based on the normalization of

anomalies with temporal standard deviations, each of which

can be defined from different baselines. Anomalies have been

defined based on a mean climate period, a trailing 30-year mean

climatology, and relative to piControl in the presence of changing

climate. Relative to piControl norms, 90th percentile indices of

monthly land–atmosphere coupling increase significantly over the

entire globe, especially for the most recent historical period

(Figure 6 and Supplementary Figure S2), and they can grow to
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dozens of times more than the values when contemporaneous

climate norms are used in the quadrupledCO2 period (not shown).

This throws into question the very meaning of such a metric.

Instead, two reasonable approaches are explored. When

contemporaneous climate means and standard deviations

(i.e., based on the trailing 30 years) are used to compare

different periods (Figure 7 and Supplementary Figure S7),

increased coupling from land to extreme heat cases becomes

widespread over the moist tropics, much of the extratropics,

and especially during summer in high-latitude regions.

Decreased coupling appears over some of the more arid

regions. However, one may assume that gradually increasing

mean temperatures are not as much a factor for assessing

land–atmosphere feedbacks as the changes in variability.

When piControl standard deviations of temperature, sensible

heat flux, and normalized sensible heat flux are used in all time

periods, but anomalies are calculated based on recent climate

norms, a different picture emerges (Figure 8 and

Supplementary Figure S8). Increases in the 90th percentile of

π become quite large across the tropics and monsoon regions as

well as northern Europe during the boreal summer, reflecting

an increase in surface heat flux variability across the region in

tandem with increasing temperature variability

(Supplementary Figures S10, S12). Other regions mostly

indicate a reduction in heat flux variability relative to

piControl norms, suggesting that the land surface is less

involved in the development of temperature extremes.

These conclusions should be considered provisional and

serve mainly as an indicator of the difficulty surrounding the

construction of an interdisciplinary, widely applicable metric,

that is, navigating through the uncertainty presented by a

changing climate and the Earth system processes fostering

these extreme events. For modeling studies, it is rather

difficult to isolate and deduce a posteriori the role of land

surface feedbacks on extremes (e.g., heatwaves and drought)

from experiments that were not specifically designed to isolate

the possible role of the land via specifically constructed sensitivity

analyses. This discontinuity points to the merit and necessity of

targeted multimodel climate change experiments (Seneviratne

et al., 2013; Hurk et al., 2016; Lawrence et al., 2016). However,

with an abundance of subfield-specific model intercomparison

projects (MIPs; over 20 in CMIP6), such specialized sensitivity

studies become undersubscribed and model uncertainty is

amplified.

Projects like GSWP-2 (Dirmeyer et al., 2006), GLACE

(Koster et al., 2004; Koster et al., 2006), GLACE-2 (Koster

et al., 2011), and LUCID (Pitman et al., 2009) established a

model count of about one dozen as an adequate minimum for

global climate studies–a mark that has been difficult to match

with recent specialized MIPs. However, these innovative

strategies must progress beyond the monthly scale analyses

presented here in addition to investigating changes in actual

heatwave events that would require daily model output. Such

data are available for a few CMIP6 models, but the sample

distribution is not large enough to assuage concerns over

model-dependent results. Furthermore, the relatively low

resolution of climate change models may obscure processes

and localized features that could alter these results. Perhaps

for the next round of climate model intercomparisons, MIPs

can be organized that target phenomena of looming societal

concern such as heatwaves and droughts.
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Accurate representations of stomatal conductance are required to predict the

effects of climate change on terrestrial ecosystems. Stomatal optimisation

theory, the idea that plants have evolved to maximise carbon gain under

certain constraints, such as minimising water loss or preventing hydraulic

damage, is a powerful approach to representing stomatal behaviour that

bypasses the need to represent complex physiological processes. However,

while their ability to replicate observed stomatal responses is promising,

optimisation models often present practical problems for those trying to

simulate the land surface. In particular, when realistic models of

photosynthesis and more complex cost functions are used, closed-form

solutions for the optimal stomatal conductance are often very difficult to

find. As a result, implementing stomatal optimisation in land surface models

currently relies either on simplifying approximations, that allow closed-form

solutions to be found, or on numerical iteration which can be computationally

expensive. Here we propose an alternative approach, using amethodmotivated

by control theory that is computationally efficient and does not require

simplifying approximations to be made to the underlying optimisation.

Stomatal conductance is treated as the control variable in a simple closed-

loop system and we use the Newton-Raphson method to track the time-

varying maximum of the objective function. We compare the method to both

numerical iteration and a semi-analytical approach by applying the methods to

the SOX stomatal optimisation model at multiple sites across the Amazon

rainforest. The feedback approach is able to more accurately replicate the

results found by numerical iteration than the semi-analytical approach while

maintaining improved computational efficiency.
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1 Introduction

Stomata regulate gas exchange between leaf and atmosphere,

balancing carbon gain required for growth, reproduction, and

respiration, against the cost of losing excessive water through

transpiration and the associated consequences for the plant

hydraulic tissues (Cowan and Farquhar, 1977; Sperry et al.,

2017). The dynamic behaviour of stomata has a strong

influence over both the terrestrial carbon and water cycles

(Sellers et al., 1996; Cox et al., 1999; Gedney et al., 2006).

Combined with non-linear feedbacks between the land surface

and atmosphere, small changes in stomatal responses to

environmental change can cause large changes to future

projections of the climate (Betts et al., 2004). As the frequency

and severity of drought events increase across large parts of the

globe (Hartmann et al., 2013; Marengo et al., 2018), the role that

stomata play in regulating local and global climate is becoming

ever more prominent, as plant water use strategies determine the

survival of the vegetation in vulnerable ecosystems (Cox et al.,

2000; Allen et al., 2010; Ponce-Campos et al., 2013; Anderegg

et al., 2015; Hochberg et al., 2018). Despite this role, however,

current land surface models (LSMs) often fail to accurately

capture the response of vegetation to drought (Sitch et al.,

2008; Powell et al., 2013; Ukkola et al., 2016; Restrepo-Coupe

et al., 2017; Martínez-de la Torre et al., 2019). This reduces their

ability to predict both short and long term changes to the land

surface and interactions with the climate. Significant

improvement to the representation of stomatal behaviour in

LSMs is required to improve projections of future climate

change and its impacts.Stomatal optimisation theory, the idea

that plants are able to optimise carbon gain under certain

physiological constraints, such as minimising water loss

(Cowan and Farquhar, 1977) or preventing hydraulic damage

(Sperry et al., 2017), is a powerful approach to representing

stomatal behaviour that has seen renewed interest over recent

years. Optimisation approaches offer encouraging results relative

to observations (Anderegg et al., 2018; Eller et al., 2018, 2020;

Venturas et al., 2018; Wang et al., 2019; Sabot et al., 2020; 2022a)

while bypassing the need to represent complex and poorly

understood physiological processes. The central concept is

that stomata act to maximise carbon dioxide uptake for

photosynthesis while simultaneously minimising the costs

associated with excessive stomatal opening. These costs are

typically expressed in terms of water loss, but may also be

associated with non-hydrological processes such as in Prentice

et al. (2014), where the optimisation model aims to minimise the

carbon costs of transpiration and photosynthetic capacity. In

optimisation models, an objective function, typically given by the

difference between instantaneous carbon uptake and a cost

function associated with water loss is maximised either

instantaneously or over a finite period, resulting in an optimal

stomatal conductance (Cowan and Farquhar, 1977; Wolf et al.,

2016; Wang et al., 2020). Many of the observed behaviours of

stomata to changes in climatic or edaphic conditions have been

replicated by this approach (Buckley et al., 2017), making it an

attractive option for those attempting to model plant behaviour.

However, despite this promising ability to replicate observed

stomatal responses, many global LSMs still use empirical

representations of stomatal conductance such as the Leuning

(1995) and Ball et al. (1987) models. The use of optimisation

models, in particular for large scale and long term simulations is

currently limited, in part due to the practical difficulties involved

in solving for the optimal stomatal conductance (Buckley, 2017).

Generally, closed-form analytical solutions are difficult or even

impossible to find, in particular when sophisticated leaf

photosynthesis models are used (e.g., Farquhar et al., 1980;

Collatz et al., 1991). As a result, stomatal optimisation models

are typically solved through numerical iteration. Unfortunately

this can be impractical for large scale simulations of the climate

where computational efficiency is desirable. Simplifying

assumptions can sometimes be made about the functional

form of either photosynthesis or the water loss cost equation

that reduce the complexity of the problem, such that analytical

solutions can be found (e.g., Medlyn et al., 2011; Eller et al., 2020).

However, these simplifications are not always possible and can

often misrepresent some of the fundamental assumptions in the

model (Buckley et al., 2017; Sabot et al., 2022b). There is therefore

a need for an alternative method to solve stomatal optimisation

models that avoids the need for numerical iteration yet can still

produce accurate solutions of the analytically optimal gs.An area

of promise that has yet to be extensively explored in the context

of stomatal modelling is feedback control. A basic control

problem consists of a system with an input and an output.

The objective is to feed an input into the system that causes it

to track some desired reference signal. In feedback control,

measurements of the system output are compared against the

reference signal through time, and the difference between them is

used to design an input that is fed back into the system, guiding it

is subsequent evolution through time (Figure 1). A simple

example is the regulation of room temperature by a

household boiler and thermostat (Franklin et al., 2011).

Measurements of room temperature relative to the desired

room temperature, which acts as the reference signal, provide

information to the thermostat that allows the boiler to be turned

on or off, maintaining the temperature of the house at, or near,

the desired reference temperature. Feedback control methods

have many applications across various fields of science and

engineering, including, in particular, biological sciences

(Cosentino and Bates, 2011) and generic optimisation

problems (Hauswirth et al., 2021). Since the maximum of a

function corresponds to a first derivative of zero, by setting the

system output to be the first derivative of an objective function,

and the reference signal to zero, we can reformulate the basic

feedback control problem into an optimisation problem. This

type of feedback optimisation is commonly applied in fields of

engineering (e.g., Krishnamoorthy and Skogestad, 2022).
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Applying it to stomatal optimisation we can use the same

methods to find a governing equation for the rate of change

of stomatal conductance that causes the objective function to

track the optimum through time. Such an effort could

significantly increase the viability of stomatal optimisation

models in LSMs, which in turn would improve our ability to

capture responses of vegetation to changing water availability in

the future.In this study we apply feedback optimisation

techniques to the Stomatal Optimisation based on Xylem

hydraulics (SOX) model (Eller et al., 2018, 2020). We

implement SOX within the Joint United Kingdom Land

Environment Simulator (JULES: Best et al., 2011; Clark et al.,

2011) and use three different methods: numerical iteration; an

approximate analytical solution; and feedback optimisation. We

run JULES-SOX using these three approaches at four sites across

the Amazon.

2 Methods

2.1 SOX

The Stomatal Optimisation based on Xylem hydraulics

(SOX) model is a stomatal optimisation model designed to

run within the JULES LSM (Best et al., 2011; Clark et al.,

2011). Below we provide a brief introduction to the model,

however, a full description and detailed evaluations of the

model can be found in Eller et al. (2018) and Eller et al.

(2020).SOX assumes that stomata act to maximise the

instantaneous product of leaf photosynthesis (A) and the

normalised xylem hydraulic conductance (K). The optimal

stomatal conductance (gs,opt) is found as the solution to the

following equation:

z A · K( )
zgs

gs,opt( ) � 0 (1)

The normalised xylem hydraulic conductance (K) is a

function of leaf water potential (Ψl), which itself is a function

of stomatal conductance. This K is given by the vulnerability

curve (Eller et al., 2020):

K Ψ( ) � 1

1 + Ψ
Ψ50
( )a[ ] (2)

where Ψ50 is Ψ when K = 0.5 and the parameter a gives the shape

of the vulnerability curve.Due to the complexity of the

photosynthesis model used in JULES, and the functional form

of the hydraulic conductivity equation used, a closed-form

solution for gs has not been found, and the model can only be

solved by numerical iteration (Eller et al., 2018) or by simplifying

some of its premises to produce a semi-analytical approximation

(Eller et al., 2020).

2.2 Numerical iteration

The default method for solving the SOX model is by

numerical iteration. An array of leaf internal carbon dioxide

partial pressure (ci) values is used to calculate the objective

function, (J = A · K). The value of ci that gives the greatest

value of the objective function is then used to calculate the

optimum stomatal conductance using the equilibrium

diffusion equation:

gs,opt �
A ci,opt( )
ca − ci,opt( ) (3)

where ca is atmospheric carbon dioxide partial pressure.The

difference between the solution found by numerical iteration

and the “true” solution depends on the number of different ci
values, or iterations used. For a sufficiently large number of

iterations we can neglect differences between the numerical

solution and the true analytical solution, and so for the

remainder of this study we consider the solution found by

numerical iteration to represent the true solution of the

model. When SOX has been run using this method we refer

to it as the “numerical version of SOX”.

2.3 Semi-analytical approximation

Eller et al. (2020) also present a semi-analytical

approximation to SOX:

gs,opt � 0.5
zA

zci

�����
4ξ
zA
zci

+ 1

√
− 1⎛⎝ ⎞⎠ (4)

with

ξ � 2
1
K

zK
zψ
rp1.6D

where ψ is leaf water potential; rp is plant hydraulic resistance;

and D is vapur pressure deficit.This is referred to as “semi-

analytical” since it is not a true closed-form solution. For most

realistic models of photosynthesis, including those typically used

in JULES (Farquhar et al., 1980; Collatz et al., 1991), zA
zci

is not

independent of gs. Similarly, the cost function (K) in SOX

FIGURE 1
A basic feedback control system.
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depends on leaf water potential and therefore also on gs. As a

result the expression requires simplifying assumptions to be used.

Eller et al. (2020) estimate both zA
zci

and 1
K

zK
zψ numerically,

assuming both terms are constant with respect to gs and

within a model time-step. For the remainder of this study we

refer to the combination of this semi-analytical expression and

the approximations of the gradients of photosynthesis and the

cost function as the “semi-analytical version of SOX”.

2.4 Applying feedback control to stomatal
optimisation

A basic negative feedback control system consists of a system

which takes a control input (u(t)) and produces an output

(y(t)) (Figure 1). In the simplest case this output is given by

a function of the input:

y � F u t( )( ) (5)

The objective of feedback control is to design a governing

equation for the input such that the output of the system tracks a

reference signal (r(t)). This is achieved by measuring the error

between the system output and the reference signal, e(t) = r(t) −

y(t), and designing a controller that minimises this error through

time, often with the additional objectives of minimising

convergence time and overshoot, while maintaining

stability.The aim of stomatal optimisation models is to

maximise an instantaneous objective function (J). We want to

control this objective function by varying stomatal conductance

through time and hence stomatal conductance is our control

variable:

u t( ) � gs t( ) (6)

Setting the system output function (F) of our feedback

problem to be the first derivative of the objective function:

F u t( )( ) � zJ

zgs
gs t( )( ) (7)

and setting the reference signal to zero:

r t( ) � 0 (8)

we now have a feedback optimisation problem. The aim is to

design a governing equation for the rate of change of stomatal

conductance that guides our objective function towards its

maximum, and can use methods from feedback control to do so.

2.4.1 Applying feedback control to SOX
To apply feedback control to SOX it is first convenient to

non-dimensionalise the objective function by defining a

maximum value for photosynthesis (Amax). The non-

dimensional objective function is given by:

Ĵ � Â · K (9)

where

Â � A

Amax
(10)

We define Amax as the rate of photosynthesis when

intercellular leaf CO2 concentration is equal to atmospheric CO2:

Amax � A ci � ca( ) (11)

The cost function, K, in SOX is already normalised with

respect to a maximum hydraulic conductance and so this is left

unchanged.In order to apply the principle of feedback control,

the objective function must be evaluated by the control variable.

However, due to the co-limitation part of the photosynthesis

model used in JULES it is not possible to rearrange A in terms of

gs. We therefore, re-formulate the control problem in terms of ci
using Fick’s Law (Eq. 3). In order to maintain non-

dimensionality when differentiating the objective function, we

differentiate with respect to the ratio intercellular leaf, to

atmospheric CO2 concentration:

fi � ci
ca

(12)

SOX (Eq. 1) is subsequently rewritten as:

z Â · K( )
zfi

fi,opt( ) � 0 (13)

The control variable is now fi and its optimum value is

tracked by the feedback system. The optimum ci is found using

Equation 12. As with the numerical iteration solution to SOX, the

optimal stomatal conductance can be found from the optimal ci
value using the equilibrium diffusion equation (Eq. 3). Non-

dimensionalising and reformulating SOX in this way does not

alter the biological assumptions and has no effect on the

optimum gs, but they are implemented here to ensure that the

objective function (Eq. 9) and the optimised variable (fi) both

occupy the range from zero to unity.We define the rate of change

of fi using a control equation analogous to the Newton-Raphson

root finding algorithm:

dfi

dt
� − z2Ĵ

zf2
i

( )
−1

zĴ

zfi
( ) 1 − exp −Δt

τ
{ }( ) (14)

where τ is a tunable time-scale parameter representing the

response time of the stomata (set to τ = 900 s by default), and

the 1 − exp −Δt
τ{ } term accounts for model timesteps (Δt) which

are non-negligible compared to τ.The derivatives for the

Newton-Raphson increment are found by first expressing

them in terms of Â and K:

zĴ

zfi
� Â

zK

zfi
+K

zÂ

zfi
(15)

z2Ĵ

zf2
i

� Â
z2K

zf2
i

+ 2
zÂ

zfi

zK

zfi
+K

z2Â

zf2
i

(16)
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The derivatives of Â and K are found numerically. It is

possible to derive analytical derivatives for both Â and K which

would allow an analytical calculation of the Newton-Raphson

increment, however by using numerical derivatives we maintain

greater generality as the photosynthesis model and cost function

can be readily changed without requiring them to have analytical

derivatives.

zX

zfi
� X fi + h( ) −X fi − h( )

2h
(17)

z2X

zf2
i

� X fi + h( ) − 2X fi( ) +X fi − h( )
h2

(18)

where h is the numerical step-size in fi (set equal to 0.0002), and

variable X is either Â or K.

2.4.2 Additional constraints
The Newton-Raphson control equation is not sufficient by

itself to track the optimum ci. In addition to the above rate

equation we implement three additional constraints.

The first is to limit the value of the second derivative of the

objective function. The Newton-Raphson algorithm is not robust

when the second derivative of the function being optimised

changes sign anywhere within the optimisation domain (i.e.

the function is not strictly convex or concave). In the case of

attempting tomaximise an objective function, this means that the

method will break down if the second derivative becomes positive

(the function is not concave). Unfortunately, the objective

function in SOX is not strictly concave with respect to fi for

all environmental conditions, and the second derivative can

become positive. To solve this, we set a maximum value for

the second derivative that prevents it both approaching zero and

becoming positive. We relate this limit to a maximum allowed

rate of change in fi:

z2Ĵ

zf2
i

( )
max

� − Ĵ′
dfi

dt( )
max

dt

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣ (19)

where Ĵ′ � zĴ
zfi
, and (dfi

dt )max is a plant functional type (PFT)

dependent parameter with default values of 1.67 × 10−4 s−1 for

C3 and 1.67 × 10−5 s−1 for C4 respectively. These equate to a

maximum allowed change in fi of 0.15 and 0.015 per 15 minute

time-step, for C3 and C4 plants respectively.The second is to set a

condition for when leaf photosynthesis is limited by light and

equal to zero. In this case the objective function is equal to zero

for all values of fi, resulting in a zero first derivative and rate of

change of fi. When photosynthesis is completely limited by light,

there is no benefit for a plant to keep it is stomata open and so we

implement the condition that when absorbed photosynthetically

active radiation (APAR) is zero the rate of change of fi is given by:

dfi

dt
� − dfi

dt
( )

max

1 − exp −Δt
τ

{ }( ) (20)

Finally, the control variable, fi, is kept within the range (0,1) i.e.

intercellular leaf CO2 concentration cannot drop below 0, and

cannot exceed atmospheric CO2 concentration.

2.5 An improved big leaf model within
JULES

There are currently two options for canopy photosynthesis in

JULES, both described fully in Clark et al. (2011). The first option

is a big leaf approach, in which top of the canopy leaf

photosynthesis is scaled to total canopy photosynthesis, using

the assumption that both irradiance (Ipar) and photosynthetic

capacity (Vcmax) decline exponentially through the canopy, with

the same rate of decay.The second approach is a multi-layer

approach where gross photosynthesis is calculated for a number

of equal increments of leaf area index (LAI) through the canopy,

assuming again that both irradiance and photosynthetic capacity

decay exponentially through the canopy, although with the

option for these decay rates to differ. Mercado et al. (2007),

along with discussion in Clark et al. (2011), demonstrate the

superior performance of the multi-layer approach compared to

the big-leaf approach, in particular it is ability to capture

observed photosynthetic light responses, and diurnal cycles of

GPP.For computational efficiency, it is beneficial for the feedback

optimisation to be implemented as part of a big leaf approach,

with just a single prognostic variable for the whole canopy. For

this reason we present below a modified version of the big leaf

approach that more accurately captures the light response and

diurnal cycle of canopy photosynthesis.Photosynthesis in JULES

uses the biochemistry of C3 and C4 photosynthesis from Collatz

et al. (1991) and Collatz et al. (1992). Leaf photosynthesis is

determined by three potentially-limiting rates:

1. Rubisco-limited rate (Wc)

Wc �
Vcmax

ci − Γ
ci +Kc 1 + Oa/Ko( )( ) for C3 plants

Vcmax for C4 plants

⎧⎪⎪⎨
⎪⎪⎩ (21)

where Vcmax (mol CO2m
−2s−1) is the maximum rate of

carboxylation of Rubisco, ci (Pa) is the leaf internal carbon

dioxide partial pressure, Γ (Pa) is the CO2 compensation

point in the ansence of mitochondrial respiration, Oa (Pa) is

the partial pressure of atmospheric oxygen, and Kc and Ko (Pa)

are the Michaelis-Menten parameters for CO2 and O2,

respectively.

2. Light-limited rate (Wl)

Wl �
α 1 − ω( )Ipar ci − Γ

ci + 2Γ( ) for C3 plants

α 1 − ω( )Ipar for C4 plants

⎧⎪⎪⎨
⎪⎪⎩ (22)
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where α is the quantum efficiency of photosynthesis (mol

CO2mol−1PAR), ω is the leaf scattering coefficient for PAR

and Ipar is the incident photosynthetically active radiation

(PAR, mol m−2s−1).

3. Rate of transport of photosynthetic products (in the case of C3

plants) and PEPCarboxylase limitation (in the case of C4

plants) (We)

We �
0.5Vcmax for C3 plants

2 × 104Vcmax
ci
P*

for C4 plants

⎧⎪⎪⎨
⎪⎪⎩ (23)

As in the original approach used in JULES and described in Clark

et al. (2011), incident radiation attenuation through the canopy is

assumed to follow Beer’s law:

Ipar L( ) � I0e
−kPARL (24)

where I0 is irradiance at the top of the canopy, kPAR is a light

extinction coefficient and L is the leaf area index through the

canopy.Similarly, it is also assumed that photosynthetic capacity

(Vcmax) varies through the canopy. Unlike the old big leaf

approach, however, we assume a distinct extinction coefficient

associated with the decline of Nitrogen through the canopy,

similar to that used in themulti-layer canopy scheme also present

in JULES:

Vcmax � Vcmax0e
−knL (25)

where kn is the decay coefficient of Nitrogen through the

canopy with the default value of 0.2.We also introduce a decay of

the quantum efficiency of photosynthesis (α) through the canopy

to account for the decline of chlorophyll content through the

canopy. The decay rate of α is assumed equal to that of Vcmax,

since both depend on canopy Nitrogen.

α L( ) � α0e
−kNL (26)

where α0 is the quantum efficiency of photosynthesis at the top of

the canopy with the default value of 0.035.To scale to canopy

photosynthesis, the three potentially-limiting rates are integrated

over the canopy to find their respective canopy average values

(denoted with a bar):

Wc � 1
Lc

∫
Lc

0
WcdL � Wc0

1 − e−knLc

knLc
(27)

Wl � 1
Lc

∫
Lc

0
WldL � Wl0

1 − e− kn+kPAR( )Lc

kn + kPAR( )Lc
(28)

We � 1
Lc

∫
Lc

0
WedL � We0

1 − e−knLc

knLc
(29)

WhereWc0,Wl0, andWe0 are the values ofWc,Wl andWe at

the top of the canopy respectively.Average gross canopy

photosynthesis (W) is then calculated as the smoothed

minimum of these canopy average limiting rates. These are

found as the smallest root of the following set of equations:

β1Wp
2 −Wp Wc +Wl( ) +Wc Wl � 0 (30)

β2W
2 −W Wp +We( ) +Wp We � 0 (31)

whereWp is the smoothed minimum ofWc andWl, and β1 =

0.83 and β2 = 0.93 are “co-limitation” coefficients.Finally total

canopy gross photosynthesis is calculated by multiplying the

average canopy photosynthesis by canopy LAI, with the same

method also being used to calculate canopy respiration and

stomatal conductance:

W � WLc (32)

In addition to the introduction of a vertical distribution in the

quantum efficiency of photosynthesis (α), the new approach here

differs from the original big-leaf approach in the order in which

the co-limitation (Eq. 30 and Eq. 31) of the three potentially

limiting rates is calculated, and the scaling of leaf to canopy

photosynthesis. The original big leaf first calculates the co-

limitation of the three rates at the top of the canopy leaf

before scaling up to total canopy photosynthesis. Canopy

photosynthesis is therefore rarely light-limited as top of the

canopy leaves, which have the highest light conditions,

determine the total canopy rate. The new approach instead

performs co-limitation after each of the rates has been

effectively scaled to the canopy. This better accounts for the

contribution of lower canopy leaves that are typically shaded and

therefore limited by incoming light.

2.6 JULES-SOX simulations

All three versions of SOX (numerical, feedback control and

semi-analytical) were implemented into version 5.1 of the JULES

LSM, along with the updated canopy photosynthesis scheme. The

code for the feedback control version of JULES-SOX used in this

study can be found at code. metoffice.gov.uk/svn/jules/main/

branches/dev/simonjones/vn5.1_jules_SOX_feedback_control/.

The revision at time of publication is 23887. Each version of

JULES-SOX was then used to simulate plant function at four sites

across the Amazon rainforest from the LBA network (Saleska

et al., 2013). These sites include LBA-K34 Reserva Cuieiras,

Manaus Brazil; LBA-K83 Tapajos National forest, Santarem

Brazil; LBA-RJA Reserva Jaru; and LBA-K67 Tapajos National

forest, Santarem Brazil. A summary of the environmental

conditions at each site is given in the supplementary material

(Supplementary Figure S1, S2). The simulations were spun up for

25 years and run on a 15 minute time-step. Driving data is

provided from each site on an hourly basis and is linearly

interpolated to 15 min by JULES. The simulation period for

each site is as follows: K34–2003-01-01 04:00:00 to 2006-01-01

03:00:00; K83–2001-01-01 04:00:00 to 2004-01-01 03:00:00; RJA

- 2000-01-01 04:00:00 to 2002-12-31 23:00:00; and K67–2002-01-

01 02:00:00 to 2005-01-01 03:00:00. The parameters fitted in Eller
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et al. (2020) were used for SOX and are given in Supplementary

Table S1.

2.7 Model evaluation

The aim of the study is to test the ability of feedback control

to track the optimum solution of SOX found by numerical

iteration. To do this we examine both predicted daily (24-h

mean) grid-box gross primary productivity (GPP) and predicted

daily stomatal transpiration from the feedback control approach

and compare it against the same predictions from the numerical

approach across all sites. We also compare predicted GPP and

transpiration from the semi-analytical approximation against the

numerical version of SOX, and present root mean square error

(RMSE) values for both sets of comparisons. This allows us to

then compare the ability of the feedback optimisation and semi-

analytical versions to replicate the predictions made by the

numerical version.We also compare the average diurnal cycle

of predicted grid-box GPP, predicted grid-box transpiration, and

predicted leaf water potential for each version of SOX at each site,

in order investigate the ability of both the feedback control and

semi-analytical approaches to represent the sub-daily behaviour

of stomata predicted by SOX.We also assess the ability of JULES-

SOX to capture observed sub-daily fluxes at each site and

compare the average diurnal cycle of GPP predicted by each

model to the equivalent cycle of observed GPP at each site, and

across the same time period. We also compare the average

diurnal cycle of transpiration to observations, although due to

data availability this comparison is only made at site K67.

Observations are taken from Saleska et al. (2013) and GPP

and transpiration are taken as the “GEP_model” and “Fh20”

variables respectively.Finally, an important part of the

motivation behind the feedback control approach is that while

the numerical version accurately represents the assumptions

made within SOX it is computationally inefficient. So as well

as evaluating each models ability to capture the assumptions

made in SOX we also assess the computational efficiency of each

method. We do this by presenting the total aggregate time taken

to run all four sites, which provides a metric of the efficiency of

each version.

3 Results

In general the feedback control approach was able to replicate

the results from the numerical iteration approach more closely

than the semi-analytical version of SOX (Figure 2 and Figure 3).

With respect to predicted daily grid box GPP, the difference

between the two approaches was relatively small, and both were

able to replicate the result from the numerical version with

reasonable accuracy (Figure 2). Non-etheless the root mean

square error (RMSE) between predicted daily grid box GPP

from the numerical version of SOX and the feedback control

version of SOX (RMSE = 0.106) was lower than the RMSE

between the numerical and semi-analytical versions (RMSE =

0.140) across all simulations (Figure 2). In contrast, there were

more significant differences between the two approaches in terms

of predicted daily grid-box stomatal transpiration (Figure 3) and

canopy water potential (Figure 6). The feedback control version

more closely matched the numerical solution, with a significantly

lower RMSE value (RMSE = 29.4) for predicted transpiration

compared to the semi-analytical version (RMSE = 264.4)

(Figure 3). The semi-analytical version of SOX generally

predicted larger values of transpiration compared with the

numerical version (Figure 3). This was due to greater daily

maxima in stomatal conductance, and therefore greater

maxima in daily transpiration compared to the numerical and

feedback control versions of SOX (Figure 5). The feedback

control method generally predicted similar values of daily

GPP relative to the numerical version, but there was a small

bias towards lower values of daily GPP relative to the numerical

version (Figure 2). This was mostly due to a lag in stomatal

opening at dawn in the feedback control approach relative to the

numerical version, resulting in overall lower average daily values

(Figure 4).

All three approaches accurately captured the average

diurnal cycle of observed GPP at each site, with the

exception of the K34 site where the peak in daily GPP was

underestimated by all three versions of the models (Figure 4).

The similarity of the three versions of the model here is due to

the weak dependence of the light-limited rate of photosynthesis

(Wl, Eq. 22) on ci and therefore gs, which is most commonly the

limiting rate in our new big leaf scheme. All three versions of

JULES-SOX underestimated the amplitude of the average

diurnal cycle of transpiration at the K67 site, but the semi-

analytical version predicted greater daily maxima than the

numerical and feedback control versions and was therefore

closest to the observed values. The greater difference between

the approaches in terms of predicted transpiration relative to

predicted GPP is due to the greater dependence of transpiration

on stomatal conductance than that of photosynthesis in the

light-limited regime.

As expected, the numerical version of SOX was the least

computationally efficient method. To run all four sites it took

a combined time of 52 min and 52 s (3,172 s). The speed of

the numerical version depends on the number of iterations

used and the time taken of course reduces when fewer

iterations are used, although at the cost of reduced

accuracy. Both the semi-analytical and feedback control

approaches were significantly faster, with total run times

of 38 min and 4 s, and 25 min and 26 s respectively. The

efficiency of the feedback control version could be improved

further if instead of using the chain rule to calculate the

derivatives of the Newton-Raphson increment, the

derivatives are estimated directly using:
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zĴ

zfi
� Ĵ fi + h( ) − Ĵ fi − h( )

2h
(33)

z2Ĵ

zf2
i

� Ĵ fi + h( ) − 2Ĵ fi( ) + Ĵ fi − h( )
h2

(34)

This reduces the number of calculations required but results

in a slightly less accurate estimate of the derivatives and so lowers

the performance of the approach with respect to replicating the

results of the numerical version.

4 Discussion

Accurately simulating stomatal behaviour is an

important part of predicting climate change and its

impacts in the future. Stomatal optimisation theory has

shown promise as a relatively simple way to replicate

observed stomatal responses, without the need for

complex understanding of physiological processes.

However, it is use in large scale simulations of the land

surface has been limited due to the difficulties involved in

solving for optimal stomatal conductance, with methods

often compromising either on scientific accuracy, or on

computational efficiency. Applying methods based in

feedback control, we have demonstrated an alternative

approach to solving stomatal optimisation models that

may allow optimisation theory to be effectively

implemented in LSMs and used in large scale modelling

studies. Our approach significantly increases computational

efficiency relative to numerical iteration while maintaining a

close representation of the underlying assumptions made in

the optimisation model.

One of the largest challenges facing stomatal optimisation

models is defining the cost function associated with water loss

(Wang et al., 2020). Plants may experience multiple different

penalties for transpiring excessive water, including loss of

hydraulic conductance through xylem cavitation (Tyree and

Sperry, 1989; Martínez-Vilalta et al., 2014; Sperry and Love,

2015) and reduced cell turgor required for tissue expansion and

growth (Hsiao, 1973; Cosgrove, 2014; Fricke, 2017). How to

aggregate these potential costs into a single function is not

currently clear (Wang et al., 2020). The ability to implement

new assumptions into optimisation models and test them within

the context of an LSM is therefore crucial to advancing stomatal

optimisation models and improving predictions of stomatal

behaviour in the future. Unlike the semi-analytical solution of

FIGURE 2
The comparison of predicted daily grid-box gross primary production (GPP, kg C m−2 yr−1) from the numerically solved version of JULES-SOX
along the x axis against 1) feedback control version of JULES-SOX (black) and 2) the semi-analytical approximation of JULES-SOX (red) along the
y-axis, across simulations from four sites in the Amazon rainforest. The sites are LBA-K34: Reserva Cuieiras, Manaus Brazil; LBA-K83: Tapajos
National forest, Santarem Brazil; LBA-RJA: Reserva Jaru; LBA-K67: Tapajos National forest, Santarem Brazil. Root mean square error (RMSE)
values between values predicted by the numerical version and the two other versions across all simulations are presented.
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SOX, the feedback control approach can in theory be applied to

any realistic objective function, allowing new cost functions to be

readily implemented into LSMs.

Plants in JULES have been reported to have a high sensitivity

to drought events (Harper et al., 2016; Williams et al., 2018), due

in part to the empirical ‘β-factor’ approach used to represent the

effect of changes in soil moisture on canopy level photosynthesis

(Cox et al., 1998; Clark et al., 2011). This sensitivity represents a

significant component of simulating the response of vegetated

ecosystems to drought and is a key source of error betweenmodel

predictions and observations (Powell et al., 2013). Similarly, the

response of stomata to changes in vapour pressure deficit (VPD)

is traditionally controlled by the empirically derived relationship

between intercellular leaf CO2 and VPD from Jacobs (1994), as

described in Best et al. (2011). Increases in VPD can reduce

stomatal conductance and photosynthesis as the increased

evaporative demand results in greater water loss through

transpiration (Grossiord et al., 2020). Capturing this response

is crucial for predicting the future of ecosystems across the globe

as increasing VPD is a significant driver of tree mortality (Park

Williams et al., 2013). The SOX model provides a theoretical

basis that allows improved predictions of stomatal regulation

during drought and periods of high VPD (Eller et al., 2018) that

are more robust to changes in climate than the empirically

derived responses. The semi-analytical approximation for SOX

Eller et al. (2020) provides a means to implement stomatal

optimisation into JULES that is computationally efficient and

maintains some of the improved predictions of carbon and water

fluxes. However, as we have shown here this approximation does

not fully represent the assumptions made in SOX. In particular,

the semi-analytical version often mischaracterises the sensitivity

of stomata to VPD due to the linearisation of the vulnerability

curve (Sabot et al., 2022b). Applying feedback control will allow

SOX to be accurately and efficiently implemented into JULES

while preserving the fundamental assumptions made in the

model, and facilitate the implementation of alternative cost

functions that may improve the capability of SOX to predict

forest responses to extreme climate events such as drought, and

increasing global VPD.

The feedback control approach is a promising alternative

method for solving stomatal optimisation models. However,

as can be seen in Figure 2–6, the method does not track the

optimal solution perfectly. There are many potential reasons

for this, including for example, numerical errors in the

estimation of the objective function derivatives (indeed

the tracking improves when analytical derivatives are

FIGURE 3
The comparison of predicted daily grid-box stomatal transpiration (kg H2O m−2yr−1) from the numerically solved version of JULES-SOX along
the x axis against 1) feedback control version of JULES-SOX (black) and 2) the semi-analytical approximation of JULES-SOX (red) along the y-axis,
across simulations from four sites in the Amazon rainforest. The sites are LBA-K34: Reserva Cuieiras, Manaus Brazil; LBA-K83: Tapajos National forest,
Santarem Brazil; LBA-RJA: Reserva Jaru; LBA-K67: Tapajos National forest, Santarem Brazil. Root mean square error (RMSE) values between
values predicted by the numerical version and the two other versions across all simulations are presented.
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used). A more scientifically interesting difference between

the feedback control approach and the numerical solution

can be seen when looking in particular at the average diurnal

cycle of transpiration and leaf water potential at each of the

four simulated sites (Figure 5). In particular, while the

feedback method closely tracks the numerical solution

throughout the middle of the day, there is a clear

distinction between the two approaches at dawn when the

stomata first open, as in general the feedback control

approach tends to lag behind the optimal solution. This is

because stomatal conductance (or more accurately fi in this

case) is now determined by a differential equation (Eq. 14),

which introduces a time-scale into the rate of stomatal

opening. The exact mechanisms that control the

regulation of stomata are not well understood (Buckley,

2019). However, it is clear that physiological constraints

related to the size, density and structure of stomata have a

significant effect on the rate at which stomata can respond to

changing environmental conditions (Lawson and Vialet-

Chabrand, 2019). Observations show that these response

times can be an order of magnitude or more slower than the

response of photosynthesis (Lawson and Blatt, 2014; Lawson

and Vialet-Chabrand, 2019), which decouples

photosynthesis from stomatal conductance over short

time-scales and can have important consequences for

plant water use efficiency (Lawson and Blatt, 2014; Vialet-

Chabrand et al., 2017; Eyland et al., 2021). Stomatal

optimisation models do not intrinsically account for these

physiological constraints and so implicitly assume that the

rate of change of stomata is unbounded, although time-

scales can be introduced using, for example, the “prognostic

stomatal conductance” approach described by Sellers et al.

FIGURE 4
A comparison of the average diurnal cycle of predicted gross primary production (GPP, kg C m−2yr−1) from JULES-SOX solved using three
different methods (1. Numerical iteration (black), 2. Feedback control (red), 3. A semi-analytical approximation (blue))) and observed GPP at four sites
in the Amazon rainforest. (A) LBA-K34 Reserva Cuieiras, Manaus Brazil; (B) LBA-K83 Tapajos National forest, Santarem Brazil; (C) LBA-RJA Reserva
Jaru; (D) LBA-K67 Tapajos National forest, Santarem Brazil. Observed data is from Saleska et al. (2013). Error bars and shaded areas represent the
25% and 75% uncertainty percentiles.
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(1996). In the absence of detailed understanding of the

physiological mechanisms behind lagged stomatal

regulation, the feedback approach presented here presents

an efficient method for physiological constraints on stomatal

opening to be accounted for, at least implicitly, and may help

to bridge the gap between optimisation and mechanistic

approaches, allowing more accurate predictions of sub-

daily stomatal behaviour.

Feedback control has strong parallels with numerical

optimisation (Hauswirth et al., 2021). These algorithms allow

complex equations to be solved numerically and have been

applied to stomatal optimisation models previously. For

example, Anderegg et al. (2018) use the Newton-Raphson

algorithm to solve their stomatal optimisation model for

optimal stomatal conductance at each time-step. The

difference between using a numerical solver in this way, and

the feedback control approach we present here is that we do not

use multiple iterations per time-step. Instead the Newton-

Raphson algorithm determines the rate of change of fi which

is then solved through integration. It should be noted that this

limits the feedback approach to simulations with relatively

short time-steps, such as the 15 min time-step used here.

The choice of the Newton-Raphson algorithm here was

justified by our aim of replicating the numerical solution of

SOX as closely as possible, as the Newton-Raphson algorithm

typically has faster convergence than first order methods.

However, despite the fast convergence of the Newton-

Raphson algorithm and the relatively close tracking of the

optimal solution by our implementation, its use requires

additional constraints to be added to the model code that

prevent the algorithm becoming unstable and producing

unrealistic results. In particular, the algorithm is not robust

when the objective function is not concave and the second

derivative changes sign within the optimisation domain. This is

FIGURE 5
A comparison of the average diurnal cycle of predicted stomatal transpiration (kg H2O m−2yr−1) from JULES-SOX solved using three different
methods (1. Numerical iteration (black), 2. Feedback control (red), 3. A semi-analytical approximation (blue))) and observed transpiration at four sites
in the Amazon rainforest. (A) LBA-K34 Reserva Cuieiras, Manaus Brazil; (B) LBA-K83 Tapajos National forest, Santarem Brazil; (C) LBA-RJA Reserva
Jaru; (D) LBA-K67 Tapajos National forest, Santarem Brazil. Observed data is from Saleska et al. (2013). Error bars and shaded areas represent the
25% and 75% uncertainty percentiles.
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the case in SOX where under certain environmental conditions

the second derivative of the objective function can become

positive. Our solution of artificially preventing the second

derivative from approaching zero and ultimately changing

sign, by giving it a maximum value appears to have been

relatively successful here. However, we currently have no

clear method for determining what this maximum value

should be besides the tuning we have done. This may mean

that our method is not robust for all sets of environmental

conditions and future applications of feedback control to

stomatal optimisation may use more robust methods such as

the commonly used gradient ascent method. Feedback

optimisation of non-concave/non-convex functions, in

particular those that change through time, is an emerging

field (Häberle et al., 2020; Ding et al., 2021) and further

work is required to understand how these methods may be

applicable to stomatal optimisation.

5 Conclusion

We present a feedback control based approach for tracking the

optimum stomatal conductance predicted by stomatal optimisation

models through time. We apply the approach to the SOX stomatal

optimisation model, where it is able to accurately replicate predicted

GPP, stomatal transpiration and leaf water potential found by

numerical iteration. Feedback control represents a promising

avenue for stomatal optimisation models that may allow them to

be efficiently implemented into LSMs, improving the representation of

stomatal behaviour in projections of global climate in the future.

FIGURE 6
The average diurnal cycle of predicted canopy water potential (MPa) from JULES-SOX solved using three different methods (1. Numerical
iteration (black), 2. Feedback control (red), 3. A semi-analytical approximation (blue)) at four sites in the Amazon rainforest. (A) LBA-K34 Reserva
Cuieiras, Manaus Brazil; (B) LBA-K83 Tapajos National forest, Santarem Brazil; (C) LBA-RJA Reserva Jaru; (D) LBA-K67 Tapajos National forest,
Santarem Brazil. Shaded areas represent the 25% and 75% uncertainty percentiles.
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Irrigation activities have been recognized as one of the most potentially sustainable
land management practices to tackle climate change. In this study, we investigated
the impacts of present-day irrigation activities on regional temperature extremes
changes in China using the state-of-the-art regional climate model RegCM-4.8.2,
through two sets of long-term numerical experiments (i.e., with and without
irrigation). The key findings are as follows. Firstly, by comparing the observations,
RegCM4 has a good ability to reproduce both the spatial distribution and the volume
of irrigation for provincial irrigation activities in China. In this context, by comparing
the results of numerical experiments, we found that irrigation led to significant
reductions (slightly changes) in the extreme indices associated with the warm (cold)
tails of the maximum and minimum temperatures distributions, e.g., hot days,
tropical nights (cold nights, frost days), particularly in the regions with intense
irrigation (e.g., the North China Plain). Furthermore, these extreme indices were
dominated by irrigation-induced shifts in mean temperatures, but the impacts of
changes in temperature variability on extreme hot events were also non-negligible
for the strongly irrigated regions. In addition, through attributing irrigation-induced
changes in mean state temperatures, we revealed that the irrigation-induced
repartitioning of the surface turbulent heat fluxes (i.e., sensible and latent heat)
dominated the variations of temperatures and the associated extremes. However,
region-specific land-atmosphere coupling features also led to differences in the
irrigation-induced responses of surface energy components. We highlight the
possible effects and mechanisms of irrigation on multiple types of extreme
temperature indices, particularly the extreme hot events, which provide scientific
clues for mitigating and adapting regional climate change.

KEYWORDS

irrigation, RegCM, numerical modeling, temperature extremes, China

1 Introduction

Human activities have unequivocally caused climate change in every region across the globe
(IPCC, 2021). According to the Special Report on Climate Change and Land (SRCCL) from the
Intergovernmental Panel on Climate Change (IPCC) sixth assessment cycle, more than 70% of
the global ice-free land surface, particularly most of the highly productive land area, has been
directly exploited by humans (IPCC, 2019). Such intensive anthropogenic land use has led to
extensive alteration of natural ecosystems - known as land use and cover change (LUCC). On
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the one hand, LUCC could influence local-regional-global climate
through biogeophysical and biogeochemical mechanisms (e.g.,
Mahmood et al., 2014; Ward et al., 2014; Bright, 2015; Li et al.,
2017; Winckler et al., 2017; Li et al., 2018; Xu et al., 2022). On the other
hand, over-exploitation of land resources would also negatively affect
ecosystems (e.g., land degradation) and the services they provide (e.g.,
Arneth et al., 2019). Hence, in a context of finite Earth’s land area, the
sustainable use of land resources (i.e., sustainable land management,
SLM) is a crucial pathway to addressing complex land use-derived
issues (e.g., United Nations General Assembly, 2015).

A variety of SLM approaches are available to mitigate climate
change, including forest management (e.g., extending rotation
cycles), cropland management (e.g., irrigation), grazing land
management (e.g., deep rooting grasses), etc (Smith et al., 2014).
Conducting SLM to counter the negative effects of intensive land
use activities is only one side of the coin; it is also necessary to
consider whether these actions will in turn have impacts on climate
change through land-atmosphere interactions. A growing number of
studies have focused on the climate effects of the potential land
management changes (LMC; Davin et al., 2014; Erb et al., 2017;
Hirsch et al., 2017; Thiery et al., 2017; Seneviratne et al., 2018).
These studies have largely come to the similar conclusion that
several types of LMC (e.g., irrigation) can cause impacts on climate
comparable to LUCC (e.g., Luyssaert et al., 2014; Singh et al., 2018; Chen
and Dirmeyer, 2020; De Hertog et al., 2022). Of these LMC practices,
irrigation is probably the one that could have the greatest impact on
climate due to its direct influence on surface hydrology through water
withdrawals (e.g., Sacks et al., 2009; Thiery et al., 2017; Chen and
Dirmeyer, 2019; Mishra et al., 2020; Thiery et al., 2020; Gormley-
Gallagher et al., 2022). Irrigation activities are mainly concentrated in
regions with a high density of cropland, such as China, India and North
America. Previous observational and modeling studies have shown that
irrigation could exert significant influences onmultiscale local-regional-
global climate, mainly by affecting the repartition of surface turbulent
heat fluxes, soil moisture and the coupling strength of land-atmosphere
interactions (e.g., Guimberteau et al., 2012; Alter et al., 2015; de Vrese
et al., 2016; Lu et al., 2017; Nocco et al., 2019; Yang et al., 2020). For
example, Alter et al. (2015) highlighted that irrigation caused inhibitions
(enhancements) to local (remote) precipitation over East Africa, which
was probably due to its influence on surface thermal conditions and
hence changes in atmospheric circulation. Guimberteau et al. (2012)
modeled the impact of irrigation on climate and demonstrated that
irrigation could significantly delay the onset of the Indian summer
monsoon by 6 days with a corresponding decrease in precipitation
duringMay-July. Sacks et al. (2009)modeled the global climate effects of
irrigation and found that irrigation had a negligible effect on the global
mean near-surface temperature, but at regional scales its effects were
comparable to the magnitude of the LUCC forcing. Furthermore, the
Land Use Model Comparison Project (LUMIP), a sub-project of the
Coupled Model Comparison Project Phase 6 (CMIP6), also included
irrigation as one of the important forcing factors for multi-model
comparisons and simulations (Lawrence et al., 2016). However,
compared to the coarse-resolution global-scale numerical
simulations, it is more informative to explore the irrigation effects
on regional climate using finer regional weather and climate models
since irrigation activity is primarily a regional-scale forcing. And yet,
there are many other aspects of irrigation impacts and mechanisms on
regional climate that are largely uncertain (e.g., de Vrese and
Hagemann, 2018).

China is one of the largest agricultural countries in the world.
According to the National Bureau of Statistics of China, the irrigated
area of cropland in China was ~69,600 thousand hectares at the end of
2021. Focusing on irrigation effects in China, in addition to irrigation
activities affecting the mean climate state such as temperature and
precipitation, their impacts on extreme weather and climate events,
especially heat wave events, have received much attention in recent
years (e.g., Kang and Eltahir, 2018;Wu et al., 2021). For instance, Kang
and Eltahir (2018) highlighted that while irrigation activities could
cool the surface, the concurrent increase in air moisture made the risk
of deadly heat waves associated with wet-bulb temperatures
significantly higher, especially under the high-emission scenario
(i.e., RCP 8.5). Yet, for such a massive volume of irrigation
activities in China, its impact on climate, especially on climate
extremes, as well as the related mechanisms were often explained
in terms of mean-state shifts alone (e.g., Chen and Dirmeyer, 2019).
According to the IPCC special report, changes in extreme
temperatures can be linked not only to the temperature mean-state
shifts, but also to changes in the shape of probability distributions
(i.e., changes in temperature higher order moments, e.g., variance;
IPCC, 2012). However, whether the effects of irrigation on
temperature extremes are dominated by the mean-state shifts or
changes in higher moments of temperature, as well as what the
relevant mechanisms are, remain largely unclear and require detailed
explorations for further understandings. Meanwhile, a realistic irrigation
scheme in the model is also critical to improve the confidence in
simulating the effects of irrigation on climate extremes. In contrast to
some previous regional modeling studies that used idealized forced
saturation soil (e.g., Kang and Eltahir, 2018), selecting a more realistic
representation of irrigation in themodel is also necessary. Based on these
considerations, this paper used state-of-the-art regional climate model
with the realistic irrigation scheme to explore the impacts and
mechanisms of present-day irrigation on temperature extremes in
China, focusing on two main aspects: 1) How significant is the
impact of irrigation on multiple types (e.g., absolute changes,
persistent features changes, and thresholds-related changes) of
temperature extremes 2) What are the main causes (i.e., is the mean-
state shift or temperature variability change dominant?) and physical
mechanisms underlying the irrigation effects on temperature extremes?

2 Methodology

2.1 Model and experimental design

2.1.1 Regional climate model
We use version 4.8.2 of the Regional Climate Model (RegCM)

developed by the International Centre for Theoretical Physics (ICTP),
one of the world’s most popular limited area models for studying
regional climate change (Giorgi et al., 2012). First developed by
Dickinson et al. (1989) and Giorgi and Bates (1989), the RegCM
model has been evolved over decades and the state-of-the-art
RegCM4 has been widely used in refined regional climate
simulations in the world. For East Asia in particular, the RegCM4
model has been broadly used for climate predictions (e.g., Gu et al.,
2012), projections (e.g., Xie et al., 2021) and studying land cover
changes effects (e.g., Chen et al., 2015; Li et al., 2022), aerosol impacts
(e.g., Sun et al., 2012), etc., due to its good ability to reproduce regional
weather and climate (e.g., Ji and Kang, 2015).
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Studying the effects of irrigation on climate requires a detailed
description and consideration of irrigation in the land surface
parameterization of the regional model. Previous numerical
simulation studies have generally taken two approaches to conduct
irrigation activities. One is the idealized maximum irrigation scenario,
which directly sets soil moisture to field capacity and saturated
conditions (e.g., Kueppers and Snyder, 2012). The other is an
observed or realistic irrigation scenario, i.e., applying observed
irrigation amounts into the model (e.g., Sacks et al., 2009; Zeng
et al., 2017b), or irrigating using soil moisture deficits as irrigation
intensity based on the daily meteorological conditions (Ozdogan et al.,
2010; Yang et al., 2016; Wu et al., 2018; Liu et al., 2021). Clearly, it is
more appropriate and informative to select a more realistic irrigation
approach in the model to assess the realistic impacts of irrigation on
extreme events than the former (i.e., the idealized maximum irrigation
approach). For this reason, the Community Land Model version 4.5
(CLM4.5) was chosen as the land surface component of RegCM4
(Oleson et al., 2013). The CLM4.5 model is the land surface
component of the National Center for Atmospheric Research
(NCAR) Community Earth System Model (CESM) and is one of
the most advanced land surface models. In the CLM4.5 model, there
are two main considerations when addressing irrigation: on the one
hand, when irrigation is enabled, the default plant function types
(PFT) of cropland is refined into eight extra rainfed and irrigated
crops, and irrigation is valid only for the soil beneath irrigated crops;
on the other hand, for the intensity of irrigation, the CLM4.5 irrigation
algorithm can determine the amount of irrigation per day based on the
soil moisture deficits that takes into account the current atmospheric
conditions. The separation of rainfed and irrigated crop are based on a
dataset of areas equipped for irrigation (AEI; Portmann et al., 2010).
The soil moisture deficits (wdeficit) are calculated as follows:

wtarget,i � 1 − 0.7( ) · wo,i + 0.7wsat,i

wdeficit � ∑
i

max wtarget,i − wliq,i, 0( )
⎧⎪⎨
⎪⎩ (1)

Where wtarget,i is the target soil moisture content in each soil layer i,
wo,i is the minimum soil moisture content that results in no water
stress in soil layer i, wsat,i is the soil moisture content at saturation in
soil layer i and wliq,i is the current soil water content of layer i.
Ultimately, the amount of irrigation water withdraw is then equal to
wdeficit. The advantage of this algorithm for processing irrigation is that
it can determine whether and how much to irrigate depending on
atmospheric conditions, i.e., it considers the irrigation-atmosphere
interactions. The full descriptions of the irrigation scheme can be
found on the technique notes of CLM4.5 (Chapter 20.3; Oleson et al.,
2013) and will not be detailed here. Thus, by coupling CLM4.5 with
RegCM4, the advantages of CLM4.5 in terms of fine-scale descriptions
of land surface processes can be fully integrated, making it possible to
study the effects of irrigation on climate extremes using the high-
resolution regional climate model.

2.1.2 Experimental design
The RegCM4 is configured at a 25 km resolution and the

simulated domain is set with reference to the East Asia domain of
the Coordinated Regional Downscaling Experiment (CORDEX) Phase
II. The domain center of the simulations is located at (35°N, 116°E)
with a total of 280 (north-south) × 428 (east-west) grid points,
described by the rotated Mercator projection. The simulated
domain and the AEI over China can be found on Figure 1A. The

atmospheric boundary conditions were selected from the European
Center for Medium-Range Weather Forecasts (ECMWF) interim 6-
hourly atmospheric reanalysis (Dee et al., 2011) and the ocean
boundary conditions were selected from the Hadley Centre
HadISST monthly sea surface temperature data. We selected
MM5 hydrostatic dynamic core with a 23 level-σ coordinate (top at
50 hPa) as the dynamical configuration. The parameterization
schemes were chosen as follows: convective parameterization
scheme - MIT-Emanuel (Emanuel and Živković-Rothman, 1999),
planetary boundary layer scheme - Modified Holtslag (Holtslag
et al., 1990), explicit moisture scheme - SUBEX (Pal et al., 2000),
radiation scheme - Modified CCM3 (Kiehl et al., 1996), ocean flux
scheme - Zeng et al. (1998) and land surface scheme - CLM4.5 (Oleson
et al., 2013). The above parameterization schemes have been chosen
because they have been proven in numerous studies to be the “best”
combination of parameterization schemes for modeling the East Asian
climate (e.g., Han et al., 2015; Gao et al., 2016). Based on the above
configurations, two sets of experiments were conducted: one with
irrigation activated (IRR) and the other without irrigation (CTL). Note
that in the IRR experiments, only irrigation activity within China was
turned on, irrigation activity in other areas within the simulated
boundary outside China (e.g., India) remained closed (i.e., the same
as CTL).

In order to turn on irrigation in RegCM4, the fully interactive crop
management model (CROP) with carbon-nitrogen (CN) interactions
in CLM4.5 required to be activated. As the biogeochemical cycle also
turned on with CN, we first need to generate the initial conditions of
the land surface biochemical equilibrium state for the RegCM4. We
therefore performed an offline cold start of CLM4.5 with CROP and
CN on, following the procedure in the CLM4.5 User’s Guide regarding
spinning up the CLM4.5 biogeochemistry, details can be found
on https://www2.cesm.ucar.edu/models/cesm1.2/clm/models/lnd/
clm/doc/UsersGuide/x12544.html. We integrated the CLM4.5 spinup
simulation for a total of 1,200 years, including 1,000 years of
accelerated decomposition spinup and 200 years of normal spinup,
which driven by CRUNCEP data cycled in a loop, at a resolution of
0.5° × 0.5° (Viovy, 2018). Finally, we used the “interpinic” tool of
CLM4.5 to interpolate the restart file of the last year of the CLM4.5 spinup
to the RegCM4 resolution as the equilibrium state initial condition of
the land surface for driving the RegCM4. To further minimize the
uncertainty arising from errors in the interpolation of the initial fields
generated by the offline CLM4.5 to the RegCM4 resolution, we also
carried out an additional 4 years of spinup when conducting irrigation
experiments (i.e., IRR and CTL). Specifically, both IRR and CTL were
integrated from 1 January 1980 to 31 December 2013. The years
1980–1983 were the RegCM4 spinup phase and were not involved in
the subsequent analyses. In addition, for the IRR experiment, three
additional ensemble simulations (noted as IRR1, IRR2 and IRR3,
respectively) with random perturbations (i.e., add or remove up to
1/10,000th of the boundary conditions) in the atmospheric
boundary conditions (i.e., perturb atmospheric temperature,
relative humidity and specific humidity, respectively) were
carried out with reference to O’Brien et al. (2011). All results
shown in the subsequent sections are ensemble averages of the
four IRR realizations compared to the CTL experiment; Figure 1B
shows the simulation results for the ensemble-averaged climate-
state total irrigation amounts (TIAs). It is clear that irrigation in
China is concentrated in three regions, namely the North China
Plain (NCP), the Yangtze River Basin (YRB) as well as the western
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part of Xinjiang province, with the annual TIAs varying from
102~103 mm (Figure 1B). Note that while the western irrigated
regions (i.e., Xinjiang province) have comparable irrigation
intensity compared to the eastern ones (i.e., NCP and YRB), the
extent of western irrigation activities is sporadic, implying that
irrigation effects in the west may reflect more of a local response.
Therefore, in the following sections, we will mainly focus on the
NCP and YRB regions as examples for more detailed analyses.

2.2 Validation of the simulated irrigation

The ability of the model to accurately simulate TIAs is an
important basis for the confidence of modeling results for
temperature extremes changes. Although CLM4.5 provides a more
realistic treatment of irrigation, it is also necessary to validate that
whether the TIAs simulated by the model match the observed
magnitudes. Hence, we first compare the TIAs simulated by

RegCM4 versus the observations. Note that the most reliable
irrigation data for China is only available at the provincial scale.
We obtained the TIAs from 1997 to 2013 by multiplying the total
irrigated area from the China Statistical Yearbook (http://www.stats.
gov.cn/tjsj/ndsj/) and the water use per mu of irrigated farmland
(i.e., irrigation water use intensity) from the China Water Resources
Bulletin (http://www.mwr.gov.cn/sj/tjgb/szygb/). A comparison
between observed and simulated multiyear average TIAs is shown
in Figure 2. Overall, the RegCM4 model well reproduces the observed
spatial distribution of provincial TIAs (Figures 2A,B). In terms of TIAs
at the provincial level, the observed annual TIAs are widely distributed
across the eastern China, with magnitudes mainly in the range of
101–102 mm. For western China, irrigation is mostly concentrated in
Xinjiang province, where annual TIAs can reach 102–102.5 mm. The
simulated annual TIAs generally reproduce the observed distribution
reasonably well, with widespread (concentrated) irrigation activities in
eastern (western) China. Specifically, the modeled TIAs are slightly
overestimated (underestimated) in Sichuan and Henan provinces

FIGURE 2
Comparison of observed and modeled multi-year average annual irrigation amount (units: mm) at the provincial scale: (A) observed values; (B)modeled
values; (C) scatter plot of observed versusmodeled irrigation. Note that the R,R2,BIAS andN in (C) represent the correlation, R-Squared, absolute error and the
number of data involved, respectively. The numbers in the hollow points in (C) represent the different provinces (see the list on the right side of (c)).

FIGURE 1
The simulation domain of the RegCM and the inputdata of areas equipped for irrigation over China, units: % (A) and the simulated ensemble mean of
annual total irrigation amounts over China, units: mm (B). Note that the thick blue lines in (A) are the boundaries of the domain, the red boxes in (B) represent
areas of interest with intense irrigation activities. “NCP” for the North China Plain (32.5–40 °N, 114–122 °E) and “YRB” for the Yangtze River Basin (28–32.5 °N,
103–122 °E).
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(northeastern China), and generally match the observed magnitudes in
the other provinces (Figure 2B). Moreover, we also calculated the
regression of simulated TIAs versus observed TIAs for the provinces
of China, as shown in Figure 2C. For the 31 Chinese provinces, the
provincial-level comparisons generally show relatively high correlations
(R � 0.77) and R-squares (R2 � 0.60), but also non-negligible biases
(BIAS � 15.02mm; Figure 2C). It should be noted that the default
AEI data of the model (i.e., from Portmann et al., 2010) and the
observed total irrigated area (i.e., from the China Water Resources
Bulletin) used to calculate the TIAs are two different data sources, so
the biases in the modeled TIAs may also originate from the
inconsistencies between the different AEI data. In summary, it is clear
from the above results that RegCM4-CLM4.5 has a reasonable and good
ability to reproduce the observed climatological patterns of annual TIAs,
which provides a good basis for exploring the climatic impacts of
irrigation with the model.

2.3 Temperature extremes indices

In order to fully quantify the impact of irrigation on temperature
extremes, multiple types (e.g., intensity and duration) of extreme indices
need to be selected. Following the recommendations of the World
Meteorological Organization, 15 extreme temperature indices were
selected from the CCl/WCRP/JCOMM Joint Expert Group on Climate
Change Detection and Indices (ETCCDI), as shown in Table 1. These
extreme temperature indices cover the characteristics of extreme
temperatures in absolute values, thresholds, persistent events and
percentiles, which is the most widely used set of extreme indices in
the study of extreme climate change (e.g.; Zhang et al., 2011; Donat et al.,
2013; Dunn et al., 2020). The definitions of these indices can be found on
http://etccdi.pacificclimate.org/list_27_indices.shtml or Table 1.

2.4 The decomposed temperature metric

The surface energy budget (SEB)-based decomposed temperature
metric (DTM) was introduced to investigate the mechanisms by which
irrigation affects temperature extremes. TheDTMhas beenwidely used in
attributing land surface processes-induced changes in temperatures (e.g.,
Juang et al., 2007; Luyssaert et al., 2014; Chen andDirmeyer, 2016; Li et al.,
2017). This method begins with the surface energy balance equation:

SRnet + LRdown − LRup � SH + LH + G (2)
where SRnet, LRdown, LRup, SH, LH and G denote net shortwave radiation,
downward longwave radiation, upward longwave radiation, sensible heat
flux, latent heat flux and groundheatflux into the soil, respectively. The SRnet
can be further divided into upward (SRup) and downward shortwave
radiation (SRdown), respectively (i.e., SRnet � SRdown − SRup). By
introducing the Taylor expansion and Stefan Boltzmann’s law, and
retaining only the first order approximation, Equation 2 can be
transformed into:

ΔTrs � 1
4
σ−1/4 · LRup

−3/4 · ΔSRnet + ΔLRdown − ΔSH − ΔLH − ΔG( ) + ε

(3)
Trs is the surface radiative temperature, σ is the Stefan Boltzmann

constant (i.e., σ � 5.6704 × 10−8 W/m2 ·K) and the symbols
associated with radiation and turbulence fluxes are consistent with

the previous ones. “Δ” indicates the difference between the IRR and
the CTL experiments (i.e., the effect of irrigation), and “overbar”
indicates the climate mean state of the variables in the CTL
experiments. ε denotes the error of DTM (i.e., the difference
between the simulated ΔTs and the calculated ΔTrs). Thus, by using
Equation 3, we can attribute the effect of irrigation on temperature to
the individual SEB components (i.e., SRnet, LRdown, SH, LH and G) and
thus uncover the mechanism by which irrigation affects temperatures.
The detailed derivation process of DTM can be found in Juang et al.
(2007) and in the appendix of Li et al. (2017).

2.5 Other methods

In addition to the above methods, some regular statistical
methods (e.g., probability density functions and linear
regression) are not repeated here. We chose the modified
Student’s t-test (Zwiers and von Storch, 1995) to determine
whether the differences between IRR and CTL experiments were
statistically significant (at the 90% confidence level). For the
ensemble mean results, we first determine whether the
difference between each paired simulation (e.g., IRR1 versus
CTL) is significant (at the 90% confidence level). Then, we
define the robustness of the ensemble mean results in terms of
inter-sample consistency as follows. For the ensemble mean results
at any grid point, we define the consistency as “significant” when all
four realizations are statistically significant at the 90% confidence
level and the responses have the same sign. We define consistency
as “strong” (“moderate”) when three (two) of the four realizations
are statistically significant at the 90% confidence level and the
responses have the same sign. We define consistency as “weak”
(“insignificant”) when only one (none) of the four realizations are
statistically significant at the 90% confidence level. In addition, we
introduced the two legged land-atmosphere coupling metrics
(i.e., terrestrial leg—the coupling between soil moisture and
latent heat and atmospheric leg—the coupling between sensible
heat and planetary boundary layer height) to measure the coupling
strength, details can be found in Dirmeyer (2011).

3 Results

3.1 Irrigation-induced changes in mean
temperatures

Before exploring the effect of irrigation on the extreme
temperature indices, we first examine the response of mean
maximum and minimum temperatures to irrigation, which are
closely related to changes in extreme temperature events, as shown
in Figure 3. In terms of land surface temperatures, irrigation causes
significant decreases in the annual mean maximum land surface
temperature (Tsmax) mostly over the NCP, the YRB and parts of
Xinjiang province, ranging from −0.6°C to more than −1.2°C
(Figure 3A). For the minimum land surface temperature (Tsmin),
irrigation also causes a significant reduction in annual mean Tsmin,
but the magnitude is much weaker (approximately −0.2 to −0.6°C) in
comparison to the cooling of Tsmax (Figure 3B). Moreover,
comparing Tsmax and Tsmin we can observe that their responses
have more distinct regional features, in addition to their different
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TABLE 1 Definitions of 15 ETCCDI temperature extremes.

Index Descriptive name Definition Unit

Absolute indices

TXx Hottest day Annual maximum value of daily maximum temperature °C

TXn Coolest day Annual minimum value of daily maximum temperature °C

TNx Warmest night Annual maximum value of daily minimum temperature °C

TNn Coldest night Annual minimum value of daily minimum temperature °C

Percentile-based indices

TX90p Hot days Percentage of days in a year when daily maximum temperature >90th percentile %

TX10p Cool days Percentage of days in a year when daily maximum temperature <10th percentile %

TN90p Warm nights Percentage of days in a year when daily minimum temperature >90th percentile %

TN10p Cold nights Percentage of days in a year when daily minimum temperature <10th percentile %

Threshold-based indices

SU Summer days Annual count of days when daily maximum temperature >25 °C Days

TR Tropical nights Annual count of days when daily minimum temperature >20 °C Days

FD Frost days Annual count of days when daily minimum temperature <0 °C Days

ID Ice days Annual count of days when daily maximum temperature <0 °C Days

Duration indices

CSDI Cold spell duration Annual count of days with at least 6 consecutive days when daily minimum temperature <10th percentile Days

WSDI Warm spell duration Annual count of days with at least 6 consecutive days when daily maximum temperature >90th percentile Days

GSL Growing season length Annual count between first span of at least 6 days with daily mean temperature >5 °C and first span after July 1st of 6 days with daily mean
temperature <5 °C
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magnitudes of coolings. For example, irrigation-induced Tsmax cools
more strongly in the NCP than in the YRB, but the opposite is true for
Tsmin (i.e., the response of Tsmin is stronger in the YRB than in the
NCP; Figure 3A versus Figure 3B). This implies that the effect of
irrigation on temperatures are likely to be region-specific. For air
temperatures, irrigation generally has much smaller effects on them
than on the land surface temperatures (Figures 3C, D). In detail, both
maximum and minimum air temperatures show cooling responses to
irrigation of no more than −0.6°C, with significant cooling detected
only in parts of the YRB (Figures 3C, D). Additionally, unlike the
irrigation-induced distinct responses of Tsmax and Tsmin, the
coolings of maximum and minimum air temperatures (refer to
Tmax and Tmin, respectively) to the irrigation exhibited almost
identical (Figures 3A, B versus Figures 3C, D). Overall, irrigation
causes the surface temperature variables to be cooled and the areas of
significant coolings closely correspond to those of intense irrigations
(Figure 1B), suggesting that the effects of irrigation on temperatures
are mainly exhibited by the local cooling responses.

3.2 Irrigation-induced changes in absolute
indices

With the above brief impression of the mean temperatures
changes, we start to investigate the changes in the extreme
temperature indices caused by irrigation. Firstly, we show the
changes in the annual maximum (minimum) values of the
multiyear average daily maximum (minimum) temperature (short
for TXx, TXn, TNx and TNn, respectively) due to irrigation, as shown
in Figure 4. It is clear that the irrigation-induced changes in TXx
resemble very closely to those of the mean maximum temperatures
(i.e., Tsmax and Tmax; Figures 4A versus 3A, C). In detail, irrigation
also causes strong and significant coolings in the NCP and YRB
regions (−0.9 ~ −1.8°C), which are much stronger than the coolings in
both Tsmax (no more than −1.2°C) and Tmax (no more than −0.6°C;
Figure 4A). The changes of TNx induced by irrigation are similar to
that of TXx, but the coolings are weaker (−0.6 ~ −1.2°C; Figure 4C),
which also matches the above-mentioned changes in mean minimum

FIGURE 3
Irrigation-induced changes in annual mean surface temperature variables (units: °C): (A)maximum land surface temperature (Tsmax), (B)minimum land
surface temperature (Tsmin), (C)maximum 2 m air temperature (Tmax) and (D)minimum 2 m air temperature (Tmin). Note that the solid (hollow) black dots in
the figures indicate a greater than “strong” (“moderate”) degree of consistency among the results of the ensemble members (i.e., statistically significant
changes at the 90% confidence level are observed for 3 (2) out of four simulation pairs).
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temperatures (Figures 3C, D). In addition, for TXn and TNn,
irrigation causes very little changes nationally, both in the
magnitudes (no more than ±0.6 °C) and the significances (Figures
4B, D). It is also worth noting that there are much stronger coolings in
maximum values (i.e., TXx and TNx) than in minimum values
(i.e., TXn and TNn) of temperatures. This also implies that
irrigation not only affected changes in the temperatures mean state,
but may also have caused obvious changes in the higher order
moments of temperatures (e.g., variance). Similar findings
regarding the non-negligible role of changes in high order
moments of temperatures have also been highlighted in other
studies (e.g., Li et al., 2017; Li et al., 2018).

3.3 Irrigation-induced changes in percentile-
based indices

Figure 5 shows the irrigation-induced changes in percentile-based
extreme temperature indices (i.e., hot days, cool days, warm nights and

cold nights; show for TX90p, TX10p, TN90p and TN10p,
respectively). Obviously, dominated by the changes in mean
maximum and minimum temperatures, the four percentile-based
extreme indices in response to irrigation also show similar patterns
as the above-mentioned absolute indices changes (Figures 5 versus
Figure 4). Specifically, for extreme warm events, changes in hot days
(i.e., TX90p) and warm nights (i.e., TN90p) are very consistent with
the corresponding mean temperatures changes, namely significant
reductions in warm events ranging from −2.4% to −4.8% for the NCP,
YRB and parts of Xinjiang province (Figures 5A, C). For extreme cold
events, cool days (i.e., TX10p) and cold nights (i.e., TN10p) respond
differently to irrigation. In detail, TX10p overall exhibits almost no
changes to irrigation nationally, with slight and insignificant changes
over parts of the Tibet, which probably due to the internal noise of the
model (Figure 5B). The TN10p, on the other hand, shows a moderate
increase (~1.6%–3.2%) over the NCP region, but with a weak
significance. Theoretically, if irrigation only causes a shift of the
mean temperature, the changes in extreme cold and warm events
should be exactly opposite (i.e., increases (decreases) in cold events

FIGURE 4
Irrigation-induced changes in multiyear mean absolute indices (units: °C): (A) annual maximum value of daily maximum temperature (TXx), (B) annual
minimum value of daily maximum temperature (TXn), (C) annual maximum value of daily minimum temperature (TNx) and (D) annual minimum value of daily
minimum temperature (TNn). The meanings of solid and hollow dots are the same as Figure 3.
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corresponds to decreases (increases) in warm events). Therefore, it can
be inferred from the above results that for the maximum temperature-
related extremes the indices (e.g., TXx, TXn, TX90p and TX10p) were
probably influenced by both mean state and variability changes, while
the minimum temperature-related extremes (i.e., TNx, TNn, TN90p
and TN10p) show more of a mean temperature-dominated feature.

3.4 Irrigation-induced changes in other
extreme temperature indices

In addition to changes in absolute indices and percentile-based
indices of temperature extremes, we also investigate irrigation-
induced changes in threshold-based indices (Figure S1) and
duration indices (Figure S2). As expected, the threshold-based
extreme temperature indices and the duration indices also show
variations primarily corresponding to shifts in the mean-state
maximum and minimum temperatures over the irrigated areas
(Figures S1-S2 versus Figure 3). These can be briefly summarized
in three points: 1) During the daytime, irrigation caused robust
coolings (reductions) of surface temperatures (the warm tail-related

extreme indices; e.g., TXx and TX90p) at the local-to-regional scale; 2)
During the nighttime, the effects of irrigation on surface temperatures
and the associated changes in extreme indices were relatively weak; 3)
Synthetically, the variations in maximum and minimum temperatures
and their associated extreme indices were largely influenced by the
mean state shifts, but the irrigation-induced changes in the
temperature variability (i.e., moments of temperature other than
mean changes) may be equally important to temperature extremes
for some regions (e.g., NCP and YRB).

To further confirm the role of irrigation-induced changes in
temperature variability over the NCP and YRB regions, we
calculated the probability density function (PDF) of the regional
average land surface temperatures (i.e., Tsmax and Tsmin) in each
simulation, as shown in Figure 6. Note that the we used daily
temperatures anomalies to calculate PDFs in each experiment,
which means the climatological annual cycle (based on the CTL
experiment) was removed. Overall, the PDFs of Tsmax for both
NCP and YRB regions indeed show not only robust left shifts of
the distribution positions, but also the concurrent narrows of the
distribution shapes (Figures 6A, B). This implies significant coolings of
the mean state of Tsmax (i.e., −0.890°C for NCP and −0.572°C for

FIGURE 5
Same as Figure 4, but for percentile-based indices (units: %): (A) hot days (TX90p), (B) cool days (TX10p), (C) warm nights (TN90p) and (D) cold nights
(TN10p). The meanings of solid and hollow dots are the same as Figure 3.
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YRB) and considerable reductions in its variability (e.g., the standard
deviations of Tsmax reduce −0.424 and −0.232°C for NCP and YRB,
respectively). The results of PDFs of Tsmax are fully consistent with
the previous results (i.e., Figures 3–5, Supplementary Figures S1, S2).
Consequently, we can clearly observe that for both the YRB and NCP
regions, the cold tail of Tsmax remains almost unchanged, but the
warm tail undergoes a more robust cooling than the mean state
cooling. For the PDFs of Tsmin, there are distinct responses
detected for both NCP and YRB compared to Tsmax (Figures 6C,
D versus 6A, B). Specifically, we can only observe very slight leftward
shifts and narrowings in the PDFs of Tsmin for the two regions, which
also corresponds to their spatially weak performances (i.e., −0.232°C
mean state cooling for NCP and −0.243°C for YRB). In summary, the
modeled irrigation primarily resulted in coolings in the mean state of
Tsmax and Tsmin as well as the changes of the related temperature
extremes indices. However, specifically for Tsmax, the modeled
irrigation also had non-negligible effects on the asymmetric
responses of the cold and warm tails of the temperature PDFs in
the NCP and YRB regions.

3.5 Possible mechanisms of irrigation-
induced extreme temperatures changes

From the previous modeling results, we found that irrigation
caused robust reductions of the warm tail-related extreme indices
(e.g., TXx and TX90p), which mainly related to the mean Tsmax and
Tsmin coolings. Why did irrigation cause such changes in
temperatures and associated extreme indices? We next attempt to
interpret the changes in extreme indices by diagnosing the

mechanisms of changes in mean Tsmax and Tsmin. Previous
studies have demonstrated that irrigation, as a climate-efficient
form of land management, could have significant impacts on
regional climate by modulating the surface energy budget and the
land-atmosphere interactions (e.g., Douglas et al., 2009; Qian et al.,
2013). We therefore introduced the widely used decomposed
temperature metric (DTM) to explore and quantify the
biogeophysical mechanisms of irrigation on Tsmax/Tsmin and
associated extreme indices. Figures 7, 8 show the contributions of
changes in each irrigation-induced SEB component to the variation of
mean Tsmax and Tsmin. Note that we select the values of the SEB
components at 06 (18) UTC for the inputs of Eq. 3 to match the time at
which Tsmax (Tsmin) generally occurs. We start with the DTM
diagnostic results for Tsmax.

Firstly, we focus on the contributions of changes in the radiation
components (i.e., SRdown, SRup and LRdown) due to irrigation to the
Tsmax (i.e., Figures 7A–C). It is clear that irrigation generally caused
no significant changes in the three radiation components (i.e., SRdown,
SRup and LRdown). In particular, irrigation induces very weak changes
in the SRdown and LRdown, which in turn leads to little change in
temperature (within ±0.3°C). The SRdown and LRdown changes due to
irrigation generally correlate with changes in cloudiness, which also
suggests that the effect of irrigation on cloudiness may not be robust at
the annual mean scale in our modeling results. In addition, we can
observe that SRup are reduced in a few parts of both the NCP and YRB,
which would further increase the net solar radiation received at the
surface (Figure 7B). The net increase in shortwave radiation may be
due to a slight decrease in surface albedo, which is caused by irrigation-
induced wet soils being darker than dry soils. As a result, moderate
(~0.6°C) but less significant warmings induced by SRup are detected

FIGURE 6
The Gaussian fitted probability density function (PDF) of land surface temperatures for CTL (red) and IRR (blue) experiments: (A) Tsmax in NCP; (B) Tsmax
in YRB; (C) Tsmin in NCP and (D) Tsmin in YRB. Note that the Δmean and Δstddev denote the irrigation-induced changes in the mean state and standard
deviation of temperatures.
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over few parts of the YRB and NCP (Figure 7B). The effect of irrigation
on the non-radiative components (i.e., SH, LH and G) is much
stronger than the variation in the radiative components, which
results in a significant repartition of non-radiative heat fluxes
(Figures 7D–F). In general, the responses of all three non-radiative
components (i.e., SH, LH and G) to irrigation are strong and
significant over the irrigated areas (e.g., NCP and YRB), but
significant regional differences in their patterns are also detected.
Specifically, irrigation mainly leads to robust reductions (increases) in
sensible and ground heat fluxes (latent heat flux) locally in the
irrigated areas, which in turn leads to evident warmings (coolings)
of more than 1.8°C (−1.8°C) of the land surface. However, focusing on
the main irrigated areas, a comparison of the NCP and YRB reveals a

clear difference in irrigation-induced non-radiative heat repartition
between these two regions. More specifically, as irrigation tends to
increase surface moisture, turbulent heat fluxes show a greater
partitioning towards LH in both YRB and NCP regions. What’s
different is that, in the YRB region, the warming caused by the
significant reduction in SH partly counterbalances the cooling
effect of the significant increase in LH, and the turbulent
repartition caused by irrigation is mainly reflected in a combined
variation of the two. In contrast, for the NCP region, the irrigation-
induced increases in LH are not accompanied by corresponding
decreases in SH, but ultimately manifests as increases in the
ground heat flux into the soil (i.e., downward) to balance the
changes in the other SEB components. Consequently, this leads to

FIGURE 7
Ensemblemean results of the irrigation-inducedmultiyear mean changes in daytime (06 UTC) surface temperature due to changes in the surface energy
budget components: (A) downward shortwave radiation, (B) upward shortwave radiation, (C) downward longwave radiation, (D) sensible heat flux, (E) latent
heat flux, (F) ground heat flux, (G) sum of (A–F) and (H) errors of the decomposed temperature metric (i.e., simulated land surface temperature minus
(G)), units: °C. The meanings of solid and hollow dots are the same as Figure 3.
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significant G-induced warmings that partially offsets the coolings of
LH (Figures 7E, F). Combining the changes in the radiative and non-
radiative components, the accumulated results ultimately show an
irrigation-induced LH-dominated locally significant cooling effect
(Figure 7G). In addition, we calculated the bias of the SEB-based
land surface temperature changes (i.e., Figure 7G) from the simulated
daytime land surface temperature changes (i.e., Figure 3A), as shown
in Figure 7H. It is clear that the bias of the SEB method is very small,
showing a warm bias of around 0.3 °C only in parts of the NCP, and
around 0 in all other regions (Figure 7H). This indicates that SEB can
well decompose the variation in irrigation-induced Tsmax.

At night, the effect of irrigation on the SEB components is much
weaker than during the day, which is probably related to the fact that
CLM4.5 describes the moment when irrigation activity takes place as

being in the morning (Oleson et al., 2013). Specifically, irrigation
barely changes the nighttime radiation components (i.e., SRdown, SRup
and LRdown) and thus the magnitudes of its effect on nighttime surface
temperature through radiative effects are generally zero (Figures
8A–C). For the changes of the non-radiative components, the
change in LH is almost zero probably because there is no irrigation
activity at night (Figure 8E). However, for the NCP region, the
anomalous G stored in the soil during the day could probably be
released into the air at night with the diurnal cycle. This may lead to a
significant enhancement of nighttime G-induced air warming
accompanied by surface cooling (Figure 8F). In addition, the
enhanced diurnal cycle of G caused by irrigation may
simultaneously weaken the ground-air temperature difference
(Supplementary Figures S3) at night, thus tending to reduce the

FIGURE 8
Ensemble mean results of the irrigation-induced multiyear mean changes in nighttime (18 UTC) surface temperature due to changes in the surface
energy budget components: (A) downward shortwave radiation, (B) upward shortwave radiation, (C) downward longwave radiation, (D) sensible heat flux, (E)
latent heat flux, (F) ground heat flux, (G) sum of (A–F) and (H) errors of the decomposed temperature metric [i.e., simulated land surface temperature minus
(G)], units: °C. The meanings of solid and hollow dots are the same as Figure 3.
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nighttime sensible heat, which may also cause surface warmings
(Figure 8D). In contrast, for the YRB region, all non-radiative heat
fluxes respond weakly to irrigation and therefore the change in Tsmin
is slight (Figures 8D–F). From these results we can conclude that the
weak cooling at night induced by irrigation is probably caused by the
persistence of daytime G anomalies through the diurnal cycle into the
night. The regional differences of SEB responses at night are also
closely related to the specific irrigation-induced repartitioning effects
during the day. In addition, the role of G in the diurnal cycle of
temperatures as well as the corresponding temperature extremes
changes has been highlighted in other studies of land surface
processes (e.g., Li et al., 2017).

4 Discussions

In the previous section we modeled the effects and possible
mechanisms of present-day irrigation on a wide range of extreme
indices. We found significant decreases (almost no change) in the
extreme indices associated with the warm (cold) tail of the probability
density function of temperatures, e.g., TXx, TX90p (TNn, TX10p). In
addition to the above results, there are several caveats and
uncertainties that need to be specifically stated.

4.1 Possible causes of the region-specific
differences in SEB responses

Why did these two areas (i.e., NCP and YRB) have similar
irrigation intensities (Figures 1, 2) and temperatures responses
(Figure 3), but responded so differently regarding SEB
components? We can interpret this in terms of region-specific
land-atmosphere coupling features. According to Budyko’s classical

hydrological framework, we can distinguish the geographically
dependent evapotranspiration regimes by the soil moisture-limited
or energy-limited regimes (e.g., Seneviratne et al., 2010). The different
regimes and their transition zones are all subject to very different land-
atmosphere interactions. For instance, Koster et al. (2004) and
Seneviratne et al. (2006) highlighted the critical role of soil
moisture on evapotranspiration variability in the wet-dry
transitional zone than in the too wet or too dry climate regimes.
Take the YRB (i.e., a humid region) for example, soil moisture is
generally at a high level because of more adequate precipitation. While
irrigation activities over YRB, although adding additional water to the
soil, would probably result in a much lower rate of soil moisture
variations than those caused by precipitation. It is also suggested that
moist terrestrial surface is not sensitive to the changes in soil moisture.
Thus, the repartition effect caused by irrigation in the YRB region
reflects both increases in LH and decreases in SH. Conversely, for the
NCP region, which is a wet-dry transition zone in terms of
climatological states, it exhibits a soil moisture-limited regime. As a
result, changes in evapotranspiration in the NCP region are very
sensitive to soil moisture. What this causes is that the irrigation-
induced reparation effect of turbulent heat in the NCP region is
absolutely dominated by strong increases in LH alone. The above-
mentioned possible mechanisms are probably the main reason why
similar irrigation activities produced different SEB responses in the
two regions. To confirm the above speculations, we have also
calculated the land-atmosphere coupling strength (LACS) in the
CTL experiment using the “two legged” coupling metric, as shown
in Figure 9. As we suspected, the LACS (shown in both terrestrial and
atmospheric legs) in the NCP region are indeed significantly stronger
than in the YRB region. This suggests that region-specific land-
atmosphere coupling features can modulate the effects of irrigation,
which in turn leads to different responses in SEB components and
temperatures. In addition, although the differences in the repartition

FIGURE 9
The climatology features of land-atmosphere coupling strength in the CTL experiment calculated using the “two legged” land-atmosphere coupling
metric: (A) terrestrial coupling indices (i.e., the coupling between soil moisture and latent heat), units: W m−2 and (B) atmospheric coupling indices (i.e., the
coupling between sensible heat and planetary boundary layer height), units: 101 W m−2. Note that the red and blue boxes in the figure represent NCP (32.5–40
°N, 114–122 °E) and YRB (28–32.5 °N, 103–122 °E) regions, respectively.
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effects of LH and SH between the two regions (i.e., NCP and YRB)
were substantial, it was G that ultimately served as the counterbalance
to the combined effects of the two turbulent heat fluxes (i.e., SH and
LH). Due to the counterbalance of G, there is ultimately little
difference between NCP and YRB regarding temperature responses.
In conclusion, we can infer from our results that the different
responses of the SEB in the YRB and NCP regions are probably
due to different climatic states (i.e., land-atmosphere coupling) in
specific regions.

4.2 Uncertainties

We have modeled present-day irrigation activities affecting
temperature extremes via numerical simulations, which means that
all of our results for irrigation impacts are entirely dependent on the
ability of the model itself to describe weather, climate and their
complex interactions. Although the outstanding modeling
capabilities of the RegCM4 have been demonstrated from the
previous validation results (i.e., Section 2.2) and previous studies
(e.g., Ji and Kang, 2015), some uncertainties remain.

First, these uncertainties arise mainly from the data driving the
model, the single-model simulations and the combination of the
selected physical processes of the model. Each of the above points
could affect not only the irrigation itself, but also key physical
processes (e.g., land-atmosphere coupling strength) that may be
directly or indirectly related to climate and extremes changes. (e.g.,
Bonan et al., 2011; Du et al., 2016; Jach et al., 2022). For instance, the
default AEI data (i.e., Portmann et al., 2010) reflected monthly
irrigated and rainfed crop areas around the year 2000, which was
relatively out-of-date and would introduce uncertainties when
assessing the present-day irrigation effects. In future studies, it is
necessary to use more accurate and up-to-date data to conduct multi-
model ensemble simulations with various combinations of initial and
boundary conditions, parameterization schemes in order to better
assess irrigation-induced climate extremes changes.

Second, the simulated irrigation activity is entirely dependent on
the CLM4.5 parameterization scheme - the irrigation it describes may
differ significantly from the actual irrigation activity. Overall, the
representations of irrigation activities have several shortcomings in the
model. The first is the source of the water withdraw for irrigation,
which can come from either the surface or the underground. However,
the irrigation parameterization scheme of RegCM4-CLM4.5 did not
account for groundwater and surface water-groundwater interactions.
It has been highlighted that irrigation activities based on different
water sources have completely opposite effects on the regional
hydrological changes caused by climate change (e.g., Leng et al.,
2015). Therefore, irrigation water sources may be critical for
regional climate extremes changes and need to be considered in
future studies. The second consideration is the method of
irrigation. In CLM 4.5, irrigation was done through surface
irrigation only, with water withdrawal applied directly to the land
surface (bypassing canopy interception). With the development of
technology, in addition to the common method of surface irrigation,
there are sprinkler irrigation, drip irrigation and compound irrigation
systems. Each type of irrigation has considerable differences in the
treatments of eco-hydrology processes, which could in turn potentially
lead to distinct impacts on regional climate, water and food supplies
(e.g., Wang et al., 2020; Fu et al., 2022). As a result, this may introduce

uncertainties into the corresponding simulated changes in
temperature extremes, which should also be involved in the future
modeling studies. In addition to the above, the timing of irrigation, the
control of irrigation amounts and the interaction between irrigation
and vegetation are also of great importance for the regional climate
change (e.g., Lobell et al., 2009; Sacks et al., 2009; Wu et al., 2018).
These are key processes that are not (or fixed) in the simulations, but
should be refined and represented.

In addition, we have only investigated the effect of irrigation on
annual-scale temperature extremes based on the modeling results,
which only reflects a small aspect of the irrigation effects on extreme
weather and climate events. In fact, the impacts of irrigation on
extreme events are much broader and more complex. Other studies
have highlighted that the irrigation could also significantly affect
precipitation extremes, compound temperature-humidity extremes
and compound hydrological extremes (e.g., Kang and Eltahir, 2018;
de Vrese and Stacke, 2020; Ambika and Mishra, 2021). And the
human socio-ecological-economic consequences of changes in these
compound extreme events are often catastrophic and therefore should
require more attentions. Moreover, Zeng et al. (2017a) revealed that
irrigation had distinct influences on turbulent and carbon fluxes over
the northwestern China. Hence, the irrigation-induced changes
seasonal-scale or monthly-scale climate extremes should be further
investigated. In conclusion, in addition to the current study, further
attention needs to be paid to the impact and mechanisms of irrigation
on a broader range of extreme events (e.g., compound extreme events)
and regions (e.g., Xinjiang province).

5 Conclusion

In this study, the modeling effects and mechanisms of present-day
irrigation activities on temperature extremes in China are investigated
using the state-of-the-art regional climate model (i.e., RegCM4-CLM4.5)
coupled with a dynamic and realistic irrigation parameterization scheme.
By analyzing two groups of comparative experiments, namely with and
without irrigation, regarding changes in multiple extreme temperature
indices, we obtained the following conclusions:

The RegCM4 coupled CLM4.5 model could reproduce the annual
mean TIAs well. By comparing the provincial-scale observations,
RegCM4 could generally simulate the primary regions and
magnitudes of irrigation activities in China. That is, irrigation in
China mainly occurred in the NCP, YRB and parts of Xinjiang
province, and the annual averaged TIAs are ranging from 102 to 103 mm.

By comparing the results of comparative experiments with and
without irrigation, it was found that the irrigation activities in China
could significantly reduce the extreme temperature indices associated
with the PDFs warm tails of the maximum and minimum
temperatures (e.g., TXx, TN90p, TR and WSDI) in the NCP and
YRB regions. However, for the cold tails, the extreme temperature
indices associated with the cold tails of the maximum temperature
(e.g., TX10p) remained largely unchanged, while the cold-tail extreme
indices associated with the minimum temperature (e.g., TNn) were
relatively similar to the changes in their warm-tail indices. Further
investigations revealed that the responses of extreme indices
associated with maximum and minimum temperatures to irrigation
were largely dominated by mean-state changes, but the changes in
temperature variability (e.g., variance) were also non-negligible in
areas of intense irrigation activities (i.e., NCP and YRB).
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The decomposition of the mean changes in daytime temperature
(i.e., Tsmax) showed that irrigation caused a significant decrease
(cooling) in the relevant extreme temperature indices mainly
through the repartitioning of turbulent heat fluxes (i.e., SH and LH).
However, there were also specific regional differences in the
repartitioning of SH and LH, which either showed an absolute
dominance of LH enhancement due to irrigation-induced moisture
increases (e.g., in the NCP region) or comparable redistribution of SH
and LH (e.g., in the YRB region). Ultimately, the changes
(i.e., repartitioning of SH and LH) were counterbalanced in the form
of G, making coolings similar in both regions. At night, the G stored in
the soil during the day continued to influence nighttime surface and air
temperature changes as the diurnal cycle progresses, but the magnitudes
of the changes of surface energy components, temperatures and extreme
indices were all slight. In addition, region-specific differences may be
dominated by different land-atmosphere coupling processes (i.e., the
water-limited regime or the energy-limited regime) dominating.

Overall, irrigation activities, as one of the most important SLM
approaches, also require the use of multi-regional/earth system models
and experiments to increase confidence in relevant assessments and
mechanisms, and providemore informed scientific clues for policymakers.
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The Mongolian Plateau is an arid and semi-arid region with grassland as its main 
vegetation. It has a fragile ecosystem and is a sensitive area for global warming. The 
study is based on MODIS NDVI data and growth season meteorological data from 
2000 to 2018, this study examined the spatial and temporal variation characteristics 
of grassland vegetation on the Mongolian Plateau during the growing season using 
trend analysis, partial correlation analysis, and residual analysis, and it explores the 
dual response of NDVI changes to climate and human activities. The study’s findings 
demonstrated that the growing season average NDVI of grassland vegetation on the 
plateau gradually increased from southwest to northeast during the growing season; 
the growing season average NDVI demonstrated a significant overall increase 
of 0.023/10a (p < 0.05) from 2000 to 2018, with an increase rate of 0.030/10a in 
Inner Mongolia and 0.019/10a in Mongolia; the area showing a significant increase 
in NDVI during the growing season accounted for 91.36% of the entire study 
area. In Mongolian Plateau grasslands during the growing season of 2000–2018, 
precipitation and downward surface shortwave radiation grew significantly at rates 
of 34.83mm/10a and 0.57 W/m2/10a, respectively, while average air temperature 
decreased slightly at a rate of −0.018°C/10a. Changes in meteorological factors of 
grassland vegetation varied by region as well, with Inner Mongolia seeing higher 
rates of precipitation, lower rates of average air temperature, and lower rates of 
downward surface shortwave radiation than Mongolia. On the Mongolian Plateau, 
the NDVI of grassland vegetation in the growing season showed a significant positive 
correlation with precipitation (0.31) and a significant negative correlation with 
average air temperature (−0.09) and downward surface shortwave radiation (−0.19), 
indicating that increased in NDVI was driven by an increase in precipitation paired 
with a decrease in air temperature and a decrease in surface shortwave radiation. The 
overall increase in NDVI caused by human activity in the grasslands of the Mongolian 
Plateau was primarily positive, with around 18.37% of the region being beneficial. 
Climate change and human activity both affect NDVI variations in Mongolian Plateau 
grasslands, which are spatially heterogeneous. Moderate ecological engineering and 
agricultural production activities are crucial for vegetation recovery. This work is 
crucial to further understanding surface–atmosphere interactions in arid and semi-
arid regions in the context of global climate change.
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1. Introduction

One of the key scientific topics in global change research has been 
how terrestrial ecosystems respond to and give feedback on global 
climate change (Fu, 2018; Yu G. et al., 2020). The report of working 
group I of the sixth assessment of IPCC (Ar6) stated that the average 
global surface temperature rose by around 1°C during 1850–1900 and 
the average temperature change over the next 20 years will be 1.5°C, with 
average precipitation also predicted to rise (Zhou et al., 2021). Extreme 
weather events have become more frequent as a result of global warming, 
which has a negative influence on vegetation changes and the balance of 
the entire ecosystem (Fu et  al., 2014). One of the largest and most 
extensively dispersed terrestrial ecosystems, grasslands contain 
one-third of the world’s terrestrial carbon pool and served as the 
foundation for the development of animal husbandry (Scurlock and 
Hall, 1998; Du et al., 2004). However, the grassland ecosystem habitats 
are delicate, prone to outside perturbation, and extremely sensitive to 
changes in global temperature and the environment, particularly in arid 
and semi-arid regions where water resources are short (Scurlock and 
Hall, 1998). For a complete understanding of the interaction between 
ecosystems and climate change in the context of climate warming, it is 
crucial to clarify how vegetation changes in grassland ecosystems 
respond to climate change (Gao et al., 2017).

The arid and semi-arid Mongolian Plateau is a typical ecologically 
fragile area that has experienced significant desertification in the past 
(Kang et al., 2007). Guo (2021) examined that the characteristics of 
desertification evolution on the plateau from 2000 to 2019 using 
MODIS/MCD43A4 data in conjunction with GEE and Markov models. 
He came to the conclusion that the desertification area on the Mongolian 
Plateau region has shown a weakening decreasing trend in recent 
decades (Guo, 2021). However, recent studies using remote sensing 
observations have revealed that there are significant regional differences 
in the vegetation changes on the plateau: the vegetation in the larger 
areas of Inner Mongolia has tended to become greener as a result of 
ecological conservation efforts, whereas the vegetation in some areas of 
Mongolia still shows general overall degradation (Li et  al., 2022). 
Numerous studies have investigated how the various vegetation varieties 
react to climate change. For instance, Xie et al. (2022) used the maximum 
synthesis method, trend analysis, and correlation analysis to analyze the 
spatial and temporal variation characteristics of vegetation and the 
mechanisms influenced by climatic factors based on MODIS normalized 
vegetation index, enhanced vegetation index, and meteorological data 
in the Yellow River basin from 2000 to 2018. They discovered that 
throughout the growing season, temperature and precipitation—which 
were both very important for grassland—were mainly positively 
connected with the vegetation indices, with a lag time of 1 month for 
temperature and 3 months for precipitation (Xie et al., 2022). In 2015, 
Shen et al. investigated how vegetation in the grassland region of China 
responded to climate change. They discovered that the region’s overall 
vegetation cover had increased over the previous 25 years, and there was 
a clear spatial variation in seasonal changes (Shen et  al., 2015). 
According to Peng et al. (2013), the NDVI of vegetation during the 
growing season on the Qinghai–Tibet Plateau exhibited a positive 
association with both the average maximum temperature and lowest 
temperature of the growing season (Peng et al., 2013). According to 
Shen et al. (2016), the NDVI of grassland vegetation on the Tibetan 
Plateau was strongly negatively associated with the mean maximum 
temperature and positively correlated with the mean minimum summer 
temperature (Shen et al., 2016). Currently, the long-term changes of 

grassland vegetation on the Mongolian plateau during the growing 
season and their attribution are still relatively rare, and it is still unclear 
how human activities affect these changes and regional differences. And 
basically, the relationship between NDVI and meteorological factors is 
revealed in a holistic manner, ignoring how different vegetation types 
are responding to climate change. Therefore, it is crucial to research 
recent trends in vegetation change and the factors that have contributed 
to them on the Mongolian Plateau.

In light of this, this paper uses one-dimensional linear trend 
analysis, partial correlation analysis, and multiple regression residual 
analysis based on MODIS NDVI data and meteorological data 
(precipitation, average air temperature and downward surface shortwave 
radiation) from 2000 to 2018 to characterize the spatial and temporal 
variation of NDVI in the growing season (May–September) of grassland 
vegetation on the Mongolian plateau. In order to better understand the 
interrelationship between vegetation, climate, and human activity, it also 
looked at the factors that influence NDVI changes caused by both the 
climate and human activity. Clarification of the characteristics of the 
spatial and temporal variation of grassland vegetation on the Mongolian 
Plateau and its response to climate change can provide a scientific basis 
for revealing the mechanism of the relationship between grassland 
vegetation and climate change. It can also aid in scientific understanding 
of the response and feedback relationship between vegetation change 
and global change in various physical and human environments.

2. Materials and methods

2.1. Study area

The Mongolian Plateau is located in the central hinterland of East 
Asia, between 39°41′1.40″ to 50°53′40.24″ N and 87°44′58.76″ to 
120°34′27.19″ E (Figure  1A). It extends from the Great Khingan 
Mountains in the east to the Altai Mountains in the west, and from the 
Kent-Yabunov Mountains in the north to the Yinshan Mountains in 
the south, mainly including all of Mongolia and the whole territory of 
Inner Mongolia Autonomous Region, China (Liu, 1993). The 
Mongolian Plateau is a massive, gently sloping plateau with an average 
elevation of 1,580 meters. With mountains in the north and west, 
sizable hills in the center and east, and the huge Gobi Desert in the 
southwest, the landscape is high in the west and low in the east, falling 
gradually from the surrounding mountains to the high plains in the 
middle (Zhang et al., 2018). The Mongolian Plateau experiences four 
distinct seasons: cold and lengthy winter, dry and windy spring, hot 
and brief summer, and cool autumn. The climate is temperate 
continental with an uneven temperature distribution, with relatively 
low temperatures in the humid north and east caused by the influence 
of moisture from the Arctic Ocean to the north, and relatively high 
temperatures in the arid southwest. The semi-humid zone in the north 
and east gradually gives way to semi-arid, arid, and highly arid zones 
in the southwest, with an average annual precipitation on the plateau 
of around 200 mm and an irregular spatial and temporal distribution 
of precipitation (Zhang et al., 2009; Miao et al., 2014). While Inner 
Mongolia and Mongolia share many natural characteristics, and their 
populations used to lead mostly nomadic and herding lifestyles, 
significant socioeconomic contrasts have emerged between the two 
regions as a result of social and economic development. Since 1978, 
China has attached great attention to ecological restoration projects in 
the northern China to reverse the depredated environment, and as a 
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result, many ecological restoration projects have been implemented in 
Inner Mongolia, which was in contrast for Mongolia, where human 
disturbances were rare. Steppes in the study area are mainly distributed 
in the southeast, with scrubs in the northeast and north, while 
meadows are mostly distributed at high altitudes on the western edge 
of the study area (Figure 1B).

2.2. Data processing and analysis

Meteorological data including precipitation, average air temperature 
and downward surface shortwave radiation. The meteorological data on 
the China side were obtained from the National Weather Science Data 
Center’s dataset of monthly values of surface climate information1, and 
the Mongolian data were taken from the National Oceanic and 
Atmospheric Administration’s weather data.2 A total of 86 meteorological 
observation sites containing valid precipitation data and 98 valid air 
temperature data in the Mongolian Plateau from 2000 to 2018, in 
addition to 58 nearby meteorological stations collected as supplementary 
data (Figure 1A), were interpolated and cropped using professional 
ANUSPLIN software to obtain 1 km resolution air temperature and 
precipitation raster data for the study area from 2000 to 2018. The 
downward surface shortwave radiation data are derived from the 
monthly value dataset TerraClimate provided by the Google Earth 
Engine3 platform with a spatial resolution of 1/24° and resampled 
to 1 km.

The MOD13A2.006 product data of 2000–2018 from the Google 
Earth Engine platform (see footnote 3) with a spatial resolution of 1 km 
and a temporal resolution of 16 days, were used in this investigation to 
extract NDVI. In this study, the average NDVI values from May to 

1 http://data.cma.cn/

2 https://www.ncei.noaa.gov/maps-and-geospatial-products/

3 https://code.earthengine.google.com/

September were used to characterize the NDVI values during the growth 
season, and the NDVI values of all pixels in the study region pertaining 
to each type of grassland were used to represent the NDVI values of this 
type of grassland vegetation.

The 1:4,000,000 vegetation map published by the Chinese 
Academy of Sciences in 1996, was used to determine the vegetation 
types in Inner Mongolia, and a 1:3,000,000 vegetation map provided 
by the Mongolian Academy of Sciences was used to determine the 
vegetation types in Mongolia. The accuracy of these datasets was 
verified utilizing a combination of ground verification, remote sensing 
techniques, and discriminative interactive human–computer 
interpretation of the data.

2.3. Methods

2.3.1. Slope trend analysis
In this study, we used the regCoef function in NCL to compute 

NDVI trends and examine the NDVI trends of grassland vegetation on 
the Mongolian Plateau in the growing seasons from 2000 to 2018. The 
regCoef [x, y (lat|:, lon|:, time|:)] function is mostly used to process 
multidimensional x- and y-arrays. To determine the multiyear trend of 
NDVI, linear regression coefficients (using least squares) were produced. 
The calculating equation is as follows:

 

NDVI
n iQ i Q

n i i
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i i
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where NDVISlope  is the slope of NDVI change during the research 
time period, i  is the study year, n  is the time series length (19 years), 
and Qi  is the NDVI value for the growing season in year i . Positive 
NDVISlope  indicating the NDVI is increasing, while negative values 

means the NDVI is decreasing.

A B

FIGURE 1

(A) Geographical location and meteorological stations of Mongolian Plateau and (B) distribution of grassland vegetation types.
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2.3.2. ANUSPLIN meteorological data interpolation
The meteorological stations on the Mongolian Plateau were 

interpolated using the ANUSPLIN multivariate data interpolation and 
analysis software package for meteorological data created by the 
Australian National University (Hijmans et al., 2005). It is made up of 
eight submodule programs that offer a comprehensive set of functions 
for statistical analysis, data diagnosis, and the computation of spatial 
distribution standard errors (Hijmans et al., 2005; Liu et al., 2008a). The 
SPLINA and LAPGRD modules, whose built-in thin-disk smooth spline 
function enables the inclusion of covariates (elevation, coastline, etc.), 
are the principal applications for interpolating temperature and 
precipitation (Liu et  al., 2008b). The local thin-disk smooth spline 
function’s theoretical statistical model is written as:

 
Z f x b y e i Ni i

T
i i= ( ) + + = ¼¼( )1 2, , ,  (2)

where zi  is the dependent variable, located at point i  in the 
interpolation space; xi  is a d-dimensional vector with respect to the 
sample independent variables; f  is an unknown smooth function with 
respect to xi ; yi  is a p-dimensional independent covariate; bT  is a 
p-dimensional coefficient with respect to the yi  coefficients; ei  is a 
random error term in the independent variable, with expectation 0; and 
N  is the number of interpolated sample points.

In this study, the optimal spatial interpolation model was used 
for spatial interpolation of precipitation and air temperature, that 
was, a three variable local thin disk smooth spline function with 
longitude and latitude as independent variables of precipitation and 
elevation as covariate of air temperature, and the number of splines 
was set to 2.

2.3.3. Partial correlation analysis
When two variables are simultaneous correlated with a third 

variable, partial correlation analysis is the process of removing the 
impact of the third variable and examining only the level of 
correlation between the other two variables. The calculating equation 
is as follows:
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where Rxy z   is the partial correlation coefficient; Rxy , Rxz , Ryz  
are the simple correlation coefficients between x ， y ， z . If Rxy z   
is greater than 0, then the two variables are positively correlated, 
otherwise if Rxy z   is less than 0, then the two variables are 
negatively correlated.

2.3.4. Residual analysis
By eliminating the effects of precipitation and air temperature on the 

NDVI long time series change, natural and anthropogenic factors in 
vegetation cover change were distinguished. The predicted value of 
NDVI is fitted by meteorological factors, that is, the impact of climate 
change. According to the residual trend method, the difference between 
the calculated NDVI prediction and the actual value is regarded as 
anthropogenic influences (Evans and Geerken, 2004).

 
NDVI aT bP cpre = + +

 (4)

 
e = -NDVI NDVIreal pre  (5)

Where NDVI pre  is the NDVI prediction value obtained by 
establishing a binary linear regression model based on NDVI, 
precipitation, and air temperature time series data, with NDVI as the 
dependent variable and air temperature and precipitation as the 
independent variables, under the assumption that anthropogenic 
influences have no impact. T  and P  are growing season air 
temperature and precipitation; a, b, and c are model parameters.

Where e  is the residual of NDVI; NDVIreal  is the NDVI value in 
the remote sensing image. Calculate with formula (1) e  if it is positive, 
it means that anthropogenic influences promote NDVI, otherwise, it 
indicates an inhibitory effect.

3. Results

3.1. Spatial and temporal variation of NDVI in 
growing seasons of grassland vegetation on 
Mongolian Plateau

The spatial distribution of growing season average NDVI of 
grassland vegetation on the Mongolian Plateau from 2000 to 2018 
showed that it gradually increased from southwest to northeast 
(Figure 2A). On the plateau, low NDVI values are primarily found in the 
southwest and center, and high values are primarily concentrated in the 
northeast Great Khingan Mountains. The multi-year growing season 
average of NDVI for the three different grassland vegetation in order of 
magnitude were: meadows (0.36) > scrubs (0.31) > steppes (0.27). The 
average NDVI for the growing season of grassland vegetation on the 
Mongolian Plateau was around 0.30, and the average NDVI for Inner 
Mongolia and Mongolia were 0.36 and 0.26, respectively. The average 
NDVI and trends of various grassland vegetation types varied greatly 
between Inner Mongolia and Mongolia. As can be seen from Table 1, in 
terms of both the multiyear average NDVI and multiyear NDVI trends, 
the vegetation was significantly greener in Inner Mongolia than in 
Mongolia. The average NDVI of various types of grassland vegetation in 
both regions for the growing seasons in 2000–2018 was compared. The 
results showed that higher values for Inner Mongolian meadows (0.49) 
than Mongolian meadows (0.28), inner Mongolian scrubs (0.38) than 
Mongolian scrubs (0.29), and inner Mongolian steppes (0.33) than 
Mongolian steppes (0.19).

In terms of time variation, the average NDVI of the growing seasons 
on the Mongolian Plateau showed a considerable increase overall from 
2000 to 2018, while the NDVI values of scrubs, steppes, and meadows 
exhibited strong increasing trends (Figure  3). Grassland vegetation 
demonstrated a considerable overall rising trend (Figure 2B), with an 
increase of 0.023/10a, as can be seen in Figure 3. During the growing 
season, NDVI increased significantly for meadows, steppes, and scrubs, 
with the change trend varying among the vegetation types; the largest 
NVDI increase was found for scrubs (0.028/10a), followed by steppes 
(0.021/10a), and meadows (0.020/10a). On the Mongolian Plateau, the 
area of growing season grassland vegetation showing an increasing NVDI 
trend (91.36%) is significantly larger than the area showing a decreasing 
trend (8.64%). Additionally, when looking at the entire Mongolian 
Plateau spatially, the rising trend for Inner Mongolia is 0.030/10a while 
that for Mongolia is only 0.019/10a. The comparison of NDVI trends for 
various types of grassland vegetation in Inner and Outer Mongolia during 
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the growing seasons in 2000–2018 (Table 1) shows the following: Inner 
Mongolia scrubs (0.040) > Mongolia scrubs (0.024); Inner Mongolia 
steppes (0.027) > Mongolia steppes (0.013); Inner Mongolia meadows 
(0.026) > Mongolian meadows (0.016). Among them, NDVI increased 
most significantly for grasslands in eastern and southern Inner Mongolia 
during the growing seasons. Areas showing a decrease in NDVI for 
grassland vegetation were mainly found in the central and western parts 
of Chifeng City and the southern part of Xilin Gol League in Inner 
Mongolia, the northern part of Tuv Province, the border area between 
Tuv Province and Govisumber Province, the eastern part of Zavkhan 
Province, and the northern part of Khuvsgul Province (Figure 2B).

3.2. Climate change traits on the Mongolian 
Plateau

This paper uses the ANUSPLIN meteorological interpolation model 
to interpolate the growing season precipitation and average air 
temperature across the Mongolian Plateau based on the measured data 
from meteorological stations. Additionally chosen was the TerraClimate 
monthly value dataset’s downward surface shortwave radiation. It also 
calculates the growing season average air temperature, precipitation and 
downward surface shortwave radiation trends in the grassland 
vegetation to further explain the spatial and temporal variation of NDVI 

in the growing season on the Mongolian Plateau. From 2000 to 2018, the 
growing season precipitation increased significantly by 34.83 mm/10a 
the downward surface shortwave radiation increased by 0.57 W/m2/10a 
and average air temperature decreased slightly by −0.018°C/10a 
throughout the grassland (Table 2 and Figure 4). The growing season 
precipitation for each grasslands vegetation types showed a significant 
increasing trend for scrubs (37.55 mm/10a), steppes (31.11 mm/10a), 
and meadows (40.45 mm/10a), and the average air temperature trend 
indicated a downward trend for scrubs (−0.273°C/10a), steppes 
(−0.121°C/10a), and meadows (−0.089°C/10a). In the grassland 
vegetation, the downward surface shortwave radiation during the 
growing season increased for scrubs and steppes at rates of 0.27 W/
m2/10a and 1.09 W/m2/10a, respectively, while it decreased for meadows 
at a rate of −0.47 W/m2/10a. The trends of precipitation, average air 
temperature and downward surface shortwave radiation for each kind 
of grassland vegetation in the growing season varied by location. Each 
grassland vegetation in Inner Mongolia has a higher precipitation trend 
than the corresponding grassland vegetation in Mongolia. Similarly, 
Inner Mongolia has a higher average air temperature trend than 
Mongolia, while Inner Mongolia has a lower downward surface 
shortwave radiation trend than Mongolia. Following is a comparison of 
the change trend of meteorological factors during the growing season of 
grassland vegetation in Inner Mongolia and Mongolia (Table  3) 
specifically shows the following, the growing season precipitation trend 

A B

FIGURE 2

(A) Spatial distribution map of average NDVI (A) and NDVI change trend (B) for grassland vegetation during growing season from 2000 to 2018 across 
Mongolian Plateau.

TABLE 1 Comparison of growing season average NDVI and associated trend of grassland vegetation types in Inner Mongolia and Mongolia from 2000 to 
2018.

Growing season average NDVI of grassland vegetation in 
Inner Mongolia and Mongolia during 2000–2018

NDVI change trend of grassland vegetation in Inner 
Mongolia and Mongolia during growing season 2000–

2018 /10a

Vegetation type Inner Mongolia Mongolia Vegetation type Inner Mongolia Mongolia

Scrubs 0.38 0.30 scrubs 0.040 0.024

Steppes 0.33 0.19 steppes 0.027 0.013

Meadows 0.49 0.28 meadows 0.026 0.016
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of Inner Mongolia scrubs (60.37 mm/10a) > Mongolia scrubs 
(31.63 mm/10a), Inner Mongolia steppes (41.16 mm/10a) > Mongolia 
steppes (18.42 mm/10a), Inner Mongolia meadows 
(68.31 mm/10a) > Mongolia meadows (24.21 mm/10a). The growing 
season average air temperature trend of Inner Mongolia scrubs 
(−0.057°C/10a) > Mongolia scrubs (−0.330°C/10a), Inner Mongolia 
steppes (−0.085°C/10a) > Mongolia steppes (−0.166°C/10a), Inner 
Mongolia meadows (−0.042°C/10a) > Mongolia meadows 
(−0.117°C/10a).

3.3. Correlation between NDVI and 
meteorological factors of the grassland 
vegetation on Mongolian Plateau

The Mongolian Plateau is located in an arid and semi-arid region, 
and the amount of precipitation directly affects the change of NDVI. The 

average air temperature and downward surface shortwave radiation are 
also one of the direct causes of NDVI change in the Mongolian Plateau 
to explore the response of grassland vegetation to climate change, 
we conducted a partial correlation analysis and significance test of the 
NDVI of grassland vegetation with precipitation, average air temperature, 
and downward surface shortwave radiation during the growing season 
of 2000–2018. The results indicate that (Tables 4, 5 and Figure 5A), the 
NDVI of grassland vegetation during the growing season on the 
Mongolian Plateau generally showed a highly significant positive 
correlation with precipitation (p < 0.05), with a partial correlation 
coefficient of 0.31. In the Inner Mongolia region, the partial correlation 
coefficient between NDVI and precipitation was 0.37, with 0.26 for 
scrubs, 0.44 for steppes, and 0.20 for meadows. In Mongolia, it was 0.28, 
with 0.33 for the scrubs, 0.25 for steppes, and 0.14 for meadows. This 
suggests that the key element influencing the development of grassland 
vegetation on the plateau is precipitation throughout the growing season, 
i.e., increasing precipitation encourages increased NDVI in grassland 

A B

C D

FIGURE 3

NDVI changes for different types of grassland vegetation on Mongolian Plateau during growing seasons from 2000 to 2018. (A) All grasslands, (B) scrubs, 
(C) steppes, (D) meadows.

TABLE 2 Change trend of growing season meteorological factors for grassland vegetation on Mongolian Plateau from 2000 to 2018.

Grassland type Growing season 
precipitation/(mm/10a)

Growing season mean air 
temperature/(°C/10a)

Growing season downward surface 
shortwave radiation/ (W/m2/10a)

The whole grassland 34.83 −0.180 0.57

Scrubs 37.55 −0.273 0.27

Steppes 31.11 −0.121 1.09

Meadows 40.45 −0.089 −0.47
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vegetation. The areas with a positive correlation between NDVI and 
precipitation in the growing season accounted for 86.87% of the entire 
grassland distribution area, and only about 13.13% of the distribution 
area showed a negative correlation, these areas were mainly concentrated 
in the eastern meadows range of Zavkhan Province, the central meadows 
range of Khuvsgul Province and the western scrubs range in Mongolia, 
and some scattered areas showed negative correlations mostly in the 
meadows ranges of Bayan-Ulgii, Uvs and Khovd Provinces; negative 
correlations existed in the northern steppes of Alxa League and some 
steppes ranges of Great Khingan in Inner Mongolia.

It is obvious from Tables 4, 5 and Figure  5B that the average 
growing season air temperature showed a highly significant negative 
correlation (p < 0.05) with the NDVI of grassland vegetation, with a 
partial correlation coefficient of −0.09, and the partial correlation 
coefficients between NDVI and air average temperature in Inner 
Mongolia and Mongolia were − 0.04 and − 0.12, respectively, with 
−0.02 for scrubs, −0.08 for steppes, and 0.12 for meadows in Inner 
Mongolia, and − 0.16 for scrubs, −0.09 for steppes, and − 0.08 for 
meadows in Mongolia. Areas showing a negative correlation between 
NDVI and average air temperature in the growing season accounted 
for 63.92% of the entire grassland vegetation distribution area, and 
about 36.08% of the area showed a positive correlation. Positive 
correlation areas are primarily found in Inner Mongolia’s Great 
Khingan Mountains meadows area, the scrubs area east of Tongliao 
City, the Xilin Gol League’s southern scrubs area, and the Alxa League’s 

northern scrubs and southern meadows areas. It has also been 
discovered in the steppes of northern Dornogovi Province and eastern 
Dundgovi Province, the steppes of central Govi-Altai Province, the 
scrubs in the north, the meadows in the south and west of Arkhangai 
Province, the meadows of northern Khuvsgul Province, and the 
meadows of northern western Bayan-Ulgii Province and western Uvs 
Province in Mongolia.

It is obvious from Tables 4, 5 and Figure 5C that the downward 
surface shortwave radiation showed a highly significant negative 
correlation (p < 0.05) with the NDVI of grassland vegetation, with a 
partial correlation coefficient of −0.19, and the partial correlation 
coefficients between NDVI and downward surface shortwave radiation 
in Inner Mongolia and Mongolia were − 0.15 and − 0.21, respectively, 
with −0.20 for scrubs, −0.15 for steppes, and 0.12 for meadows in Inner 
Mongolia, and − 0.16 for scrubs, −0.29 for steppes, and − 0.15 for 
meadows in Mongolia. Areas showing a negative correlation between 
NDVI and downward surface shortwave radiation in the growing season 
accounted for 75.06% of the entire grassland vegetation distribution area, 
and about 24.94% of the area showed a positive correlation. The locations 
with positive correlations were mostly found in the steppes distribution 
regions of Xilin Gol League and Ulanqab City in the center of Inner 
Mongolia, the scrubs regions of Sukhbaatar and Oriental Province in the 
east, and the scrubs region of Zavkhan Province in the west.

As shown in Table 5, the partiality correlation coefficients of average 
air temperature and downward surface shortwave radiation are both 

A B C

FIGURE 4

Temporal and spatial variation trend of growing season meteorological factors for grassland vegetation on Mongolian Plateau from 2000 to 2018. (A) Trend 
of precipitation in growing season (mm/10a), (B) Trend of air temperature in growing season (°C/10a), (C) Trend of downward surface shortwave in growing 
season (W/m²/10a).

TABLE 3 Comparison of meteorological factors change trends of grassland vegetation types in Inner Mongolia and Outer Mongolia during growing seasons 
from 2000 to 2018.

Precipitation trend of grassland vegetation 
growing seasons in Inner Mongolia and 
Mongolia from 2000 to 2018 (mm/10a)

Trend of average air temperature 
of grassland vegetation growing 
seasons in Inner Mongolia and 
Mongolia from 2000 to 2018 

(°C/10a)

Trend of downward surface 
shortwave radiation of grassland 
vegetation growing seasons in 

Inner Mongolia and Mongolia from 
2000 to 2018 (W/m2/10a)

Vegetation type Inner 
Mongolia

Mongolia Inner Mongolia Mongolia Inner Mongolia Mongolia

The whole grassland 48.35 26.09 −0.074 −0.246 0.54 0.60

Scrubs 60.37 31.63 −0.057 −0.329 −0.46 0.46

Steppes 41.16 18.42 −0.085 −0.167 1.33 0.80

Meadows 68.31 24.21 −0.042 −0.117 −2.28 0.58
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negatively correlated, and all of these correlation coefficients are 
significant at the 0.05 level. The growing season NDVI of each vegetation 
in the Mongolian plateau grassland is positively correlated with the 
growing season precipitation partiality correlation coefficient. This 
shows that precipitation, a significant factor affecting the interannual 
dynamics of grassland vegetation in arid and semi-arid regions, 
primarily controls the growing season NDVI of these three types of 
vegetation in Mongolian plateau grasslands.

3.4. Effects of human activity on the NDVI in 
the Mongolian Plateau

Multiple linear regression was developed to simulate the anticipated 
values of NDVI (NDVIpre) through model parameters and precipitation 
and air temperature data in order to reveal the effects of climate change 
on NDVI. This was done using precipitation and air temperature of the 

long time series as independent variables. The comparison reveals that 
the multi-year trends of the measured and predicted values are similar 
(Figure 6), but that the predicted NDVI before 2010 is marginally higher 
and the predicted value after 2010 is lower than the actual value. The 
measured NDVI is 0.0023 greater than the predicted NDVI of 0.0014, 
as determined by the slope of change.

In addition to natural factors like climate change, human activities 
also play a significant role in the change in NDVI of grassland vegetation. 
Positivity in the slope of the residual change trend indicates positive 
disturbance, and human activities support rising NDVI and vegetation 
recovery. Negative disturbance, caused by human activities, will result 
in a decrease in NDVI and have a suppressive effect on the vegetation 
recovery if the slope of the residual change trend is negative.

The residual trend was statistically analyzed to better understand 
how human activities affect the growth status of vegetation (Figure 7). 
We discovered that human activity had considerably impacted 18.37% 
of the grasslands on the Mongolian Plateau, with Inner Mongolia 

A B C

FIGURE 5

Spatial distribution of partial correlation coefficient of growing season NDVI and (A) precipitation, (B) average air temperature, and downward surface 
shortwave radiation (C) on Mongolian Plateau.

TABLE 4 Partial correlation of NDVI and meteorological factors in the growing season of Mongolian Plateau.

Partial correlation 
coefficient

Growing season 
precipitation

Growing season average air 
temperature

Growing season downward surface 
shortwave radiation

The whole grassland 0.31** −0.09** −0.19**

NDVI of scrub steppe 0.31** −0.13** −0.17**

NDVI of grassland 0.36** −0.09** −0.21**

NDVI of meadow 0.17** −0.01** −0.14**

** Indicates highly significant correlation (p < 0.05).

TABLE 5 Partial correlation comparison between NDVI and meteorological factors in growing seasons of Inner Mongolia and Mongolia from 2000 to 2018.

Growing season precipitation Growing season average air 
temperature

Growing season downward 
surface shortwave radiation

Vegetation 
type

Inner 
Mongolia

Mongolia Inner 
Mongolia

Mongolia Inner 
Mongolia

Mongolia

The whole grassland 0.37** 0.28** −0.2998** −0.3642** −0.15** −0.21**

Scrubs 0.26** 0.33** −0.2057** −0.4289** −0.20** −0.16**

Steppes 0.44** 0.25** −0.3716** −0.3234** −0.15** −0.29**

Meadows 0.20** 0.14** −0.0556** −0.2101** −0.12** −0.15**

**Indicates extremely significant correlation (p < 0.05).
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accounting for 11.67% of these impacts and Mongolia for 6.68%. On 
the Mongolian Plateau, there were 17.24% of grassland regions with 
positive NDVI residual trends, including 11.07% in Inner Mongolia 
and 6.16% in Mongolia. The overall effect of human activities on 
NDVI growth was primarily facilitative. These areas are primarily 
found in Inner Mongolia’s Great Khingan Mountains, the Xilin Gol 
League grassland region, Tongliao City, the Erdos City region, 
Dundgovi Province, Ovorhangay Province, and Khuvsgul Province of 
Mongolia, among other places. Due to ecological engineering 
construction, agricultural development, grazing bans and rest 
periods, etc., these areas are impacted by human activities that 
promote vegetation. About 1.13% of the areas inhibited by human 
activities, including 0.60% in Inner Mongolia and 0.52% in Mongolia, 
are concentrated in various urban clusters, such as Ulaanbaatar, Tuv 
Province, Hohhot and Baotou City, etc. These areas have high 
population density, developed economic development, urban 
expansion, and a large amount of land turned into construction land. 
There are also inhibiting effects of human activity in the Hulunbuir 

steppe area, the Xilin Gol League steppe area, and the steppe area in 
eastern Mongolia. These effects are primarily brought on by excessive 
grazing and other actions that stunt the growth of vegetation.

4. Discussion

4.1. Growing season NDVI variations and its 
correlation with climatic factors

This study used MODIS NDVI data and meteorological data from 
2000 to 2018 to analyze the spatial and temporal variation characteristics 
of NDVI and correlation with its meteorological factors during the growing 
season of grassland vegetation on the Mongolian Plateau. It was discovered 
that on the Mongolian Plateau, the average NDVI of grassland vegetation 
growing seasons showed a substantial upward trend from 2000 to 2018, 
with the largest increase in the Great Khingan Mountains of Inner 
Mongolia, followed by a larger increase in the area around Arkhangai 
Province in northern Mongolia, and the average growing season NDVI 
gradually climbed from the southwest to the northeast. Numerous studies 
on the spatial and temporal characteristics of NDVI changes in grasslands 
on the Mongolian Plateau have been conducted recently. Bai and 
Alatengtuya (2022) used decision tree classification to analyze the spatial 
and temporal changes of grassland cover in the grassland area of the 
Mongolian Plateau from 2001 to 2020. They discovered that the grassland 
area had gradually increased over the previous 20 years, while the 
vegetation cover had gradually decreased from the northeast to the 
southwest. (Bai and Alatengtuya, 2022). The Mongolian Plateau’s vegetation 
cover reached 14.60 and 18.43% from 1986 to 1999 and 2000 to 2013, 
respectively, according to Zhang et  al.’s analysis of NDVI data on the 
vegetation cover from 1982 to 2013 (Zhang et al., 2018). Dai et al. (2014) 
used a one-dimensional linear regression method to assess the NDVI trend 
on the Mongolian Plateau from 1982 to 2006, which showed that the NDVI 
of vegetation has improved during the preceding 25 years (Dai et al., 2014). 
The findings mentioned above generally agree with this study’s conclusions. 
In this paper, in addition to the spatial and temporal variation of NDVI of 
grassland vegetation across the Mongolian Plateau, we also compared 
grassland vegetation in two regions with different land use management 
practices, Mongolia and Inner Mongolia, and found that both the multiyear 
average NDVI and NDVI variation trends in Inner Mongolia during the 
growing season resulted in greener vegetation than that in Mongolia. Li 
et al. (2021) noted that numerous ecological protection and restoration 
initiatives have been launched in China since 1978, with the Three 
Northern Protective Forests, the Key Construction Project for Soil and 
Water Conservation, the Beijing-Tianjin Wind and Sand Source Control 
Project, among 13 others, being the main ecological initiatives covering the 
dry zone. These initiatives have improved land degradation and increased 
ecosystem functions in dry regions, and they have had significant effects 
on vegetation, the water cycle, desertification, and ecosystem services 
(Ouyang et al., 2016; Bryan et al., 2018; Li et al., 2021). They have also 
helped to make the vegetation greener. In contrast, rather than being driven 
by human activity, changes in the vegetation cover in the Mongolian region 
are mostly caused by climatic change (John et al., 2013).

By analyzing the meteorological data for the Mongolian Plateau, 
we discovered that the average air temperature has been weakly dropping 
since 2000, while there has been a large increase in precipitation and 
downward surface shortwave radiation during the growing season of the 
entire Mongolian Plateau grassland vegetation distribution area. Among 
them, Inner Mongolia had more precipitation than Mongolia, whereas the 

FIGURE 6

Comparison of predicted and measured NDVI values for grasslands on 
the Mongolian Plateau from 2000 to 2018.

FIGURE 7

Trend distribution of NDVI residuals on the Mongolian Plateau from 
2000-2018.
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trend of average air temperature and downward surface shortwave 
radiation fluctuates more in Mongolia than in Inner Mongolia. This 
discovery is consistent with earlier research by Cao et al. (2019) and Yu 
et al. (2021), who used satellite observations and numerical simulations to 
identify a general cooling trend brought on by revegetation in semi-arid 
regions of northern China. However, some studies, such as those by Huang 
and Peng, reported that the greening of vegetation may lead to atmospheric 
warming effects in arid and semi-arid regions due to the effect of enhanced 
net radiation (Peng et al., 2014; Huang et al., 2018). Due to its significant 
role in changing surface characteristics, surface energy, and water balance, 
vegetation degradation or improvement has an impact on local and 
regional climate through interactions between the land surface and the 
atmosphere (D'Odorico et al., 2013). The effect of plant restoration on the 
regional water cycle is more significant and debatable in arid and semi-arid 
regions than temperature. According to several research reports, a coupled 
land–atmosphere global climate model demonstrated that the greening of 
vegetation in northern China boosts precipitation and reduces increased 
evapotranspiration (Li et  al., 2018). Zhu et  al. (2021) found that 
revegetation in a semi-arid basin led to a significant decrease in the aridity 
index and more precipitation was involved in the soil water–groundwater 
cycle (Zhu et al., 2021). However, there are also other findings; for example, 
Jackson et al. (2005) and Ge et al. (2020) found that extensive revegetation 
led to increased evapotranspiration, which in turn could lead to severe 
water shortage (Jackson et al., 2005; Ge et al., 2020).

4.2. Spatial heterogeneity of correlations 
between NDVI and climatic factors

The effects of average air temperature, precipitation and downward 
surface shortwave radiation on grassland vegetation vary widely across 
space. This region’s grassland vegetation’s NDVI shows a positive 
correlation with precipitation and a negative correlation with average air 
temperature and downward surface shortwave radiation, indicating that 
more precipitation and less average air temperature and downward 
surface shortwave radiation are favorable for vegetation growth. For 
instance, Lin et al. (2020) used GIMMS-MODIS data to study the spatial 
and temporal variation characteristics of NDVI in northern China from 
1982 to 2018, and explored the primary drivers of NDVI changes using 
regression analysis. The findings revealed that precipitation has a 
positive dominant effect on NDVI in Inner Mongolia (Lin et al., 2020). 
According to the findings of studies by Dai and others, high temperatures 
cause more evaporation in arid and semi-arid regions, while a decrease 
in surface moisture inhibits the growth of vegetation (Dai et al., 2014). 
On the other hand, an increase in precipitation promotes the growth of 
vegetation. In their investigation on the detection of trends and 
attribution of vegetation greening in China over the previous 30 years, 
Piao et al. (2015) determined that precipitation was the primary factor 
driving vegetation greening in arid regions. The amount of precipitation 
during the growing seasons is higher in Inner Mongolia than in 
Mongolia, and the region has less of a decrease in average air temperature 
and downward surface shortwave radiation, which is consistent with a 
better recovery of vegetation in Inner Mongolia than in Mongolia.

4.3. NDVI and human activities

Overall, the grassland vegetation on the Mongolian Plateau is 
improving, and human activity is a significant factor in the growth of 

the vegetation, which can have both positive as well as negative 
disturbance impacts on NDVI changes. The analysis leads to the 
conclusion that afforestation and agricultural production have a positive 
influence on vegetation recovery (Xin et al., 2007). Additionally, it has 
been discovered that implementing ecological projects like converting 
farmland back to forestry (grass), conserving soil and water, and 
enacting policies and regulations on sensible grazing and protecting 
arable land will all have a positive impact on the development of regional 
vegetation (Li et al., 2011; Jin et al., 2020). Urbanization and economic 
growth inevitably have an impact on vegetation, which degrades the 
local natural environment. This is consistent with the paper’s conclusion, 
which found that human activity interfered negatively in urban areas but 
positively in agricultural production and grassland reserves.

4.4. Uncertainties and future work

The current study may have some uncertainties. Frist, since Mongolia 
and Inner Mongolia are included in the research area, there may 
be differences in the classification systems used for grassland vegetation, 
which could affect how the vegetation distribution is determined. 
Furthermore, when discussing the response of vegetation to climate 
change, this study does not consider the feedback effect of vegetation on 
climate, and our previous studies show that the feedback effect of 
vegetation change on regional climate is strong, which may affect the 
results of this paper, Yu L. X. et al. (2020) determined the response of 
vegetation change to climate by using a high-resolution land atmosphere 
coupled regional climate model, and found that the northern part of 
northern China showed obvious cooling, including the Northeast Plain, 
the Loess Plateau and the eastern part of the arid and semi-arid areas in 
the north (Yu L. X. et al., 2020). Li et al. (2022) used a long time series 
multi-source satellite and a high-resolution land-air coupled regional 
climate model (WRF) to investigate the climate feedbacks of surface 
changes observed in the Mongolian Plateau from the 1990s to the 2010s. 
According to model simulations, vegetation greening produces a local 
cooling effect, while vegetation degradation produces a warming effect 
(Li et al., 2022). Liu et al. (2022) used multi-source satellite measurements 
records and a high-resolution land atmosphere coupled regional climate 
model (WRF) to investigate the land surface changes and their associated 
thermal and wet effects in three major ecosystems in the Heilong-Amur 
River basin from 1982 to 2018, highlighting the different surface 
responses and feedbacks of different ecosystems to climate change, 
depending on the specific vegetation variation and background climate, 
which may lead to warming/cooling and wetting/drying effects (Liu et al., 
2022). To better understand the relationship between vegetation and 
climate in arid zones, future research should consider the feedback effects 
of vegetation on climate.

5. Conclusions

During the growing season from 2000 to 2018 on the Mongolian 
Plateau, we examined the temporal and spatial variation of grassland 
vegetation, as well as how it responded to climate change. We also 
looked at the partiality connection between precipitation, temperature, 
downward shortwave radiation, and NDVI. The findings indicate that 
the grassland vegetation index improved greatly across the plateau from 
2000 to 2018, with NDVI increasing at a rate of 0.023/10a during the 
growing season. Only 8.64% of grassland NDVI degraded, compared 
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to 91.36% that significantly improved. The scrubs NDVI increased at 
the fastest pace (0.028/10a), followed by steppes (0.021/10a), and 
meadows (0.020/10a). While Mongolia’s NDVI climbed at a slower rate 
of 0.019/10y, it increased at a faster rate of 0.030/10y in Inner Mongolia. 
Three species of grassland vegetation saw faster NDVI growth rates in 
Inner Mongolia than in Mongolia.

There is an increasing trend of precipitation and upward shortwave 
radiation across the Mongolian Plateau, with a significant increase at 
34.83 mm/10a and 0.57 W/m2/10a, respectively, variable grassland 
vegetation types saw different rates of precipitation and downward 
surface shortwave radiation throughout the growing season, with 
meadows receiving the greatest precipitation (40.45 mm/10a), scrubs 
(37.55 mm/10a), and steppes (31.11 mm/10a), and steppes having the 
most downward surface shortwave radiation (1.09 W/m2/10a), followed 
by scrubs (0.27 W/m2/10a) and meadows mild drop of −0.47 W/m2/10a. 
The average air temperature decreased slightly by −0.018°C/10a, with 
the greatest rate of decline in scrubs (−0.273°C/10a), followed by 
steppes (−0.121°C/10a) and meadows with (−0.089°C/10a). The rates 
of meteorological factors that impact flora in Inner Mongolia and 
Mongolian grasslands are also varied, with Inner Mongolia seeing 
higher rates of precipitation and lower rates of average air temperature 
and downward surface shortwave radiation.

On the Mongolian Plateau, there is a correlation between NDVI 
variations in grassland vegetation and meteorological factors. It had a 0.31 
correlation coefficient with precipitation and exhibited a highly significant 
positive association (p < 0.05). There was a negative connection between 
NDVI and precipitation during the growing season for only roughly 
13.13% of the grassland distribution area, whereas there was a positive 
association for 86.87% of the whole distribution area. The sensitivity of 
grassland vegetation types to precipitation was in the order of steppes > 
scrubs > meadows. Additionally, the connection between NDVI variation 
and precipitation differed by area, with Inner Mongolia (0.37) having a 
larger correlation with precipitation than Mongolia (0.28). A highly 
significant negative correlation with average air temperature and downward 
surface shortwave radiation were shown, with a correlation coefficient of 
−0.09 and − 0.19 (p < 0.05). The growing season NDVI was negatively 
associated with average air temperature in 63.92% of the grassland 
vegetation range, positive in about 36.08% of the grassland range, 
significantly and negatively correlated with downward surface shortwave 
radiation in 75.06% of the grassland vegetation range, and positive in about 
24.94% of the grassland range. The sensitivity of grassland vegetation types 
to average air temperature and downward surface shortwave radiation were 
in the order of meadows > steppes > scrubs. Additionally, there were 
regional differences in the correlations of NDVI changes with average air 
temperature and downward surface shortwave radiation, with Inner 
Mongolia having a greater correlation with average air temperature (−0.04) 
than Mongolia (−0.12) and having a higher correlation with downward 
surface shortwave radiation (−0.15) than Mongolia (−0.21). The influence 
of precipitation on NDVI of grassland vegetation in this region is more 
pronounced than the relationships between the NDVI of grassland 
vegetation on the Mongolian Plateau and average air temperature and 

downward surface short-wave radiation, and the NDVI of grassland 
vegetation on the Mongolian Plateau is primarily controlled by precipitation 
during the growing season.

On the Mongolian Plateau, human activity has a large, primarily 
positive effect on NDVI variations in vegetation. Roughly 17.24% of the 
areas had a positive residual NDVI trend, and human activities generally 
facilitated NDVI growth overall, while they inhibited growth in about 
1.13% of the regions. This suggests that some of the Mongolian Plateau’s 
ecological conservation and development efforts have been successful.
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