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Editorial on the Research Topic

A�ective processing and non-invasive brain stimulation, volume II

Affective processing plays a crucial role in human life. Deficits in affective processing

are accompanied by mental problems including depression, anxiety, and addiction. Non-

invasive brain stimulation methodologies such as transcranial magnetic stimulation (TMS)

and transcranial direct current stimulation (tDCS) have become more and more popular in

modulating a wide range of cognitive processing. This Research Topic aggregated several

reviews, research articles, case reports, and research proposals aiming at identifying the

neural correlates of affective processing and how these neural correlates are modulated by

non-invasive brain stimulation.

Neural correlates of a�ective processing

Quickly and accurately identifying facial expressions plays an important role in social

interactions. Song et al. investigated the influence of emotional contextual information

(fearful, happy, and neutral scenes) on the neural processing of fearful expressions during

the early stages of facial recognition based on the face-specific N170 component derived

from the event-related potential (ERP) method. Their findings suggest that people allocate

more attention to the processing of facial information when the valence between emotional

context and expression conflicts.

Although extensive research has focused on the detection of uncertain threat signals

in anxious individuals, little has been done to investigate the detection of uncertain safety

signals in people with anxiety. Jin et al. compared 16 subjects with high trait anxiety and 16

with low trait anxiety during a modified cue-target task in certain and uncertain stimulus

blocks based on the ERP components P2 and N2 that reflect early attentional allocation and

association learning, respectively. They reported distinctive attentional biases between high

and low-trait anxiety individuals, as well as association learning in uncertain conditions in

high-trait anxiety individuals.

Outcome evaluation plays an important role in reward learning and decision-making

and is related to the benefits of both self and others. Tan et al. examined both behavioral and

neural correlates of outcome evaluation by gambling for the self and charity, respectively.
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They employed two ERP components FRN and P3 to reflect the

early and middle/late neural processing of outcomes, respectively.

They reported that people tended to optimize strategies for

themselves rather than for charity. Based on their ERP results, they

concluded that people focus more on charity-outcome in the early

stage, and more on self-outcome in the middle and late stages.

The differences between self-outcome and charity-outcome varied

with the reward magnitude. More specifically, people pay similar

attention to small self-outcome and charity-outcome, but more

attention to larger self-outcome than larger charity-outcome.

Cognitive reappraisal is one of the core treatment components

of cognitive behavioral therapy and is the gold standard

treatment for major depressive disorders. Wang et al. proposed

a novel cognitive bias model that hypothesizes that cognitive

reappraisal training may improve the generation ability of

cognitive reappraisal with altered prefrontal–amygdala functional

activation/connectivity, thus reducing negative cognitive bias

(negative attention bias, negative memory bias, negative

interpretation bias, and/or negative rumination bias) and

alleviating depressive symptoms.

Non-invasive brain stimulation and its
e�ects

People who use methamphetamine for a long time may become

less able to control their actions and more likely to act impulsively.

Liu Q. et al. found that high-frequency repetitive TMS (HF-rTMS)

on the left dorsolateral prefrontal cortex (DLPFC) is a promising

intervention for reducing impulsivity and cue-induced craving

in patients with methamphetamine use disorders. In their study,

patients underwent five sessions of HF-rTMS on the left DLPFC

per week for 4 consecutive weeks, while controls received no

rTMS intervention.

Non-invasive brain stimulation methods are well-accepted in

both academic and clinical domains focusing on not only affective

processing but also the other cognitive processing. Qi et al.

systematically reviewed the existing literature on the effects of

tDCS on motor skills learning of healthy adults and discussed the

underlying neurophysiological mechanism that influences motor

skills learning. They included 11 studies in their meta-analysis and

showed that tDCS can help healthy adults improve motor skills

learning through activating different brain regions including the

primary motor cortex, left DLPFC, and right cerebellum.

Cryptococcal meningitis is a central nervous system disease

caused by a novel Cryptococcus infection that leads to subacute

or chronic inflammatory changes in the nervous system. In a case

study, Liu Y. et al. examined a 72-year-old woman diagnosed

with Cryptococcal meningitis and severe cognitive impairment

and disabilities. They reported a large improvement in cognitive

functions, especially executive functions, after receiving anti-

infectious and rTMS.

Novel methods

Non-invasive brain stimulation should not be limited to TMS

and tDCS methods. Adding noise to a system to improve a

weak signal’s throughput has been shown to improve sensory

perception and even higher-order processing such as working

memory. To understand whether stochastic resonance can

broadly improve cognition, Sherman et al. investigated the

performance of different cognitive tasks while applying auditory

white noise and/or noisy galvanic vestibular stimulation. They

found that some subjects exhibited cognitive changes with the

addition of noise but the rest subjects did not. Their findings

suggest that using noise to improve cognition is not applicable

to a broad population; however, the effect of noise differs

across individuals.

Machine learning is very promising in clinical usage.

In order to improve diagnosis in clinical patients by using

the functional connection methods, Zhao et al. developed a

new multi-view brain network feature enhancement method

based on a self-attention mechanism graph convolutional

network (SA-GCN). This method enhances node features

through the connection relationship among different nodes,

and then extracts deep-seated and more discriminative

features. They reported that SA-GCN effectively extracts more

discriminative features and achieves the best classification

accuracy (79.9%) for the diagnosis of autism spectrum

disorder. Their new methods have the potential to be applied

to patients with other disorders including problems of

affective processing.

In summary, our Research Topic may help to delineate the

neural correlates of affective processing as well as the influences

of non-invasive brain stimulations on neural processing including

affective processing, and may help to propose potential empirical

interventions for clinical disorders.
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on the Encoding of Fearful
Expressions With Different
Intensities: An Event-Related
Potential Study
Sutao Song1,2*†, Meiyun Wu3† and Chunliang Feng4*

1 School of Information Science and Engineering, Shandong Normal University, Jinan, China, 2 School of Education
and Psychology, University of Jinan, Jinan, China, 3 State Key Laboratory of Cognitive Neuroscience and Learning, Beijing
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Contextual affective information influences the processing of facial expressions at
the relatively early stages of face processing, but the effect of the context on the
processing of facial expressions with varying intensities remains unclear. In this study,
we investigated the influence of emotional scenes (fearful, happy, and neutral) on
the processing of fear expressions at different levels of intensity (high, medium, and
low) during the early stages of facial recognition using event-related potential (ERP)
technology. EEG data were collected while participants performed a fearful facial
expression recognition task. The results showed that (1) the recognition of high-intensity
fear expression was higher than that of medium- and low-intensity fear expressions.
Facial expression recognition was the highest when faces appeared in fearful scenes.
(2) Emotional scenes modulated the amplitudes of N170 for fear expressions with
different intensities. Specifically, the N170 amplitude, induced by high-intensity fear
expressions, was significantly higher than that induced by low-intensity fear expressions
when faces appeared in both neutral and fearful scenes. No significant differences were
found between the N170 amplitudes induced by high-, medium-, and low-intensity
fear expressions when faces appeared in happy scenes. These results suggest that
individuals may tend to allocate their attention resources to the processing of face
information when the valence between emotional context and expression conflicts i.e.,
when the conflict is absent (fear scene and fearful faces) or is low (neutral scene and
fearful faces).

Keywords: emotional scenes, intensity, fear expression, ERP, N170, P1

Abbreviations: ERP, event-related potential; EEG, electroencephalogram; fMRI, functional magnetic resonance imaging;
STS, superior temporal sulcus; rSTS, right superior temporal sulcus; LPP, late positive potential; EOG, electrooculography;
EPN, early posterior negativity.
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INTRODUCTION

Accurately identifying facial expressions is important for
social interactions in the human. In daily life, however,
facial expressions are always presented with specific contextual
information. Facial expression recognition is extremely affected
by context, such as body postures (Aviezer et al., 2010; Rajhans
et al., 2016), emotional voices (Langeslag et al., 2019), self-related
sentences (Aguado et al., 2019; Li S. et al., 2019), the task relevance
(Mirabella, 2018; Mancini et al., 2020; Mancini et al., 2022),
and emotional scenes (Righart and de Gelder, 2006; Righart and
Gelder, 2008a,b; Qiang et al., 2015; Bai et al., 2017; Fernández-
Martín et al., 2017; Xu et al., 2017). How does the human
brain process facial expressions? Many studies primarily used
the prototypical, posed facial expressions provided by volunteers
at the request of researchers; but, emotional facial expressions
typically arise dynamically from a neutral expression, and this
expression strengthens or weakens depending on the situation.
For example, a smile may transition into a laugh or mild anger
may intensify to rage. Therefore, investigating the influence of
emotional context on facial expression recognition, at different
expression intensities, is of a great importance.

Accordingly, our brains respond quickly to changes
in expression intensity (Leleu et al., 2018). Using an
electroencephalogram (EEG), an earlier study demonstrated that
maximum amplitude of P1 was attained before the participants
confirmed seeing “fear image” in a fear detection task. P1 was
observed to peak at about 100 ms after the onset of facial
expressions in the occipito-temporal visual cortex (Foti et al.,
2010; Luo et al., 2010). Empirical evidence shows that threatening
faces induce a greater P1 amplitude than neutral faces (Luo et al.,
2010; Smith et al., 2013; Xia et al., 2014), which reflects the rapid
detection of threatening information and negative processing
bias. However, the intensity effect of P1 is rarely studied.

Studies have also reported that the amplitude of the face-
specific component, N170, is enhanced by the intensities of the
expressions (Leppänen et al., 2007). According to the traditional
view, N170 is sensitive to the structural coding of facial expression
and insensitive to the emotional content of facial expression
(Martin and Amanda, 2002; Holmes et al., 2003). However,
Leppänen et al. (2007) investigated the electrocortical responses
to fearful and happy emotional expressions at three levels of
intensity (50, 100, 150%), but the intensity effect was only
observed following exposure to fear expressions. Similarly, in a
study of three negative facial expressions, including fear, disgust,
and anger, with different intensities ranging from 50 to 150%
with increments of 50%, the amplitudes of N170 were reported
to significantly increase as the levels of intensity increased
(Sprengelmeyer and Jentzsch, 2006). These studies suggest that
the enhancement of the intensity-related N170 amplitude may
be sensitive to negative faces. In general, studies that have
investigated the intensity effect of isolated facial expressions
have demonstrated that expressions with clearer meanings are
associated with larger ERP amplitudes, i.e., P1 or N170, during
the early processing stages of facial expression.

Righart and de Gelder (2006) were the first to provide
electrophysiological evidence showing that context impacts

expression processing during the early stages, reporting that
the modulation effect of context on expression processing was
reflected in the face-specific N170 component. Specifically, they
demonstrated that faces without any context evoked the largest
N170, and faces (especially fearful faces) in fearful scenes elicited
a more negative N170 than faces in neutral scenes (Righart and
de Gelder, 2006). These results indicate that scenes affect the
early encoding of the face. In a subsequent study, Righart and
Gelder (2008b) further clarified the modulation effect of scenes
on face processing in an explicit expression discrimination task;
showing that faces in fearful scenes induce a more negative N170
than faces in happy and neutral scenes, and fearful faces in
fearful scenes evoked a more negative N170 than fearful faces
in happy scenes. Both studies partially supported the affective
congruency effect. Hietanen and Astikainen (2013) reported a
clearer affective congruency effect using the emotional priming
paradigm. According to the affective congruency effect, the N170
was stronger for happy expressions primed by positive scenes
than N170 for happy expressions primed by negative scenes.
Additionally, N170 was stronger for sad expressions primed by
negative scenes than N170 for sad expressions primed by positive
scenes (Hietanen and Astikainen, 2013). The scene pictures
selected by Righart and de Gelder (2006) and Righart and Gelder
(2008a) had the same emotional content as the facial expression
(e.g., fearful scenes and fearful faces); therefore, they were closer
in semantic level.

Recently, multiple studies investigated the influence of context
on expression processing using expressions with ambiguous
emotional meanings, such as neutral expressions, and found that
they were rated more positively in positive contexts and more
negatively in negative contexts (Wieser et al., 2014; Li S. et al.,
2019). ERP and fMRI studies have also provided evidence of the
influence of emotional context on the processing of expressions
with ambiguous emotional meanings in the temporal process
and the activation of specific brain regions (Schwarz et al.,
2013; Wieser et al., 2014; Li S. et al., 2019). This indicates that
influence of emotional context on facial expression with different
intensities may be varied. Recently, a few studies have provided
preliminary evidence of the effect of scenes on expression
with different intensities at the behavioral level (Tae-Ho et al.,
2012; Li S. et al., 2019). They discovered that the recognition
of expressions was largely dependent on the information of
emotional scenes (i.e., affective congruency) and affected by the
personality traits (e.g., anxiety) of the participants. However, the
effects of emotional context on expression processing at varying
intensities have yet to be identified.

In this study, we investigated the influence of scenes on
the recognition of fear expressions with different intensities
using ERP. By presenting integrated pictures of fear expressions
with varying intensities (high, medium, and low) and scenes
with different valences (fear, neutral, and happy), the subjects
were required to identify whether the expression presented on
the background of the scene was fear or not. The recognition
rate and response time to fear expressions were recorded,
and the early components, P1 and N170, were analyzed. We
hypothesized that (1) the recognition rate of facial expressions
would increase with fear intensity, (2) the recognition rate
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would be the highest in fearful scenes, happy scene would
make fear recognition difficult, and (3) the emotional scenes
in which the fear expression appeared would affect the early
processing stages of fear expression with different intensities.
For N170, we hypothesized that the amplitude evoked by fear
expression with higher intensity would be more negative and
influenced by the scenes. In addition, fear expression evoked
more negative N170 than neutral expression, and the amplitude
became more negative as expression intensity increased. And
the right lateralized effect for the processing of faces would be
observed. We also hypothesized that the faces in fearful scenes
would evoke a greater P1 than faces in neutral scenes, and smaller
P1 than faces in happy scenes.

MATERIALS AND METHODS

Participants
The sample size in this study was estimated using G∗power
(version 3.1.9.7). The moderate effect f = 0.25 (corresponding
ηp

2 is about 0.06), which is expected to reach 0.80 statistical
test strength (α = 0.05), was used, and the minimum number of
planned samples needed was 22 subjects. To prevent possible loss
of subjects, 25 physically and mentally healthy undergraduates
from the University of Jinan were recruited. Participants
were all right-handed with normal or corrected visual acuity.
The handedness was assessed by the Edinburgh Handedness
Inventory (Oldfield, 1971). In addition, all participants completed
the Beck Anxiety Inventory (Beck and Steer, 1993) before the
experiment to ensure that participants could maintain emotional
stability during tasks. Scores < 30 points (25.56± 2.92), indicated
that participants had no severe anxiety. Three participants were
excluded because of too many artifact trials (<40 trials per
condition). For the final sample, the average age was 19.97 years
(SD = 1.67; 14 females and eight males). Verbal and written
informed consents from all participants prior to the experiment
were obtained. Participants were informed that they had the right
to terminate the experiment at any time. All participants were
received a gift for their participation. The experiment lasted for
approximately one and a half hours. This study was approved by
the ethics committee of the School of Education and Psychology,
University of Jinan.

Stimuli
In total, 60 emotional scene images, including 20 fearful, neutral,
and pleasant scenes, were used in the current study. Most of scene
images were selected from the International Affective Picture
System, and some were obtained from the internet.1 Twenty-
two participants were recruited to evaluate the valence (1 = very
unpleasant, 9 = very pleasant) and arousal (1 = very calm,
9 = extremely arousing) of each emotional scene image using
a 9-point scale. In term of valence, the results showed that
pleasant scenes scored significantly higher than neutral scenes,
which in turns scored significantly higher than fearful scenes
(pleasant scenes: M = 7.27, SE = 0.17, neutral scenes: M = 4.88,

1https://image.baidu.com/

SE = 0.13, fearful scenes: M = 2.76, SE = 0.23, ps < 0.05).
In addition, fearful and pleasant scenes were more emotionally
arousing than neutral scenes (fearful scenes: M = 6.70, SE = 0.36,
pleasant scenes: M = 6.34, SE = 0.19, neutral scenes: M = 4.46,
SE = 0.20, ps < 0.05). There was no difference in arousal
between fearful scenes and pleasant scenes [the scores on
valence ratings and arousal rating are presented in Appendix A
(Supplementary Material)].

Facial expressions were selected from the NimStim database
(Tottenham et al., 2009), and 20 pairs of images (fearful and
neutral expressions) from 20 individual actors (10 women)
were selected to create the different intensities of fearful facial
expressions [the actor numbers are presented in Appendix B
(Supplementary Material)]. Hair, clothing and other non-face
items of the actors were not included. FantaMorphing software2

was used to combine the prototypical fearful expressions with
the neutral expressions of the same actor. Facial intensities
included images ranging from 0 to 100% with 10% increments
between consecutive images, and 220 different images depicting
20 different actors with 11 levels of fearful facial expressions
were used within each continuum (Figure 1). However, a 10%
increment in facial expression intensity is small. Therefore, to
evoke a stable ERP waveform, the 11 levels of different intensities
were further divided into three groups: low intensity (0, 10, 20,
30%), medium intensity (40, 50, 50, 60%), and high intensity (70,
80, 90, 100%) fearful expressions. A pilot study was conducted to
ensure the rationality of this groping.

In the pilot study, ten undergraduate volunteers were asked
to indicate if the facial expression was fear or not. The results
showed a significant difference among the three intensities; the
percentage of recognition of high intense fearful expressions was
higher than the percentage of recognition of medium intense
fearful expressions, which in turns was higher than the percentage
of recognition of low intense fearful expressions (high: M = 78.30,
SE = 2.79, medium: M = 34.77, SE = 3.19, low: M = 10.60,
SE = 2.63, ps < 0.05). To ensure that the number of facial
expressions in each group was consistent, the facial expressions
with 50% intensity were repeated once so that there were
80 images for low, medium, and high intensity expressions,
respectively. All scene and face images were adjusted until they
reached a similar luminance, size, and color depth, etc. Facial
images were 255∗315 pixels and appeared against scene images
that were 1.024∗768 pixels.

Procedure
An experiment of 3 (Scene type: fearful, neutral, pleasant) ∗ 3
(Expression intensity: low, medium, high) was designed, and all
variables were within-subject factors.

Practice trials were performed to ensure that the participants
were familiar with the experimental procedures; these trials were
not included in the formal experiment. Overall, there were 720
face-scene compounds: 240 for each group of face intensity,
80 for each experiment condition. For each condition, such as
the low-face-intensity and fearful-scene compound condition,
the 80 images of facial expressions were shown once, while the

2http://www.fantamorph.com
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FIGURE 1 | Illustration of fearful facial expressions with different intensities. The image has been obtained from a public database with the publish permission.

20 scenes were shown four times to produce the compounds.
The study was divided into three parts, and participants were
given two opportunities to rest. During each part, 240 trials
were presented to the subjects, including 80 facial expressions
(28 trials for two kinds of intensity and 24 trials for one kind,
three intensities balanced in three parts) in 3 emotional scenes.
For each condition (low, medium, high), there was an equal
number of trials (24+ 28+ 28 = 80 trails). Trials were presented
randomly, and the order of the three parts of the experiment was
counterbalanced across participants.

During the experiment, participants were seated on a
comfortable chair that was located about 70 cm away from the
computer screen in an electrically shielded and sound-attenuated
room. A single trial was performed as follows: each trial started
with a fixation mark (+), which varied randomly between 400
and 600 ms. The face-scene compound was presented for 800 ms,
followed by a gray blank screen until the participant pressed
the button for a response. Next, a white fixation mark (∗) was
presented for 600 ms (Figure 2). Participants were instructed to
indicate as quickly as possible if the facial expression was fear or
not. The experimental design was based on one previous study
(Righart and de Gelder, 2006). E-prime 2.0 was used for stimuli
presentation and to record behavioral results. The integrated
images were presented at the center of screen with a visual angle
of 29.94◦ × 22.45◦ to scene images and 7.46◦ × 9.21◦ to facial
expression images.

Behavioral Data Analysis
The fearful facial expression recognition rate and reaction time
were analyzed, and extreme data of reaction time that exceeded
three standard deviations were excluded. The proportion of
rejected data for each participant was 1.97 ± 0.78% (M ± SD).
A two-way repeated measures ANOVA was conducted using
scene type (fearful, neutral, pleasant) and expression intensity
(high, medium, low) as the within-subject factors (SPSS v. 17).

Electrophysiological Recordings and Analysis
Electroencephalogram data was collected continuously by a 64
Ag/AgCl electrode cap according to the International 10–20
system. All electrodes were referenced online to Cz. Impedance
of each electrode was maintained below 10 k� during the
experiment. Two electrodes were placed approximately 1 cm
outside the canthus to record the horizontal electrooculography,
and two electrodes were placed about 1 cm above and below
the left eye to record the vertical electrooculography (EOG). The

EEG and EOG were amplified and digitalized using a Neuroscan
Synamp2 (Neuroscan Ltd., Charlotte, NC28269, United States)
Amplifier with a band-pass of 0.01–400 Hz and a sampling
rate of 1,000 Hz.

Offline, Curry7 (Compumedics Neuroscan United States,
Ltd.) was used for data processing. All EEG data were re-
referenced to an average reference and filtered with the band
pass of 0.1∼30 Hz. Trials with EOG artifacts were corrected
using the covariance-based artifact correction algorithms
(0 for the Lower threshold, and 200 µV for the Upper
one). Afterward, the data contaminated with other artifacts
(peak-to-peak deflection exceeding ±100 µV) were excluded
from averaging. Next, the EEG recording was segmented
into epochs of 1,000 ms starting at 200 ms before stimulus
onset. The trials left in each condition were all higher than
60% (low intensity in pleasant: M ± SD = 69.10 ± 5.53;
medium intensity in pleasant: M ± SD = 67.34 ± 6.26;
high intensity in pleasant: M ± SD = 70.08 ± 2.41; low
intensity in neutral: M ± SD = 66.57 ± 5.28; medium
intensity in neutral: M ± SD = 68.29 ± 6.55; high intensity
in neutral: M ± SD = 71.17 ± 3.37; low intensity in
fear: M ± SD = 63.42 ± 7.89; medium intensity in
fear: M ± SD = 63.33 ± 6.34; high intensity in fear:
M ± SD = 61.86± 5.21).

According to previous related studies (Frenkel and Bar-
Haim, 2011; Qiang et al., 2015; Malaia et al., 2019), P1 was
analyzed for PO3, PO4, O1, and O2 and N170 was analyzed
for P7, P8, PO7, and PO8. ERP analyses focused on the peak
amplitudes in the following time windows: 60∼140 ms (P1)
and 130∼200 ms (N170). All ERP data were analyzed using
three-way-repeated measures ANOVA with scene type (fearful,
neutral, pleasant), expression intensity (high, medium, low)
and hemisphere (left, right) as the within-subject factors. The
Greenhouse-Geisser correction was applied where sphericity was
violated. When the main effect or an interaction was significant,
pairwise comparisons were performed with the Bonferroni
correction (SPSS v. 17).

RESULTS

Behavioral Data
There was a significant main effect of fearful expression intensity
[F(2,48) = 64,14, p < 0.001, η2 = 0.73] on the recognition
rate. The recognition rate of high intensity fearful expressions
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FIGURE 2 | Illustration of the experimental procedure. Fixation mark (*).

was significantly higher than that of medium intensity fearful
expressions, and the recognition rate of medium intensity fearful
expressions were significantly higher than that of low intensity
fearful expressions (high vs. medium: p < 0.001; medium
vs. low: p < 0.001). There was a significant main effect of
emotional scenes [F(2,48) = 5.57, p = 0.006, η2 = 0.19] on the
recognition rate, and the post-hoc comparison showed that the
recognition rate of fearful expressions in fearful scenes was
significantly larger than that of neutral scenes (fearful vs. neutral
scenes: p = 0.019). The recognition rate of fearful expressions
in fearful scenes was higher than that of fearful expressions
in pleasant scenes; however, this difference was not significant
(fearful vs. pleasant scenes: p = 0.128). There was no interaction
between emotional scene type and facial expression intensity
[F(4,96) = 1.74, p = 0.147, η2 = 0.068]. No differences were found
in reaction time (ps > 0.05). The reaction time and recognition
rate of fearful facial expressions is shown in Figure 3.

Event-Related Potential Data
P1
A significant emotional scene effect [F(2,42) = 8.62, p < 0.001,
η2 = 0.29] was observed on the amplitude of P1. The
P1 amplitudes induced by fearful and pleasant scenes were
significantly higher than the P1 amplitude induced by neutral
scenes (fearful vs. neutral scenes: p = 0.003; pleasant vs. neutral
scenes: p = 0.008). There was no significant main effect of fearful

expressions intensities [F(2,42) = 0.39, p = 0.682, η2 = 0.018] on the
P1 amplitude. Neither the hemisphere effect nor the interaction
between fearful expression intensities and emotional scenes were
significant [F(4,84) = 0.42, p = 0.796, η2 = 0.019].

N170 (130–200 ms)
A main effect was found for emotional scenes [F(2,42) = 11.07,
p < 0.001, η2 = 0.35] on the amplitude of N170. Post-hoc tests
confirmed that the amplitude of N170 in neutral scene was
significantly higher than the N170 amplitude in pleasant and
fearful scenes (neutral vs. pleasant scenes: p = 0.007; neutral vs.
fearful scenes: p = 0.001). There was a significant main intensity
effect [F(2,42) = 8.05, p < 0.001, η2 = 0.30] on the N170 amplitude,
and post-hoc analyses demonstrated that the N170 amplitude
in high intense fearful facial expression was higher than that
in medium and low intense fearful facial expressions (high vs.
medium: p = 0.001; high vs. low: p = 0.039) (Figure 4). Finally,
there was a significant main effect of hemisphere [F(1,21) = 15.93,
p < 0.001, η2 = 0.43], on the N170 amplitude; the N170
amplitude was higher in the right hemisphere than that in the
left hemisphere (right: M = –8.30; Left: M = –5.12, p < 0.001).

In addition, there was a significant interaction between
emotional scenes and fearful facial expression intensities
[F(4,84) = 3.67, p = 0.010, η2 = 0.15] on the N170 amplitude. In
neutral scenes, N170 for high intensity fearful facial expressions
was higher than that for medium intensity fearful facial
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FIGURE 3 | Response time (A) and fearful expression recognition rate (B) when faces appeared in different scenes (M ± SE).

expressions (high vs. medium: p < 0.001). In fearful scenes, the
N170 amplitude for high intensity fearful facial expressions was
higher than that for low intensity fearful facial expressions (high
vs. low: p = 0.026), but no differences were found in the pleasant
scenes (ps > 0.05). However, for low intense fearful expressions,
the N170 amplitude was more negative when faces appeared in
neutral scenes than the N170 amplitude when faces appeared in
fearful and pleasant scenes (neutral vs. fearful scenes: p = 0.002;

FIGURE 4 | Mean amplitudes of N170 for different fearful facial expression
intensities in different scenes. Error bars indicate standard errors, ∗p < 0.05.
∗∗∗p < 0.001.

neutral vs. pleasant scenes: p < 0.001). The same result was
observed for high intensity fearful expressions (neutral vs. fear
scenes: p = 0.001; neutral vs. happy cenes: p = 0.015), but this
result was not significant for medium intensity fearful expressions
(Figure 5, ps > 0.05).

DISCUSSION

The current study investigated the influence of scenes on the
processing of fear expression with different intensities when
faces appeared in different scenes. The behavioral results showed
that the recognition rate of fear expressions with high intensity
was significantly higher than that for medium and low fear
expressions. Additionally, the expression recognition rate was
the highest when faces appeared in fearful scenes, indicating
that scenes influence the recognition of fear expressions. The
ERP results showed that the amplitude of N170 was more
negative for faces with high intensity when fearful face appeared
in fearful and neutral scenes than the amplitude of N170
for faces with low intensity when fearful faces appeared in
fearful and neutral scenes; however, no significant results were
observed when faces appeared in happy scenes, suggesting that
emotional scenes modulate the processing of facial expressions
with different intensities.

At the behavioral level, we found that as the intensity of fear
expressions increased, the recognition rate of the expressions
also increased, indicating that intensity played an important
role in expression recognition (Leppänen et al., 2007; Gao and
Maurer, 2010; Chen et al., 2020), which is consistent with the
ERP results of this study demonstrating that the N170 amplitude
increased with the intensity of fearful expressions. In addition,
the context of scenes played an important role in facial expression
recognition, as the recognition rate of fearful expressions
appearing in fearful scenes was significantly higher than that
in neutral scenes, reflecting the affective congruency effect
(Righart and Gelder, 2008b). However, there was no interaction
between scene and intensity level of fearful expressions, and
the recognition rate of medium and low intensity fearful
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FIGURE 5 | Grand Average N170 amplitudes for (A) low intensity, (B) medium intensity, and (C) high intensity fearful facial expressions in different emotional scenes.
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expressions were not affected by the types of scene. Previous
studies on expressions with ambiguous emotional meanings (e.g.,
neutral) found that context affected the perception of expressions,
reflected in the ratings of valence and arousal levels; for example,
the valence ratings in a positive context were more positive,
while those in a negative context were more negative (Wieser
et al., 2014). In the current study, the participants were asked
to indicate whether the expression was fearful or not, and
the response times showed no significant difference among all
conditions; therefore, the setting of the task may have been too
easy and the embedding of the face stimuli in the context does
not appear very realistic/naturalistic, which may explain why no
interaction was observed.

In addition, recent studies showed that the emotional content
of faces interferes with actions only when task-relevant, i.e.,
the effect of emotions is context-dependent (Mirabella, 2018;
Mancini et al., 2020, 2022). Mirabella (2018) and Mancini et al.
(2020) showed that task-irrelevant facial emotional expressions
did not influence healthy people’s motor readiness. Mancini
et al. (2022) showed that the same effect also occur on
inhibitory control, i.e., participants made more commission
errors for happy than for fearful expressions only when emotional
expressions are task relevant. In our case, the faces were always
task relevant, which might reflect the neat result regarding the
recognition rate. However, such effect was unlikely to be linked to
changes in the N170. These changes occur much earlier than the
behavioral responses. In future studies, task-irrelevant conditions
(e.g., judge the scene and not the facial expression) should be
added to investigate further the effect of emotional scenes on the
recognition of expressions intensity.

At the level of ERPs, our results demonstrated that the
influence of emotional scene information on fearful expression
processing with different intensities was first reflected in the
N170 component. In neutral scenes, the N170 amplitude induced
by high-intensity fearful expression was stronger than that
of medium-and low-intensity fearful expressions. In fearful
scenes, the N170 amplitude induced by high-intensity fearful
expressions was stronger than that induced by low-intensity
fearful expressions. However, no significant difference was found
for N170 when faces appeared in happy scenes. Previous studies
that have investigated the intensity effect of isolated facial
expressions have shown that high-intensity fearful expressions
evoked stronger N170 amplitudes (Leppänen et al., 2007). After
adding the emotional scene information, we found that the
N170 amplitude was modulated by the emotional context. When
the emotional context and the expression did not conflict
(fearful faces in fearful scenes), or when the conflict between
the emotional context and the expression was not too high
(fearful faces in neutral scenes), the N170 amplitude differed
according to different emotional intensities. When the conflict
was highest (fearful faces in happy scenes), the N170 amplitude
did not different. A recent study (Chen et al., 2020) showed
that N170 amplitude induced by low- and high- intensities
fearful expressions on negative scene was greater than the
same expressions on the positive scene, which seems to be
inconsistent with our findings. The most likely possibility is
that facial expressions in our study didn’t be grayscaled for

maintaining higher ecological validity, and, therefore, the effect
from emotional scenes was weakened. Thus, our results are in
line with the characteristics of N170 component, which is more
sensitive to facial expression (Bruno, 2014). Additionally, studies
have shown that the amplitude of N170 is regulated by attention,
and when attention was directed to emotional faces, a larger
N170 component was induced (Holmes et al., 2003). Similarly,
fMRI studies using the target point detection task have reported
that when the target point was presented on the left or right
side of the emotional face, the activation of the fusiform gyrus
was weakened under the effective clue condition (Brassen et al.,
2010). Although some studies have found a significant negative
correlation between STS activation and N170 amplitude, source
localization analyses have indicated that the fusiform gyrus may
be the intracephalic activation region corresponding to N170
(Herrmann et al., 2005), and this may relate to the functional
connection between STS and the fusiform gyrus. Therefore, one
possible explanation for the results of this study is that the
emotional scene information triggered a shift in attention. It has
been reported that emotional scenes trigger attention transfer
as evidenced by participants paying attention to the emotional
scene information when asked to judge the orientation of the
stripe stimulus on both sides of an emotional scene (Erthal et al.,
2005). Furthermore, the isolated face-induced N170 amplitude
was greater than that in the condition when the face appeared
in the scene (Righart and de Gelder, 2006), suggesting the
presentation of the scene distracted the attention resources for
face processing. In the present study, conflicting situations were
more likely to trigger more noticeable shifts of attention than
consistent and non-conflicting situations, resulting in reduced
individual attention to emotional faces; therefore, no intensity
effects of expressions were observed. Although not explicitly
reported in the study by Righart and Gelder (2008a) it was found
that the conflicting situation (fearful face presented in a happy
scene) induced the smallest N170 (Righart and Gelder, 2008a).

From the level of the individual experimental condition
(Figure 4), the high-intensity fearful expressions evoked the
largest amplitude of N170 when faces appeared in neutral scenes.
Suggesting that the fearful scenes cause a more obvious attention
transfer than neutral scenes and consequently does not reflect the
affective congruency effect reported in previous studies (Righart
and Gelder, 2008b; Hietanen and Astikainen, 2013). Additionally,
when the emotional priming paradigm was used, the affective
congruency effect reflected in the N170 was reported steadily
(Hietanen and Astikainen, 2013). The processing of both positive
and negative expressions showed the affective congruency effect;
this was probably because in the priming paradigm, the primed
scenes are processed first, allowing subjects to pay more attention
to the subsequently presented faces. The possibility of attention
transfer was small, indicating that attention transfer may play
a more important role under the experimental condition when
expressions were embedded in the background of scenes. In
future studies, emotional scene priming and point detection
paradigms could be combined (Yang et al., 2012) to further
clarify the role of attention in the process of scene influence
on expression processing, and the relationship between intensity
of facial expression and exposure duration in the perception of
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complex scenes (Shakespeare et al., 2014) need to be clarified.
In the current study, P1 induced by fearful and pleasurable
scenes were significantly higher than that induced by neutral
scenes; however, the main effect of face intensity was not
significant, indicating that P1 reflects the rapid detection of
threatening or evolutionary significant stimuli, and intensive-
related information may be further encoded by the later N170
component (Luo et al., 2010).

The current study examined the influence of scenes on fearful
expressions with different intensities on the early stage of face
processing and partially demonstrated the affective congruency
effect–that is, when fearful faces appeared in fearful scenes, the
intensity effect was significant. Additionally, our results also
revealed that the intensity effect was significant when fearful faces
were presented in neutral scenes and partially in fear scenes.
Differently, the intensity effect was not significant when the
fearful faces were presented in a pleasant context, indicating
that the participants paid less attention to the face in the
conflicted situation.

While our study highlights several important findings, there
are limitations that need to be addressed. First, the study
focused on fearful expressions, and the division level of fearful
expressions was a gradual change from neutral to fearful. To
keep the number of each facial intensity consistency, one level
in medium was represented twice as much than the other
level. Therefore, the conditions are not exactly comparable. In
addition, as there was no positive expression, it was impossible
to prove whether the scene had the emotional suppression
effect on positive expressions of different intensities in the
early processing stage of facial recognition. Second, the fearful
expressions selected in this study were all closed-mouth versions.
High-intensity fearful expressions in real life are more likely
to be accompanied by mouth opening and tooth exposure.
Expression with an open mouth elicits a stronger emotional
feeling, and the expressions with exposed teeth evoke a greater
N170 amplitude, indicating that low levels of visual features have
an important impact on the processing of emotional expressions
(Dasilva et al., 2016). Furthermore, negative (e.g., angry) open-
mouth expressions induce greater early posterior negativity
(EPN) than closed-mouth expressions, indicating a higher degree
of automatic capture of early attention resources (Langeslag
et al., 2018). Therefore, using fearful expressions with natural
open mouths may improve the ecological validity of this study.
Finally, in addition to scene information from outside of the
facial expressions, information of the expression observer, such
as personality traits and emotional states, may also affect the
processing of fear expressions with different intensities (Wieser
and Brosch, 2012). For example, people with high anxiety show
a negative bias toward fear expressions (Torrence and Troup,
2018). Thus, it is necessary to further examine the impact of the
internal information of the expression observer.

CONCLUSION

This study investigated the influence of emotional context
information on fearful facial expression recognition with
different intensities. The two major conclusions are: (1) As

a function of fear facial expression intensity, the accuracy of
facial recognition was enhanced, where fear scenes increase the
recognition of fear expressions; (2) the early coding of fearful
expressions with different intensities was affected by emotional
scenes. Under the valence conflict condition between scenes and
expressions, individuals do not need to allocate their attention to
face processing probably because of a pop out effect.
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Detection of safety-threat signals during uncertainty is an important mechanism of
developmental anxiety disorder (AD). Although extensive research has focused on
the detection of uncertain threat signals in anxious individuals, relatively little attention
has been given to the identification of safety signals during uncertainty, which is an
important way to relieve anxiety in individuals with AD. To investigate this phenomenon,
16 subjects with high trait anxiety (HTA) and 16 with low trait anxiety (LTA) completed
a modified cue-target task in certain and uncertain stimulus blocks. In the uncertain
block, the cue was followed by a threat picture or safety picture in 20% of trials,
respectively; in the certain block, the cue could be followed by a threat picture or a safety
picture on 100% of trials. Behavioral responses and event-related potentials (ERPs)
were recorded. The ERP results demonstrated that LTA participants exhibited larger
P2 amplitudes in the detection of safety cues than of threat cues during the uncertain
block, whereas HTA participants showed significant P2 amplitudes between the safety
and threat cues during the certain block, impairing the detection of safety stimuli during
uncertainty. However, all participants exhibited greater N2 amplitudes following threat
cues in certainty or uncertainty conditions. These findings pertaining to the P2 amplitude
suggested distinctive attentional biases between HTA and LTA individuals, whereas the
N2 amplitude showed association learning in uncertain conditions, compensating for
safety-threat detection in HTA individuals.

Keywords: safety, uncertainty, high trait anxiety, event-related potentials, threat

INTRODUCTION

According to environmental cues, safety-threat detection helps individuals to initiate adaptive
behavioral responses. Previous studies have indicated that detection of threat stimuli during
uncertainty, compared to certainty, increases behavioral avoidance and subjective distress
(Shankman et al., 2011; Bennett et al., 2018). Cognitive neuroscience studies further show evidence
that in anticipation of uncertain threat stimuli relative to certain threat stimuli, N100 and P3
(Nelson et al., 2015) were enhanced along with greater P2 (Huang et al., 2017) and SPN responses
(Johnen and Harrison, 2020), eliciting larger insula and amygdala responses (Kastner-Dorn et al.,
2018). These studies indicated that uncertainty alters threat anticipation processing.

Abnormal threat anticipation processing serves as the fundamental mechanism of anxiety
disorders (ADs) (Geng et al., 2018). Some studies using subjective estimation have found that
individuals with high trait anxiety (HTA) perceive future threat events as more likely to happen than
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do healthy controls (Castillo and Calvo, 2000). Neuroimaging
studies provide further the evidence that individuals with HTA
are associated with heightened anticipation activity of threat
stimuli compared to that of safety stimuli (Veerapa et al., 2020).
Compared to healthy controls, heightened reactivity to uncertain
threat stimuli was more prominent in individuals with ADs
(Simmons et al., 2013). Specifically, anxious individuals show
increased amygdala activation (Williams et al., 2015), lower bed
nucleus of the stria terminalis-amygdala connectivity (Clauss
et al., 2019) in response to the uncertain threat cues, and
positive correlation between state anxiety and N1 peak during the
processing of uncertain cues (Yang et al., 2020).

These studies examined the behavioral and brain response to
uncertainty cues, which were equally likely to be followed by
threat or safety stimulus (Williams et al., 2015; Clauss et al.,
2019), or only presented threat stimuli (Stegmann et al., 2019).
Although the experimental paradigms were constructed using
uncertain conditions, it was impossible to detect safety during
the uncertain contexts. However, detecting safety signals under
uncertainty is a ubiquitous way to relieve anxiety in daily
life. For example, although novel coronavirus pneumonia may
happen unpredictably, people may avoid misfortune by engaging
in certain preventive behaviors, such as wearing masks and
washing hands frequently. Further, a small number of studies
have shown that experimental manipulation of safety learning
reduces indices of state anxiety (Fonteyne et al., 2009; Cho, 2021).
However, despite the importance of detection safety signals in
uncertain situations, neural mechanisms to detect safety signals
during uncertainty remain unclear.

Moreover, previous studies have found inconsistent results
regarding anxious individuals utilizing safety cues (Spiegler
et al., 2019). It was reported that safety signals reduced
fear-potentiated startle in HTA individuals relative to LTA
individuals (Jovanovic et al., 2005), whereas another study failed
to reduce the fear response (Grillon and Ameli, 2001). In
addition, theoretical paradigms also differ: some researchers have
proposed a bottom-up processing mechanism in anxiety, where
discrimination between safety and threat information occurs at
the early stages of processing (Mogg and Bradley, 1998; Bar-
Haim et al., 2007). Other studies hypothesized that distinguishing
between safety and threat cues occur during the later stages of
processing (Mogg et al., 2000), in which anxious individuals have
top-down processing in threat-safety detection (Eysenck et al.,
2007). These conflicting findings may reflect methodological
differences (Denefrio et al., 2019).

Importantly, previous studies indicate that the effect of
uncertainty on safety-threat detection seems to occur only in
the first second after detection (Lin et al., 2015). In this case,
event-related potentials (ERPs) can be sufficient to capture the
time course of the uncertainty effect precisely and accurately,
including two distinct processes at the early and late stages.
Several electroencephalogram (EEG) components have been used
to determine whether uncertainty-linked attention was affected,
including P2 and N2. The first was P2, which is a positive-energy
reading related to selective attention in early sensory processes,
which peaks from 150 to 275 ms after stimulus presentation
(Johnen and Harrison, 2020). One study found that emotionally

uncertain cues elicited larger P2 amplitudes than did certain ones
(Huang et al., 2017). Another study observed no P2 amplitude
differences between the certain and uncertain conditions (Johnen
and Harrison, 2020). Another ERP component, N2 is a negative-
energy reading occurring over the frontal midline regions 200–
350 ms after stimulation, reflecting attention control (Basten
et al., 2011). Previous studies have found that N2 amplitudes
under uncertain conditions are larger than those under certain
ones (Gole et al., 2011), while other studies have found that N2
amplitudes under certain conditions are larger than those under
uncertain ones (Lin et al., 2014; Peng et al., 2020). Thus, it is
not clear whether anxiety influences safety-threat detection in the
time course of brain activity.

Therefore, the present study combined the ERP technique
(Yang et al., 2020) with the modified cue-target paradigm to
examine the effect of trait anxiety on the sensitivity of safety-
threat signals during uncertainty. This study is an extension
of a previous one with more nuanced in the investigation of
the effects of uncertainty on safety-threat detection in HTA
individuals, which has been identified as a severe risk factor
for ADs. Uncertainty was elicited by cues signaling different
association degrees about whether a forthcoming stimulus would
be safety or threat. Thus, the present study chose four graphics
as detection cues, corresponding to 100% association safety
condition (certain safety condition), 100% association threat
condition (certain threat condition), 20% association safety
condition (uncertain safety condition), and 20% association
threat condition (uncertain threat condition). According to the
safety signal hypothesis (Seligman and Binik, 1997), uncertainty
makes safety signals lose safety function, and previous results
report that anxiety-linked attention bias occurs at the early stage
(Williams et al., 1992), hence, we hypothesized that, during the
early stage, attention patterns would differ between the HTA and
LTA groups. Meanwhile, based on the reinforcement sensitivity
theory (Corr, 2002) that association learning enhances sensory
discrimination of threat and safety cues (Kass et al., 2013;
Stegmann et al., 2021), we hypothesized that at the later stage,
HTA and LTA individuals would exhibit similar attention bias in
the uncertain conditions.

MATERIALS AND METHODS

Participants
High trait anxiety and LTA individuals aged 18–23 years were
selected from a pool of nearly 400 undergraduate students based
on their scores on the State-Trait Anxiety Inventory (STAI)
trait scale scores, a self-evaluated questionnaire (Spielberger,
2010). Individuals scoring in the top and bottom 10 percentiles
of the sample’s distribution were invited to participate in the
experiment. Participants within these percentiles were only
excluded if they had a history of an affective disorder. After
two subjects were excluded due to excessive EEG artifacts, 16
participants were allocated to the HTA group [nine females,
STAI score, mean ± standard deviation (SD): 54.62 ± 4.27), and
16 to the LTA group (eight females, STAI score: 27.5 ± 3.86].
There was a significant difference in STAI scores between the
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FIGURE 1 | The procedure of the modified cue-target task.

groups, t(30) = 29.07, p < 0.001. The groups did not differ
in age, t(30) < 1. The mean age of the entire cohort was
20.16 ± 1.90 years. The study was approved by the Research
Ethics Review Board of South China Normal University, and all
participants signed an informed consent form for participation
in the experiment.

Procedure and Stimulus Materials
The stimuli and procedures were the same as those in our
previous study (Jin et al., 2013). Subjects viewed 40 neutral and
40 negative pictures selected from the International Affective
Picture System (IAPS) (Lang et al., 2008). The selection was based
on normative valence and arousal evaluation using a 9-point
scale ranging from “1” (extremely unpleasant) to “9” (extremely
pleasant) and “1” (low excitement) to “9” (high excitement),
respectively, as reported in the study by Lang et al. (2008). Neutral
and negative pictures were selected for safety and threat stimuli
respectively. In accordance with the IAPS scoring, comparison
using t-tests indicated significant differences between the safety
and threat stimuli in valence [threat: 1.88 ± 0.34, safety:
4.98 ± 0.32; t(78) = −41.69, p < 0.001] and in arousal [threat:
6.32 ± 0.63, safety: 2.92 ± 0.61; t(78) = 24.58, p < 0.001]. Stimuli
were presented in two blocks. In the certain block, a square cue
was always followed by the presentation of a threat picture or
a hexagon cue was always followed by a safety picture. In the
uncertain block, a circle cue was paired with a threat picture
or a triangle cue was paired with a safety picture 20% of the
time. A blank-screen appeared during the remaining 80% of time.
There were four fixed associations between cues and pictures. The
stimuli presentation within each block was randomized. There
were 100 trials in both certain and uncertain blocks. The cues
were randomly counterbalanced across subjects.

A 500-ms cue signaled a safety or threat picture. The cue was
followed by a 1,500-ms blank-screen interval before a threat or
safety picture was shown. Each picture was shown for 500 ms and
was followed by a red question mark on the screen. Termination
of the red question mark was initiated by pressing a key within
1,000 ms. The subjects were required to indicate for each picture
whether they perceived it as threat or safety (Figure 1). Half of
the subjects were instructed to press the “F” key on the keyboard
with their left index finger as accurately and quickly as possible
following a threat picture, and to press the “J” key with their
right index fingers when the red question mark followed a safety

picture. The assignment of the response hands was reversed for
the other half of the subjects. After each question mark, an
inter-trial interval was randomly set for 4, 5, or 6 s.

Electroencephalogram Recording
The EEGs were recorded with Brain Amp DC amplifiers.
Recordings were made from 30 scalp locations in accordance with
the international extended 10–20 system (FP1, FP2, F7, F3, Fz,
F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3,
CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, and O2). The left and
right mastoids were recorded online, with the reference electrode
attached over the left mastoid. The EEG data were re-referenced
offline and calibrated to an averaged mastoid reference. The
vertical electrooculogram (EOG) recording electrodes were
positioned above and below the left eye, while the horizontal
EOG recording electrodes were positioned at the outer canthus
of both eyes. Scalp impedances were maintained below 5 k�.
The signal was filtered offline using a band-pass of 0.1–30.0 Hz.
The sampling rate was 500 Hz/channel. Trials with EOG artifacts
(mean EOG voltage exceeding ± 75 µV) and those contaminated
with artifacts due to peak-to-peak deflection exceeding ± 75 µV
were excluded from averaging.

Event-Related Potential Analyses
We only analyzed a cue-locked period because the identification
of ERPs requires an adequate number of trials, which were
not in the uncertain picture block. ERPs were time-locked to
the cue onset. EEG activity was separately averaged for each
condition (i.e., certain/threat, certain/safety, uncertain/threat,
uncertain/safety). We used a 500-ms cue onset to evoke a priming
effect. Based on Williams’ attentional bias of anxiety in the early
aspects of processing, we did not expect to observe a slow wave
(i.e., SPN) between the cue and target stimulus. Thus, the ERP
epoch length was 700 ms with a pre-stimulus baseline of 200 ms.
We observed the prominent N1 (time window: 110–150 ms),
P2 (time window: 180–240 ms), and N2 (time window: 270–
340 ms) components (see Figure 2). These components were
robustly found in the midline, therefore, only three electrode
sites (Fz, Cz, and Pz) were selected for analysis. A mixed-model
analysis of variance (ANOVA) was used with the groups (two
levels: HTA and LTA) as a between-subject factor, certainty (two
levels: certain and uncertain), stimulus type (two levels: threat
and safety), and electrode sites (three levels: Fz, Cz, and Pz) for
ERP mean amplitudes as within-subject factors. As this study
was interested in the effect of trait anxiety on the sensitivity
of safety-threat signals during uncertainty, our analyses mainly
focused on group-related interaction effects. The Greenhouse-
Geisser correction was applied to adjust the degrees of freedom
of the F-ratios.

RESULTS

Behavioral Data
All subjects achieved a mean accuracy of 96.1% in identifying
threat and safety stimuli, irrespective of certainty (certain or
uncertain). Reaction time analysis was conducted on the trials
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FIGURE 2 | (A) Grand-averaged P2 waveform at electrode Cz. (B) Grand-averaged N2 waveform at electrode Cz. The striped column is P2 at 180–240 ms
following the cue onset. The gray column is N2 at 270–340 ms following the cue onset. The cue-ERP for certain-safety (black line), certain-threat (red line),
uncertain-safety (blue line), and uncertain-threat (green line) conditions in the high trait anxiety (HTA) group (left) and the low trait anxiety (LTA) group (right).

with correct responses. The reaction time (mean ± standard
deviation) of the HTA and LTA groups was: 305.03 ± 24.23 ms
and 319.38 ± 24.17 ms, respectively. The difference between the
groups was not significant.

Event-Related Potential Data
In the N1 time window (110–150 ms), a mixed-model ANOVA
conducted on the amplitudes demonstrated very significant
main effects for type, F(1, 30) = 16.70, p < 0.001, ηp

2 = 0.36,
with larger amplitudes for the threat (−2.00 ± 0.49 µV) than
safety (−1.23 ± 0.49 µV) cues; electrode site, F(2, 60) = 10.45,
p < 0.001, ηp

2 = 0.26, with Fz showing more negative amplitudes
(−2.34 ± 0.60 µV) than Cz (−2.066 ± 0.54 µV) and Pz
(−0.45 ± 0.49 µV). Furthermore, there was a significant
electrode site by group interaction, F(2, 60) = 4.86, p < 0.05,
ηp

2 = 0.14. The simple effect analysis of the electrode site by group
interaction effect revealed no significant group effect. Although
there was a significant three-way interaction of certainty by type
by electrode site, F(2, 60) = 6.38, p < 0.05, ηp

2 = 0.18, no
group interaction was observed for the component (Figure 2),
therefore, N1 was not further addressed.

Three main effects reached a significance level in the P2 time
window (180–240 ms): type, F(1, 30) = 9.15, p < 0.01, ηp

2 = 0.23,
with larger amplitudes for the safety (3.70 ± 0.46 µV) than threat
(3.08 ± 0.45 µV) cues; certainty, F(1, 30) = 13.18, p < 0.001,
ηp

2 = 0.31, with larger amplitudes for the uncertain condition
(3.93 ± 0.48 µV) than the certain condition (2.84 ± 0.45 µV);
and electrode site, F(2, 60) = 3.42, p < 0.05, ηp

2 = 0.10. Significant
three-way interactions of certainty by electrode site by group
[F(2, 60) = 3.43, p < 0.05, ηp

2 = 0.10] and type by certainty by
group were observed [F(1, 30) = 4.48, p < 0.05, ηp

2 = 0.13] were
significant. A further simple effect analysis (Figure 3A) indicated
that, in the HTA group, the P2 amplitudes were larger for safety
cues (2.66 ± 0.67 µV) than those for threat cues (1.61 ± 0.69 µV)
under the certain condition, [F(1, 15) = 6.38, p < 0.05, ηp

2 = 0.40],
while the amplitudes associated with safety (3.66 ± 0.90 µV)
and threat (3.53 ± 0.74 µV) cues were comparable under the
uncertain condition [F(1, 15) = 0.71, p > 0.05]. Analyses in the
LTA group revealed a significant effect for the type under the

uncertain condition, [F(1, 15) = 7.27, p < 0.05, ηp
2 = 0.25],

indicating larger P2 amplitudes for safety cues (4.75 ± 0.51 µV)
than threat cues (3.79 ± 0. 61 µV).

The main effect of the threat cue (0.16 ± 0.65 µV)
was significantly more negative than that of the safety cues
(0.91 ± 0.64 µV) in the N2 time window [270–340 ms;
F(1, 30) = 9.60, p < 0.01, ηp

2 = 0.24]. The certainty main
effect indicated that the N2 amplitudes for an uncertain cue
(1.27 ± 0.70 µV) were less negative than those of the certain cue
[-0.20 ± 0.63 µV; F(1, 30) = 11.92, p < 0.01, ηp

2 = 0.28]. The
site main effect differed significantly between the electrodes [F(2,
60) = 31.01, p < 0.001, ηp

2 = 0.51], with Fz showing more negative
amplitudes (−1.62 ± 0.84 µV) than Cz (0.49 ± 0.75 µV) and
Pz (2.74 ± 0.50 µV). More importantly, a four-way interaction
of group, certainty, type, and electrode site was significant [F(2,
60) = 5.47, p < 0.01, ηp

2 = 0.15]. Further simple analysis
(Figure 3B) found that the type effect was significant at Cz across
certainty conditions: in the HTA group, a significantly larger N2
amplitude was observed in anticipation of a negative stimulus
(−0.63 ± 1.12 µV) than for neutral ones (−0.49 ± 1.01 µV)
during both the certain condition [F(1,30) = 12.24, p < 0.001,
ηp

2 = 0.01] and the uncertain condition [F(1,30) = 14.31,
p < 0.001, ηp

2 = 0.12], with a more negative N2 amplitude in
anticipation of a threat stimulus (0.92 ± 1.21 µV) than for a
safety one (1.65 ± 1.23 µV). Similarly, in the LTA group, a more
negative N2 amplitude was observed in anticipation of a threat
stimulus than a safety stimulus during the certain condition
[F(1,30) = 20.37, p < 0.001, ηp

2 = 0.07] and during the uncertain
condition [F(1,30) = 5.26, p < 0.05, ηp

2 = 0.45].
Figures 4A,B illustrates the topographies of difference waves

(subtraction of the safety cue ERPs from the threat cue ERPs)
at the 180–240 and 270–340 ms intervals after the cue onset.
The various wave topographies at the 180–240 ms interval
under the uncertain condition in the HTA group and under the
certain condition in the LTA group were sky blue, indicating
that the amplitudes generated by the threat and safety cues
in this time window were similar, resulting in a difference of
almost zero. ANOVA results for the wave difference at the 180–
240 ms interval showed that the interaction between certainty,
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FIGURE 3 | (A) Corresponding mean amplitudes and standard errors for cue-P2. (B) Corresponding mean amplitudes and standard errors for cue-N2. Certain-safety
(black), certain-threat (red), uncertain-safety (blue), and uncertain-threat (green) trials, respectively in the LTA and HTA groups (∗p < 0.05, ∗∗∗p < 0.001).

FIGURE 4 | (A) Topographic maps showing voltage differences between certain and uncertain trials (threat minus safety) for cue-P2 at 180–240 ms after the cue
onset. (B) Topographic maps showing voltage differences between certain and uncertain trials (threat minus safety) for cue-N2 at 270–340 ms after the cue onset for
the HTA (up) and LTA (below) groups.

electrode site, and group was significant [F(2, 60) = 3.25, p < 0.05,
ηp

2 = 0.10]. Simple effect analysis in the HTA group revealed
that the amplitude at Pz was smaller under uncertain cues
(−0.11 ± 0.41 µV) than certain ones (−1.67 ± 0.45 µV),
F(1,30) = 6.09, p < 0.05. This result was consistent with the P2 ERP
results detailed above. ANOVA results for the wave differences
at the 270–340 ms interval demonstrated a significant main
effect for certainty [F(1,30) = 15.66, p < 0.001, ηp

2 = 0.34]. The
post hoc pairwise comparisons showed that the uncertain cues
(−1.19 ± 0.24 µV) elicited larger N2 amplitudes than the certain
ones (−0.31 ± 0.29 µV). Thus, topography of difference waves
reflected distinct anticipation between the HTA an LTA groups
during the different certainty contexts.

DISCUSSION

Using ERP measures, the present study investigated the effects
of trait anxiety on safety-threat detection during an uncertain
condition. P2 results revealed that individuals with LTA exhibited
a higher anticipation for safety than for threat cues during
the uncertain conditions, whereas HTA individuals showed
significance between safety cues and threat cues during the
certain conditions, and uncertain conditions elicited similar
anticipation responses for the upcoming threat and safety stimuli,
suggesting attention bias at the early stage. Moreover, N2 results
showed that HTA individual discrimination between safety and
threat cues was similar to those of LTA individuals, indicating
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that association learning enhances attention control during
uncertainty in those with HTA.

The P2 is related to the allocation of attention in the
early sensory processes (Gupta et al., 2019). Our study found
a larger P2 amplitude during the uncertain condition than
during the certain condition, which was consistent with the
results of previous studies (Dieterich et al., 2016). Importantly,
we found some evidence that HTA and LTA individuals have
different attention allocation patterns during uncertainty. During
uncertain conditions, LTA individuals showed differential threat-
safety cue responses in P2 amplitudes. By contrast, HTA
individuals showed no differential effects during uncertain
conditions. These data suggest that LTA individuals demonstrate
selective attention, which involves paying more attention to
safety cues to ensure that these signals receive processing
priority (Richards et al., 2014). Meanwhile, HTA individuals
exhibited significant difference in P2 amplitudes during the
certain condition, whereas they showed attention deficiency,
which involves impaired discrimination between threat and
safety cues during uncertain conditions; this was seen as no
significant difference in P2 amplitudes. Our results were in line
with those of a study that has shown that anxiety-liked individuals
display increased threat generalization and less differentiation in
uncertain contexts (Morriss et al., 2016). A similar effect has been
observed for individuals with AD (Lissek et al., 2009; Grasser
and Jovanovic, 2021). The safety-signal theory accounts for this
observation (Seligman and Binik, 1997), which indicates that
safety cues lose their safe signal function during uncertainty in
individuals with HTA.

Interestingly, the uncertain cue-target picture pairing had a
larger N2 amplitude for threat cues than for safety cues in both
HTA and LTA participants. On one hand, this was a surprising
finding, considering that N2 indicates inefficient attention
control correlates with HTA (Bishop, 2009; Berggren and
Derakshan, 2013). Uncertainty amplified the effects (Ran et al.,
2016). The fact that both HTA and LTA individuals demonstrated
high N2 amplitudes indicated significant discrimination between
safety and threat cues. This may be because association learning
strengthened affective electromyographic reactions in individuals
with high anxiety (Corr, 2002), HTA individuals exhibited
increased activations in the frontoparietal systems and had higher
activation of the dorsolateral prefrontal cortex (Basten et al.,
2011), which may be a compensatory mechanism for HTA
individuals to achieve the same level of performance processing
like LTA individuals.

In addition, although our ERP results revealed no group
differences, HTA and LTA individuals demonstrated different
initial safety sensitivity in P2, whereas in the N2 amplitudes,
HTA and LTA individuals exhibited similar negative biases.
A cognitive motivation of the anxiety model (Mogg and Bradley,
1998) is ideal to explain the differences and similarities in ERPs
between the HTA and LTA individuals observed in this study.
From the perspective of safety motivation, the safety-threat
detection comprises the pre-evaluation stage, wherein subjects
need to evaluate the stimulus based on the environmental cues.
Previous studies have found that HTA individuals generated
greater state anxiety than LTA individuals in an uncertain context

(Williams et al., 2015), and uncertainty raises initial allocation
attention bias (Peng et al., 2012), HTA individuals generalize
anxiety, which disable the evaluation of the unpredictable stimuli,
whereas LTA individuals use maximum attention resources to
detect safety cues during uncertainty. However, after several
trials, as all individuals build an association between the cue and
target, they orient toward actual threat and direct their attention
for the current goal task.

Some limitations of the present study should be mentioned.
First, we studied the EEG response of HTA individuals and
not subjects with clinically diagnosed ADs. This means that
our current findings may not extend to individuals with ADs.
Future studies should add such subjects to compare brain
pattern differences among HTA individuals, LTA individuals
and individuals with clinical anxiety to better explain this
processing bias phenomenon. Second, our sample size was small.
Future research should recruit higher numbers of HTA and LTA
individuals. Third, although some studies (Bacigalupo and Luck,
2018) have shown that there was no significant difference in early
and late trials of the association learning, EEG was averaged by
early and late trials due to no time segments for the trials. Future
studies will split into several sub-blocks to examine association
learning dynamics of EEG effects.

P2 results revealed distinctive attentional biases between
HTA and LTA individuals, whereas individuals with HTA
exhibited negative biases in N2 like LTA individuals, in
whom association learning may be a compensatory safety-threat
detection mechanism.
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Functional connectivity (FC) network based on resting-state functional magnetic
resonance imaging (rs-fMRI) has become an important tool to explore and understand
the brain, which can provide objective basis for the diagnosis of neurodegenerative
diseases, such as autism spectrum disorder (ASD). However, most functional
connectivity (FC) networks only consider the unilateral features of nodes or edges,
and the interaction between them is ignored. In fact, their integration can provide
more comprehensive and crucial information in the diagnosis. To address this issue,
a new multi-view brain network feature enhancement method based on self-attention
mechanism graph convolutional network (SA-GCN) is proposed in this article, which can
enhance node features through the connection relationship among different nodes, and
then extract deep-seated and more discriminative features. Specifically, we first plug the
pooling operation of self-attention mechanism into graph convolutional network (GCN),
which can consider the node features and topology of graph network at the same time
and then capture more discriminative features. In addition, the sample size is augmented
by a “sliding window” strategy, which is beneficial to avoid overfitting and enhance the
generalization ability. Furthermore, to fully explore the complex connection relationship
among brain regions, we constructed the low-order functional graph network (Lo-FGN)
and the high-order functional graph network (Ho-FGN) and enhance the features of the
two functional graph networks (FGNs) based on SA-GCN. The experimental results on
benchmark datasets show that: (1) SA-GCN can play a role in feature enhancement
and can effectively extract more discriminative features, and (2) the integration of Lo-
FGN and Ho-FGN can achieve the best ASD classification accuracy (79.9%), which
reveals the information complementarity between them.

Keywords: resting-state functional magnetic resonance imaging (rs-fMRI), graph convolutional network (GCN),
pooling operation, feature enhancement, autism spectrum disorder (ASD)
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INTRODUCTION

Brain disease is regarded as a public health challenge with an
alarming proportion (Yao et al., 2021). Among them, autism
spectrum disorder (ASD) is a complex genetic heterogeneous
neurological disease with high incidence rate, usually coexisting
with other diseases (Lord et al., 2020; Hiremath et al., 2021).
According to the latest report of the Centers for Disease
Control and Prevention, there is one autistic in every 44
American children (Maenner et al., 2021). So far, there is no
effective method to completely cure autism, and the rehabilitation
treatment of autism is a lifelong training, which causes heavy
economic burden to the families and society (Eslami et al., 2019;
Zhao et al., 2020). Thus, early diagnosis and intervention of
autism is of great clinical and social value (Zhao et al., 2018; Wang
et al., 2019; Hiremath et al., 2021).

Resting-state functional magnetic resonance imaging (rs-
fMRI) based on blood oxygen level dependent (BOLD) signal
imaging is an important tool to explore brain mechanism
and pathology (Chen et al., 2016; Gan et al., 2021). Rs-fMRI
can realize non-invasive study of brain function high spatial
resolution, which cannot only reflect the local spatial function
information of the brain, but also maintain detailed functional
connectivity maps of the brain (Zhi et al., 2018). Rs-fMRI
has been widely used to detect and characterize functional
interconnection among different region of interests (ROIs),
revealing potential patterns to distinguish between patients and
healthy controls (Yao et al., 2021).

Currently, many extracting feature methods based on rs-
fMRI are presented from different angles for disease diagnosis.
Generally, they can be divided into two categories.

The first category focuses on extracting the features from each
brain region without considering their connection relationship
to each other; that is, the time-domain and frequency-domain
features of each brain region of interest (ROI) are directly
extracted based on the original BOLD. For example, Sartipi
et al. (2018) proposed that based on generalized autoregressive
conditional heteroscedasticity, the time-frequency sub-bands
obtained by decomposing the brain ROI of subjects were
extracted to diagnose ASD; Sidhu (2019) proposed the local linear
embedding method, and the information measure of potential
neuronal activity was extracted from BOLD time series for
disease classification; Easson and McIntosh (2019) measured the
variability of resting BOLD based on mean square continuous
difference of time series and evaluated its complexity based on
sample entropy to find predictors of ASD diagnosis. The above
methods rely on brain ROIs, and the pathogenesis of brain
diseases is explored by measuring the activities of various brain
regions to assist the diagnosis of ASD. However, such methods
ignore the connections among brain ROIs. Since the brain is a
complex biological information system, each brain area is not
isolated, but is interconnected on multiple spatial and temporal
scales, working in coordination, the relationship among brain
areas contains rich useful information for disease diagnosis.

The second category is committed to explore the functional
connectivity among ROIs, through constructing functional
connectivity (FC) network and conduct classification according

to the differences in FC patterns among brain ROIs. For example,
Zhang et al. (2020) learned multi-view features with multiatlas-
based FC network to improve MCI diagnosis; Zhou et al. (2018)
enhanced the high-order FC network based on regularization
learning framework to identify the patients with MCI and ASD;
Zhao et al. (2021) extracted the temporal-invariant properties
contained in low-order and high-order dynamic FC networks
based on the central moment method, revealing that different
networks can identify the fingerprint of the autistic brain at
different connection levels; Wang N. et al. (2022) identified ASD
using multi-point clustering and nested feature extraction of rs-
fMRI. Despite the effectiveness of the above methods captures
features, they ignore the features of each brain ROIs and do not
organically integrate the features of nodes (each brain region) and
edges (the connection relationship among brain regions), and
thus, they cannot extract relatively comprehensive and powerful
discriminative features. Therefore, how to enhance the node
features through the connection relationship between nodes
and realize the organic combination of nodes and edges is an
important research topic for ASD diagnosis.

In recent years, graph convolutional network (GCN) has
achieved great success in dealing with non-Euclidean spatial
data in the form of graph data (Xu et al., 2020, 2022; Li L.
et al., 2021; Song et al., 2021; Ghorbani et al., 2022). GCN is
able to automatically extract feature of brain network through
an end-to-end manner, which is used for the recognition and
classification of brain disease (Wang et al., 2021; Zhu et al., 2022).
Specifically, GCN has the capability of transmitting, aggregating,
and updating the node information in the graph, which can use
the connection relationship of the nodes in the graph to enhance
the node features, explicitly capture the node information and
topology of the graph network, and mine useful brain connection
network patterns for disease classification (Ktena et al., 2018).
For example, Cao et al. (2021) used DeepGCN to identify
ASD from multi-site resting-state data; Wang Y. et al. (2022)
conducted diagnosis of ASD based on multi-spectral convolution
network and ensemble learning. However, the existing GCNs
still have some drawbacks listed as following when applied to
brain FC networks.

(1) For high-dimensional small sample, GCN may not work
well. A large number of training samples are often required for
GCN training to avoid overfitting, which is hard to be satisfied
in the single site of medical imaging. For example, the Autism
Brain Imaging Data Exchange (ABIDE) database consists of
17 international imaging sites, of which New York University
site has the most rs-fMRI data, including only 92 subjects (Di
Martino et al., 2014). To solve this problem, previous studies
usually collect data from multiple sites and put multiple data
sources together (Cao et al., 2021). However, the problem of
inconsistent parameters of multiple data sources may affect the
learning performance of GCN.

(2) GCNs generally focus on the node information in the
brain function connectivity network, but ignore the network
topology and lack efficient graph pooling operation. GCN for
graph classification mainly predicts the class labels of the whole
graph by combining the learning methods of graph convolution
layer, graph pooling layer, and readout layer (Pan et al., 2015,
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2017; Ying et al., 2018; Zhang et al., 2018). Among them,
the graph volume layer is responsible for accurate high-level
node representation, whereas the graph pool layer learns the
hierarchical representation of the network and reduces the
parameters (Lee et al., 2019).

(3) In terms of graph network construction, previous studies
usually start from a single level and then to extract features.
They ignored two facts in the setting of node feature matrix and
adjacency matrix of initial graph network. First, in the selection
of node features, the FC network reflecting the connection
relationship between nodes is considered, while ignoring the
original blood oxygen signals in each brain region (Song et al.,
2021); second, in the topological structure of the graph network,
the connection between the two brain regions is considered,
whereas the deep connection among nodes is ignored. For the
ease of understanding, we use social networks as an analogy.
Each brain region is regarded as an individual. In addition to
its own unique features, each individual also has his/her own
friends. Previous studies have focused on the interaction between
individuals and their friends, but ignored individual unique
features and the interaction between the circle of friends.

To handle the above issues, we propose a novel multi-view
brain network feature enhancement method based on self-
attention mechanism graph convolutional network (SA-GCN).
Specifically, we first adopt the “sliding window” strategy to
expand the sample size, i.e., the whole rs-fMRI time series
is divided into multiple overlapping sub-segments by “sliding
window” methods, and each sub-segment constructs a graph
network, so that more samples are generated from one rs-
fMRI time series for improving the overfitting problem caused
by small samples and solved the problem of inconsistent
parameters of multiple data sources in previous studies, making
the experimental performance more stable; Then, we facilitate the
graph pooling operation via self-attention mechanism in GCN,
which considers both node features and network topology, and
can filter useless informatics, leave more advanced, deeper and
more discriminative node features; Furthermore, two different
levels of FGN, i.e., Lo-FGN and Ho-FGN, are constructed from
fMRI data to comprehensively capture the information contained
in the brain network. The Lo-FGN reflects the changes of original
BOLD in each brain region in terms of node features, and
the connection strength between two brain regions in terms of
network structure. The Ho-FGN reflects the interaction among
brain regions in terms of node features and the deeper connection
among multiple brain regions in terms of network structure.
Finally, the multi-level features extracted based on SA-GCN
are fused to realize the information complementarity between
features, which is helpful to identify brain diseases, such as
autism.

The rest of this article is organized as follows. In the
Introduction section, we introduce related works of GCN in
graph-level processing tasks. In the Proposed Methods section,
our approach is described in detail, including data augmentation,
self-attention pooling operations, and network construction. In
the Experiments part, we present the experimental results, discuss
different feature evaluation methods, and compare our strategy
with other state-of-the-arts. Finally, conclusions are given.

INTRODUCTION OF GRAPH
CONVOLUTIONAL NETWORK

At present, GCN is one of the favorites in graph data learning
tasks, which has wide applicability and is suitable for nodes and
graphs with any topological structure (Rubinov and Sporns, 2010;
Zhou et al., 2020; Li X. et al., 2021). Here, we focus on GCN
for graph level tasks. GCN is essentially Laplacian smoothing on
the network, which takes the weighted sum of neighbors and self-
expressions of each node as the feature (Parisot et al., 2018; Shao
et al., 2021).

The typical architecture of graph-level task GCN is shown in
Figure 1. Firstly, the node feature matrix and adjacency matrix
of the initial graph network are input into GCN; Then, the graph
convolution operation is conducted at each layer to characterize
the local structure of the node, and extract high-level node
representation (Gu et al., 2021); After that, the graph pooling
operation is facilitated to learn the hierarchical representation
of the network (Henaff et al., 2015); Finally, with certain loss
functions, gradient back propagation is used to train the network.
All convolution layers share the same adjacency matrix. To
increase non-linearity, the ReLU activation function is added
after each layer. The iterative update operation can be expressed
as:

X(l+1) = ReLu
(

pooling
(

D̂−1/2ÂD̂−1/2X(l)W(l)
))

(1)

where A ∈ Rn×n is an adjacency matrix, which defines the
connection between nodes, and in an undirected graph Ai,j = Aj,i.
InεRn×nis an identity matrix, and Â = A+ In. D is a diagonal
matrix, Di,j represents the degree of the i− th node and D̂ii =∑

j
Âij. W is the trainable weight, X(l) is the l− th node feature

matrix, where X(0) is the original node feature matrix. The
complete GCN can be obtained after L iterations of training
(Parisot et al., 2018; Gu et al., 2021).

Although GCN can do feature extraction and enhancement
by considering both nodes and edges in the graph network, it
cannot be directly applied to our task. Specifically, there are two
limitations: (1) The performance of GCN heavily depends on
training samples, and our sample size is small. To solve this
problem, we must expand the sample size; (2) Previous graph
pooling methods either only consider the topology of graphs, or
have high spatial complexity (Defferrard et al., 2016; Rhee et al.,
2017; Cangea et al., 2018; Ying et al., 2018; Zhang et al., 2018). To
reduce the learning parameters and computational complexity, it
is necessary to improve the graph pooling operation. To tackle
these two problems, we give the corresponding solutions in the
proposed methods.

PROPOSED METHODS

To make GCN adapts to our task and data, we propose a novel
multi-view brain network feature enhancement method based
on GCN with self-attention mechanism (SA-GCN). The overall
framework of our model is illustrated in Figure 2. To be specific,
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FIGURE 1 | GCN with pooling layer and readout layer for graph level tasks.

we first use the “sliding window” strategy to enlarge the sample
size, and the low-order functional graph network (Lo-FGN) and
high-order functional graph network (Ho-FGN) are constructed;
Then, the pooling operation of self-attention mechanism is
added to the GCN architecture to extract more discriminative
features; Finally, the Lo-FGN and Ho-FGN are integrated based
on SA-GCN to capture more comprehensive and discriminative
features. Figure 2 illustrates the overall framework of our model.

Data Augmentation
To solve the small sample size of rs-fMRI data, we adopt a “sliding
window” method for data augmentation, as shown in Figure 3,
where the abscissa represents the acquisition time of the fMRI
time series, and the ordinate represents the blood oxygen signal
in the brain region. For each subject, the average rs-fMRI time
series of all voxels in the i− th brain ROI is defined as follows:

xi = (xi1, xi2, . . . , xiN) (i = 1, 2, . . . , R) (2)

where R is the total number of regions of interest and N
represents the total number of image volumes during rs-fMRI
scanning. The whole rs-fMRI time series is divided into K
overlapping sub-segments. Each sub-rs-fMRI time series can
build a graph network. The value of K is calculated according to
the following:

K = ((M −W) /s)+ 1 (3)

where M is the length of the entire rs-fMRI time series, and W is
the length of the sliding window. To ensure that each sub-window
owns relatively more rs-fMRI time information, W can be set to
a relatively large value, and s is the step length of each slide of the
sliding window. Therefore, the augmentation of the experimental
data can be achieved through the “sliding window” method.

Pooling Operation for Graph
Classification
To better reflect the hierarchical structure of the input data and
reduce the learning parameters for higher computation efficiency,

we add the self-attention pooling operation after the graph
convolution. The network architecture is shown in Figure 4. The
updating formulas of node feature matrix and adjacency matrix
are given by equation (4):(

Â(l+1), X(l+1)
)
= ReLu

(
SAGPool

(
GCN

(
Â(l), X(l)

)))
(4)

To understand the pooling operations in the graph network,
Figure 5 shows the changes in brain connectivity before and after
the pooling, where thickness of lines represents the strength of
connectivity among brain regions, and the fork sign represents
that the pooling operation can discard some less important nodes
and retain the nodes with more discriminative features. From
Figure 5, self-attention graph pooling method cannot only use
relatively few parameters to learn hierarchical representation in
end-to-end manner, but also use self-attention to distinguish
among nodes that should be deleted and retained. SA-GCN not
only considers the node features, but also reflects the topology
of the graph, which is conducive to improve the accuracy of
downstream classification task.

Construction of Multi-Level Graph
Network
Feature extraction based on GCN requires the construction
of function graph network from fMRI data. The complete
function graph network includes two parts: node feature
matrix and adjacency matrix. Conventional methods ignore the
complementarity of features among different levels. Our method
constructs the function graph network from multiple levels, as
shown in Figure 6, where the left part is the construction process
of low-order functional graph network (Lo-FGN), and the right
part illustrates the construction of high-order functional graph
network (Ho-FGN).

Construction of Low-Order Functional Graph Network
Let xi

(
l
)

and xj
(
l
)

represent the subsequences of the i− th and
j− th ROI in the l− th window, respectively. The correlation
between time series is calculated by Pearson correlation to obtain
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FIGURE 2 | Overall frame diagram, where FCN: functional connectivity networks; Lo− FGN: Low-order functional graph network; Ho− FGN:
High− order functional graph network; Aroi represents the adjacency matrix of Lo-FGN; Xroi represents the node feature matrix of Lo-FGN, others are the same as
above.

 

FIGURE 3 | Sliding window method diagram.

FIGURE 4 | Pooling operation. Where xi represents the feature vector of the i − th node, x
′

i represents the feature vector of the i − th new node obtained after the
graph convolution. After the pooling operation, a new graph is obtained, in which the dotted line indicates that the corresponding node should be discarded.
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FIGURE 5 | Self-attention graph pooling method diagram, where (A) represents the connectivity among brain regions before the pooling operation, (B) represents
the connectivity among brain regions after the pooling operation, and thickness of lines represents the strength of connectivity among brain regions, the fork sign
represents that the pooling operation can discard some less important nodes and retain the nodes with more discriminative features.

 

FIGURE 6 | Construction of multi-level function graph network, where À represents get K sub fMRI time series; Á represents the construction of Lo-FGN from fMRI
time series; Â represents the use of Pearson correlation to build a functional connectivity network (FCN); Ã represents the construction of Ho-FGN from FCN. ρi

represents Pearson correlation between the i − th ROI and other ROIs.C− FCNi represents the i − th traditional functional connectivity network.

FC, and the FC is thresholded by adjusting parameters to obtain
the adjacency matrix of Lo-FGN, that is:

ALo = ϕ
(
corr(xi

(
l
)
, xj
(
l
)
)
)
=

(
ρij
(
l
))

1≤l≤K,1≤i,j≤R (5)

where ϕ denotes a thresholding operation.
To capture the temporal changes in the original BOLD in the

brain area and avoid the timing structure of rs-fMRI is being
destructed, we take the mean and variance of the original data
Xroi as the node features XLo of Lo-FGN as:

XLo = (mean (X) , var(X)) (6)

Construction of High-Order Functional Graph
Network
To characterize the organizational features of the brain and reflect
the functional connectivity interaction mode among multiple

ROIs, we explore the connection relationship of edges in the
graph network to enhance discrimination ability of node features.
Based on the “one-time Pearson correlation,” the high-order
function connection (Ho-FC) is obtained based on the idea
of “correlation of correlation,” and the Ho-FC is thresholded
by adjusting parameters to obtain the adjacency matrix of the
Ho-FGN as follows:

AHo = ϕ
(
ρ
(
ρij
(
l
)))

1≤l≤K,1≤i,j≤R (7)

To better capture the deep-seated node features, the functional
connectivity matrix is used as the node feature matrix of Ho-
FGN, that is:

XHo =
(
ρij
(
l
))

1≤l≤K,1≤i,j≤R (8)
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EXPERIMENTS ANALYSIS

Experimental Data
The rs-fMRI dataset used in this article is from the ABIDE
database, which consists of 17 international imaging sites (Di
Martino et al., 2014). To mitigate data heterogeneity, the rs-fMRI
data of NUY site with the largest sample size are selected to verify
the feasibility of our proposed method. Specifically, rs-fMRI
scanning data of 45 patients with ASD and 47 normal control
(NC) subjects were included. The subjects ages are between 7
and 15 years, and there are no excessive head movements in
any three directions, displacement less than 1.5 mm or angular
rotation less than 1.5◦. The detailed demographic information
of these subjects is summarized in Table 1. There are no
significant differences in age, gender, IQ, diagnostic interview,
and diagnostic observation (p > 0.05) between the two groups.

The data acquisition and preprocessing follow a standard
pipeline, including head movement, normalization, denoising,
and other processes and related parameters, which same as some
previous pieces of literature (Murdaugh et al., 2012; Satterthwaite
et al., 2013; Yan et al., 2013; Washington et al., 2014; Leung
et al., 2015; Lin et al., 2015; Ray et al., 2015; Urbain et al.,
2016; Reinhart and Nguyen, 2019). Finally, we use the automatic
anatomical marker (AAL) map to divide the brain into 116 brain
ROIs and calculate the mean value of rs-fMRI time series of
each brain ROI, which is represented by the data matrix X ∈
R170×116 for subsequent experiments. Note that 170 represents
the total volume of time images and 116 is the total number
of all brain ROIs.

Evaluation Methodology
To verify the effectiveness of the method, we conducted eight
experiments based on rs-fMRI data. In the experiment, ASD and
NC are considered as positive and negative classes, respectively.
All experiments were evaluated by 10 times of fivefold cross-
validation. Specifically, we first divide all subjects into 5 subsets
(roughly the same size). Then, we take one subset as the test set
and the other four subsets as the training data. This process is
repeated 10 times to avoid the deviation of random data division
in cross-validation. The classification results of all iterations are
averaged and evaluated by six metrics: classification accuracy

TABLE 1 | Demographic information of the subjects.

Characteristic ASD NC p-values

Gender (M/F) 36/9 36/11 0.2135a

Age (mean ± SD) 11.1±2.3 11.0±2.3 0.773b

FIQ (mean ± SD) 106.8±17.4 113.3±14.1 0.0510b

ADI-R (mean ± SD) 32.2±14.3c
− −

ADOS (mean ± SD) 13.7±5.0 − −

FD (mean ± SD) 0.14±0.05 0.15±0.07 0.36b

M, male; F, female; FIQ, Full Intelligence Quotient; ADI-R, Autism Diagnostic
Interview-Revised; ADOS, autism diagnostic observation schedule.
aThe p-value was obtained by χ2-test.
bThe p-value was obtained by two-sample two-tailed t-test.
cTwo patients do not have the ADI-R score.

(ACC), sensitivity or true positive rate (TPR), specificity or true
negative rate (TNR), positive predictive value (PPV), negative
predictive value (NPV), and F1 score. In addition, we performed
the statistical significance test (t-test) on the accuracy obtained
by seven comparison methods and SA-GCN, and the p-values
of the test are also listed in Table 2. When the p-value is less
than 0.05, it indicates that there is a significant difference between
the two methods.

Influence of Parameters on Feature Extraction
Since the proposed SA-GCN is a deep learning method, to
avoid overfitting, the “sliding window” strategy is adopted to
increase the sample size. There are two free parameters, namely,
sliding window width (W) and translation step size (s), which
may affect the final classification performance. We set the
range of these parameters to W ∈ [120, 125, 130, 135, 140, 145],
s ∈ [5, 6, 7, 8]. In addition, in the process of constructing
Lo-FGN and Ho-FGN, because the brain network is
considered to have sparse connection structure, the adjacency
matrix is thresholded by adjusting parameters. In the
construction of Lo-FGN, the range of threshold Lcorr is set
as Lcorr ∈ {(−0.4, 0.4) , (−0.45, 0.45) , . . . , (−0.65, 0.65)}. In
the construction of Ho-FGN, the range of threshold Hcorr is set
as Hcorr ∈ {(−0.4, 0.4) , (−0.45, 0.45) , . . . , (−0.65, 0.65)}. To
check the influence of threshold Lcorr and Hcorr on the results,
we make t = Lcorr = Hcorr for comparative experiment, as shown
in Figure 7.

From Figure 7, we have the following conclusions: (1) The
classification performance is quite sensitive to free parameters,
so it is necessary to continuously adjust parameters to obtain
the best performance. We can see that when W = 130, s =
5, Lcorr = Hcorr = 0.6, the maximum value of ACC is 79.9%,
and when W = 125, s = 6, Lcorr = Hcorr = 0.6, the minimum
value of ACC is 63.3%; (2) Different thresholds determine
different network topologies, which can provide different
useful information for ASD identification and obtain different
classification performances.

Comparison for Autism Spectrum Disorder Diagnosis
Using Different Feature Extraction
To verify the effectiveness of the proposed method, we
set W = 130, s = 5, t = Lcorr = Hcorr = 0.6 and conducted
extensive experimental comparison based on the following eight
methods. Table 2 shows the average classification performance of
the above eight methods. Among them, the conventional brain
network (CBN) represents the use of the mean and variance of
the time series of rs-fMRI as the characteristics; GCN(Lo)indicates
that the constructed Lo− FGN is sent into the GCN network
architecture; SA− GCN(Lo) indicates that Lo− FGN is sent
into the GCN network architecture with self-attention pooling
operation; FCN represents the characteristics of traditional FC
network based on Pearson correlation; “ + ” denotes the fusion
operation and the other expressions of similarity.

From Table 2, we can draw three conclusions: (1) The feature
extraction using GCN architecture is superior to the traditional
feature extraction methods, indicating that GCN can enhance
the node features through the connection among nodes, and
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TABLE 2 | ASD classification results with different feature strategies.

Model ACC (%) P-value TPR (%) TNR (%) PPV (%) NPV (%) F1 (%)

CBN 65.4 ± 0.01 0.0161498 67.3 ± 0.12 62.7 ± 0.06 59.8 ± 0.01 71.2 ± 0.06 63.0 ± 0.01

GCN(Lo) 68.0 ± 0.01 0.0034533 67.8 ± 0.12 66.5 ± 0.04 67.3 ± 0.01 68.1 ± 0.01 67.0 ± 0.04

SA−GCN(Lo) 73.0 ± 0.03 0.0306230 65.0 ± 0.07 81.0 ± 0.01 79.6 ± 0.08 71.0 ± 0.08 69.4 ± 0.04

FCN 72.6 ± 0.02 0.0301950 88.2 ± 0.02 56.0 ± 0.07 64.3 ± 0.05 87.9 ± 0.05 74.0 ± 0.01

GCN(Ho) 74.5 ± 0.01 0.0462659 74.7 ± 0.02 74.4 ± 0.04 76.5 ± 0.03 75.0 ± 0.01 75.0 ± 0.08

SA−GCN(Ho) 75.0 ± 0.04 0.0453326 70.1 ± 0.12 77.3 ± 0.05 77.9 ± 0.01 74.0 ± 0.01 72.0 ± 0.04

GCN(Lo) +GCN(Ho) 77.0 ± 0.01 0.0421363 71.3 ± 0.08 78.5 ± 0.04 77.9 ± 0.02 74.7 ± 0.07 73.6 ± 0.04

SA−GCN(Lo) + SA−GCN(Ho) 79.9 ± 0.03 / 75.6 ± 0.03 78.6 ± 0.04 78.7 ± 0.01 78.6 ± 0.01 76.1 ± 0.04

The bold values represent the results of our proposed method under different evaluation metrics.

FIGURE 7 | Average classification accuracy (ACC) of SA-GCN with different free parameter combinations (i.e., W, s, and t).

has strong feature extraction ability; (2) the GCN with pooling
operation via self-attention mechanism can take into account
node features and network topology structure and extract more
discriminative features; (3) for Lo-FGN and Ho-FGN, the
performance of feature extraction and feature layer fusion based
on SA-GCN achieves the best performance, indicating that the
effectiveness of feature fusion.

The Most Distinguishing Features in
Autism Spectrum Disorder Diagnosis
To further analyze the pooling operation in GCN with self-
attention mechanism, we fed the test datasets into the SA-GCN
architecture and counted the probability of occurrence of each
node in the remaining nodes after the pooling operation of all
test sets scored based on the self-attention mechanism to rank
the nodes’ importance, as shown in Table 3.

The top 10 nodes (ROIs) of the Lo-FGN screened by the SA-
GCN architecture are VIIB-Cb.R, VIIB-Cb.L, HIP.R, II-Cb.R,
VIII-Cb.R, II-Cb.L, VIII-Cb.L, I-Cb.L, PreCG.L, and THA.R, as
shown in Figure 8. Some studies have shown that all these brain
regions are associated with ASD.

The top 10 nodes (ROIs) of the Ho-FGN filtered by the SA-
GCN architecture are INS.L, PUT.L, SFGmed.R, PAL.L, PAL.R,
PUT.R, THA.L, THA.R, SFGmed.L, and INS.R, as shown in

Figure 9. It has been shown that there are significant differences
between autistic and normal individuals in SFGmed and INS;
SFGmed belongs to the DMN, which is widely believed to
play an important role in higher cognitive functions, and
abnormalities in the DMN can be observed in a range of
neurological disorders (Murdaugh et al., 2012; Washington et al.,
2014); INS is highly associated with communication and affective

TABLE 3 | The 10 most discriminating features and their frequency of occurrence.

SA − GCN(Lo) SA − GCN(Ho)

ROI Probability of
occurrence

ROI Probability of
occurrence

VIIB-Cb.R 0.7717 INS.L 0.7554

VIIB-Cb.L 0.7704 PUT.L 0.7337

HIP.R 0.7663 SFGmed.R 0.73505

II-Cb.R 0.7649 PAL.L 0.7269

VIII-Cb.R 0.7541 PAL.R 0.71875

II-Cb.L 0.7527 PUT.R 0.7174

VIII-Cb.L 0.7412 THA.L 0.7119

I-Cb.L 0.72146 THA.R 0.7119

PreCG.L 0.7269 SFGmed.L 0.70106

THA.R 0.7228 INS.R 0.649
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FIGURE 8 | The top 10 nodes (ROIs) of the Lo-FGN screened by the SA-GCN architecture.

FIGURE 9 | The top 10 nodes (ROIs) of the Ho-FGN screened by the SA-GCN architecture.

deficits in ASD (Leung et al., 2015; Urbain et al., 2016). In
summary, our proposed method can extract deeper and more
discriminative features.

CONCLUSION

In this article, we propose a novel multi-view feature
enhancement method based on SA-GCN. Multi-view
discriminative features are extracted from the constructed
Lo-FGN and Ho-FGN based on SA-GCN, respectively,
and feature layer fusion enables the model to achieve the
best classification results. The experimental results show
that (1) with the “sliding window” strategy, the sample
size can be effectively expanded to avoid the overfitting
problem; (2) compared with the other methods, the pooling
operation in GCN with self-attention mechanism can extract
deeper and more discriminative features, which can help to
explore disease-related information for ASD diagnosis; (3)
complementary information among features can be achieved
from multiple perspectives to improve the disease identification
rate.

Finally, SA-GCN can be easily extended for diagnosis of other
highly heterogeneous neurodevelopmental disorders, such as
Alzheimer’s disease, and depressive illness. Of course, the findings
of this study are still preliminary and require further study in the
future. As for future work, we plan to extend SA-GCN to other
modalities in brain connectomics.
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Cognitive reappraisal (CR) is one of the core treatment components of

cognitive behavioral therapy (CBT) and is the gold standard treatment for

major depressive disorders. Accumulating evidence indicates that cognitive

reappraisal could function as a protective factor of cognitive vulnerability to

depression. However, the neural mechanism by which CR training reduces

cognitive vulnerability to depression is unclear. There is ample evidence

that the prefrontal–amygdala circuit is involved in CR. This study proposes

a novel cognitive bias model of CR training which hypothesizes that CR

training may improve the generation ability of CR with altered prefrontal–

amygdala functional activation/connectivity, thus reducing negative cognitive

bias (negative attention bias, negative memory bias, negative interpretation

bias, and/or negative rumination bias) and alleviating depressive symptoms.

This study aims to (1) explore whether there is abnormal CR strategy

generation ability in individuals who are cognitively vulnerable to depression;

(2) test the hypothesis that CR training alleviates depressive symptoms through

the mediators of cognitive bias (interpretation bias and/or rumination bias); (3)

explore the neural mechanism by which CR training may enhance the ability

of CR strategy generation; and (4) examine the short- and long-term effects

of CR training on the reduction in depressive symptoms in individuals who

are cognitively vulnerable to depression following intervention and 6 months

later. The study is promising, providing theoretical and practical evidence for

the early intervention of depression-vulnerable individuals.

KEYWORDS

antidepressant effect, cognitive reappraisal training, cognitively vulnerable to
depression, prefrontal-amygdala circuit, cognitive bias
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Introduction

Depressive disorder is an affective mental disorder with
depressive mood and anhedonia as the defining symptoms.
It may cause functional disability, seriously affect social
functioning and quality of life, and create a heavy socioeconomic
burden. The disease burden of depressive disorders accounts
for 10.3% of the total disease burden (Smith, 2014), which is
estimated to be the cause of the world’s top disease burden
in 2030. Therefore, early identification and intervention to
reduce disease burden is currently the focus of research on
depressive disorders.

According to the cognitive vulnerability–stress theory of
depression, cognitive vulnerability can interact with stress
to increase the likelihood of depression (Abramson et al.,
1989, 1999). Cognitive vulnerability manifests as negative
cognitive biases, such as biases in attention, interpretation,
and rumination (Dai and Feng, 2008; Chen and Feng, 2015;
Zhang and Feng, 2016; Yan et al., 2017). The combined
cognitive bias hypothesis in depression proposed that negative
attention bias can lead to interpretation bias, which in
turn induces rumination and subsequently more depressive
symptoms. This hypothesis is supported empirically by path
analyses of these variables (attention bias→interpretation
bias→rumination→depressive symptoms; Everaert et al., 2012,
2017).

Cognitive reappraisal (CR), which changes the affective
regulation process of emotional responses through the
reinterpretation of the meaning of emotional stimuli, represents
a core technique of cognitive behavioral treatment (CBT),
the gold standard psychotherapy of depressive disorder
(Shore et al., 2017). Typically, depressed individuals manifest
deficits in the habitual use of CR strategies. Compared with
other emotion regulation strategies (e.g., emotion expression
suppression), deficits in positive CR (the frequency with which
individuals interpret stressful life events as positive rather than
threatening) are specific factors that can predict depressive
symptoms (Garnefski et al., 2005) and positive emotions
initially and depression and anxiety symptoms 3–6 months
later (Nowlan et al., 2016). In contrast, frequent use of CR may
have beneficial effects that protect individuals from depression
vulnerability. Frequent use of CR can modify an individual’s
interpretation bias, dampen rumination bias, and thus
alleviate depression symptoms (attention bias→interpretation
bias→CR→rumination→depressive symptoms) (Everaert
et al., 2017). CR frequency mediated the relationship
between interpretation biases and depressive symptoms in
individuals at high familial risk for depression and alleviated
the negative impact of interpretation bias on depressive
symptoms (interpretation bias→CR→depressive symptoms)
(Sfärlea et al., 2021). Depression-resilient individuals tend to
use CR to assign a new emotional meaning to stressful events
(Knyazev et al., 2017), whereas adolescents with parents having

a history of depression (depression-vulnerable individuals)
who frequently use CR as an emotion regulation strategy will
experience less depression and have higher positive emotions
(Kudinova et al., 2018). Specifically, CR was positively linked
with the ability to inhibit negative content during a negative
affective priming task in individuals with low rumination
(Daches and Mor, 2015). Individuals who frequently use CR
can better inhibit the interference of distracting negative stimuli
(Cohen et al., 2012) and have fewer depressive symptoms in
response to unpredictable stress (Troy et al., 2013). The ability
to generate a non-negative CR predicts fewer stress responses
(lower cortisol levels) when faced with depression-related acute
stress (Tsumura et al., 2015). Therefore, the CR ability may have
a positive impact on reducing depressive symptoms through
inhibition or compensation of negative cognitive bias (e.g.,
interpretation bias and/or rumination bias) as well as through
reduction of physiological arousal.

Notably, previous studies utilizing self-report measures,
such as the Emotion Regulation Questionnaire (ERQ)
(Gross and John, 2003) and Cognitive Emotion Regulation
Questionnaire (CERQ), mainly measure an individual’s
tendency, such as frequency (trait) and extent (state), to use
CR strategies specified by the developers of the questionnaire
in daily life. However, CR tendency reflects typical behavioral
patterns rather than capacity for best performance (e.g., CR
ability) (Perchtold et al., 2017). Furthermore, self-reported
CR tendency is moderately correlated with personality factors
such as self-acceptance and environmental mastery (r = 0.35
and 0.41) (Gross and John, 2003), which may influence
the motivation to use CR strategies and cannot objectively
quantify the ability of the individual to generate a CR strategy.
In contrast, CR ability, which is also termed reappraisal
effectiveness (RE), can be experimentally measured by changes
in spontaneous emotion responses after the individual is
required to adopt a CR strategy compared to passively viewing
emotional stimuli (Troy et al., 2010). A previous study
demonstrated that deficits in experimentally measured CR
ability are manifested in individuals with mild to moderate
symptoms of depression (Zhang et al., 2016), patients in
depressive episodes (Compare et al., 2014; Wang et al.,
2014; Smoski et al., 2015; Wang et al., 2015), and patients
in remission from depression (Ehring et al., 2008), and they
can be predictive of depressive symptoms after treatment
(Radkovsky et al., 2014).

One other issue of concern for CR ability is that most
previous CR tasks required the subjects to generate new CR
strategies of emotional stimuli under guidance rather than
spontaneously (Khodadadifar et al., 2022), making it impossible
to directly measure an individual’s spontaneous tendency to
produce and maintain a CR strategy. According to the recent
empirical literature, CR ability can be operationalized as either
RE or reappraisal inventiveness (RI) (Zeier et al., 2021), with
RI independent of RE (Zeier et al., 2020). RI is defined as the
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flexibility and semantic fluency of individuals in generating new
emotional appraisals in response to specific emotion-inducing
scenes, which is measured with the Reappraisal Inventiveness
Test (RIT) (Weber et al., 2013). Despite the well-acknowledged
effectiveness of CRs, the launching of CRs is found to be
more difficult due to default preferences in the decision to
regulate emotions (Suri et al., 2015). The performance of the
RIT task includes RIT-fluency (the number of reappraisals
generated) and RIT-flexibility (the number of categories of
different reappraisals), which will be transformed into RIT
scores. Thus, a higher RIT score represents greater CR abilities
to generate abundant and diverse strategies to regulate emotion.
Studies found that a greater RI predicts lower chronic stress
levels in women and depressive symptoms in men (Perchtold
et al., 2017, 2019). Greater RI, especially that which generates
alternative (creative) reappraisal strategies, predicts immediate,
and long-lasting beneficial effects (< 10 min vs. 3 days) in
transforming negative emotion into positive emotion (Wu et al.,
2019). Furthermore, the reduced ability of individuals with
depressive symptoms to generate a CR strategy was observed
(Perchtold et al., 2017). Therefore, the RI index is necessary for
objective measurement of CR ability, and the improvement in
RI may be beneficial to emotional health.

Intervention studies demonstrated that individuals’
CR ability can be improved through training and could
predict changes in depressive symptoms. CR training could
alleviate depressive symptoms and negative emotions, improve
happiness and life satisfaction in patients with depression
(Berking et al., 2013; Ehret et al., 2014; Weytens et al., 2014),
and decrease short- and long-term negative emotions in healthy
individuals (Denny and Ochsner, 2014). Enhancement of
self-reported CR frequency after CR training compared to the
wait-list control condition (WLC) could reduce the depressive
symptom severity of depressed patients (Berking et al., 2019).
The change in CR tendency after CBT could predict a decrease
in depressive symptoms in patients with depressive disorder
(Forkmann et al., 2014). A meta-analysis of emotion regulation
intervention in clinical populations showed improvement in
emotion regulation (including CR) tendencies (Moore et al.,
2022). However, studies of the antidepressant effect of CR
training on cognitively vulnerable individuals with depression
are still lacking. Yuan et al. (2014) proposed that the use of
CR training could reduce the vulnerability of adolescents
to negative emotions, whose development stage is prone to
emotional disturbances. Thus, empirical evidence for the
training effects of CR on cognitively vulnerable individuals
is still needed.

Notably, the neural mechanism of CR training effects is
still unclear. First, deficits in CR for depressed individuals are
related to aberrant activities in frontal cognitive control regions,
which modulate the emotion generation regions (Khodadadifar
et al., 2022), and abnormalities in the structural covariance
of the emotion regulation network (Wu X. et al., 2017).

(1) Cognitive control regions: The dorsolateral prefrontal
lobe (dlPFC) and the ventrolateral prefrontal lobe (vlPFC)
are responsible for storing and choosing appropriate CR
strategies, respectively (Morawetz et al., 2016). The dorsal
medial prefrontal lobe (dmPFC) is mainly responsible for
monitoring and reflecting changes in an emotional state,
modifying the initial emotion appraisal in adaptation to
current situations/goals (top-down control of emotion) (Phillips
et al., 2003). (2) Emotion generation regions, the ventral
medial prefrontal cortex (vmPFC), are mainly responsible for
the initial appraisal of emotional stimuli and spontaneous
emotional responses (Phillips et al., 2003). The amygdala plays
a major role in the effective relevance (valence) of positive
and negative stimuli (Fadok et al., 2018), and its volume
(especially the right side) is positively associated with CR ability
(Hermann et al., 2014). The functional interactions between
prefrontal subregions (dlPFC/vlPFC/dmPFC) and the amygdala
probably act through the vmPFC, which has direct structural
connections with prefrontal subregions and with the amygdala
(D’Arbeloff et al., 2018). When depressed patients regulated
negative emotion using CR, lower activation of the dlPFC, the
vlPFC, and the dmPFC and higher activation of the amygdala
and the vmPFC were found during the downregulation of
negative emotion, and higher activation of the medial prefrontal
cortex (mPFC) and lower activation of the amygdala were
found during the upregulation of negative emotion (Belden
et al., 2015; Picó-Pérez et al., 2017; Stephanou et al., 2017;
Zilverstand et al., 2017; Radke et al., 2018). In contrast, the IFG
and dlPFC/dmPFC/vmPFC effective functional connectivity
(FC) patterns are indicative of reappraisal effectiveness (RE)
(Morawetz et al., 2017), and the hypoactivity of the IFG in
patients with depression modulated by motivation disposition
during CR may interfere with inhibitory IFG-dlPFC coupling
(Wang et al., 2014, 2017).

Second, there were fewer evidence indicating neural
abnormalities underlying the CR abilities of individuals
vulnerable to depression. Previous evidence indicated
strengthened dmPFC-amygdala and vmPFC-amygdala resting-
state functional connectivities in stress-vulnerable individuals
with high harm avoidance (HA) personality traits (Baeken et al.,
2014). In healthy individuals, stronger coupling of the dmPFC-
amygdala under task-induced stress showed an enhanced
immune response (Muscatell et al., 2015), which may suggest
stress vulnerability. Furthermore, the associations between
lower left-lateralized vlPFC activation and decreased RI ability
(e.g., RIT-fluency) of individuals with depressive symptoms
and chronic stress were observed, supporting the deficits in
reappraisal inventiveness in individuals vulnerable to depression
(Papousek et al., 2017; Perchtold et al., 2017). In contrast, the
inverse relationship between the functional activities of vmPFC
and amygdala in stress-resilient individuals showed more
effective control over emotion response (decreased versus
increased activation of amygdala) when confronted with
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FIGURE 1

Antidepressant mechanism of CR training on individuals cognitively vulnerable to depression.

repeated task-induced stress compared to stress-vulnerable
individuals (Wang et al., 2013).

In summary, this evidence may suggest abnormalities in
the prefrontal–amygdala circuits for individuals cognitively
vulnerable to depression, which may lead to heightened initial
affect appraisal (vmPFC↑, vmPFC-amygdala coupling↓), failure
to store, generate, and monitor the need for implementing
CR strategies (dlPFC/vlPFC/dmPFC↓, dlPFC/vlPFC/dmPFC-
amygdala coupling↑), and selection of appropriate contextual
CR strategies (IFG↓, IFG-dlPFC coupling↓).

On the other hand, the frequent user of CR showed
stronger downregulation of amygdala activation to negative
emotion stimuli (Kanske et al., 2012), and CR in healthy
individuals can attenuate the excitatory connectivity from the
dlPFC to the inferior frontal gyrus (IFG) and increase the
inhibitory connectivity from the IFG to the dlPFC, which
supports the selection of appropriate alternative CR strategies
(reinterpretations) in the IFG, and afterward, inhibition of
original interpretations maintained and monitored in the dlPFC
(Morawetz et al., 2016). Neurofeedback-guided CR training
targeting the left vlPFC improved the frequency of CR strategy
use (indexed with ERQ) as well as depression symptoms (Keller
et al., 2021). Therefore, CR training may enhance CR ability
by changing the functional activity/connectivity pattern of
prefrontal-amygdala circuits, which then alleviates cognitive
biases and thus depressive symptoms.

Researchers suggested that specific measures using lab-
based tasks may be more sensitive to detect training effects
(Cohen and Ochsner, 2018). Therefore, in this study, we
will combine the RIT, CR training, and fMRI, as well as
self-report measures (cognitive/emotion/symptoms) to address
the following aims: (1) to examine whether the CR ability
(reappraisal inventiveness) of the population with cognitive
vulnerability to depression is abnormal; (2) to test the hypothesis
that CR training alleviates depressive symptoms through the
mediators of cognitive bias (e.g., interpretation bias and/or
rumination bias); (3) to investigate the neural substrates
(structural/functional) of prefrontal–amygdala circuits through

which CR training improves the ability to generate a CR strategy;
and (4) to examine the short- and/or long-term effects of
CR training on reducing depression symptoms in cognitively
vulnerable individuals immediately after intervention and/or
6 months to provide theoretical and practical evidence for
early intervention in these populations. We postulate that
CR training improves CR ability (RIT) by changing the
brain activity/function connectivity of the prefrontal-amygdala
circuits, thereby reducing negative cognitive biases (NCPBQ-
NIB, NCPBQ-NRB, and CSQ) and improving depression
symptoms (CESD) (Figure 1).

Methods

Using RIT and CR training in combination with fMRI, we
will explore (1) the deficits in CR ability (indexed with RIT) for
the depression-vulnerable group; (2) the short- and long-term
antidepressant effects of CR training on depression-vulnerable
populations; (3) whether it is feasible to reduce negative
cognitive biases (negative interpretation bias and/or negative
rumination bias) and depressive symptoms of depression by
improving reappraisal inventiveness; and (4) the changes in the
prefrontal–amygdala circuit induced by CR training, including
changes in the functional activation and connectivity of the
regions of interest (prefrontal cortex and amygdala) before and
shortly after CR training and changes in the volumes of these
regions of interest (prefrontal cortex and amygdala) long after
CR training (6 months later) (Figure 2).

Procedure

The effects of cognitive reappraisal
inventiveness on individuals cognitively
vulnerable to depression

Individuals cognitively vulnerable to depression will be
screened using the Cognitive Style Questionnaire (CSQ)
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developed based on the hopelessness theory and the weakest
link method. The weakest link method (Abela and Sarin, 2002)
will be used to screen individuals with cognitive vulnerability
to depression; it showed the value in predicting changes in
depression (Reilly et al., 2012). By using a group of individuals
cognitively vulnerable to depression and a normal control group
as research participants, we will determine, using the RIT,
whether individuals cognitively vulnerable to depression have
defects in CR inventiveness before training.

Neural mechanism of improvements in
cognitive reappraisal inventiveness in
individuals cognitively vulnerable to depression
through cognitive reappraisal training

Using the group of individuals cognitively vulnerable to
depression (divided into intervention and waiting subgroups)
and the normal control group as research participants, we will
conduct a 4-week (2 sessions/week) CR training program for
the intervention subgroup, and before and after training, the
intervention and waiting-list control subgroups will undergo
fMRI to examine whether CR training can improve reappraisal
inventiveness and depression symptoms by regulating the
function of the prefrontal–amygdala circuit.

Short- and long-term antidepressant effects of
cognitive reappraisal training on individuals
cognitively vulnerable to depression

Through follow-up immediately after intervention or
6 months after the intervention, we will validate the hypothesis
of the reduction in cognitive vulnerability to depression and
depression symptoms through improvements in reappraisal
inventiveness with CR training by constructing a hierarchical
linear model (HLM) analysis and mediating/modulating
effect analyses.

Subjects

The study protocol is in accordance with the Declaration
of Helsinki and was approved by the ethical committee of the
University. All voluntary participants have to provide informed
written consent before the initiation of the study procedures.

Group of individuals cognitively vulnerable to
depression

Of the recruited healthy subjects, those with an average
weakest link score plus 1 standard deviation will be assigned
to the group of individuals cognitively vulnerable to
depression, and whether they have affective disorders and
other axis I diseases will be determined by two experienced
psychiatrists using the Structured Clinical Interview for DSM
Disorders (SCID).

The inclusion criteria are as follows: participants (a) with
average CSQ weakest link score plus 1 standard deviation;

(b) with Han ethnicity; (c) aged 18–25 years; (d) who are
right-handed; (e) with normal or corrected vision; (f) who
are local community residents; (g) who can understand the
content of the study, are willing to participate, and are
committed to completing the entire experiment; (h) have signed
informed consent form.

The weakest link composite score of CSQ will be
calculated as follows: (1) calculating the scores for the 3
subscales (causes, consequences, and self-worth) of CSQ; (2)
standardizing the scores for the 3 subscales and converting
them to standard scores, based on which the standard
scores for the 3 subscales for each individual are then
ranked, in which the highest of the 3 subscale scores
represents the final score for each individual’s weakest link;
and (3) calculating the average weakest link scores for all
individuals. The score is further used to screen individuals in
the cognitively vulnerable to depression group (mean score
plus 1 standard derivation) or those in the not cognitively
vulnerable to depression group (the mean score minus 1
standard derivation).

The exclusion criteria are as follows: participants (a) who
meet the diagnostic criteria for depression or other axis
diseases; (b) with a history of taking any antidepressants or
antipsychotics; (c) with a history of alcohol or drug abuse
or dependence; (d) with a history of central nervous system
diseases, e.g., head injury or epilepsy; (f) with a history of
multiple sclerosis or major physical diseases; (g) with a history
of electroshock therapy; (h) with a history of mental illness in
first-degree relatives; and (i) with contraindications to MRI.

Normal control group
Of the recruited healthy subjects, those with an average

weakest link score minus 1 standard deviation will compose
the group of individuals without cognitive vulnerability to
depression, i.e., the normal control group. Individuals in the
normal control group will be interviewed by two experienced
psychiatrists using the SCID to exclude those suffering
from depression and other axis I diseases. Ultimately, the
control group will comprise 30 subjects, and the control
group and the intervention and waiting subgroups of the
group of individuals cognitively vulnerable to depression
will be homogenous in terms of demographic variables and
depression symptoms.

The inclusion criteria are described as follows: participants
(a) with average CSQ weakest link score minus 1 standard
deviation; (b) with Han ethnicity; (c) aged 18–25 years; (d) who
are right-handed; (e) who have normal or corrected vision; (f)
who are local community residents; (g) who can understand
the content of the study, are willing to participate, and are
committed to completing the entire experiment; and (h) who
signed an informed consent form.

The exclusion criteria are described as follows:
participants (a) who meet the diagnostic criteria for
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FIGURE 2

The flow diagram of the current study summarizing the randomized controlled trial design, recruitment of participants, and collected measures.

depression or other axis diseases; (b) history of taking
any antidepressants or antipsychotics; (c) history of
alcohol or drug abuse or dependence; (d) history of
central nervous system diseases, e.g., head injury or
epilepsy; (e) history of multiple sclerosis or major
physical diseases; (f) history of electroshock therapy; (g)
history of mental illness in first-degree relatives; and (h)
contraindications to MRI.

Sample size calculation: An a priori power analysis found
that a sample size of 75 participants per group (N = 150)

would be sufficient with a medium effect size (Cohen’s
d = 0.0.39) and 65% power (computed with G∗power 3.1).
These estimates were based on previous research examining
changes in HRSD/BDI-II scores before and after CR training
when compared to the waiting-list control condition (Berking
et al., 2019). Since the sample size projection considered
an anticipated 20% dropout rate, the target sample size
was 188 patients.

Randomization to treatment will be completed with
a computer-generated list of random numbers, and each
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FIGURE 3

Schematic diagram of a computerized CR task. Adapted from https://699pic.com/.

FIGURE 4

CR training process: one session as an example (4 weeks, 2 sessions/week).

participant will be randomly assigned to either the intervention
group or the control group with a 1:1 allocation and
double-blinded. The randomization will minimize group
differences in demographic factors and instrument scores
(Pocock and Simon, 1975).

Cognitive reappraisal training

Stimuli
After preliminary experiments, a total of 48 positive and

negative emotion pictures were selected from the Chinese
Affective Picture System (CAPS), which showed high internal
consistencies of valence, arousal, and dominance (0.982, 0.979,
and 0.980) (Bai et al., 2005). A block design will be adopted, in
which each task block contains one type of CR task, with the
same number of positive and negative emotion pictures with
comparable arousal.

Task
The CR task for each participant will include 3 conditions:

simple viewing (baseline), CR + (emotion upregulation), and
CR- (emotion downregulation). The CR task starts with the
baseline condition, and then the order of CR + and CR-
tasks will be counterbalanced across the participants. The
task was designed based on our previous study of the CR

ability of patients diagnosed with depressive disorder (Wang
et al., 2014, 2017). To motivate the participants to generate
reappraisal strategies, the practice before the formal CR task
will give the participants two examples that provide creative
reappraisal strategies vs. objective descriptions of the emotion
stimuli pictures (Wu X. et al., 2017, Wu et al., 2022) and then
require the participants to reappraise each of the four emotion
pictures (2 for the emotion upregulation condition and 2 for
the emotion downregulation condition See details below) and
type their strategies in the blank under each picture on the
computer screen.

Simple viewing task (baseline)

The participants will be instructed to naturally view the
emotion stimuli pictures in sequence and rate their emotional
arousal after each picture. The following instructions will be
provided at the beginning of the task: “When a fixation point
‘+ ’ appears in the center of the screen, please keep your eyes on
the fixation point. When the fixation point disappears, a picture
appears; please look at the picture. After the picture disappears,
please evaluate your emotional intensity at this time based on
the instructions provided.”

Cognitive reappraisal + task (emotion upregulation)

The participants will be instructed to enhance their
emotions while viewing stimuli pictures and rate their emotional
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arousal after each picture. The following instructions will
be provided at the beginning of the task: “When a fixation
point ‘ + ’ appears in the center of the screen, please keep
your eyes on the fixation point. When the fixation point
disappears, a picture will appear. Please imagine yourself
in the picture and fully experience the emotion the scene
evokes. After the picture disappears, please evaluate your
emotional intensity at this time based on the instructions
provided.”

Cognitive reappraisal-task (emotion downregulation)

The participants will be instructed to weaken their emotions
while viewing stimulus pictures and rate their emotional
arousal after each picture. The following instructions will
be provided at the beginning of the task: “When a fixation
point ‘ + ’ appears in the center of the screen, please keep
your eyes on the fixation point. When the fixation point
disappears, a picture will appear. Please keep an objective
attitude and try not to feel any emotion from the picture.
After the picture disappears, please evaluate your emotional
intensity at this time based on the instructions provided”
(Figure 3).

The emotional regulation effectiveness of CR can be
calculated by subtracting the emotional intensity for the simple
viewing task from that for the CR + task or CR- task.
The upregulation effect (arousalCR+ - arousalbaseline) and the
downregulation effect (arousalbaseline - arousalCR−) can be
obtained before (T0) and after (T1) CR training while MRI is
performed (T0 and T1).

Training procedure
The training includes 8 sessions (2 sessions/week) within

4 weeks. Each session is divided into 9 blocks (20 trials/block,
180 trials in total). The order of the experimental content is
counterbalanced, i.e., in each block, one-half of the subjects
start with a CR + task and the other half start with a
CR- task. In each session, pictures with different valences
are randomly presented in trials. Each trial lasts 18–21 s:
first, a fixation point is presented for 2 s at the center of
the screen which the participant fixes; then, a positive or
negative emotion picture is presented on the screen and the
subject is asked to focus on the emotion picture for 8 s
to allow emotional arousal. After the picture disappears, the
subject is asked to report his/her emotional intensity at the
moment on a 1–9 scale within 4–7 s, during which the subject’s
reaction time of key press is recorded. If the subject does not
press the key in the allotted time, the interface screen will
continue (Figure 4).

After the experiment, the subject is asked about his/her
conformity to the instructions (manipulation check).
Both the quantitative and qualitative CR manipulation
checks will be conducted by the experimenter to confirm
that they obeyed CR training instructions (Rood et al.,

2012). After each block, participants briefly state the
content coming into mind during that block (recorded
by the experimenter after the informed written consent
by the participants) and the degree to which they
reappraise the emotional pictures during that block on a
0–100 rating scale.

Primary outcome

The structured clinical interview for DSM-IV-TR Axis
Disorders (SCID-I) will be used to diagnose and screen for major
depressive disorders and exclude other DSM-IV axis I mental
disorders when recruiting subjects. Demographic information,
including gender, age, ethnicity, education, and duration of
illness (months), will be collected using a questionnaire.

Center for epidemiologic studies depression
scale

The center for epidemiologic studies depression scale
(CESD) will be used by subjects to self-evaluate their current
depressive symptoms (within a week), focusing on depressive
emotions or mood rather than somatic symptoms. Subjects
with depressive symptoms will undergo preliminary screening
to facilitate further diagnosis. The scale contains 20 items in
4 dimensions (negative emotions, positive emotions, physical
symptoms, and interpersonal relationships) that are scored on
a 4-level scale (“no or rarely, less than once a day,” “sometimes
or only a small part of the time in 1 day,” “frequently or
half of the time in 1 day,” and “most of the time or all the
time in 1 day”); the higher the score is, the more severe the
level of depression.

Secondary outcomes

Negative cognitive bias
Cognitive style questionnaire

The CSQ will be used to screen subjects in the
group of individuals cognitively vulnerable to depression
and the group of individuals not cognitively vulnerable
to depression. The CSQ was developed based on the
hopelessness theory and was designed to be used to
assess an individual’s negative cognitive styles, mainly
including the individual’s perceptions of the causes,
consequences, and self-worth after an event. The Chinese-
translated version of the CSQ has good internal reliability
(Cronbach’s alpha coefficient = 0.94), satisfactory 8-
week test–retest reliability (reliability = 0.59), and good
construct validity for the four-factor model (CFI = 0.91,
RMSEA = 0.09), which included general-local causes,
stable-temporary causes, consequences, and self-worth
(Chen et al., 2014).
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Negative cognitive processing bias questionnaire

The negative cognitive processing bias questionnaire
(NCPBQ) contains 4 dimensions, i.e., negative attention bias
(NAB), negative memory bias (NMB), negative interpretation
bias (NIB), and negative rumination bias (NRB), using a Likert
4-point scale from 1 (completely disagree) to 4 (completely
agree). The NCPBQ has good internal reliability (Cronbach’s
alpha coefficient = 0.89), split-half reliability (r = 0.87),
construct validity for a four-factor model that explained
50.152% of the total variation (CFI = 0.92, RMSEA = 0.05),
and criterion validity coefficients of 0.395 (relative to the
Beck Depression Self-Rating Scale) and 0.548 (relative to
the Dysfunctional Attitude Questionnaire) (Yan et al., 2017).
The negative interpretation bias (NIB) and the negative
rumination bias (NRB) subscales will be utilized in the
mediation analyses.

Reappraisal ability/tendency
Reappraisal inventiveness test

RIT includes 4 scenes that can trigger emotions. Participants
are asked to imagine themselves in the scene as vividly as
possible within a specified time (3 min), after which they are
asked to think of reappraisals that can change the induced
emotion within 20 s and then record the reappraisals in
3 min. RIT was scored on two scales: (a) RIT-fluency was
indicated by the number of reappraisals generated and (b)
RIT-flexibility was indicated by the number of categories of
different reappraisals (Weber et al., 2013). To improve the
internal validity of the test, we set the induced emotions to sad
and happy. Before the test, the subjects will be given examples
to illustrate how to generate as many reappraisals as possible
for a given emotional stimulus so that they can transfer to
the formal test.

Emotion regulation questionnaire

The ERQ was developed by Gross and contains a total
of 10 items in 2 dimensions, a CR and expression inhibition
(EI) (Gross and John, 2003). It is scored through a 5-point
scale (1 = strongly disagree and 5 = strongly agree); the
higher the score, the more likely the subject is to use this
emotion regulation strategy. The Chinese-translated version of
the ERQ has good test–retest reliability (r = 0.82 and 0.79)
and internal reliability (Cronbach’s alpha coefficient = 0.85
and 0.77) for the CR and EI subscales, split-half reliability
(reliability = 0.87), and construct validity for the two-
factor model (CFI = 0.96, RMSEA = 0.09), with completely
standardized factor loadings of all items higher than 0. 55
at a statistically significant level (Wang et al., 2007). The
ERQ will be utilized to verify the construct validity of
the RIT indexes.

Brain structure and functional imaging

Brain structure and functional imaging data will be
collected on a Siemens 3.0T scanner from the affiliated
hospital of the university. During the scan, each participant
will be in a supine position, with foam under the head to
minimize head movement, and will be wearing headphones
to reduce noise interference. A standard orthogonal single-
channel head coil will be used. Conventional T1WI and
T2WI imaging, echo-planar imaging (EPI), and whole-
brain 3D magnetization-prepared rapid gradient-echo
(MPRAGE) imaging will be conducted for each subject by
a radiologist. The experimental stimulus will be presented
by connecting a liquid-crystal display (LCD) screen outside
the scanning channel to the E-prime stimulus presentation
and the response recording system, and each participant
will view the presentation through a reflective mirror
attached to the head coil. During the experiment, the
participant will use a joystick to enter their ratings while
the system automatically records the participant’s response
to the CR tasks.

The scanning sequence will be as follows: (1) The
axial T1-FLAIR sequence, parallel to the anterior-
posterior joint line; pulse repetition time/echo time
(TR/TE) = 500 ms/14 ms; slice thickness = 4 mm; field of
view (FOV) = 240 mm × 240 mm; and matrix = 256 × 160;
(2) sagittal T2-FLAIR will be scanned at the same location
using gradient-echo echo-planar imaging (EPI) with
the following parameters: TR/TE = 3,000 ms/40 ms;
FOV = 240 mm× 240 mm; matrix = 128× 128; 30 consecutive
images at each time point; and slice thickness = 4 mm;
if no abnormality is observed in plain scans, resting-state
scans will be performed; (3) a total of 176 consecutive
slices in the sagittal position will be acquired to cover
the entire brain through an MPRAGE sequence for
subsequent 3D reconstruction and spatial alignment with
the following parameters: TR/TE = 1,970 ms/3.93 ms; flip
angle = 15◦; slice thickness = 1.70 mm; interval = 0.85 mm;
FOV = 250 mm × 250 mm; and matrix = 448 × 512;
and (4) task-state blood-oxygen-level-dependent (BOLD)
functional images will be acquired using the EPI sequence,
with the same position as that for anatomical images and the
following parameters: TR/TE = 2,000 ms/30 ms; number of
slices = 36; slice spacing = 33; FOV = 240 mm × 240 mm; and
matrix = 64× 64.

Regions of interest (ROIs): The structural and functional
activities of the dlPFC, the vlPFC, the dmPFC, and the
vmPFC, as well as the amygdala, will be analyzed. The
functional connectivities between these regions and subcortical
regions (amygdala) will be analyzed based on the time
series of these ROIs.
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Statistical analysis

Behavioral and self-report data
Intervention effect analysis

A 3 (group: CR = cognitively vulnerable intervention
subgroup; WC = cognitively vulnerable waiting-list control
subgroup; NC = normal control group) × 3 (time point:
T0 = pretraining, T1 = post-training, T2 = 6-month follow-
up) mixed design will be adopted. Using the HLM analysis, as
well as mediating/modulating effect analyses, we will investigate
(1) hypothesis 1, whether the changes in negative cognitive
biases and depressive symptoms across time 1 and time 2 differ
significantly among groups and (2) hypothesis 2, whether the
changes in negative cognitive bias (negative interpretation bias
and/or negative rumination bias) pre- and post-training could
predict depression symptoms at T1 and/or T2.

To test hypothesis 1, we will conduct an HLM analysis
with time (0 = pretraining; 1 = post-training), group (0 = CR;
1 = WC; 2 = NC), and the interaction between time and
group as predictor variables and the with CESD score as
the outcome variable. To test hypothesis 2, we will conduct
mediating/modulating effect analyses among CR ability (RIT)
and tendency (ERQ), negative cognitive bias (NCPBQ),
cognitive vulnerability (CSQ), and depressive symptoms
(CESD) at T1 and/or T2. The HLM and mediating/modulating
effect analyses will be conducted in SPSS (Statistical Product
and Service Solutions) software version 22.0 (SPSS, Inc.,
Chicago, IL, United States) combined with the PROCESS
Macro (Hayes, 2012).

Neuroimaging data
Data preprocessing

Structural data preprocessing: The raw data will be analyzed
with the CAT (Computational Anatomy Toolbox) 12 toolbox.1

(1) Segmentation: The T1-weighted image for each pair of
participants will be normalized to a template MNI space using
DARTEL normalization and segmented into gray matter (GM),
white matter (WM), and cerebrospinal fluid (CSF). (2) Check
data quality: The written data will be checked to exclude those
with artifacts or orientation errors. (3) The GM images will
be smoothed using a Gaussian kernel of 8 mm full-width half-
height (FWHM) and then entered into the statistical analysis.

Functional data preprocessing: The raw data will be
formatted using MRIcro software2 and the data will be
preprocessed using the internationally accepted software
Statistical Parametric Mapping 12 (SPM12) (Wellcome Trust
Center for Neuroimaging.3 (1) Functional data for the first
10 repetition times (TRs) will be excluded to eliminate the
effects of subject maladaptation and longitudinal magnetization

1 https://neuro-jena.github.io/cat/

2 http://www.mricro.com

3 http://www.fil.ion.ucl.ac.uk/spm/software/spm12/

relaxation not reaching the steady state. (2) Head movement
correction: This will be performed to reduce the interference
of noise signals caused by the subject’s head movement
during the scanning process, and data with head motion
exceeding 1.5 mm or a rotation angle exceeding 1.5◦ will be
excluded. (3) Time point correction: This will be performed
to standardize the images collected at different time points
to the same time point based on the time modulation effect
of the hemodynamic function on each functional image.
(4) Alignment: To address the differences in the anatomical
structure of different individuals, each subject’s functional
images and templates will be aligned so that the individual’s
brain is aligned to the standard Montreal Neurological Institute
(MNI) space for functional localization of activation zones.
(5) Gaussian smoothing: The full width at half maximum
value will be set to 8 mm to improve the signal-to-noise
ratio of images.

Data analysis

(1) Analysis of the morphological characteristics of
brain structure: Voxel-based morphometry (VBM) will
be adopted to calculate the concentration and volume of
each voxel in different brain tissues (gray matter, white
matter, and cerebrospinal fluid) using templates for the
whole brain and different brain tissues created based on 3D
data, and the volumes of ROIs will be compared between
different groups to examine (1) whether the volumes of
ROIs before and after CR training differ significantly and
(2) if the volumes of ROIs differ significantly, whether the
changes in the volumes of the ROIs can predict depressive
symptoms immediately after training (T1) or 6 months
later (T2).

(2) Region of interest analysis: The anatomical localization
of functional images will be determined with reference to
the anatomical maps of the brain in Talairach coordinates
and based on the opinions of experienced neuroimagers.
Using MARSbar software, the prefrontal subregions
(dlPFC/dmPFC/vlPFC/vmPFC) and the amygdala will be
extracted as BOLD signals of ROIs by subtraction between
the baseline and CR (±) conditions. The data will then be
exported to SPSS for statistical processing, in which the
activation of the region of interest will be used as a predictor
of depressive symptom scores to investigate (1) whether the
activation levels of regions of interest (prefrontal lobe and the
amygdala and its subregions) before and after CR training
differ significantly and (2) if the activation levels do differ
significantly, whether the changes in the activation levels
of the regions of interest can predict depressive symptoms
(T1 and T2).

(3) Functional connectivity analysis: Taking the amygdala
as the seed point and the average time series within the
seed point as the reference time series, we will perform “one
point to multipoint” linear correlation analysis with the
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time series of each ROI. Using the average signals of head
movement, the white matter, the cerebrospinal fluid, and the
whole brain as covariates and using the prefrontal-amygdala
FCs as predictors of depressive symptom scores, we will use
between-group t-tests, combined with correlation analyses
and path analyses, to examine (1) whether the FCs between
the prefrontal subregions (dlPFC/vlPFC/dmPFC/vmPFC)
and the amygdala before and after CR training differ
significantly and (2) if the prefrontal-amygdala FCs do
differ significantly, whether the FCs could predict depressive
symptoms (T1 and T2). The FCs between ROIs, cognitive bias
(CSQ/NCPBQ), CR ability (RIT), and tendency (ERQ) will
then be entered into path analyses to verify the cognitive bias
model of CR training.

Discussion

CR is one of the key components of CBT, and
accumulating evidence suggests that CR training as a
standalone treatment is effective for depressed patients to
improve negative effects and enhance wellbeing (Berking
et al., 2013; Ehret et al., 2014; Weytens et al., 2014). Prior
studies found that individuals with cognitive vulnerability
are at high risk for depression, which merits attention
considering the prevalence of depression. Nonetheless,
as a highly accessible and cost-effective intervention,
the mood-lifting effects of CR for cognitively vulnerable
individuals are unknown. Therefore, the current study
could provide support for the potential of CR training
for the prevention of depression in vulnerable groups. Of
note, with the progress of e-mental health, CR training is
promising to be developed into a cost-effective computerized
program that is easy to implement for counselors and is
suitable for early interventions of cognitively vulnerable
individuals to depression.

Furthermore, despite ample evidence for the role of the
prefrontal–amygdala circuit in CR, as well as prefrontal–
amygdala dysfunction in CR deficits in patients with depression,
the impact of CR training on hypothesized neural targets
remains unclear, especially the cause–effect relationship between
these regions during CR training. Based on previous evidence,
we propose that CR training may involve increased top-
down cognitive control areas (such as dlPFC, vlPFC, and
dmPFC) and reduced bottom-up emotion responding areas
(such as vmPFC and amygdala), as well as strengthened
interactions between the PFC and the subcortical regions
(mainly the amygdala). In addition, the hypothesis about
the changes after CR training is exploratory and without
strong a priori evidence; however, the structural changes
of CR training may be of clinical significance. The current
study aims to reveal the neural substrates of CR training,
which remain largely unknown yet and have the potential

to inform techniques, such as real-time fMRI neurofeedback
(Zweerings et al., 2020; Keller et al., 2021), to precisely
impact the neural targets underlying CR and amplify the
effects of CR training.

This study also proposes a novel cognitive bias model
of CR training (CR training→cognitive bias↓→cognitive
vulnerability to depression↓), which hypothesizes that CR
training may improve CR ability (effectiveness and incentives)
and reduce cognitive bias (negative interpretation bias
and/or negative rumination bias), which then alleviates the
depressive symptoms. We adopt a process-based approach,
which emphasizes the primary cognitive process underlying
intervention (Forgeard et al., 2011) and assesses the effectiveness
of the training using behavioral (RIT), cognitive (CSQ/NCPBQ),
and clinical (CESD) assessments, along with measures of task-
related brain activity/FCs before and after the training.
This approach may provide proof-of-concept evidence for
the cognitive bias model of CR training. In summary, the
following scientific questions are expected to be answered:
whether CR training will change prefrontal–amygdala FCs
in the short term and the structure of the regions among the
circuits in the long term (6 months later). The current study
is promising to provide a novel approach to the intervention
of depression vulnerability and insights into the underlying
neurocognitive mechanism.

Limitations

First, we include the process measures of cognitive bias
(negative interpretation bias and/or negative rumination bias)
to evaluate the intervention effects, which should be interpreted
as exploratory. More solid progress will depend on a systematic
examination of the neural network mechanism involved in CR
training effectiveness. The neural signature of the cognitive
control and emotion regulation network during CR, such as
global metrics and topological characteristics (Pan et al., 2018),
is needed. However, connectome-based predictive modeling
of distributed neural networks during CR has not revealed a
meaningful whole-brain signature of CR tendency (Pan et al.,
2018; Burr et al., 2020). Therefore, more evidence is needed to
explore the neural network mechanism of CR training, which
may provide more perspectives on the neural and cognitive
targets of CR training.

Second, evidence of both clinical effectiveness and cost
effectiveness of CR training is necessary for future studies to
test the feasibility of CR training in primary care, as well as in
clinical settings for vulnerable individuals with depression, and
generalize CR training to those populations that may benefit
from training. Therefore, various context-specific CR training
programs should be forged into well-specified protocols that
could be tested in randomized controlled trials to provide such
evidence. Furthermore, further studies comparing CR training
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with other components of CBT as well as its whole package are
warranted to assess its cost-effectiveness.

Conclusion

This study is expected to provide initial evidence on the
intervention effect of CR training on cognitively vulnerable
individuals with depression through the mediating role of
cognitive bias (negative interpretation bias and/or negative
rumination bias) with the underlying prefrontal–amygdala
structural/functional neural substrates.
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Background: Individuals who use methamphetamine (MA) for a long period of

time may experience decreased inhibition and increased impulsivity. In order

to reduce impulsivity or improve inhibitory control ability, high-frequency

repetitive transcranial magnetic stimulation (HF-rTMS) has attracted much

attention of researchers. Recent studies on addiction have shown that rTMS

can stimulate different brain regions to produce different therapeutic effects.

Recent work also suggests that HF-rTMS over right dorsolateral prefrontal

cortex (DLPFC) does not affect the impulsivity of patients with alcohol use

disorder; while HF-rTMS over left DLPFC could improve the impulsivity of

patients with alcohol use disorder and cigarette smokers. However, it should

be noted that empirical studies applying HF-rTMS over left DLPFC of patients

with MA use disorders (MAUD) (to evaluate its effect on impulsivity) are still

lacking.

Methods: Twenty-nine patients with MAUD underwent five sessions of HF-

rTMS on the left DLPFC per week for 4 consecutive weeks. The cue-induced

craving and stop-signal and NoGo task were assessed pre-rTMS and post-

rTMS (at the end of the 4-week rTMS treatment). In addition, 29 healthy

controls were recruited. There was no rTMS intervention for the controls, the

performance of the stop-signal and NoGo task was evaluated on them.

Results: In total, HF-rTMS of the left DLPFC significantly decreased MA-

dependent patients’ cue-induced craving and stop-signal reaction time

(SSRT). For SSRT, the pre-test of experimental group was significantly higher
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than the score of control group. In the experimental group, the pre-test score

was significantly higher than the post-test score. For Go and stop-signal delay

(SSD), the pre-test scores of the experimental group was significantly lower

than the scores of the control group. No significant difference was found

between the pre-test and the post-test scores of the experimental group.

Conclusion: Add-on HF-rTMS of left DLPFC may be an effective intervention

for reducing impulsivity and cue-induced craving of patients with MAUD.

Future research with a control group of MAUD that does not undergo the

treatment is needed to confirm the effectiveness.

KEYWORDS

rTMS, left DLPFC, MAUD, craving, impulsivity

Introduction

Methamphetamine (MA) is a highly addictive and euphoric
stimulant, which represents one of the largest illegal drugs
in the world, and it has become more prevalent than
other amphetamine derivatives (Jones et al., 2022). Among
the registered drug abusers, there are approximately 1.35
million MA abusers, accounting for 56.1% of all drug abusers
(People’s Republic of China Central Government | Ministry of
Public Security, 2019). Generally, the use of amphetamine-like
stimulants, including MA, is a major matter of public concern,
representing the second most used substance after marijuana
according to the United Nations Office on Drugs and Crime. It
has been reported that repeated intake of MA would lead to drug
addiction, the inability to control intake, strong drug craving,
and the reduced prefrontal cortex function (Perry and Carroll,
2008; Koob and Volkow, 2010; Jentsch and Pennington, 2014;
Sjoerds et al., 2014).

Impulsivity can be defined behaviorally as “actions, which
are poorly conceived, prematurely expressed, unduly risky, or
inappropriate to the situation, mainly resulting in undesirable
consequences” (Dawe et al., 2004; Dalley and Robbins, 2017).
The inability to stop an initiated response can be evaluated
by a stop-signal task (SST) (Verbruggen and Logan, 2008).
The task determines the time required between the Go signal
and the stop signal for participants being capable of stopping
the initiated response within a 50% probability range (i.e.,
stop-signal reaction time). That is to say, the higher the stop-
signal reaction-time (SSRT), the more impulsive the individual
is (Hamilton et al., 2015). Previous studies have shown
that individuals with substance use disorders (including MA)
exhibit an impaired performance on stop-signal impulsivity
tasks (Lipszyc and Schachar, 2010; Smith et al., 2014). This
may be attributed to the chronic damage of the substance
to the dopaminergic and serotonergic prefrontal-subcortical

networks, which is related to motor control (Volkow et al.,
2001), and therefore, may affect performance on response
inhibition task.

In order to reduce impulsivity or improve inhibitory control
ability, transcranial magnetic stimulation (TMS) has attracted
much attention of researchers (Bellamoli et al., 2014). TMS
is a robust magnetic pulse generated by an electromagnetic
coil, which can penetrate the skull and alter neural activity
of the skull base tissue. Pulses delivered in series are called
repetitive TMS (rTMS). Depending on the pulse frequency,
either inhibitory [low-frequency (LF) ≤ 1 Hz] or excitatory
[high-frequency (HF) ≥ 5 Hz] effects can be produced (Rossi
et al., 2009; Guse et al., 2010). Effects of rTMS treatment include
enhancing the release of dopamine in the limbic circuit of the
brain and affecting the excitability of the brain nerves, ultimately
lead to changes in neural adaptation (Strafella et al., 2001),
continuous changes in cortical plasticity (Hallett, 2007), and
reorganization of network functional connections (Philip et al.,
2018). The dorsolateral prefrontal cortex (DLPFC) is frequently
selected as the target region in inhibitory control networks
(Ridderinkhof et al., 2004). Previous studies that applied HF-
rTMS over DLPFC of patients with substance use disorders
have obtained inconsistent results on impulsivity measures:
for instance, it has been shown that while one-time frequency
of 10 Hz does not improve accuracy on the Go-NoGo task
(Herremans et al., 2013); quartic frequency of 10 Hz stimuli
could improve accuracy on the Go-NoGo task (Del Felice et al.,
2016) in alcohol-dependent patients. In nicotine-dependent
patients, a single-frequency of 10 or 20 Hz could improve
performance of a delay discounting task (Sheffer et al., 2013),
which demonstrates that it could reduce impulsivity in patients
with nicotine use disorders. Another study uses the 2-choice
oddball paradigm, and the results show that low-frequency
rTMS could attenuate the craving and impulsivity of patients
with MAUD (Yuan et al., 2020). Up to now, no study has
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examined the effects of HF-rTMS on impulsivity in patients with
MAUD, as measured by the stop-signal and NoGo task.

rTMS could reduce cue-induced craving in patients with
MAUD (Liu et al., 2017, 2020b), and some studies have shown
that craving is positively correlated with impulsivity (Mathew
et al., 2015; Li et al., 2021). Recent work also suggests that after
the first treatment, there is no change in craving of patients with
MAUD, while after 5 HF-rTMS treatment, there is a significant
reduction in craving; while sham stimulation does not have the
same effect (Su et al., 2017). In addition to reducing cravings,
it suggests that long-term HF rTMS can improve withdrawal
symptoms, anxiety and depression scores, sleep quality and
cognition in patients with MA or heroin use disorders (Su et al.,
2017; Liang et al., 2018; Lin et al., 2019). Other studies have
shown that HF-rTMS of the left DLPFC may be an effective
intervention for the treatment of cocaine use disorder symptoms
such as anhedonia and craving, which needs to be further
explored in larger placebo-controlled studies (Terraneo et al.,
2016; Pettorruso et al., 2018).

In the present study, we investigated the effects of HF-
rTMS on impulsivity of patients with MAUD. We hypothesized
that repeated add-on HF-rTMS of left DLPFC may be effective
in improving impulse control ability in patients with MAUD,
as well as reducing their cue-induced craving. Therefore,
we proposed that patients with MAUD who received HF-
rTMS would show no difference in impulsivity compared with
healthy controls (HCs). In the present study, we recruited 29
patients with MAUD and 29 HCs. Patients with MAUD were
assessed with the stop-signal and NoGo task 1 day before and
1 day after HF-rTMS treatment, and healthy controls were
assessed at baseline.

Methods

Participants

A total of 29 male patients with MAUD, right-handed, and
were admitted to an addiction rehabilitation center in Zhejiang
Province (China), were recruited. Inclusion criteria were as
follows:(1) patients who aged 18–65 years old; (2) patients
who had a recurrent history of MAUD (DSM-V diagnosis,
urine test was positive on admission, abstinence thereafter);
(3) patients with a mild or higher level of drug craving; (4)
patients who signed the written informed consent form; (5)
patients who had not received TMS treatment at 6 months
prior to the experiment; (6) patients who did not receive other
therapeutic strategies, such as pharmacological or psychological
treatment, etc., during the study. Exclusion criteria were as
follows: (1) patients with neurological disorders; (2) patients
with cardiovascular diseases; (3) patients with other serious
physical diseases; (4) patients with psychiatric disorders; (5)
patients with a history of brain injury; (6) patients with a

history of epilepsy; (7) pacemaker wearers; (8) participants who,
according to an investigator’s judgment, were not eligible or had
a poor compliance. Withdrawal and termination criteria were as
follows: (1) serious violations of the clinical trial protocol; (2)
participants who could not follow the protocol for treatment
and had a poor compliance; (3) intolerable adverse events;
(4) subjects who voluntarily withdrew the study at any time.
An investigator determined whether a participant needs to
withdraw or continue the trial based on the above-mentioned
criteria. Every effort must be made to complete the efficacy
and safety checklists specified in the protocol at the time of
withdrawal from the trial, and to fully document the reasons
for withdrawal and adverse effects. An investigator attempted
to suggest or provide new or alternative treatment methods to
participants based on their clinical conditions. In addition, 29
male HCs without a history of major neurological or psychiatric
diseases from a volunteer group in Brain and Cognitive
Neuroscience at Liaoning Normal University (Dalian, China)
were recruited, the two groups were matched for education
and age. The study was approved by the Ethics Committee
of Nanjing Normal University (Nanjing, China; Approval No.
2017-004) and was registered in the Chinese Clinical Trial
Registration Center (no. ChiCTR170136101), and the written
informed consent forms were signed by all participants prior to
beginning the study (Figure 1A).

Assessment of cue-induced craving

For the assessment of cue-induced craving, participants
watched a video about MA use for 5 min, the evaluation was
performed as described previously (Liu et al., 2020b).

Participants were asked to express their desire to use drugs
immediately and mark it on the visual analogue scale of 0–
100. The question was scored as follows: What is the level of
your craving for MA? (0 indicates absolutely unwilling and 100
represents extremely tendentious). Participants’ data were fully
kept confidential and were not be provided to the judiciary, and
the authenticity of videos was evaluated.

Implementation of the HF-rTMS and
study design

Consistent with previous study (Liu et al., 2020a), the
stimulation protocol included 20 weekdays (once a day, 5 days
on, 2 days off/week, 10 Hz frequency, pulse intensity 100% of the
resting motor threshold, 5 s on, 10 s off, repeated for 40 times,
2,000 pulses) and targeted the left DLPFC, which was performed
in this study. During the operation, the stimulus intensity was

1 http://www.chictr.org.cn
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FIGURE 1

(A) Task and stimuli. (B) Study design. MAUD, methamphetamine use disorder.

adjusted according to participants’ tolerability, single-pulse TMS
was used to measure the motor threshold of the motor cortex,
and it was adjusted until the response of thumb muscle was
observed in 5 out of 10 stimuli. During the treatment, the coil
was placed in the left prefrontal area, 5 cm away from the scalp
area of the measured movement threshold (Liu et al., 2017,
2019). The HF-rTMS was applied on the left DLPFC using a
CCY-IA TMS device (Yiruide Biotechnology Co., Ltd., Wuhan,
China) and a circular coil was used.

Before commencing the study, an investigator screened
MA addicts who were voluntarily participated, excluded those
cases with contraindications to TMS, obtained their consent,
and collected their basic data, including their full-name, age,
years of drug use, maximum amount of drug consumption
per session, maximum amount of use per month, and type of
addiction (excluding mixed use of other drugs, such as heroin
and marijuana). Then, an investigator assessed the craving
scores of the experimental group and eliminated participants
with craving scores of < 40. Twenty-nine patients with MAUD
underwent five sessions of HF-rTMS on the left DLPFC per week
for 4 consecutive weeks. The cue-induced craving and stop-
signal and NoGo task were assessed pre-rTMS and post-rTMS
(at the end of the 4-week rTMS treatment). However, HCs were
not asked to receive TMS treatment and only the stop signal and
NoGo task was conducted. During treatment, participants might
experience discomfort or side effects. Therefore, we used a self-
rating scale for patient-perceived side effects. The side effects
included headache, neck pain, scalp pain, tingling sensation,
itching, burning sensation, skin redness, sleepiness, lack of
concentration and changes in mood, discomfort at the site of
stimulation, etc. Each side effect was scored on a scale of 1–10.
After each treatment, side effects were monitored.

Stop-signal and NoGo task: This task consisted of randomly
interspersed NoGo and stop-signal trials with inclusion of 360
Go (75%), 40 NoGo (8%), and 80 stop-signal trials (17%).
In the Go trials, participants responded to the black arrow
(1000 ms) in the left and right directions by pressing a
button with their right hand. Participants could respond to
the questions with either the index finger (pressing the left
arrow) or the middle finger (pressing the right arrow). In
the stop-signal trials, the initial response was prompted by
the left or right black arrow, while when the stop-signal
was delayed, the arrow color changed to red and appeared
simultaneously with the sound. At this time, participants
were asked to avoid responding. The stop-signal delay (SSD)
maintained a successful inhibition of 50% by using an ascending
or descending algorithm with an initial estimation of 250 ms
varying from trial to trial (Chamberlain et al., 2007). SSD
indicates the time interval between response signal and stop
signal. This is similar to the tracking algorithm used in a
previous stop-signal task imaging study (Cubillo et al., 2014).
In the NoGo task, participants were asked to avoid responding
to the red arrow (1000 ms) and the accompanying beep, which
would be equivalent to a 0 s SSD. SSRT indicates the time
from the appearance of the stop signal to the completion of the
stop task, i.e., the internal reaction time of the subject when
successfully suppresses an action impulse. SSRT is the most
important indicator in the stop signal task, responding to the
subject’s reaction speed to the stop signal. Most studies have
used it as a direct indicator of response inhibition ability to
assess whether the subject has a deficit in response inhibition.
A higher SSRT has been suggested to represent that participant
has a longer stop-signal response time, a poorer behavioral
inhibition, and a higher impulsivity. In contrast, a lower SSRT
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indicates that participants have a shorter stop signal response
time, a better behavioral inhibition, and they can promptly
inhibit impulsive behaviors. Participants were asked to operate
with their right hand and ensure that they fully understood
the cognitive task before performing it, so that they could
respond as quickly as possible and ensure the accuracy. The
participants were asked to remain quiet and not to interact
with each other while waiting. They were asked to stay focused
during the task. The stop-signal and NoGo task are shown in
Figure 1B.

Statistical analysis

Statistical analysis was performed using the SPSS 19.0
software (IBM Corp., Armonk, NY, United States). The
independent-sample t-test was used to compare differences in
demographic variables between the experimental and control
groups. The independent-sample t-test was employed to
compare differences in the performance of the stop-signal and
NoGo task between the experimental group and the control
group. The paired t-test was utilized to compare differences
in stop-signal and NoGo task between the pre and post
experimental group. Pearson correlation analysis was adopted to
analyze the relationship between experiment variables (craving,
SSRT, Go, SSD, etc.) and demographic variables. p < 0.05 was
considered statistically significant.

Results

Participants’ demographic
characteristics

The participants’ demographic characteristics are listed in
Table 1, and no significant difference could be found in age
and education between the experimental group and the control
group (M ± SEM).

Comparison between the pre-test
experimental group and the control
group

The independent-sample t-test was employed to compare
SSRT, Go, and SSD between the experimental group (pre-test)
and the control group. For SSRT, the pre-test of experimental
group (M = 285.53, SEM = 7.90) was significantly higher
than the score of control group (M = 257.59, SEM = 6.71),
t(56) = 2.38, p < 0.05. Therefore, it suggested that patients
with long-term MAUD showed decreased inhibitory control
ability. For Go, the pre-test of experimental group (M = 490.19,
SEM = 16.48) was significantly lower than the baseline score

TABLE 1 Participants’ demographic characteristics (M ± SEM).

Variable Experimental
group

Control group t P

Sex Male Male – –

Age (years) 35.66 ± 1.49 36.55 ± 1.80 0.38 0.70

Education (years) 8.90 ± 0.39 9.69 ± 0.39 1.66 0.10

Duration of drug use
(years)

8.86 ± 0.63 – – –

Maximum usage per
session (g)

0.93 ± 0.09 – – –

Monthly usage (g) 16.31 ± 2.41 – – –

There was no significant difference in age [t(56) = 0.38, p = 0.70] and education
[t(56) = 1.66, p = 0.10] between the experimental group and the control group.

of control group (M = 555.74, SEM = 17.06), t(56) = 3.31,
p < 0.01. The Go reaction time of patients with MAUD was
significantly lower than that of health control, suggesting that
patients with MAUD were deficient in behavioral inhibition
and showed more inhibition control disorders. This finding is
consistent with previous research (Qi et al., 2022), which reports
impaired inhibitory control in internet addiction disorder.
For SSD, the pre-test of experimental group (M = 204.66,
SEM = 20.42) was significantly lower than the baseline score
of control group (M = 298.15, SEM = 17.18), t(56) = 3.68,
p < 0.001.

Comparison between pre- and
post-test scores of the experimental
group

The paired t-test was used to compare craving score between
the experimental group of pre- (65.17 ± 3.20) and post-test
(35.86 ± 3.20). It was revealed that HF-rTMS of the left
DLPFC decreased craving score [t(28) = 7.33, p < 0.001] of
patients with MAUD.

The paired t-test was utilized to compare the SSRT, Go,
and SSD between the experimental group of pre-test and post-
test. For SSRT, the pre-test experimental group (M = 285.53,
SEM = 7.90) was significantly higher than the post-test
experimental group (M = 249.62, SEM = 12.11), t(28) = 2.77,
p < 0.05. This indicated that HF-rTMS intervention could
reduce impulsivity and improve inhibitory control ability
of patients with MAUD. For Go, there was no significant
difference between the pre-test experimental group (M = 490.19,
SEM = 16.48) and the post-test experimental group (M = 483.25,
SEM = 20.17), t(28) = 0.71, p = 0.49. For SSD, there was no
significant difference between the pre-test experimental group
(M = 204.66, SEM = 20.42) and the post-test experimental group
(M = 233.63, SEM = 27.03), t(28) = −1.63, p = 0.12, (Figure 2).

In conclusion, the HF-rTMS treatment had an effect on
SSRT, but not on Go and SSD in the stop-signal and NoGo task
of patients with MAUD.
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FIGURE 2

Comparison craving score between the experimental group of
pre- and post-test. (A) The pre-test was significantly higher than
the post-test score of the experimental group [t(28) = 7.33,
p < 0.001] of patients with MAUD. Comparison of SST and
NoGo between experimental and control groups. (B) For Go, the
pre-test of the experimental group was significantly lower than
the score of the control group [t(56) = 3.31, p < 0.01], and the
post-test of the experimental group was also significantly lower
than the score of the control group [t (56) = 3.21, p < 0.01]. No
significant difference was found between the pre-test and the
post-test scores of the experimental group [t(28) = 0.71,
p = 0.49]. (C) For SSD, the pre-test of the experimental group
was significantly lower than the score of the control group
[t(56) = 3.68, p < 0.001], and the post-test of the experimental
group was also significantly lower than the score of the control
group [t(56) = 2.32, p < 0.05]. No significant difference was
found between the pre-test and the post-test scores of the
experimental group. (D) For SSRT, the pre-test of the
experimental group was significantly higher than the score of
the control group [t(56) = 2.38, p < 0.05]. There was no
significant difference between the post-test of the experimental
group and the score of the control group [t(56) = 0.54,
p > 0.05]. The pre-test was significantly higher than the
post-test score of the experimental group [t(28) = 2.77,
p < 0.05]. [t(28) = −1.63, p = 0.12]. The symbol * represents
p < 0.05, ** represents p < 0.01, and *** represents p < 0.001.

Correlation between test scores and
demographic variables

Pearson correlation analysis was used to analyze the
correlation between SSRT, Go, SSD and demographic
variables in the experimental group. The results showed
that pre- SSRT was significantly positively correlated with
age (r = 0.57, p < 0.01) (Figure 3). This indicated that the
older the participants, the greater the SSRT; while post-SSRT

FIGURE 3

Correlation analysis of the pre-SSRT and age in the experimental
group (r = 0.57, p < 0.01).

(r = 0.03, p > 0.05), pre- (r = −0.08, p > 0.05), post-Go
(r = −0.13, p > 0.05), pre- (r = −0.28, p > 0.05), and
post-SSD (r = −0.11, p > 0.05), these variables were not
significantly correlated with age. The correlation between
pre-SSRT and years of drug use (r = −0.03, p > 0.05),
maximum consumption per time (r = −0.06, p > 0.05),
and monthly use (r = 0.14, p > 0.05), respectively, was not
significant. The correlation between post-SSRT and years of
drug use (r = 0.03, p > 0.05), maximum consumption pre
time (r = −0.12, p > 0.05), and monthly use (r = −0.04,
p > 0.05), respectively, was not significant. The pre-
and post-test differences of SSRT, Go and SSD were not
significantly correlated with any demographic variables (all
p > 0.05).

Safety and tolerability

In the experimental group, a total of 580 treatments
were performed. There were 9 cases of mild headache after
stimulation (1.6%) of 3 subjects, 2 reported 4 times and 1
reported 1 time, 6 cases of scalp pain (1.0%) of 2 subjects
who reported 3 times respectively, 10 cases of sleepiness (1.7%)
of 6 subjects, 4 reported 2 times and 2 reported 1 time, and
12 cases of discomfort after treatment (2.1%) of 9 subjects, 6
reported 1 time and 3 reported 2 times. Three subjects reported
both headaches and discomfort after treatment. All of these
discomforts disappeared in the follow-up 1 week later.

Discussion

The present study aimed to investigate the effects of repeated
HF-rTMS treatment on impulsivity in patients with MAUD.
The HF-rTMS treatment was well tolerated and no serious
side effects could be observed. The stop-signal and NoGo task
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was used to evaluate the impulsivity of patients with MAUD
before and after HF-rTMS treatment. The results of the present
study suggested that repeated HF-rTMS may be effective in
reducing drug-induced craving in patients with MAUD, as well
as improving their impulse control ability.

To our knowledge, this study is the first to assess the
influences of HF-rTMS treatment on impulsivity in patients
with MAUD, as measured by the stop-signal and NoGo task.
One study explored the effects of HF-rTMS on impulsivity
tasks in patients with alcohol use disorder using three tasks
simultaneously—SST, Go-NoGo and delay discounting task. It
was found that HF-rTMS did not improve alcohol use disorder
patients’ performance on impulsivity tasks (Schluter et al., 2019),
and participants in the study only received 10 treatments;
whereas participants in our study received five sessions of HF-
rTMS on the left DLPFC per week for 4 consecutive weeks of
the therapy. It might be also due to the different clinical statuses
of treated participants (i.e., a poorer clinical status requires more
stimulation to achieve a greater efficacy).

We will briefly outline the limitations of this study. First,
our study was the absence of a sham control group receiving
routine rehabilitation treatment without rTMS intervention.
The patients of MAUD did not use MA during rTMS treatment,
but they did normal rehabilitation exercises. Thus, the results
observed in the patients of MA group could not be solely
attributed to the unique effects of rTMS. Second, the study
lacked associated impulsivity scales to measure impulsivity in
patients with MAUD; in the future studies, some impulsivity
scales should be added, such as the Barratt Impulsiveness
Scale Version 11 (BIS-11), of which is able to assess motor
impulsivity, cognitive impulsivity, and unplanned impulsivity
of participants. Third, to some extent, in the absence of a
sham control group, the placebo effect may still exist in the
experiment group, the experiment perhaps is only a pilot
study at present. Finally, as participants in this study were
all in the same brigade in a rehabilitation center, they might
exchange their physical feelings with each other during the
HF-rTMS treatment.

The current study suggested that HF-rTMS might reduce
impulsivity and craving of patients with MAUD. It was also
found in previous research that HF-rTMS could reduce the
craving of patients with heroin usage (Shen et al., 2016).
However, the underlying neurophysiological mechanism has
remained elusive. Psychostimulants has the potential to cause
changes in the prefrontal cortex network, thereby increasing
impulsive behavior (Volkow et al., 2001; Badiani et al., 2011;
Ersche et al., 2011); while HF-rTMS could facilitate cortical
excitability (Peterchev et al., 2012), thus improve the inhibitory
control ability of addicts. In addition, it is highly crucial to
indicate whether intermittent theta-burst stimulation could
achieve the same effect. Thus, further studies need to be
carried out to eliminate the above-mentioned deficiencies and
to confirm our findings.

Conclusion

The research revealed that add-on HF-rTMS of left DLPFC
might be an effective intervention for reducing impulsivity
and cue-induced craving of patients with MAUD. Furthermore,
future studies are required to explore the underlying cognitive
and neural mechanisms.
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E�ects of transcranial direct
current stimulation on motor
skills learning in healthy adults
through the activation of
di�erent brain regions: A
systematic review

Shuo Qi, Zhiqiang Liang, Zhen Wei, Yu Liu* and Xiaohui Wang*

School of Sport and Health, Shanghai University of Sport, Shanghai, China

Objective: This systematic review aims to analyze existing literature of the

e�ects of transcranial direct current stimulation (tDCS) on motor skills learning

of healthy adults and discuss the underlying neurophysiological mechanism

that influences motor skills learning.

Methods: This systematic review has followed the recommendations of the

Preferred Reporting Items for Systematic reviews and Meta-Analyses. The

PubMed, EBSCO, and Web of Science databases were systematically searched

for relevant studies that were published from database inception to May 2022.

Studies were included based on the Participants, Intervention, Comparison,

Outcomes, and Setting inclusion strategy. The risk of bias was evaluated by

using the Review manager 5.4 tool. The quality of each study was assessed

with the Physiotherapy Evidence Database (PEDro) scale.

Results: The electronic search produced 142 studies. Only 11 studies

were included after filtering. These studies performed well in terms of

distribution, blinding availability and selective reporting. They reported that

tDCS significantly improvedmotor skills learning. Themain outcomesmeasure

were the improvement of the motor sequence tasks and specific motor

skills. Nine studies showed that tDCS interventions reduced reaction time to

complete motor sequence tasks in healthy adults and two studies showed that

tDCS interventions improved golf putting task performance.

Conclusion: The included studies showed that tDCS can help healthy adults

to improve the motor skills learning by activating di�erent brain regions,

such as the primary motor cortex, left dorsolateral prefrontal cortex and

right cerebellum. However, the number of included studies was limited, and

the sample sizes were small. Therefore, more studies are urgently needed

to validate the results of current studies and further explore the underlying

neurophysiological mechanisms of tDCS in the future.

KEYWORDS

transcranial direct current stimulation, motor skills learning, primary motor cortex,

cerebellum, dorsolateral prefrontal cortex, neural circuitry
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Introduction

Transcranial direct current stimulation (tDCS) is a non-

invasive neuromodulation technique that uses a stable, low-

intensity direct current (1-2mA) to regulate the activity of

cortical neurons (Nitsche et al., 2008). The components of

tDCS consist of a battery-powered stimulator and two or more

electrodes (anode and cathode) placed on the scalp (Jamil

et al., 2017). The current passes through the scalp, through the

outer layer of the cortex, and then reaches the cortex, where it

regulates the membrane polarity of neurons in a certain area

under the neural tissue of the cerebral cortex (Fertonani and

Miniussi, 2017). Subthreshold stimulation provided by tDCS can

depolarize or hyperpolarize the resting membrane potential of

neurons, which depends on the stimulation parameters of tDCS

and the neuron direction related to the induced electric field

(Sudbrack-Oliveira et al., 2021). tDCS is non-invasive, efficient,

simple to operate and inexpensive with numerous applications

in various fields. Anodal tDCS (a-tDCS) usually aims to increase

the excitability of the targeted cortical regions by depolarizing

the membrane potential of neurons, whereas cathodal tDCS (c-

tDCS) frequently inhibits the neural excitability of the targeted

brain regions (Nitsche et al., 2003a).

Motor skills are needed for daily life activities. They are

the ability to complete target actions during human movement.

Motor skills learning is a process in which the human

body receives various signal stimuli and establishes complex

conditioned reflexes under the guidance of the cerebral cortex.

It is also a process of establishing a balance between excitation

and inhibition in the cerebral cortex (Shmuelof et al., 2012).

Motor skills learning adaptation is related to the functional

connectivity of the brain network, which is defined as a

dependency relationship reflecting the degree of non-directional

synchronization between two brain regions (Polanía et al.,

2011), particularly brain regions, such as the primary motor

cortex (M1), cerebellum, supplementary motor area (SMA) and

dorsolateral prefrontal cortex (DLPFC) (Landi et al., 2011).

Studies have demonstrated that tDCS can increase synaptic

plasticity and enhance the functional connection of premotor,

motor and sensorimotor regions (Kuo et al., 2014). The above

mechanisms have a positive effect on brain activities in motor

skills learning and promote motor skills learning. In recent

years, researchers have investigated the effect of tDCS on the

exercise performance of healthy individuals, and found that

tDCS can improve a variety of physical functions, including

muscle fatigue (Angius et al., 2016), motor skills learning

(Ehsani et al., 2016), motor sensation (Olma et al., 2013), balance

control (Saruco et al., 2017) and muscle strength (Abdelmoula

et al., 2016). When a-tDCS acts on the M1 region, it can

significantly increase the performance level of motor learning

and promote the acquisition and maintenance of motor skills

(Nitsche et al., 2003b). C-tDCS can also improve performance

in motor learning and golf putting practice by acting on the left

DLPFC region (Zhu et al., 2015). Given the effective impact of

tDCS on motor skills learning, a systematic review of published

studies could provide valuable summaries of the effects of tDCS

on motor skills learning.

Therefore, this study aims to review systematically the

peer-reviewed publications available to date on the effects of

tDCS on motor skills learning in healthy adults, then discusses

its underlying neurophysiological mechanisms. This review

provides an improved understanding of the research work on

this topic and will eventually help optimize the application of

tDCS in promoting motor skills learning in the future.

Methods

The method of this review was developed under the

recommendations of the Preferred Reporting Items for

Systematic Reviews and Meta-Analyses and the Cochrane

Handbook for Systematic Reviews of Interventions (Cumpston

et al., 2019).

Search strategy

In this systematic review, the three databases of PubMed,

Web of Science and EBSCO were comprehensively searched

up to May 2022. The phrases “motor skills,” “motor learning”

and “memory” were separately combined with the phrases

“transcranial direct current stimulation” or “tDCS” in all

databases. The Boolean operators “AND” and “OR” were used

to combine keywords based on the recommendations of each

database. All search results were imported into the EndNote

reference manager (EndNote X9, USA, Stanford) to collect and

find duplicate records automatically.

Eligibility criteria and article selection

Studies were included following the inclusion criteria of

the Participants, Intervention, Comparison, Outcomes, and

Study design.

1. Participants: The participants were healthy adults

without a history of musculoskeletal injury and obvious

neurological diseases. The age range of healthy adults is

18–56 years old.

2. Intervention: The intervention method was tDCS

regardless of stimulation type, intensity, duration or

electrode position.

3. Comparison: The comparison was with sham tDCS.

4. Outcomes: The main outcomes measure were the

improvement of the motor sequence tasks and specific

motor skills, such as serial reaction time task (SRTT),
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FIGURE 1

Flow diagram of the search strategy.

sequential finger tapping tasks (SFTT), sequential

visual isometric pinch task (SVIPT), and golf putting tasks.

Improvements inmotor skills learning are assessed through

sequential task reaction times and golf putting scores.

5. Study design: The study included randomized, crossover,

and sham controlled designs. Animal studies and non-

English studies were excluded. Comments, case reports,

letters, opinions and conference abstracts were also

removed (Figure 1).

Two researchers independently examined the search results

and resolved differences through discussion (QS and ZL). The

abstracts and full texts of relevant articles were read carefully

and only those that qualified were selected. Then, the researcher

further confirmed the selected articles and discussed possible

disagreements. If disagreements remained, a fifth researcher was

consulted, and the results were evaluated (XW).

Data extraction

Microsoft Excel (Microsoft Corporation, Redmond, WA,

USA) was used to summarize the original data from the included

articles. The author, sample, age, anodal/cathodal location,

current intensity, electrode size, current density, duration, work

tasks, and main outcome measures were all summarized.

Quality and risk-of-bias assessments

The Physiotherapy Evidence Database (PEDro) scale was

used to evaluate the quality of each study (Maher et al., 2003)

(Figure 2). Studies with a PEDro score <6 were considered to be

of low quality. Each study’s risk of bias was evaluated by using the

ReviewManager 5.4, which is based on the Cochrane Handbook

for Systematic Reviews of Interventions (Cumpston et al.,

2019). The risk of bias for each study was determined as “low

risk,” “high risk,” or “unclear risk.” Researchers independently

assessed the PEDro score and risk of bias of each study. If

disagreements remained, a second researcher was consulted to

establish a final consensus.

Results

These databases yielded 142 related articles (43 in PubMed,

33 in EBSCO and 66 in Web of Science). After removing
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FIGURE 2

PEDro scale.

TABLE 1 Stimulation protocols and main outcomes of the studies investigating the e�ect of tDCS on motor skills learning.

References Sample Age

(year)

Anode

Locations

Cathode

Locations

Current

(mA)

Electrode

size (cm)

Current

Density

(mA/cm2)

Duration

(min)

Task Outcome

measure

Tecchio et al. (2010) 47 24-34 R M1 R Arm 1 7× 5 0.03 15 SFTT RTs for correct trials↓

Ferrucci et al. (2013) 21 20-49 R Cerebellar R Arm 2 7× 5 0.06 20 SRTT RTs for correct trials ↓

Marquez et al. (2013) 30 20-27 R M1 R Arm 1 5× 5 0.04 20 SFTT RTs for correct trials↓

Cantarero et al. (2015) 33 24-31 R Cerebellar R Buccinator 2 5× 5 0.08 20 SVIPT RTs for correct trials ↓

Zhu et al. (2015) 27 18-24 R Supraorbital L DLPFC 1.5 5× 5 0.06 15-20 Golf putting

task

Number of successful

putts ↑

Soekadar et al. (2015) 40 18-56 L M1 R Supraorbital 1 4× 6 0.04 15 SRTT RTs for correct trials ↓

Apolinario-Souza et al. (2016) 32 18-35 L M1 R Supraorbital 1 5× 5 0.04 20 SFTT RTs for correct trials ↓

Wessel et al. (2016) 38 20-28 R Cerebellar R Buccinator 2 5× 5 0.08 20 SFTT RTs for correct trials ↓

Debarnot et al. (2019) 48 20-27 L M1 L Supraorbital 2 5× 5 0.08 13 SRTT RTs for correct trials ↓

Parma et al. (2021) 48 18-40 L M1 R M1 1.5 5× 5 0.06 20 Golf putting

task

Number of successful

putts↑

Nakashima et al. (2021) 19 21-37 L DLPFC R Forehead 2 7× 5 0.06 20 SRTT RTs for correct trials↓

R, right; L, left; M1, primaryMotor Cortex; DLPFC, dorsolateral prefrontal cortex; RT, reaction time; SRTT, serial reaction time task; SFTT, sequential finger tapping tasks; SVIPT, sequential

visual isometric pinch task. ↑Means increase and ↓means decrease.

duplicate publications and identifying irrelevant studies by

reviewing the titles, abstracts and full texts of the articles, 11

articles were included in this systematic review. These studies

investigated the effects of tDCS on motor skills learning.

E�ects of tDCS on motor skills learning

Eleven studies investigated the effects of tDCS onmotor skill

learning. A total of 383 people were recruited (Table 1).

Among the studies, four studies applied tDCS on the left

M1 region (Soekadar et al., 2015; Apolinario-Souza et al., 2016;

Debarnot et al., 2019; Parma et al., 2021). Two studies applied

tDCS on the right M1 region (Tecchio et al., 2010; Marquez

et al., 2013). Three studies applied tDCS on the right cerebellum

(Ferrucci et al., 2013; Cantarero et al., 2015; Wessel et al., 2016)

and two studies applied tDCS on the left DLPFC region (Zhu

et al., 2015; Nakashima et al., 2021) (Figure 3). The current

intensity of four studies was 1mA (Tecchio et al., 2010; Marquez

et al., 2013; Soekadar et al., 2015; Apolinario-Souza et al., 2016).
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FIGURE 3

Schematic diagram of tDCS stimulation region.

TABLE 2 Characterization of the main motor paradigms described in this Systematic Review.

Motor sequence task Description

Serial Reaction Time Task (SRTT) Participants responded to visual cues presented on the screen by pressing the relevant keyboard response. The

location of visual cues was either presented in repeated sequences or at random.

Sequential Finger Tapping Tasks (SFTT) A sequence of elements in a specific order that presented a specific finger movement was presented on the screen.

Participants were required to perform the representative key operations as quickly and accurately as possible.

Sequential Visual Isometric Pinch Task (SVIPT) Participants used their thumb and index finger to squeeze an isometric force sensor to control the movement of the

pointer on the computer screen. The goal is to move the cursor as rapidly and correctly as possible between the

beginning point and the target area’s numbered sequence.

The current intensity of five studies was 2mA and that of two

studies was 1.5mA (Zhu et al., 2015; Parma et al., 2021). The

electrode size in seven studies was 25 cm2 (Marquez et al.,

2013; Cantarero et al., 2015; Zhu et al., 2015; Apolinario-Souza

et al., 2016; Wessel et al., 2016; Debarnot et al., 2019; Parma

et al., 2021). The electrode size in three studies was 35 cm2

(Tecchio et al., 2010; Kantak et al., 2012; Nakashima et al., 2021)

and that in one study was 24 cm2 (Soekadar et al., 2015). The

current density of 11 studies ranged from 0.03 to 0.08 mA/

cm2. The duration of stimulation in 10 studies was 15 to 20min

(Tecchio et al., 2010; Ferrucci et al., 2013; Marquez et al., 2013;

Cantarero et al., 2015; Soekadar et al., 2015; Zhu et al., 2015;

Apolinario-Souza et al., 2016; Wessel et al., 2016; Nakashima

et al., 2021; Parma et al., 2021) and that in one study was 13min

(Debarnot et al., 2019). The number of montages for all studies

was two electrodes.

At present, the most frequently tasks of investigating motor

skills learning in the experimental environment are SRTT, SFTT

and SVIPT (see Table 2 for details). Tecchio et al. (2010),

Marquez et al. (2013), Soekadar et al. (2015), Apolinario-

Souza et al. (2016) and Debarnot et al. (2019) found that

compared with the sham condition, a-tDCS acting on the

left and right M1 region could reduce the RTs for correct

trials. Parma et al. (2021) reported that compared with the

sham condition, a-tDCS acting on the left M1 region could

increase golf putting performance. Ferrucci et al. (2013),

Cantarero et al. (2015) and Wessel et al. (2016) discovered

that compared with the sham condition, a-tDCS acting on the

right cerebellar region could reduce the RTs for correct trials.

Nakashima et al. (2021) showed that compared with the sham

condition, a-tDCS acting the left DLPFC region also could

reduce the RTs for correct trials. Meanwhile, Zhu et al. (2015)

reported that compared with the sham condition, c-tDCS acting

on the left DLPFC region also could improve golf putting

performance. These phenomena demonstrated that increasing

the excitability of a region involved in action observation
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promoted motor skills acquisition, and the results differed

under the stimulation from different electrode polarities for the

same region.

Risk of bias and quality of evidence

Figure 4 provides the summary risk of bias graph. In the risk-

of-bias assessment, three studies maintained a low risk of bias in

all domains tested, whereas the other studies revealed a certain

high or unclear risk. All studies used randomization for random

sequence generation. Six studies applied double blinding, and

three studies utilized single blinding. Only two studies presented

a high risk of incomplete outcome data. Complete data were not

collected from one individual due to vertigo under stimulation.

One sub-ject in the main experiment had to be excluded from

the study due to vertigo under stimulation.

Two participants dropped out before the end of one study,

resulting in incomplete data results (Marquez et al., 2013). All

studies were evaluated to have a minimal risk of bias in terms of

selective reporting. In addition, the PEDro score of all the studies

exceeded 6, indicating that all of the included studies were of

excellent quality. In a word, the investigations performed well

in terms of allocation, blinding effectiveness, selective reporting,

order effects avoidance, well-tolerated stimulation maintenance,

and absence of side effects.

Discussion

This study comprehensively evaluated the literature on the

effects of tDCS on motor skills learning. The 11 included studies

all demonstrated that tDCS can increase motor skills learning

in healthy individuals by activating multiple brain regions, such

as M1, left DLPFC and right cerebellum. However, owing to

the small sample sizes, different tDCS parameters and other

factors of the studies, these findings need to be validated and

confirmed in future investigations. In the review, the underlying

neurophysiological mechanism of tDCS were explored and

future research directions were speculated.

FIGURE 4

Summary of risk-of-bias assessment.
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Influence of di�erent electrode polarities
on tDCS-induced motor skills learning
and its possible explanation

The benefits of tDCS in increasing physical performance has

been gradually studied in recent years (Lattari et al., 2020). These

benefits include delaying muscle fatigue, increasing muscle

strength, promoting motor skills learning and improving motor

sensation (Machado et al., 2019).

Since Nitsche and Paulus (2000) reported the impact

of transcranial low current on human M1 region,

excitatory/inhibitory effects have been widely associated

with anodal/cathodal current stimulation, respectively (Nitsche

and Paulus, 2000). A-tDCS usually aims to depolarize the

neuronal membrane potential to increase excitability in the

target region, and the c-tDCS aims to hyperpolarize the

neuronal membrane potential to inhibit excitability in the target

region. Moreover, it should be pay attention that neuronal

morphology (Nitsche and Paulus, 2000; Radman et al., 2009)

and axonal orientation may be factors worth being considered

when interpreting tDCS induced responses. Notably, the

location of cathode and anode can also affect the differences

in tDCS results. For example, Zhu et al. (2015) found that

c-tDCS improved subjects’ golf putting performance when the

left DLPFC was stimulated by tDCS. However, Nakashima et al.

(2021) found that a-tDCS was effective. Specifically, Zhu et al.

(2015) placed the cathode contact on the subject’s left DLPFC

region and the anode contact on the right supraorbital region.

While Nakashima et al. (2021) placed the anode on the subject’s

left DLPFC and the cathode on the right forehead. Although

the current densities were the same in both studies, differences

in the placement of the cathode and anode positions may have

contributed to the differences in results.

Therefore, the differences in experimental tDCS results may

be related to the high variability amongst individuals in terms of

local circuit organization, basic functional levels, mental states,

neurotransmitter levels, baseline neurophysiological states and

genetic aspects (Machado et al., 2019). In addition, electrode

shape and the montage (which includes the currents, locations

and polarity of the electrodes), the stimulated brain region, and

the brain state among other parameters can also influence the

stimulation effect. Further research is needed to verify the effect

of these factors on the stimulation of tDCS.

Influences of di�erent brain regions on
tDCS-induced motor skills learning

Motor skills learning is a process wherein human body

receives various signal stimuli and establishes complex

conditioned reflex under the guidance of the cerebral cortex,

and through practice to improve the ability of motor movement.

The learning and adaptation of motor skills are associated with

functional and structural changes in the brain distribution

network including M1, somatosensory (S1), dorsal (PMd)

and ventral premotor (PMv), SMA and posterior parietal

cortex (PPC), as well as the cerebellum and basal ganglia

(Landi et al., 2011). Stimulating brain regions associated

with motor skills learning may have the same effects. The

stimulating parameters for promoting motor skills learning

are relatively variable. For example, most studies used the

duration of 15min to 20min, and the polar plate is mostly 25

cm2. Previous works utilized commonly used valence motor

skills learning tasks, including SRTT, SFTT and SVIPT (Ma

et al., 2021). However, when these indicators were applied

to evaluate motor skills learning, the task evaluation setting

was relatively simple and ignored multidimensional and

complex motor skills. Therefore, the improvement brought

by tDCS was less than that expected. However, the main

results of these studies suggested that tDCS has the potential

to improve motor skills learning, and its effects should be

further confirmed in future studies with increased sample sizes

and rigors.

The motor cortex of the brain, involved in the execution and

regulation of movement, it is mainly composed of three parts

including M1 region, SMA region and premotor area (PMA). In

view of the complexity involved in motor skills, multiple regions

of the brain may be involved in the regulation and limitation

of motor skills, including M1, DLPFC, SMA and the cerebellum

(Machado et al., 2019). In addition, their basic principles may be

different, so most studies onmotor skills learning do not provide

clear assumptions. For example, the reason placing electrodes at

specific locations in the brain to stimulate or inhibit a given brain

region can improve motor skills is unclear.

M1 region, the key brain region regulating human and

animal motor execution, memory formation and motor skills

consolidation, is the most associated region with motor skills

and widely used in brain science (Fritsch et al., 2010). The

M1 region has been found to be the main brain region

stimulated by tDCS to improve motor skills learning and

acquisition. tDCS is used on the M1 region to increase its

excitability, which may lead to the continuous neural drive

of neurons. In addition, under the condition of a-tDCS, the

axons direction of the M1 region is perpendicular to the

electrode surface, which can improve the excitability of neurons.

M1 regulates the ability of the fingers to perform skilled,

complex motor sequences (Rathelot and Strick, 2009), such

as finger tapping tasks (Yu and Tomonaga, 2015). The action

of a-tDCS on the M1 region can significantly increase the

functional connection of the premotor, motor and sensorimotor

regions of the cerebral hemisphere and induce the connectivity

between the left and right hemispheres to change (Yang et al.,

2021). Therefore, tDCS regulates the functional connection

between the complex networks of the brain. tDCS can cause

changes in the substances such as neurotransmitters, through
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a neuroplasticity model, which is based on the principle that

current intensity leads to alterations in neuronal synapses and

that local neuronal transmission causes the enhancement or

weakening of synaptic transmission efficiency (Nwaroh et al.,

2020). Glutamate (Glu) and γ-aminobutyric acid (GABA)

are the two main neurotransmitters. Glu is an excitatory

neurotransmitter, and GABA is an inhibitory neurotransmitter.

Glu plays a key role in the maintenance of the synapses plasticity

and promotes learning and memory by changing the efficacy

of synaptic transmission and efficacy of the formation and

function of cytoskeleton. Studies have shown that during or

after tDCS, the levels of metabolites changed, such as increased

excitatory neurotransmitters Glu and decreased inhibitory

neurotransmitters GABA, especially in the cortical regions

(Nwaroh et al., 2020). GABA plays an important regulatory role

in skills learning. Therefore, the action of a-tDCS on the left

M1 region could improve motor skills learning (Parma et al.,

2021). In addition, some researchers believe that tDCS acted on

M1 region affects motor performance by improving long-term

changes in brain excitability and activity, through enhancing

synaptic plasticity.

DLPFC is another region of interest that has always been

a key candidate for working memory and interference control

(Machado et al., 2019). Contemporary motor skills learning

theory holds that motor learning can be obtained explicitly

or implicitly (Zhu et al., 2015). Explicit motor learning is

the language analysis aspect of learning through working

memory management (Maxwell et al., 2003). By contrast,

implicit motor learning reduces the involvement of language

analysis in motor control by encouraging limited dependence

on working memory. Compared with explicit motor learning,

this form of learning has been proven to reduce awareness of

the movements involved and increase neural efficiency (Zhu

et al., 2015). A study showed that the DLPFC appears to

be important to the neural basis of implicit motor learning,

because the performance of patients with DLPFC lesions

in practice tasks did not improve while the low-frequency

repetitive transcranial magnetic stimulation (TMS) on the

DLPFC improved motor learning, which suggested that DLPFC

was a part of the neuronal matrix responsible for sequence

learning (Hosp et al., 2011). Meanwhile, the action of tDCS

on the left DLPFC demonstrated its clinical application in the

treatment of depressive states, psychiatric symptoms, and the

rehabilitation of cerebral infarction (Santos Ferreira et al., 2019).

Zhu et al. (2015) andNakashima et al. (2021) found that applying

tDCS on the left DLPFC could improve implicit motor learning

behavior (Zhu et al., 2015; Nakashima et al., 2021). In addition,

Nakashima et al. (2021) found that a-tDCS improved implicit

motor learning. However, Zhu et al. (2015) reported that c-tDCS

improved implicit motor learning. Although the two studies had

a consistent region of action, their tDCS intervention parameters

were not completely consistent and their motor skills measures

were inconsistent, which may account for the different results.

Cerebellum, an important motor regulation center,

contributes to the regulation of programmedmotor learning and

plays important roles in establishing motor skills, perception,

and motor behavior (Ehsani et al., 2016). The cerebellum helps

control motor and non-motor behaviors, including learning,

posture and balance, coordination, cognition, emotion, and

language (Caligiore et al., 2017). The cerebellum is considered

to be an alternative site to the M1 region for tDCS stimulation

to promote motor learning (Oldrati and Schutter, 2018). In

the process of motor learning, the cerebellum appears to play

a crucial role in reducing errors associated with the needs of a

new environment (Galea et al., 2011). The forming of motor

skills is encoded by a large subcortical network that primarily

involves the cerebellum (Ramnani, 2006). Clinical studies have

shown that patients with damaged cerebellum have significantly

impaired ability to learn new motor skills and poor ability to

adapt to new environments (Criscimagna-Hemminger et al.,

2010). These results revealed that the cerebellum was essential to

the feedforward process required for motor adaptation. Ferrucci

et al. (2013) and Cantarero et al. (2015) found that tDCS

enhanced motor skills when it acted on the cerebellum, which

was likely due to the increased excitability of cerebellar neurons,

significant changes in the neural activity of interconnected

parietal lobe network of the brain and the enhanced temporal

complexity of distributed brain networks that modulated neural

activity in interconnected cortical regions (Rastogi et al., 2017),

thus improving motor skills.

The disadvantages of tDCS, and the
advantages of other non-invasive
neuromodulation techniques

As a type of transcranial electrical stimulation, tDCS has

defects. For example, it has a narrow action range and low

spatial resolution, which make accurately stimulating deep

brain regions difficult. Differences in electrode size, current

parameters, stimulation duration and electrode position in

different studies often have other adverse effects on the results

(Rampersad et al., 2019).Meanwhile, the focus of the stimulating

electric field itself is low, which is mainly manifested by the

reduction in the intensity of the electromagnetic field with the

increase in the distance from the head surface. Furthermore,

numerous regions in the superficial cortex are directly involved

in the body’s cognition and behavior and participate in the whole

brain (Bikson and Dmochowski, 2020; Lee et al., 2020). The

network connection between tDCS stimulation regions and their

inability to focus on deep brain regions may adversely affect the

final results. Given that different regions of the brain may be

related to different motor learning processes, the simultaneous

electrical stimulation of these regions with the proper polarity

and current intensity may optimize the relevant effects of tDCS.
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In this regard, bilateral M1 combined with PFC stimulation

has been successfully applied. However, due to the inherent

low focus of this technique, only a few effects related to its

concomitant stimulation of different brain regions have been

described in the literature. In the future, new non-invasive brain

stimulation methods were needed to investigate its prospect in

improving motor skills. The section on TI has been removed.

Shortages of the review and prospect of
tDCS research

The included studies generally showed that tDCS can

promote motor skills learning. However, the results of this

systematic review should be interpreted with caution given

that the included studies had some methodological limitations.

Firstly, the research sample size included in this review was

relatively small. Secondly, the selection of tDCS parameters in

different studies was diverse. The diversification of parameters

led to diversified results. Therefore, a standardized tDCS

scheme, a research design with increased rigor and advanced

neural modeling technology for testing the effectiveness of tDCS

in motor skills learning are urgently needed in future studies.

Thirdly, this review only focuses on the effect of tDCS on

motor skills learning in healthy adults. We need to further focus

on exploring new directions for the treatment of neurological

diseases and strengthen restorative treatments after stroke or

other injuries affecting motor function.

The neurophysiological mechanisms of tDCS in motor skills

are still unclear, and further researches are needed to estimate the

target of tDCS by using neural modeling techniques combined

with the participants’ brain magnetic resonance images to

correlate doses with the observed functional improvement.

Notably, gender bias was found in the effect of tDCS on motor

skills learning, but no research until now has reported how

gender affects the effects of tDCS on motor skills, and this

topic is also worth exploring in the future. In addition, the

publication of negative results on the efficacy of tDCS can be

encouraged to critique the implementation of tDCS for the

potential publication bias, and such criticisms will eventually

help optimize the tDCS intervention scheme.

In brief, although the mechanisms through which tDCS

improves motor skills learning remains uncertain, several

possible explanations exist and reflected in the change of

cerebral excitability, the regulation of neurotransmitters, the

increase in synaptic plasticity, the change in regional cerebral

blood flow (rCBF) in the brain and the adjustment of brain

network functional connections to regulate brain function

(Bandeira et al., 2021). Improving cortical excitability and

enhancing synaptic plasticity in target brain regions play

key roles in regulating neural circuits (Nitsche et al., 2008).

Specifically, the current delivered by tDCS may enhance

synaptic connections between cortical neuronal structures,

resulting in continuous changes in neural activity that

can increase the degree of the synchronous discharge of

motor units and further affect neural circuit regulation

in motor skills and improve body functions (Patel et al.,

2019).

Conclusion

The existing research show that tDCS acted on multiple

brain regions (including M1, DLPFC and cerebellum) can

help improve motor skills learning, and its underlying

neurophysiological mechanisms are related to the changes in

cerebral excitability, neurotransmitters, synaptic plasticity, and

brain network functional connections. However, future studies

with large sample sizes and experimental designs with increased

rigor are needed to confirm the current findings.
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Previous studies have examined the outcome evaluation related to the self and

other, and recent research has explored the outcome evaluation of the self

and other with pro-social implications. However, the evaluation processing

of outcomes in the group in need remains unclear. This study has examined

the neural mechanisms of evaluative processing by gambling for the self and

charity, respectively. At the behavioral level, when participants make decisions

for themselves, they made riskier decisions following the gain than loss in

small outcomes and engage in more risky behaviors following the loss than

gain in large outcomes. However, magnitude and valence did not affect the

next risky behavior when participants made decisions for the charity. At the

neurophysiological level, the results found that the FRN was larger for the

charity outcome than for the self-outcome. For FRN, the valence difference

of small outcomes was smaller than that of large outcomes. The P3 response

was larger for the self-outcome than for the charity outcome. Meanwhile,

compared with the small outcome, the self-charity discrepancies have a

significant difference in large outcomes. In addition, the FRN amplitude for self

in large outcomes was negatively correlated with the upcoming risky choices,

regardless of outcome valence. The behavioral results suggest that people

are more likely to optimize strategies for themselves than for the charity. The

ERP findings indicated that people focus more on charity outcome than self-

outcome in the early stage. In the middle and late stages, people turn attention

to their outcomes, and the difference between self’s and charity’s outcome

varies with the magnitude. Specifically, it is only in large outcomes that people

engage more emotional attention or motivation in their outcomes, but self

and charity outcomes had a similar emotional engagement in small outcomes.
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Introduction

It is crucial for people to make decisions quickly according
to their behavioral outcomes. The rapid evaluation of outcome
is an important cognitive function. Studies have identified FRN
and P3 as ERP components related to outcome evaluative
processing (Wang et al., 2017; Yang et al., 2018; Liu et al.,
2020). For example, FRN and P3 not only represent indicators
of early, middle and late processing of outcome evaluation,
but also reflect the emotional or motivational level and the
allocation of attention resources, respectively (Liu et al., 2020).
Among them, FRN is a negative deflection that stems from
frontocentral recording sites and peaks 250–300 ms after
feedback stimulus (Yeung et al., 2005). The FRN is primarily
considered as an indicator of emotional or motivational
significance of feedback stimuli or reward prediction errors
(Li et al., 2018). Gehring and Willoughby (2002) found that
FRN reflects the emotional or motivational significance aroused
by the current events. For example, outcomes of the self-
executing condition elicited the larger FRN response than those
of the observing condition, because of more emotional and
motivational relevance in the self-executing condition (Yu and
Zhou, 2006). In addition, the FRN is also associated with reward
prediction errors, which trigger the greater FRN response when
the outcome is worse (vs. better) than expected (Holroyd and
Coles, 2002). P3 is a positive component that reaches its peak
within 300–600 ms after the feedback stimulus and locates at
centroparietal sites (Wu and Zhou, 2009). It is closely related
to the allocation of attention resources and the motivational or
emotional significance of outcomes (Nieuwenhuis et al., 2005).
Self-relevant stimuli preferentially obtain attention resources
and have the advantage of processing (Gray et al., 2004;
Tacikowski and Nowicka, 2010). In outcome evaluation, self ’s
outcomes have greater emotional and motivational value
and can elicit a larger P3 amplitude than others’ outcomes
(Yu and Zhou, 2006).

A large number of studies have explored the neural
mechanisms of the self-other decision-making and found that
people pay more attention to their than others’ outcomes
(Itagaki and Katayama, 2008; Fukushima and Hiraki, 2009;
Leng and Zhou, 2010; Tong et al., 2021). Specifically, Yu
and Zhou (2006) found that the FRN effect (loss minus
gain) elicited by the self-execution condition was larger than
the observation condition. Fukushima and Hiraki (2009)
further found that one’s own outcomes elicited a greater
FRN effect than that elicited by observing competitors’
outcomes. Itagaki and Katayama (2008) further found that
the FRN response to one’s own outcomes was greater than
that to observing outcomes for partners and competitors.
From the perspective of interpersonal relationships, studies
found that self-outcomes elicited larger FRN and P3 responses
compared to observing friends and strangers (Leng and
Zhou, 2010; Tong et al., 2021). Similarly, gambling for

oneself elicited a greater brain response than gambling for
others, and people allocate more emotional and cognitive
resources to their outcomes (He et al., 2018; Liu et al.,
2020; Xu, 2021). These results showed obvious the self-
other discrepancies.

Prosocial decisions aim to help others in need (Shariff
et al., 2016). Decision-making has prosocial implications when
the beneficiary is the others or groups in need (Zlatev et al.,
2020). However, the other people involved in the previous
study did not have prosocial implications, just a stranger not
in need or a friend (Itagaki and Katayama, 2008; Fukushima
and Hiraki, 2009; Leng and Zhou, 2010; He et al., 2018;
Tong et al., 2021). A few studies have explored the outcome
evaluation of others with prosocial implications (Liu et al.,
2020). However, Liu et al. (2020) only investigated the neural
mechanism of outcomes related to a stranger in need, and
the outcome evaluation of the group in need is still unclear.
Studies have found that people have different psychological
and behavioral responses toward single and numerous people
who need help (Slovic, 2010). Specifically, people had more
emotional experiences with the individual in need and were
inclined to help a single individual in need than group in
need (Kogut and Ritov, 2005; Small et al., 2007). Given
the difference between the individual and group in need, it
is necessary to examine self-other decision-making from a
group perspective.

Recently, a study explored self-charity discrepancies in
risk preference and found that people are more likely to
choose the risky option when making decisions for themselves
than for charity or a homeless stranger (Zlatev et al.,
2020). However, the above study did not explore the neural
mechanisms underlying the evaluative processing of one’s
own and charity’s outcomes. Additionally, feedback evaluation
was influenced by outcome magnitude (Goyer et al., 2008;
Gu et al., 2011), but the magnitude effect on the self–other
decision-making is also unclear. Therefore, we used ERP
techniques to explore the evaluation processing of self and
charity. It can help understand the neural mechanism between
self and others and enrich the outcome evaluation from the
group perspective.

A study found that making decisions for charity was less
risky than making decisions for oneself (Zlatev et al., 2020).
Therefore, we assumed that the risk rate of making decisions for
oneself was significantly higher than that of making decisions for
charity. Slovic (2010) found that multiple beneficiaries reduced
people’s emotional involvement, we expected that self-elicited
larger FRN and P3 responses than charity. Meanwhile, Liu
et al. (2020) found that empathic concern only moderated the
FRN response and that the valence effect of the FRN was as
strong for the stranger outcome in the high-empathy condition
(i.e., the stranger-in-need condition) as it was for self-outcome.
However, researches have found that people generate relatively
less empathy for group in need than the individual in need
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(Small et al., 2007; Erlandsson et al., 2015). We expected that
self-outcome had a larger valence effect on the FRN than the
charity outcome. Moreover, compared with small outcomes,
large outcomes can bring a larger reward level and have
a higher emotional arousal (Xu et al., 2018). We expected
outcomes of self and charity to respond differently to different
magnitudes.

Materials and methods

Participants

A power analysis (G∗Power 3.1) suggested that 16
participants would ensure 80% statistical power in the case of
small to medium effect sizes (Faul et al., 2007). All participants
received 25 yuan for participation and were awarded up to 15
yuan based on their task choice. A total of 35 college students
were recruited from Hunan Normal University, and four of
them were excluded from the subsequent analysis due to a
lack of valid trials for a certain condition, including 31 valid
subjects (Mage = 19.45, SD = 1.20, 16 female). All participants
had no history of neurological or psychiatric disorders. They had
normal or corrected vision and were right-handed.

Procedure

Participants were required to perform a gambling task for
themselves and charity (China Charity Federation). The task
was to choose between the numbers 9 and 99, and the credits
they selected could be gained or lost according to the feedback
after making the choice (Yang et al., 2018). The credits for
the same beneficiary kept accumulating during the task. The
credits accumulated in the task can be converted into cash
in a certain proportion and determined participants’ and the
charity’s reward. Among them, we made real and anonymous
donations to charity. The whole experiment included a practice
and a formal experiment. The practice experiment included 16
trials. Only after the participants completely understood the
task rules did they start the formal experiment. The formal task
consists of two blocks (480 trials), 240 trials each. However,
what the participants did not know was that the probability
of winning or losing feedback was 0.5. That is, a block had
120 positive and negative feedback in the experiment setting.
However, because each participant had the different number of
small and large outcomes, we could only achieve a similar total
number of positive and negative feedback in each participant’s
choice number of the large and small outcomes. The average
number of trials for each condition was shown in Table 1.
Each block began with a cue (for self and charity). Each trial
started from the central fixation point of 1200 ms, and then the
participants were asked to press F or J on the keyboard to choose

TABLE 1 The mean trials and discarded trials of all the
experimental conditions.

Conditions Gain Loss

Charity Small outcome 63.32 (5.06) 61.39 (4.84)

Large outcome 57.23 (4.91) 58.06 (4.32)

Self Small outcome 67.39 (3.74) 67.45 (3.26)

Large outcome 52.81 (2.55) 52.35 (2.03)

The value in parentheses is the mean of discarded trials in the EEG analysis.

between 9 and 99. Then, the selected option was highlighted in
red and displayed for 500 ms. Thereafter, blank rectangles were
randomly presented at 800–1200 ms on the screen. Positive or
negative feedback was presented in the rectangle of the selected
number (see Figure 1).

EEG recording and analysis

We used 32 scalp sites of Brain Products to record the
electrical activity of the brain. A horizontal electrooculogram
(EOG) was recorded by placing electrodes above both eyes.
Meanwhile, the sampling rate was 500 Hz/channel, and the
filter bandpass was 0.05–100 Hz. The impedance between all
electrodes and scalp was less than 5 k�. The online reference
electrode is Fz, and the offline reference is the average of the left
and right mastoids. After the continuous recording of EEG data,
offline analysis was performed. EEG data were analyzed using
the EEGLAB toolkit. First, the data are filtered with parameters
from 0.1 to 30 Hz (filter slopes: 24 dB/octave). Then, ICA
was used to remove EOG and artifacts. Then, the data was
segmented for a period from 200 ms before feedback onset to
1000 ms. Finally, we excluded artifacts with wave amplitude
greater than ±100 µV. Combined with a visual inspection of
brain topography and waveform and based on the previous
literature and experimental purposes (Hu et al., 2017; Yang
et al., 2018; Liu et al., 2020), we calculated the mean values of
FRN amplitude within 220–310 ms window after the outcome
feedbacks were presented and used the mean value within 310–
420 ms time window to calculate P3. F3, Fz, F4, FC1, FC2, C3,
Cz, and C4 were selected as the analytical electrodes of FRN,
while C3, Cz, C4, CP1, CP2, Pz, P3, and P4 were selected as the
analytical electrodes of P3. After data processing, we determined
the average trials under each condition (“charity-small gain”:
58.26, “charity-small loss”: 56.55, “charity-large gain”: 52.32,
“charity-large loss: 53.74, “self-small gain”: 63.65, “self-small
loss”: 64.19, “self-large gain”: 50.26, “self-large loss”: 50.32, F(7,
240) = 1.77, p = 0.094). We performed the average amplitude of
FRN and P3 on 2 (beneficiary: self vs. charity) × 2 (valence: gain
vs. negative) × 2 (magnitude: large vs. small) repeated-measures
analysis of variance (ANOVA). All data analyses were performed
using SPSS 26.
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FIGURE 1

An illustration of a single trial.

Results

Behavior results

We define 99 as the risky option (Yang et al., 2018). The
paired sample t-test was used to compare the ratio of risky
choices among the self and charity, but there was not significant
difference [t(30) = 1.30, p = 0.204]. We further examined the
effect of feedback on the next risk-taking behavior, and the
ratio of 99 on the next trial was chosen by the participants
as the dependent variable. We conducted a 2 (beneficiary: self
vs. charity) × 2 (valence: gain vs. loss) × 2 (magnitude: large
vs. small) repeated-measures ANOVA. The main effect of the
magnitude was significant [F(1,30) = 19.77, p < 0.001, η2

p= 0.40].
Consistent with previous studies (Yang et al., 2018), participants
chose more high-risk options following a large outcome than a
small outcome (54.1 ± 19.0% vs. 37.8 ± 17.7%). The interaction
between magnitude and valence was significant [F(1,30) = 8.96,
p = 0.005, η2

p= 0.23]. More importantly, the effect was moderated
by beneficiary [F(1,30) = 9.42, p = 0.005, η2

p = 0.24]. When the
beneficiary was oneself, the interaction between magnitude and
valence was significant [F(1,30) = 25.95, p < 0.001, η2

p = 0.46].
This simple effect found that participants were more likely to
choose high-risk options following small positive outcomes than
small negative outcomes (40.7 ± 20.6% vs. 32.2 ± 18.6%),
but participants chose fewer high-risk options following large
positive outcomes than large negative outcomes (48.8 ± 20.8%
vs. 58.0 ± 18.4%). The interaction between magnitude and
valence was not significant when the beneficiary was the charity
[F(1,30) = 0.10, p = 0.756]. Other effects were not significant
[Fs(1,30) < 1.19, ps > 0.29].

The FRN results

The main effect of the beneficiary was significant
[F(1,30) = 7.05, p = 0.013, η2

p = 0.19], and the FRN elicited by the
charity was larger than self (5.74 ± 3.54 µV vs. 7.06 ± 3.94 µV)

(see Figure 2). The main effect of the magnitude was significant
[F(1,30) = 57.92, p < 0.001, η2

p = 0.66], and the FRN elicited by
small outcomes was larger than that elicited by large outcomes
(4.48 ± 3.44 µV vs. 8.33 ± 4.05 µV), which was consistent
with the previous studies (Gu et al., 2011). Also consistent with
the previous findings (Yang et al., 2018), the main effect of
valence was significant [F(1,30) = 36.68, p < 0.001, η2

p = 0.55],
and the loss outcomes elicited a larger FRN than the gain
outcomes (5.33 ± 2.99 µV vs. 7.48 ± 4.15 µV). The interaction
between magnitude and valence was significant [F(1,30) = 8.15,
p = 0.008, η2

p = 0.21], and the valence difference in the small
outcomes [5.16 ± 3.99 µV vs. 3.80 ± 3.24 µV, F(1,30) = 10.24,
p = 0.003,η2

p = 0.25] was smaller than the valence difference
of large outcomes [9.80 ± 4.84 µV vs. 6.86 ± 3.59 µV,
F(1,30) = 37.90, p < 0.001,η2

p = 0.56]. To explore the interaction
further, we analyzed the mean amplitude of the FRN on the
difference waves (loss minus gain). We found that the FRN
effect (loss minus gain) of large outcomes was larger than that
of small outcomes [−2.94 ± 2.66 µV vs. −1.35 ± 2.35 µV,
t (30) = 2.86, p = 0.008, d = 1.04] (see Figure 3). Other
interactions were not significant [Fs(1,30) < 1.62, ps > 0.21].
The total mean waveforms for all conditions were shown in
Figure 4.

The P3 results

The main effect of the beneficiary was significant
[F(1,30) = 10.43, p = 0.003, η2

p = 0.26], and P3 amplitude
elicited by self was larger than charity (11.29 ± 5.64 µV vs.
8.78 ± 4.34 µV). The main effect of magnitude was significant
[F(1,30) = 56.31, p < 0.001,η2

p = 0.65], and the P3 elicited by
large outcomes was larger than that elicited by small outcomes
(13.03 ± 5.85 µV vs. 7.04 ± 4.11 µV), which was consistent
with the previous studies (Liu et al., 2020). Consistent with the
previous findings (Kou et al., 2022), the main effect of valence
was significant [F(1,30) = 22.19, p < 0.001, η2

p = 0.43], and gain
outcomes elicited larger P3 amplitude (10.70 ± 4.86 µV vs.
9.37 ± 4.34 µV) than the loss outcomes.
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FIGURE 2

(A) Grand-average ERP waveforms of FRN at Fz electrode site, the gray area highlights the 220–310 ms time window for calculating the mean
value of the FRN amplitude. The red line represents the waveform of the charity and the black represents the waveform of self. (B) Topographic
maps of charity and self-condition. (C) The bar graphs and standard errors show the mean values of FRN for charity and self-condition.
*p < 0.05.

The interaction between beneficiary and magnitude was
significant [F(1,30) = 6.32, p = 0.018, η2

p = 0.17]. There was
no significant difference between self and charity in small
outcomes [7.82 ± 4.76 µV vs. 6.26 ± 4.59 µV, F(1,30) = 3.82,

p = 0.060, η2
p = 0.11], but the difference between self and

charity was significant in large outcomes [14.76 ± 7.04 µV vs.
11.29 ± 5.68 µV, F(1,30) = 13.99, p = 0.001, η2

p = 0.32] (see
Figure 5). Other interactions were not significant [Fs (1,30) < 1,
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FIGURE 3

(A) Grand-average ERP waveforms of FRN at Fz electrode site. The gray area highlights the 220–310 ms time window for calculating the mean
value of FRN. The thin red line represents the waveform with a small gain condition, the thin blue line represents the waveform with a small loss
condition, the thick red line represents the waveform with a large gain condition, and the thick blue line represents the waveform with a large
loss condition. (B) The difference wave of FRN in the 220–310 ms time window (loss minus gain). (C) The scalp topographies of the difference
for small and large outcomes are presented.

ps > 0.46]. The total average P3 waveforms for all conditions
were shown in Figure 6.

Correlation analysis

Some studies have shown that FRN is related to the risky
decision of the next trial (Hewig et al., 2007; Kiat et al., 2016),
and the interaction between magnitude and valence has also

been found on the FRN amplitude, which is consistent with
the behavioral results. Therefore, we conducted the correlation
analysis between FRN and behavior. The separate correlation
analyses were conducted between magnitude and valence
according to the different beneficiaries. This result found that
FRN amplitudes were significantly negatively correlated with
both positive and negative large outcomes involving the self
(rgain = −0.50, p = 0.004, rloss = −0.39, p = 0.032), but this
pattern of correlation was absent in small outcomes (rgain = 0.04,
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FIGURE 4

The total average FRN waveforms for all conditions.

p = 0.833, rloss = −0.28, p = 0.122). Meanwhile, we also found
a related trend between FRN amplitudes and large positive
outcomes involving the charity (rgain = −0.32, p = 0.082). The
correlation analysis results were shown in Table 2.

Discussion

This study examined outcome evaluation related to self and
charity. This result showed that self and charity have similar
risk-taking behaviors. Our findings indicate that the outcomes
of the charity and self are different at two stages of evaluation.
The results are discussed in detail by risky ratio, FRN and
P3, respectively.

The results showed that the risky behavior between self and
charity was similar, which is inconsistent with the hypothesis.
Zlatev et al. (2020) found that people were more likely to
take risks when making decisions for themselves than for
charity or stranger-in-need. In contrast, Liu et al. (2020)
found that the stranger-in-need and self were similar in risky
behaviors involving outcome evaluation. This may be caused
by differences in the operational definition of risky behavior.
The risky option was a larger reward with a probability
of 75% and $0 with a probability of 25%, while the non-
risky option was a small, certain reward (Zlatev et al., 2020).

However, both large and small rewards had a 50% chance
of loss or gain in the outcome evaluations (Liu et al., 2020),
which were consistent with our study. Studies have shown
that probability affects risk-taking behavior (Sun et al., 2009).
Therefore, the probability of risky behaviors in studies may
cause inconsistency in results. In addition, at the behavioral
level, when participants made decisions for themselves, they
are more likely to seek risk to maximize their self-interest
after positive feedback than negative feedback in the small
outcome. However, they were more likely to choose the high-
risk option after high-risk choice with negative feedback in
the large outcome, which is consistent with previous studies
(Schuermann et al., 2012). High-risk behavior may be intended
to avoid negative consequences in the future, since conservative
behavior after the large loss cannot compensate for the loss.
And people are more willing to protect the money they have
had and to act more conservatively after the large gain. When
participants made decisions for the charity, this risk-taking
behavior was unaffected by the magnitude and valence of the
feedback, i.e., the same strategy was used for both large and
small outcomes. This suggests that people are more likely
to optimize decisions for their own interests than for the
charity’s interests.

FRN reflects emotional or motivational evaluation of the
current outcome at an early stage (Gehring and Willoughby,
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FIGURE 5

(A) Grand-average ERP waveforms of P3 at Cz electrode site, the gray area highlights the 310–420 ms time window for calculating the mean
value of the P3 amplitude. The thin red line represents the waveform with a charity-small outcome condition, the thin blue line represents the
waveform with a charity-large outcome condition, the thick red line represents the waveform with a self-small outcome condition, and the
thick blue line represents the waveform with a self-large outcome condition. (B) Topographic maps of P3 of each condition. (C) The bar graphs
and standard errors show the mean values of P3 for each condition. **p < 0.01.

2002). We found that charity outcomes elicited greater FRN
responses than self-outcomes. This was inconsistent with our
hypothesis that people had stronger emotional concern toward

single rather than multiple beneficiaries (Slovic, 2010). This
may be because, compared with individualism, collectivism is
more about collective than individual interests (Chen et al.,
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FIGURE 6

The total average P3 waveforms for all conditions.

TABLE 2 Correlation analysis results.

Conditions r p

Charity +9 −0.11 0.543

−9 0.13 0.503

+99 −0.32 0.082

−99 −0.15 0.434

Self +9 0.04 0.833

−9 −0.28 0.122

+99 −0.50** 0.004

−99 −0.39* 0.032

Correlation coefficient is statistically significant at *p < 0.05, **p < 0.01.

1997). Chinese participants recruited by this experiment would
pay more emotional attention to the collective outcomes.
Another possible explanation is that this represents a difference
in expected errors. According to the reinforcement learning-
error-related negativity theory, FRN is sensitive to expectancy
violations (Holroyd and Coles, 2002; Hewig et al., 2011).
In other word, this causes a greater FRN response when
the actual outcomes do not match the expected outcomes.
The homo economicus assumption holds that humans are
self-interested actors (Smith, 1776). People are more likely
to expect their own outcomes from this assumption. Thus,
this gap between actual outcomes and previous expectations
triggered a larger FRN response when charity outcomes were
presented.

The results found that loss elicited a larger FRN response
than gain for large outcomes, while this effect was weaker

for small outcomes. This was consistent with previous studies
(Yang et al., 2018). Some studies have shown that the FRN
showed a relatively positive deflection in the reward condition
(San Martín et al., 2010). Positive emotions induce activities
of the midbrain dopamine system, which makes the brain
more sensitive to rewards, leading to the positive deflection for
FRN (Mushtaq et al., 2016). This suggests that gain induces
a smaller FRN response than loss. The magnitude of the
outcome is the index of the level of emotion or motivation and
has different benefit levels (San Martín, 2012). The reduction
of the reward level also decreases people’s emotions and
motivation levels. Therefore, the FRN effect for large outcomes
is larger than the FRN effect for small outcomes. This suggests
that FRN can recognize the rank of outcomes, and large
outcomes carry greater weight in emotional and motivational
relevance.

However, the results found that the FRN effect of charity
was as strong as that of self, which was inconsistent with the
hypothesis. The greater the number of people in need, the less
empathy generates (Erlandsson et al., 2015). In other words,
charity can evoke less empathy than an individual in need, which
can lead to differences in emotional salience between the self
and charity. But Chinese people pay more attention to group
interests generally (Chen et al., 1997), which may compensate
for this difference between self and charity. Therefore, the FRN
effects of charity and self were similar. There is another possible
explanation. From the perspective of expectancy violation, some
studies have found that people always expect the outcome of
helping others to be successful, so the failed feedback induces
a stronger FRN than the successful feedback when helping
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others (Gan et al., 2016, 2022). In the same way, people also
expect to get better self-outcomes to maximize the self-interest,
so loss also induces a greater FRN response than gain. In
short, people have the same expectations of themselves and
charity outcomes, so the FRN effects of charity and self are
similar.

Moreover, charity and self-outcomes were not affected by
the magnitude in the FRN amplitude. This is not consistent
with the hypothesis. A possible reason is that the participants’
concern for group interests reduced the discrepancy between
the charity and themselves in different magnitudes. Another
factor might be that the charity is pro-social. Studies have shown
that prosocial behaviors can experience vicarious rewards,
such as happiness (Dunn et al., 2008; Aknin et al., 2013).
Specifically, prosocial behavior refers to the involvement of
the ventromedial prefrontal cortex (VMPFC) (Morelli et al.,
2015), which monitors the subjective value of behavioral
outcomes and guides decision-making by increasing the
motivational significance of behaviors (Carlson et al., 2016).
These results indicate that charitable outcomes will activate
people’s higher motivational relevance and emotion levels.
Therefore, for both large and small outcomes, the FRN
response of charitable outcomes was greater than that of
self-outcomes. In other words, this prosocial involvement
weakens hierarchically magnitude sensitivity in the early stage.
Interestingly, the FRN amplitude for self in large outcomes
was negatively associated with possibility of making risky
decisions on the next trial, while this correlation was absent
in small outcomes. High-risk decisions may also reflect the
motivational or emotional significance compared with low-risk
decision (Schuermann et al., 2012), and larger outcomes also
activate greater levels of emotion or motivation (San Martín,
2012). Thus, the FRN amplitude was significantly negatively
correlated with large outcomes for the self. However, small
outcomes reduce people’s motivational or emotional level, which
weakens the correlation between FRN amplitude and future
risky behaviors.

P3 reflects the significance of emotion or motivation,
which can process current events in a relatively accurate
manner (Nieuwenhuis et al., 2005). It was found that self-
outcomes evoked larger P3 amplitude than charity outcomes,
which was consistent with the previous studies that self-
interest evoked greater motivational or emotional significance
(Yu and Zhou, 2006). This suggests that, in the middle and
later stages, participants focus more on self-outcomes and
allocate more attention resources to themselves. Importantly,
we found that self-elicited larger P3 amplitude than charity for
large outcomes. However, with small outcomes, the difference
disappears. The motivational significance can be measured
by the magnitude of the outcomes (San Martín, 2012).
Specifically, the magnitude of the outcomes represents different
levels of reward, and large outcomes activate greater interests
and have stronger motivational significance and emotional

response than the small ones. Self-gains and losses in large
outcomes are associated with higher levels of self-interest,
evoking higher levels of emotion and motivation. Consequently,
this increases the level of emotion and motivation for self-
outcomes. However, small outcomes reduce the level of reward
and people’s arousal to self-interest, which makes people
have a similar P3 amplitude for self and charity in small
outcomes.

Our study has several limitations. First, our risk behavior
mainly involves binary gambling tasks. However, in everyday
life, we face situations more complex than simple binary game
tasks. Meanwhile, this paradigm lacks real-life scenarios, which
may make it difficult to generalize the experimental results to
real life. So, future research could explore differences in outcome
evaluation by asking participants to perform more complex
decision tasks or more realistic tasks for themselves and charity.
Moreover, our sample comes from China with a collectivist
culture. Compared with Chinese participants who focus on
collective interests, participants from western cultures may show
different outcome processing. Therefore, future cross-cultural
research needs to confirm this difference in outcome evaluation
between self and charity. Although we have attributed the
self-charity discrepancies in electrophysiological responses to
emotional or motivational salience, expectancy violations as
mentioned in the discussion may also play a role. Particularly,
P3 is related to action updating (Donchin and Coles, 1988;
Yang et al., 2018). The action updating may also has a potential
impact in outcome evaluation. Future research could examine
the effect of other factors, such as action updating, given
that P3 has various cognitive functions. Finally, we did not
directly compare individuals in need with charity and could
not account for the difference in outcome evaluation between
individuals and groups with prosocial implications. Future
research can explore the difference between individual and
group levels.

Conclusion

This study has used ERP technology to explore differences
in outcome evaluation between self and charity. People are
more likely to adjust strategies for their own outcomes than
for charity outcomes from behavioral results. Meanwhile, in
the early stage, individuals paid more emotional investment
to charity than to their outcomes (FRN as the indicator).
In the middle and later stages, individuals focus more on
their outcomes than on the outcomes of the charity (P3
as the indicator). Moreover, the difference in emotional or
motivational concerns between self and charity was only
moderated by the magnitude in the middle and late stages.
In other words, individuals focus more on their outcomes
than on the outcomes of the charity in large outcomes, while
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self and charity have similar emotional or motivational concerns
for small outcomes.
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Cryptococcal meningitis (CM) is a central nervous system disease caused by a

novel Cryptococcus infection that leads to subacute or chronic inflammatory

changes in the nervous system. In this study, we present the case of a woman

aged 72 years with CM and severe cognitive impairment and disabilities.

The cognitive assessment indicated that, although her cognitive function was

impaired, especially executive function, it largely improved after receiving

anti-infectious and repetitive transcranialmagnetic stimulation, which can alter

the membrane potential of the cortical nerve cells by triggering long-term

potentiation and depression, modulating and releasing hormones, reducing

the level of neuroinflammatory and peripheral blood cytokines, promoting

nerve regeneration and synaptic remodeling, and changing the activity of the

neural circuitry of the dorsolateral prefrontal cortex. We argue that this case

provides a novel method of treatment for patients with CM in conjunction with

cognitive impairments.

KEYWORDS

cryptococcal meningitis, repetitive transcranial magnetic stimulation, cognitive

impairment, rehabilitation, inflammatory cytokines

Introduction

Cryptococcal meningitis (CM) is a central nervous system disease caused by a

novel mesophilic Cryptococcus that can penetrate the blood–brain barrier through a

specific mechanism (Wang et al., 2013). As the primary target of the novel Cryptococcus

is the central nervous system, Cryptococcus infections can easily result in subacute

or chronic inflammatory changes in the central nervous system. Furthermore, long-

term use of immunosuppressants, immunodeficiencies, severe trauma, and systemic
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chronic diseases is associated with a high infection rate, and

people with a normal immune function who carry individual

susceptibility factors are also prone to infection. Studies showed

that the complement system and glucuronide xylose rush glycan

are related to individual susceptibility (Vecchiarelli et al., 2013).

In addition to the common symptoms of CM, which are caused

by increased intracranial pressure (ICP), infection with the

novel Cryptococcus can cause brain parenchymal damage, with

corresponding clinical manifestations including hemiplegia,

epilepsy, mental disorders, and cognitive impairment (Mao

et al., 2017). The diagnostic accuracy can be improved by

combining repeated cerebrospinal fluid (CSF) bacterial smears,

latex agglutination tests, and imaging.

Anti-infective medication involves the administration of

flucytosine, and amphotericin B with high sensitivity is

prioritized in the treatment of CM. Supportive therapy

according to symptoms, such as dehydration, lowering ICP,

and neuroprotection, can yield better outcomes. Additionally,

it is crucial to initiate early and proper rehabilitation for

dysfunction after infection. A study on 27 patients with CM

found significantly worse executive function performance in

patients with ventriculomegaly (VM) than in those without VM

(Traino et al., 2019). Another study showed that the related

inflammatory cytokines [growth-related oncogenes; interleukin

(IL)-10, IL-2, and IL-8; macrophage inflammatory protein-1β;

and tumor necrosis factor (TNF)-α] were negatively correlated

with the Montreal Cognitive Assessment (MoCA) score of

patients, whereas the MoCA score was significantly positively

correlated with dementia-related factors (αβ42 and total tau)

(Tao et al., 2022). In addition, Lu et al. reported an indirect

relationship between neuropsychological performance and CSF

antigen titer: the higher CSF cryptococcal-antigen titer on

admission may be associated with poorer cognitive function (Lu

et al., 2011).

In addition to conventional drug therapy and cognitive

therapy, repetitive transcranial magnetic stimulation

(rTMS) has been widely used in clinical practice in recent

years to improve the cognitive function of patients with

cognitive impairment. rTMS can reduce the levels of

inflammatory cytokines such as IL-8, IL-10, and TNF-α

(Xu, 2021). In this study, a patient with CM combined

with cognitive impairment as the main manifestation

underwent rTMS-based therapy, and satisfactory clinical

effects were obtained.

Clinical summary

A 72-year-old woman with a middle school education who

presented with headache, dizziness, nausea, and vomiting was

admitted to a local hospital. In August 2021, she was diagnosed

with tuberculous meningitis and underwent antituberculosis

therapy. However, her symptoms did not disappear. After being

discharged from the local hospital, she visited the neurology

department of our hospital. CSF analysis and India ink staining

of the CSF revealed Cryptococcus, and she was diagnosed

with CM. She received antifungal therapy [fluconazole (10

mg/kg/day) and 5-fluorocytosine (100 mg/kg/day)] for almost

2 months before being affected by rapidly progressive dementia

caused by central nervous system infection. On 25 November

2021, she began to show signs of confusion, an inability

to speak, limited limb movements, an inability to walk,

an inability to eat independently, signs of nausea without

vomiting, and signs of incontinence, but she could still open

her eyes when called and lacked limb convulsions. She was

then hospitalized in our department. A lumbar puncture

and CSF analysis were performed, which revealed an ICP

of >200 mmH2O, a white blood cell (WBC) count of 7.4

cells/µl. a glucose level of 1.83 mmol/L, a protein level of

2,496 mg/L, and a chlorine level of 112.3 mmol/L. which

suggested an inflammation. India ink staining of the CSF

revealed Cryptococcus and CSF culture revealed Cryptococcus

neoformans. Moreover, multiple intracranial lesions with

meningeal enhancement were observed on brain magnetic

resonance imaging (MRI; Figure 1). During hospitalization,

the consciousness and mental state of the patient gradually

improved after antifungal treatment with fluconazole and

fluoropyrimidine, and cognitive function assessments revealed

that the cognitive dysfunction of the patient persisted (Mini-

Mental State Examination: 11 points, MoCA: 7 points); hence,

the patient was referred to the Department of Rehabilitation

Medicine for appropriate treatment while she demonstrated

a weakness of the lower limbs and gait disturbance. After

2 weeks of receiving rTMS treatment, the condition of the

patient was reevaluated, which revealed that all cognitive

functions had significantly improved. The patient was conscious

FIGURE 1

Brain MRI in T2-weighted sequence, taken on 30 November

2021, revealing hydrocephalus, ischemic changes in the bilateral

frontoparietal occipital lobe, age-related brain changes, and

ventriculomegaly where indicated by the orange arrow.
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FIGURE 2

Brain MRI took on 3 March 2022, revealing significantly reduced

ventricles.

and responded slowly. Her ICP reached >200 mmH2O,

and she had a WBC count of 11.83 cells/µl, a glucose

level of 2.37 mmol/L, a protein level of 2,111 mg/L, and

avchlorine level of 114.6 mmol/L. Additionally, the brain

MRI images taken on 03 March 2022 revealed a significant

reduction in the ventricles (MRI; Figure 2). Though the CSF

culture was negative and cognitive function improved after

rTMS therapy, we did not found a significant decline in

inflammatory signals.

Written informed consent was obtained from the individual

for the publication of any potentially identifiable images or data

included in the article.

Assessment method

The Beijing version of the MoCA was used to screen

the cognitive function of patients, which includes 11

examination items in eight cognitive domains (attention

and concentration, executive function, memory, language,

visual structural skills, abstract thinking, calculation,

and orientation).

The Loewenstein Occupational Therapy

Cognitive Assessment (LOTCA) was used to

evaluate the functions of patients such as

orientation, perception, optic-motor organization, and

thinking operation.

The Rivermead Behavioral Memory Test (RBMT) was

used to measure the behavioral memory function in daily

life, which includes 12 items (including remembering names,

remembering concealed objects, remembering appointments,

picture recognition, story immediate recall, remembering

directions and dates, routes delayed recall, and letters

delayed recall).

Treatments

First, the medications of the patients were continued.

According to previous studies, the effect of medications is

limited. Other studies indicated that cognitive impairment is the

primary complication in individuals with CM. When only anti-

infective medications are taken, it takes >1 month to observe

signs of improvement in cognitive dysfunction (Mao et al.,

2017). To further improve the treatment effects, we added rTMS

therapy to the previous treatment protocol. The patient was

informed of the risks and advantages of rTMS therapy prior

to treatment, and consent was obtained from the patient and

her family before initiating the treatments. For rTMS therapy,

we used the butterfly coil D-B80 with a stronger focus (Mag

Pro R30; Mag Venture; Denmark). The motor threshold (MT)

of the patient was measured during the initial treatment. The

stimulation site was selected as the left dorsolateral prefrontal

cortex (DLPFC) of the patient. The stimulation intensity was

set to 100% MT, and the stimulation frequency was 20Hz.

Each training session involved 20 stimulation pulses with a

total of 50 trains, and the interval between each train was

30 s. A total of 1,000 stimulation pulses were used in a single

treatment, which took approximately 25min per session. The

patient was treated for 14 consecutive days, with one treatment

session per day.

Summary

Before rTMS treatment, the cognitive scale assessment

results of the patient (Tables 1–3) indicated that the patient

had severe cognitive impairment, and the MoCA assessment

results revealed that the cognitive function of the patient

was severely impaired; visuospatial and executive functions,

object naming function, and abstract thinking function

were severely reduced; and language function, short-

term memory, and delayed recall function were impaired.

The findings of the tests conducted using LOTCA and

RBMT were identical in that the patients had a functional

impairment and dysfunction in thinking operations, learning

imitation, attention, and concentration. The scores on the

aforementioned scales met the requirements for significant

cognitive impairment.

The patient underwent a second evaluation of her cognitive

performance after 2 weeks of rTMS treatment. The results

showed that the cognitive function of the patient was greatly

improved, and each subscore of the evaluation was very close to

normal. The comprehensive analysis of assessment results and

clinical observations revealed that the visuospatial function of

the patient was significantly improved, and she could distinguish

between her left and right limbs and identify the corresponding
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TABLE 1 The assessment results of MoCA.

Project Visuospatial

and

executive

function

Object

naming

function

Attention Language Thinking

function

Delayed

memory

Orientation Total

Before 0/5 0/3 1/6 1/3 0/2 1/5 4/6 7/30

After 4/5 2/3 5/6 2/3 1/2 3/5 5/6 22/30

TABLE 2 The assessment results of LOTCA.

Project Orientation Visual

perception

Spatial

perception

Motor

praxis

Visuomotor

organization

Logic Attention

and

concentration

Total

Before 2/16 8/16 6/12 7/12 13/28 9/35 2/4 47/123

After 12/16 11/16 11/12 11/12 21/28 23/35 3/4 92/123

relationship between the front and the back and the left and

the right of a picture. Meanwhile, the executive function, which

includes drawing and imitating sketching, also improved. Time

cognition and language function also significantly improved,

and the patient could accurately express the current year,

month, and season; tell the current time according to the

clock; and name simple things. Furthermore, the memory

function of the patient significantly improved; she was able to

remember some basic phrases and complex routes and could

execute simple recall tasks after a delay. However, the recall of

complex tasks still required further improvement. In terms of

learning and attention, the patient could learn how to use a

calculator and imitate and copy graphics; in terms of logical

thinking, the patient could classify simple objects and respond

to straightforward logical questions.

Discussion

The clinical symptoms of CM are diverse, and they are

often accompanied by irregular fever, increased ICP, blurred

vision, gait disturbance, headache, and vomiting. Inflammation

can also cause cranial nerve and brain parenchymal damage,

leading to a series of problems such as cognitive dysfunction.

Due to the insidious onset of cognitive dysfunction and the

less prominent manifestation of single cognitive dysfunction,

CM is easily misdiagnosed or ignored clinically. As a result,

prompt treatment can be delayed, which negatively impacts the

prognosis of the patient.

Once the cognitive function is disrupted, abilities such as

attention, speech, and execution are limited and impaired to

varying degrees, which has a significant impact on the daily lives

of the patients. Currently, medication therapy or corresponding

cognitive training is typically used to treat cognitive impairment.

However, it usually takes a prolonged time to achieve therapeutic

effects, and the adverse effects of the medications are significant.

Hence, it is crucial to identify innovative, effective, and side-

effect-free therapy options. In recent years, TMS has shown

significant clinical effects in improving post-stroke cognitive

impairment (PSCI) (Hu et al., 2012). It generates induced

currents through stimulation coils in specific brain regions and

stimulates the cortex. Thus, it can achieve transmembrane,

transcortical, and cortical networks, altering the membrane

potential of cortical nerve cells by triggering synaptic long-

term potentiation (LTP) and long-term depression (LTD).

The distant effects of rTMS therapy may result in functional

modifications of the distant cortex at the stimulation site so

that the goals of in-depth treatment could be accomplished

(Liu et al., 2017). Previous studies suggested that altering the

membrane potential of the cortical nerve cells by triggering

LTP and LTD, modulating and releasing hormones, reducing

the level of neuroinflammatory and peripheral blood cytokines,

promoting nerve regeneration and synaptic remodeling, and

changing the activity of the neural circuitry of the DLPFC may

be involved in the mechanism of rTMS.

Several previous studies showed that rTMS can modulate

the release of neurohormones, such as regulation of dopamine

synthesis and release, and restore the function of cerebral

cortical networks. A study using animal models reported that

rTMS could upregulate the expression of GAP-43, Syp, and

neurotrophic factors, suggesting that it can promote nerve

regeneration and synaptic remodeling (Koch et al., 2014).
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In addition, among healthy young people, multiple sessions

of high-frequency rTMS over the left DLPFC can increase

resource recruitment of cognitive control and enhance resource

efficiency, thus deploying for conflict resolution during multiple

stages of cognitive control processing. The left dorsal frontal

lobe area is involved in cognitive and emotional function (Li,

2017). Various studies reported that the application of rTMS

to the left DLPFC improves emotional and cognitive functions.

Furthermore, studies on the neuropathological analysis of AD

brains revealed that neuroinflammation is an important driving

force for neurodegeneration and AD progression (Motta et al.,

2020), which is associated with significantly increased levels

of CSF IL-4, IL-6, IL-8, and granulocyte colony-stimulating

factor. A previous study suggested that the levels of CRP, TNF-

α, IL-1β, IL-6, and IL-8 in the peripheral blood of patients

with mild cognitive impairment (MCI) were higher than those

in the normal population. A previous study also showed

that rTMS therapy could decrease the levels of inflammatory

cytokines (such as TNF-α, IL-2, IL-1β) (Li and Cheng, 2018;

Lu et al., 2022), which can cross the blood–brain barrier, and

high levels can affect the normal metabolism of monoamine

neurotransmitters in the brain. In this case, the use of rTMS

therapy on the patient led to better performance on the

cognitive scale assessment results of the patient, but we did

not observe a significant correlation between cognitive function

and a change in inflammatory cytokines. A limitation of the

current study is that neuroinflammatory biomarkers of the

patients were not examined, as peripheral biomarkers are

easily affected by other factors such as infectious disease.

As a limitation, additional correlations, such as biomarkers

and inflammatory cytokines, will require further studies. In

addition, rTMS can also be complemented with the assessment

of a putative marker of central cholinergic transmission. Short

latency afferent inhibition (SAI) is a paired-pulse TMS protocol

involving the inhibition of motor-evoked potentials by afferent

sensory impulses. Previous findings pointed out that SAI is a

putative marker of central cholinergic transmission, which can

be modulated by ongoing recognition memory, specifically for

the retrieval process (Sun and Zhao, 2021). Taken together,

it could be applied not only in healthy subjects but also in

patients with neurodegenerative diseases, such as Parkinson’s or

Alzheimer’s disease, whose SAI is significantly impaired (Bonnì

et al., 2017).

Combined with clinical data, the possible mechanisms

promoting the recovery of cognitive functions in different

dimensions after CM through rTMS treatment were explored,

as discussed below.

Memory function can be divided into instantaneous

memory, short-termmemory, and long-termmemory according

to the time of information extraction, and these three types

of memories are related to each other. High-frequency rTMS

has been demonstrated to increase delayed memory function in

patients with MCI, reduce memory encoding time, and boost
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memory storage modules in healthy individuals (Martorana

et al., 2009). According to functional MRI results, high-

frequency rTMS can enhance memory performance by boosting

the functional connectivity of the hippocampal-cortical network

(Floel and Cohen, 2007). In parallel, animal studies showed

that rTMS could improve synaptic ultrastructure in the

hippocampal CA1 region and enhance the mRNA and protein

expression of brain-derived neurotrophic factor, N-methyl-D-

aspartic acid receptor, and synaptophysin so that it could further

affect synaptic plasticity (Wang and Voss, 2015), enhance the

modulation of hippocampus function via the dopaminergic

system, and increase the memory storage (Floel and Cohen,

2007). The findings of our analysis showed that the delayed and

instantaneous memory of the patient had improved to some

degree, indicating that high-frequency rTMS may have a certain

curative effect on the improvement of memory function.

Time perception and memory function are inseparable.

Objective data are transformed into a time interval

representation through the memory process, and decisions

are made by comparing the current time interval with the

time image stored in long-term memory. The dorsolateral

prefrontal cortex, the cerebellum, the basal ganglia, and the

auxiliary motor areas are the primary brain regions involved

in the cognitive processing of time perception (Wang et al.,

2015). Previous research demonstrated that the DLPFC, which

serves as the primary memory of the internal clock, receives

input from the cerebellum and the basal ganglia to create

a time interval representation and encodes the temporal

representation before storing it in memory (Yin et al., 2008).

Additionally, some researchers discovered that time perception

within 1 s is controlled by the cortico-basal ganglia-thalamic

network. This was discovered by stimulating the cerebellum

site (Gironell et al., 2005). Other studies in this area revealed

that stimulating the primary audiovisual cortex of the parietal

lobe could positively affect audiovisual time perception (Lee

et al., 2007). Thus, when investigating the stimulation targets for

time cognition, a comprehensive analysis of the time perception

conditions of the patient should be done to determine the

optimal stimulation site for treatment. If necessary, stimulation

of multiple sites can be performed to enhance these effects.

Visuospatial ability. The three cognitive skills of

attentiveness, orientation, and execution make up the

visuospatial ability, which indicates the ability to point

and focus on spatial information. Functional imaging of the

human brain has revealed that functional regions such as

the dorsolateral frontal cortex, the anterior cingulate gyrus,

and the parietal cortex play a major role in the activation

of visuospatial networks (Mifsud et al., 2014). In one study,

subjects underwent theta-burst repetitive TMS (cTBS) to

stimulate their bilateral dorsolateral prefrontal cortex and inflict

“virtual damage.” Patients whose right DLPFC was stimulated

displayed decreased alertness and executive function, whereas

those whose left DLPFC was stimulated displayed decreased

orientation function. Hence, it can be assumed that the bilateral

DLPFC are both the centers for the initiation and regulation of

the visuospatial attention process (Sturm and Willmes, 2001).

The high-frequency rTMS employed in this study had an

excitatory effect on the neural activity of the stimulation site as

opposed to the inhibitory function of cTBS. The distant effect

induced by TMS also resulted in the excitation of brain activity

in the posterior parietal lobe, in addition to the LTP effect of the

left DLPFC. The frontoparietal loop of the conductive pathway

of the patient, which is primarily concerned with determining

the spatial location of items, is further activated by the excitatory

action (Xu et al., 2013). In this case, we selected high-frequency

stimulation to activate the left DLPFC of the patient according

to the theory of the interhemispheric competition model of

brain injury. It could be speculated that the right DLPFC

was in a suppressed state at this time. However, the second

evaluation results of this case demonstrated that the actual effect

is contradictory to the prognosis, in which inhibition of the

right DLPFC did not cause a decline in vigilance and executive

function. In turn, the concentration and executive function

performance of the patient greatly improved after TMS. This

outcome currently fails to explain the mechanism, and further

investigation is required.

Language is a unique high-level cognitive function in human

beings. According to functional MRI studies based on several

baseline tasks, the overall functional network of the frontal-

parietal-subcortical regions is more functionally employed

than Wernicke’s and Broca’s areas for language processing,

where the dorsolateral prefrontal cortex plays a major role in

the process of detecting incorrect language information and

suppressing nontarget languages (Yantis et al., 2002). In this

case, during the second cognitive evaluation of the patient, the

language function had significantly improved, and the usage

of incorrect and random words had significantly decreased. It

may be inferred that high-frequency rTMS could encourage

the rearrangement of the language function of the patient

and enhance the connectivity between synapses in the neural

networks of language centers. According to a study, white matter

integration around the left hemisphere is strengthened after

high-frequency stimulation of the frontal lobe. Simultaneously,

the functional connection between the white matter and the

reward processing center of the brain, such as the hippocampus

and the caudate nucleus, is enhanced (Hu, 2015).

Executive function. To ensure the general control of specific

targets by the cognitive system in a more flexible and optimized

manner, the executive function, as an important high-level

cognitive processing of individuals, is in charge of coordinating

various cognitive resources and procedures in the process of

completing complex cognitive tasks. The dorsolateral prefrontal

cortex is an important center of the executive control network.

Some studies showed that healthy individuals could gain better

results in executive function, as measured by the Stroop test,

after high-frequency rTMS (Martorana et al., 2009). Other
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studies also demonstrated that the Stroop test scores were

significantly improved after 4 weeks of high-frequency rTMS

stimulation on the left dorsolateral prefrontal lobe in individuals

with PSCI compared with those before treatment and 2 weeks

after treatment (Vanderhasselt et al., 2006). In this case, the

executive function of the patient significantly improved after

consecutive rTMS therapy. In addition, elevated neurometabolic

research suggests that biological markers that affect the cognitive

executive function of a person, such as N-acetyl aspartate

and choline complexes, are markedly elevated in patients with

executive dysfunction (Wang and Voss, 2015). In conclusion,

high-frequency rTMS can effectively regulate synaptic plasticity,

enhance neural excitability, induce arousal of the cortex in

cerebral function areas, and activate networks of executive

control in the frontal lobe.

According to related studies on TMS paired with event-

related potentials, the amplitudes of N2 and N450, two

significant components closely associated with cognitive control

and conflict monitoring, can be enlarged by rTMS in the course

of completing tasks, while incorrect electroencephalogram

signals can be modified by rTMS during task execution

(Yin et al., 2018). The NoGo-N2 potential, which reflects

the number of cognitive resources used in the early stages

of response inhibition, is one of the waveforms implicated

in response inhibition. According to a previous study, high-

frequency rTMS can stimulate the entire neural circuit

involved in response inhibition and significantly improve

cognitive function in patients with deficits in response

inhibition (Zhou et al., 2017).

Conclusion

Anti-infective therapy should be primarily addressed for the

treatment of CM so that the cognitive impairments and other

symptoms of the patients might be improved after controlling

the infection. Additionally, rTMS therapy might improve the

cognitive performance of the patient in different categories,

including memory function, time perception, visuospatial

cognition, speech, and executive function. This case provides a

novel treatment method for patients with CM in conjunction

with cognitive impairment, and our findings serve as a

foundation for future clinical investigations. However, it is

essential to increase the patient sample size to conduct a

thorough analysis because of the limitations of case studies on

individual differences. Finally, further exploration and research

could be conducted on the selection of precise stimulation

targets and stimulation parameters in rTMS, as well as analysis

combined with imaging examinations, neurophysiology, and

other clinical techniques.
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Background: Adding noise to a system to improve a weak signal’s throughput

is known as stochastic resonance (SR). SR has been shown to improve sensory

perception. Some limited research shows noise can also improve higher order

processing, such as working memory, but it is unknown whether SR can broadly

improve cognition.

Objective: We investigated cognitive performance while applying auditory white

noise (AWN) and/or noisy galvanic vestibular stimulation (nGVS).

Methods: We measured cognitive performance (n = 13 subjects) while

completing seven tasks in the cognition test battery (CTB). Cognition

was assessed with and without the influence of AWN, nGVS, and both

simultaneously. Performance in speed, accuracy, and efficiency was observed.

A subjective questionnaire regarding preference for working in noisy

environments was collected.

Results: We did not find broad cognitive performance improvement under the

influence of noise (p > 0.1). However, a significant interaction was found between

subject and noise condition for accuracy (p = 0.023), indicating that some

subjects exhibited cognitive changes with the addition of noise. Across all metrics,

noisy environment preference may trend to be a potential indicator of whether

subjects will exhibit SR cognitive benefits with a significant predictor in efficiency

(p = 0.048).

Conclusion: This study investigated using additive sensory noise to induce

SR in overall cognition. Our results suggest that using noise to improve

cognition is not applicable for a broad population; however, the effect of noise

differs across individuals. Further, subjective questionnaires may be a means

to identify which individuals are sensitive to SR cognitive benefits, but further

investigation is needed.

KEYWORDS

stochastic resonance (SR), auditory white noise, noisy galvanic vestibular stimulation,
cognition test battery for spaceflight, sensory cognition
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Highlights

- Additive sensory white noise does not broadly affect human
cognitive performance.

- Influence of additive sensory noise on cognitive performance
varies by individual.

- Cognitive effects of noise may be associated with a person’s noisy
environment preference and warrants further investigation.

Introduction

Stochastic resonance (SR) is a phenomenon where additive
noise can improve the throughput of a signal in non-linear
systems (Moss et al., 2004). Conceptually, SR may occur by
applying an ideal level of noise, such that it resonates with
the sensory signal. Therefore, it is believed that an “optimal”
level of noise is required to achieve throughput enhancement
(Galvan-Garza, 2018). Psychophysical experimentation suggests
that SR can improve perceptual performance, such as lowering
auditory thresholds, both within the same sensory modality
[e.g., using auditory white noise (AWN) to improve hearing
(Zeng et al., 2000)] and across separate sensory modalities [e.g.,
using noisy galvanic vestibular stimulation (nGVS) to improve
visual perception (Voros et al., 2021)]. While perception has
been shown to be affected by additive noise, there is limited
research on whether higher order cognitive processes is subject
to SR.

Noise-enhanced sensory information could be utilized by the
whole central nervous system (Hidaka et al., 2000), suggesting that
SR could affect higher order information processing. In human
subject experiments, background AWN (∼78 dB SPL) improved
verbal recall, visuo-spatial working memory, and motor response
in inattentive school children (Söderlund et al., 2010; Helps et al.,
2014). For a neurotypical population, AWN has been shown
to improve elements of attention and visual/auditory working
memory (Othman et al., 2019; Awada et al., 2022). Cognitive SR
benefits extend to modalities other than auditory though. This is
supported by studies showing that nGVS improves visual working
memory in healthy adults (Wilkinson et al., 2008). Aside from
enhanced processing in healthy adults, SR could also offset reduced
perceptual abilities that may negatively affect cognition.

Bigelow and Agrawal (2014) summarized the link between
vestibular and cognitive functions, noting that visuospatial ability
and attention are negatively impacted in subjects with vestibular
impairments. Pineault et al. (2020) also suggested that impairments
to the saccule and semi-circular canals of the vestibular system
affects various aspects of cognition. It has been shown that
nGVS improves vestibular self-motion perception (Galvan-Garza,
2018; Keywan et al., 2019), suggesting enhanced vestibular
function. Therefore, improved vestibular function from nGVS
could potentially offset cognitive decrements due to perceptual
impairment.

Existing studies that suggest adding sensory noise can enhance
cognition are limited as they focus on specific cognitive domains
and do not investigate cognitive effects more broadly. Cognitive
domains are individual cognitive processes, like working memory,
which are employed when synthesizing information for decision

making and behavior control (Harvey, 2019). Certain cognitive
domains recruit different regions of the brain (Basner et al.,
2015) and additive noise influences regional activity within the
cerebral cortex (Mendez-Balbuena et al., 2018; Huidobro, 2020).
This regional influence may correspond to specific cognitive
domains. For example, the temporal lobe houses auditory and
other multisensory association areas in addition to cognitive
centers that are attributed to memory (Kandel et al., 2000);
thus, surrounding regions may see neuronal influence by AWN
which could affect memory. Supporting this, Kim et al. (2013)
reports that nGVS leads to gamma wave suppression in the frontal
region which is associated with several cognitive abilities. However,
literature investigating cognitive benefits of adding sensory noise
has focused on working memory and motor response, neglecting
other domains, such as vigilance and visual search. This presents
a substantial gap in our knowledge of sensory noise influence on
overall cognition as a thorough analysis across multiple cognitive
domains has yet to be investigated.

Often, these studies also fail to consider the potential
confounding effect of arousal induced by sensory stimulation as
the mechanism of cognitive improvement, as opposed to the
presumed mechanism of stochastic resonance. Arousal resulting
from periodic visual and auditory stimuli have been shown to
increase functional activity in frontal regions (Sturm and Willmes,
2001), potentially impacting cognitive abilities. Without the use
of control conditions to assess the role of arousal from sensory
stimulation, it is unclear whether SR is the dominant mechanism
in any cognitive improvement.

Thus, our work aimed to explore the ability of enhancing broad
cognitive performance using sensory noise. Our work evaluated
cognition by using the validated cognition test battery (CTB)
developed by Basner et al. (2015) which provides a sensitive
evaluation of different cognitive domains using standardized
techniques, such that when combined, the results provide a
comprehensive insight on SR’s influence on cognition. We
hypothesized that single modality noise (AWN and nGVS) would
enhance cognitive performance in human subjects when compared
to performance without noise. Further, we hypothesized that
stimulating both modalities simultaneously to induce multi-
modal SR (MMSR) would enhance performance to a greater
degree than single modality alone. This hypothesis is novel as,
to our knowledge, no investigation exists evaluating the mental
performance effects of compounding sensory noise across multiple
modalities. To address the gap associated with improvement due
to arousal, our work investigates the role of additive noise versus
simple arousal stimulation in influencing cognition.

We also investigated the degree to which we could identify
whether subjects may be sensitive to SR cognitive performance
enhancement. SR perception studies have suggested that some
individuals are susceptible to SR perception improvements, while
others are not (Ries, 2007; Galvan-Garza, 2018). Thus, we
hypothesized that only some subjects may receive SR cognitive
benefits. Currently, there is no way to predict a priori whether an
individual is likely to be sensitive to SR performance improvement.
Therefore, we developed a subjective questionnaire for subjects
to rate how well they could maintain focus in quiet and noisy
environments. We hypothesized that there would be a positive
correlation between noisy environment preference and cognitive
enhancement under the influence of added sensory noise.
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Materials and methods

Subjects

Thirteen subjects (7F/6M, range = 20–40 years,
mean = 29.5 years, SD = 6.6 years) completed testing in the
Bioastronautics Lab at the University of Colorado-Boulder. An
a priori power analysis based on the results of Wilkinson et al.
(2008) and Söderlund et al. (2010) suggested that we needed 8–12
subjects for our study design to find an effect size greater than 0.3,
which was expected based on the former’s findings. This research
was approved by the University of Colorado-Boulder’s Institutional
Review Board (#20-0419) and written informed consent was
obtained prior to participation. Subjects were pre-screened and
excluded if they reported a history of health issues that could
impact cognitive abilities, such as severe head trauma or disorders
associated with thinking impairment. They were also excluded if
they reported health issues that could impact auditory or vestibular
processing, such as language impairment or vestibular dysfunction.
Additionally, subjects underwent auditory screening to verify
healthy and unobstructed ear canals (via otoscopy), normal
tympanometry, and normal hearing (audiometric thresholds
< = 25 dB HL up to 8 kHz).

Protocol and study design

Broadband AWN was administered to subjects through ear
buds (Essential Earphones HD) and a Samsung Tablet A; the
auditory profiles were developed and calibrated by Creare LLC
(Hanover, NH, United States). Broadband, unipolar, zero-mean
white noise was bilaterally administered to subject mastoids
through the Galvanic Vestibular Oscillating Stimulator (model
0810, Soterix Medical, Woodbridge, NJ, United States) using
electrodes with a contact area of 2 cm2. Tasks were completed using
a Dell Latitude E6430 laptop, which is specifically calibrated to run
the CTB, in a single walled sound booth (Whisperoom, Knoxville,
TN, United States, MDL 4872).

A within-subject experimental design was implemented. Seven
tasks in the CTB were chosen as they are associated with distinct
cognitive domains and recruit different regions in the brain,
allowing us to explore cognition and its sub-domains in a manner
far more comprehensively than has been found in the literature.
These seven tasks are presented in Table 1 [recreated from Basner
et al. (2015)], summarizing each task’s cognitive domain and areas
of the brain recruited to complete the task.

In their initial visit, subjects were trained in the standard
manner on the CTB tasks by watching a 20-min tutorial video,
after which they completed two practice trials of each CTB task.
Next, testing occurred across two subsequent visits, where subjects
completed all testing for each specific CTB task within a single
session. MRT, MPT, and PVT were tested in one session and
DSST, LOT, F2B, and VOLT were tested in the other session. The
order of the tasks within the test day was randomized for each of
the two test days.

In the CTB, cognitive performance is quantified in terms
of speed and accuracy. However, the speed-accuracy tradeoff
is confounding when evaluating improved performance

(Wicklegren, 1977). The literature accounts for this through a
post-hoc combination of the normalized speed and accuracy
metrics, which is often referred to as efficiency (Scully et al., 2019;
Basner et al., 2021). The dependent variables of accuracy, speed,
and efficiency were used to assess performance in the cognitive
tasks.

Recall, it is thought there is an optimal level of noise in terms
of producing SR-benefits that depends on the subject, task, and
sensory system (Moss et al., 2004). Thus, for each CTB task, a range
of AWN and nGVS levels were assessed for each subject. Four
nGVS levels [(0.2, 0.4, 0.6, and 0.8 mA)] and three AWN levels
[(40, 55, and 70 dB SPL)] were tested in a randomized order, as
has been done in our prior work (Voros et al., 2021). Speed and
accuracy were corrected to account for trial-specific differences and
learning effects, using corrections from Basner et al. (2020). From
this initial set of measures, the SR level yielding the best score in
feedback, another measure of combined performance in the CTB,
was selected as the subject-specific best (or close to subject optimal)
AWN and nGVS levels.

Once the subject-specific best SR levels were identified, six
experimental conditions were investigated to understand the effects
of additive noise on cognition. Subject-specific best levels of AWN,
nGVS, and MMSR were tested, as determined from the initial
suite of measures. To investigate the potentially confounding effect
of arousal, subjects completed tasks under the stimulation of
suprathreshold stimuli−an auditory pure tone signal at 55 dB SPL,
as well as a direct current GVS (DC GVS) signal at 0.8 mA. These
conditions stimulate the sensory modalities with a non-random
signal in a manner that would not induce SR benefits, but would
cause arousal. We hypothesized that these stimulation control
conditions would not result in significant performance changes
from sham, if indeed the mechanism for any benefit from added
noise is due to SR. To summarize, the following six conditions
were retained for statistical analysis: three control conditions; no
stimulation sham, 55 dB pure tone auditory stimulation, and
0.8 mA DC GVS stimulation and three noise conditions; subject-
specific best AWN, best nGVS, and MMSR. All conditions were

TABLE 1 Cognitive domains and brain regions associated with the seven
CTB tasks (Basner et al., 2015).

Task Cognitive
domains

Recruited brain regions

Digit symbol
substitution (DSST)

Visual search/Spatial
memory/Paired
associate learning

Temporal cortex/Prefrontal
cortex/Motor cortex

Line orientation
(LOT)

Spatial orientation Right temporo-parietal cortex/Visual
cortex

Matrix reasoning
(MRT)

Abstract reasoning Prefrontal cortex/Parietal
cortex/Temporal cortex

Fractal 2-back (F2B) Working memory Dorsolateral prefrontal
cortex/Cingulate/Hippocampus

Motor praxis (MPT) Sensory-motor speed Sensorimotor cortex

Psychomotor
vigilance (PVT)

Vigilant attention Prefrontal cortex/Motor
cortex/Inferior parietal and visual
cortex

Visual object
learning (VOLT)

Spatial
learning/Memory

Medial temporal
cortex/Hippocampus
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presented and tested in a randomized order for the cognitive tasks
within each of the two test sessions. Short breaks were provided
between tests to help mitigate subject mental fatigue, but as in other
studies using nGVS (Goel et al., 2015; Mulavara et al., 2015; Galvan-
Garza, 2018; Inukai et al., 2018; Keywan et al., 2018, 2019; Voros
et al., 2021) we did not employ a more extensive break between
nGVS applications, since the most rigorous studies using nGVS
have not found carryover effects between nGVS stimulation levels
(Nooristani et al., 2019; Keywan et al., 2020).

After completing all cognitive testing, subjects completed a
subjective five-point Likert scale questionnaire that asked how
well they felt they could maintain focus in quiet and noisy
environments. Their noisy environment preference score was
defined as the difference in subject ranking between quiet and
noisy environments (i.e., a negative score means the subject
prefers working in quiet places and a positive score means
they prefer working in noisy places). This survey can be
found in Supplementary Data Sheet 1.

Analysis

A within-subjects analysis was completed for the metrics of
accuracy, speed, and efficiency. Two separate analyses were done
by comparing sham to the noise conditions and to the stimulation
control conditions. In each analysis, performance outcomes on
each of the 7 CTB tasks were collapsed into one scale to create a
comprehensive cognition metric. For this comprehensive metric,
data was initially adjusted by subtracting the subject’s specific
average across the conditions of interest in that CTB task, to
account for individual differences in performance. From there, the
data was standardized for the task by calculating the z-score of
each measurement with respect to all measurements across subjects
within that CTB task as shown in Equation 1. Zi represents the
standardized cognition metric and Pi is the raw scores of that
task datapoint. MT and σT were the mean and standard deviation,
respectively, of all raw data in the specific task. This process has
been done for CTB data in prior work (Scully et al., 2019), yielding
a normalized cognition outcome.

Zi =
Pi −MT

σT
(1)

A repeated measures ANOVA (RMANOVA) with four levels
(sham, AWN, nGVS, and MMSR) was conducted to investigate the
effect of noise on cognition using this normalized cognition metric.
This was applied to each of the metrics of speed and accuracy.
Efficiency was calculated as the mean of these two normalized
metrics. A separate RMANOVA was also completed for the three
control conditions (sham, tone, DC GVS) to investigate the effect
of arousal on cognition. Assumptions for homogeneity and residual
normality were tested to ensure that parametric statistics were
appropriate. Datapoints that created semi-studentized residuals
greater than three were removed as outliers. If there was an outlier
in one metric, say speed, the associated datapoint was also removed
from the other two metrics, accuracy and efficiency. If the F-test
results from the RMANOVAs were significant, Tukey HSD multiple
pairwise comparisons were used to identify which conditions were
different from another. If the F-test results from the RMANOVAs

were insignificant, an equivalence test was completed to indicate
whether the conditions were equivalent following the methods
conducted by Rusticus and Lovato (2011).

To assess noise effects on overall cognition, as per our first
hypothesis, subjects were treated as a random effect in our
RMANOVAs, allowing us to posit on the broad utility of additive
noise across all subjects in our sample. This analysis was done
for the noise conditions (sham, nGVS, AWN, and MMSR) and
control conditions (sham, pure tone auditory stimulation, DC
GVS). For the second hypothesis analysis, subjects were included
as an interaction term along with the noise conditions, allowing us
to posit on whether noise effects are different across individuals.

Additionally, an exploratory analysis was conducted to see
whether subjective noisy environment preference could be an
indicator for individual differences in noise effects on cognition.
Subjects’ normalized cognition metric in the sham condition was
subtracted from their normalized cognition metric in the additive
noise conditions. The calculation of this metric is found in Equation
2. Linear models were fit to this entire dataset against their noisy
environment preference scores.

1Zi = Zi,noise − Zi,sham (2)

Results

For all models presented in these results, there were no
observable violations of the residuals from our assumptions.
Figure 1 compares the normalized cognition metric scores for
the noise conditions and the sham condition, for all subjects and
tasks. This figure represents the difference in overall cognition,
where higher scores in efficiency, accuracy, and inverted speed
imply better performance. Table 2 displays the RMANOVA results
with subjects included as a random effect. Contradictory to
our hypothesis that additive noise would improve cognition, no
significant differences were found between sham and the noise
conditions for all metrics. Separate to this main comprehensive
analysis, we conducted an exploratory analysis of accuracy and
speed in each CTB task individually and found no significant
differences. These results are found in Supplementary Table 1 and
Supplementary Figure 1 with figures and statistical findings. For
all tables presented in these results, F(#, #) denotes the degrees
of freedom (DOF) of our Omnibus tests, they are represented as
F(DOF for treatment factor, DOF for error).

Five outliers were identified and removed within this first
model, out of 364 total data points. When all of the data was
included in the RMANOVA, the p-values increased. Thus, the
conclusion that noise does not significantly affect cognition metric
scores remains the same. No outliers were identified or removed in
the other models presented.

To assess the effect of arousal, the same RMANOVA analysis
was applied to the control conditions. These results are found in
Figure 2 andTable 3. In agreement with our hypothesis that arousal
stimulation alone would not impact cognition, no significant
differences between the control conditions were identified.

The lack of significant differences was further evaluated using a
series of equivalence tests. First, leveraging the data from Wilkinson
et al. (2008), a 90% equivalence interval of ± 0.793 was defined
for the difference between noise conditions. When comparing
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FIGURE 1

Scatter plots compiling normalized cognition metric scores combined across CTB tasks, for the noise conditions and sham. Error bars indicate the
95% confidence interval for score in that condition.

the noise conditions to sham, the largest 95% confidence interval
for the multiple comparison was the mean difference ± 0.263
for efficiency, while for accuracy and speed it was ± 0.369.
The small confidence intervals in our data suggest that the
efficiency, accuracy, and speed were all equivalent between the
noise treatments and sham. The largest 95% confidence interval for
the control condition multiple comparison in our data (Figure 2)
was only ± 0.348, suggesting the performance between the control
conditions were equivalent.

To evaluate whether noise effects depend on subject (second
hypothesis), we investigated the interaction of subject and
condition. These results are presented inTable 4. In agreement with
our hypothesis, significant interactions between subject and noise
condition were identified for accuracy, but not speed and efficiency.
This suggests that noise effects on cognition are inter-individually
dependent. The efficiency results of four subjects are illustrated
in Figure 3, where subject 2 appears to have cognitive benefits
from applying noise, subject 5 was hindered, and subjects 8 and 10
have varied performance independent of noise. Four subjects are
shown for legibility, plots containing all subjects can be found in
Supplementary Figure 2.

Figure 4 explores the mental performance difference
(normalized sham cognition metric subtracted from normalized
noise cognition metric) as a function of noisy environment
preference. These linear models use data from all noise conditions,
independent of sensory modality, to assess trends of user
susceptibility to noise given preference. The characteristics of these
models are presented in Table 5. Positive slopes were identified for
all three metrics (inverting speed so positive implies performance

TABLE 2 1×4 RMANOVA results for sham and noise conditions.

Metric F(3, 343) P-value η2
p

Efficiency 1.08 0.357 0.009

Accuracy 2.09 0.101 0.018

Speed 0.54 0.654 0.005

Subjects included as a random effect.

improvement). These trends, while consistent with the hypothesis,
were not statistically significant for the metrics of accuracy and
speed, but was statistically significant for efficiency. The slope of
the regression line indicates a change in effect across the scale with
an effect size of 0.44 for speed, 0.53 for accuracy, and 0.48 for
efficiency.

Discussion

This research aimed to understand the utility of using
additive sensory noise to improve overall cognition. To our
knowledge, this research represents the most comprehensive
assessment of the effects of SR noise on cognition. We assessed
performance across a broad range of cognitive domains. We
also incorporated an expansive set of control conditions to
investigate arousal effects. This investigation was similar to
cross-modality perception studies which found noise, not
arousal, was the mechanism of perceptual enhancements (Lugo
et al., 2008). Further, we investigated mental performance
effects of compounding sensory noise across multiple
modalities.

This work observed subject performance in seven tasks of
the CTB while under the influence of nGVS, AWN, and MMSR.
Observing performance metrics of efficiency, accuracy, and speed
for the cognitive tasks in our broad population, no significant
level differences were found between any of the conditions.
Additive sensory stimulation, whether noisy (aimed at inducing
SR), multi-modal, or control stimulations (pure tone auditory
or DC GVS), had no significant effect on broad cognitive
performance, neither beneficial nor degrading. Visually though,
there appears to be larger performance differences between the
noise conditions and sham (Figure 1) than there were for the
control conditions (Figure 2). This may suggest that random noisy
sensory stimulation influences cognition to a greater degree than
non-noisy stimulation.

While previous working memory studies using nGVS
were able to find significant differences with small subject
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FIGURE 2

Scatter plots compiling normalized cognition metric scores combined across CTB tasks for the control conditions. Error bars indicate the 95%
confidence interval for score in that condition.

numbers (Wilkinson et al., 2008), these studies, were limited
in that they explored a singular aspect of cognition. While
in this study we investigated 13 individuals, our methods
comprehensively investigate seven tasks related to cognitive
processing, which could allow us to understand broad effects
of noise on cognition. Additionally, the repeated observations
of our subjects in different tasks increased the statistical power
of our models. Our results indicate via a retrospective power
analysis that 12 subjects are sufficient to identify significant
interaction differences, as shown in Table 4. However, based
on the η2 of the noise condition term alone (Table 2) it
was found that 100 subjects are needed to reach significant
effect. Thus, this suggests that individual differences may
be the dominant effect of SR, rather than broad cognitive
benefits across all individuals. Individualized responses to
sensory noise to improve cognition may be consistent with
the findings of Helps et al. (2014) which found that only
children with low attention tendencies cognitively benefitted
from loud auditory white noise (≥ 65 dB). On the other
hand, our results contrast those of Othman et al. (2019) and

TABLE 3 1×3 RMANOVA results for the control conditions.

Metric F(2, 258) P-value η2
p

Efficiency 0.14 0.866 0.001

Accuracy 0.11 0.893 0.001

Speed 0.6 0.547 0.005

Subjects included as a random effect.

TABLE 4 1×4 RMANOVA results for the sham and noise conditions.

Metric F(36, 312) P-value η2
p

Efficiency 1.66 0.097 0.134

Accuracy* 1.58 0.023 0.154

Speed 1.07 0.364 0.110

Subjects included as an interaction term. Asterisks represent metrics that met a statistical
significance below 0.05.

Awada et al. (2022) using AWN and Wilkinson et al. (2008)
using nGVS to improve working memory, both in healthy
adults. It could be possible that the benefits of additive
sensory noise are limited to working memory (or other specific
cognitive domains) and do not yield broad cognitive benefits, like
we assessed here using seven tasks from the CTB. However, we
conducted an exploratory RMANOVA of the adjusted scores for
the fractal 2-back, a working memory task, and it still showed
insignificance as well (p > 0.3). As such, our specific working
memory task evaluation contradict findings in the literature.
Referencing our exploratory analysis in Supplementary Table 1
and Supplementary Figure 1, we found no significant differences
in each of the individual tasks. It should be noted that our findings
supplement mixed results within the literature when investigating
the role of auditory noise in cognition for a neurotypical group.
Awada et al. (2022) found evidence that certain noise levels
improved aspects of attention and working memory; however, not
all cognitive tests evaluated or noise levels administered yielded
significant improvements from ambient noise. This could suggest

FIGURE 3

Scatter plots compiling efficiency scores across CTB tasks for four
individual subjects for the noise conditions. Error bars indicate the
95% confidence interval for score in that condition.
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FIGURE 4

Linear regressions of cognitive performance improvement from sham as a function of noisy environment preference. Dashed lines indicate the 95%
confidence interval of the modeled fit.

that noise does not influence neurotypical individuals to the degree
it influences those with attentional disorders. While our results
are not promising for generally using noise to enhance cognition,
our results do indicate that individuals may be susceptible to
benefits. Future work may move beyond inferential statistics used
herein to analyze differences with Bayesian methods, which could
provide further indications on the effect of noise on cognitive
processes. Additionally, while we used the guidance of Basner
et al. (2020) to correct for longitudinal effects that can stem
from task learning or fatigue, it was of concern that these effects
could still impact our results. Thus, we completed a regression
analysis of accuracy and speed performance against number of
times the task was completed to confirm this was not the case.
We found no significant trends to indicate longitudinal effects
skewed our data. These results can be found in Supplementary
Figures 3, 4. Along with this sanity check, we believe our
randomization procedures made us robust to this experimental
concern.

The results of the linear models on preference for working
in noisy environments shows novel promise for identifying users
that may effectively use sensory noise for improved cognitive
performance in an SR manner. Experimental literature suggests
that some individuals are perceptual SR exhibitors, while others
are not influenced by additive noise (Ries, 2007; Galvan-Garza,
2018). There has not been a way to identify, a priori, whether
someone is susceptible though. This work identified trends in
correlating cognitive performance improvement with subjective
preference for working in noisy environments. A statistically
significant, positive relationship was found between the efficiency
metric and noise preference. The slopes of speed and accuracy

TABLE 5 Statistical results for linear regressions of cognitive
performance improvements as a function of noisy environment
preference.

Metric Slope P-value

Efficiency 0.069 0.048

Accuracy 0.075 0.109

Speed 0.063 0.212

Models fit to all noise condition data.

trended toward significance, showing that additive sensory
noise increases accuracy and reduces speed for subjects that
prefer working in noisy environments. While there remains
variability in response across the seven CTB tasks, these
findings indicate that for some subjects, additive noise may
yield improvements in cognitive performance, via the mechanism
of SR. Further, those individuals were able to self-identify as
performing better in noisy settings. To our knowledge, this
is the first investigation exploring a means to independently
identify which individuals may be susceptible to exhibiting SR
benefits. This work’s brief noise preference questionnaire points
toward working environment affinity as a potential indicator
for finding individuals that could see cognitive enhancement
from additive noise. The role of individual differences in
preference toward working in noisy environments and SR
exhibition, particularly in cognitive performance, warrants further
investigation.

We want to note two limitations to this study. First, while
we utilized a power analysis to guide the number of subjects we
tested, thirteen is still a small sample size. This could explain why
we were able to find a significant trend for noisy environment
preference in efficiency, while we were not able to find significant
main effects in our other analyses. However, based upon the effect
sizes we observed, the population-wide effects of applying auditory
or vestibular white noise on cognition appear quite small and
may not be practically relevant. Second, we also note that the
repeated application of nGVS (or AWN, DC GVS, or pure tone
auditory stimulation) potentially could have long-term effects on
cognition. While the literature does not indicate these carryover
effects are anticipated, it also has not been rigorously evaluated,
as has been done for other neuromodulation techniques (Medeiros
et al., 2012; Keywan et al., 2020). This should be investigated in the
future to assess the degree to which carryover effect may be found
in our study.

Conclusion

This investigation applied a comprehensive and rigorous
evaluation of using sensory noise to improve cognition using
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a suite of standard cognitive tests and performance comparisons
with stimulation control conditions. We conclude that applying
additive noise to the auditory and vestibular sensory modalities,
as well as to both simultaneously, will not result in improved
cognitive performance for a broad population. However,
our results indicate that additive noise may have differing
cognitive effects across individuals. We assessed a subjective
survey’s applicability to identify these individuals based on
reporting of preference for working in a noisy environment
and found a statistically significant, positive relationship. Thus,
this type of subjective reporting may be a useful indicator,
but further research into other identifying questions or
techniques is needed.
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