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Editorial on the Research Topic
Solar wind–Magnetosphere interactions

The Earth’s magnetic field shields the planet and its atmosphere from the solar wind.
However, this magnetic shielding is not perfect. A fraction of the mass, energy, and
momentum from the solar wind can transfer to the magnetosphere and ionosphere
through processes that are often referred to as solar wind-magnetosphere interactions
(see, for example, reviews in Akasofu, (1981); Rostoker et al. (1988); Gonzalez et al. (1999);
Jordanova, (2003); Watermann et al. (2009); Wing et al. (2014); Johnson et al. (2014); Kilpua
et al. (2017); Borovsky (2020); Zhang et al. (2022)). The solar-wind-magnetosphere
interactions form a basic foundation for the studies of space physics, magnetospheric
physics, ionospheric physics, and space weather.

The goals of this Frontiers Research Topic on Solar Wind–Magnetosphere Interactions
are 1) to publish research at the forefront of this important topic, 2) to assess the state of
knowledge, 3) to point out new directions in research, 4) to apply new mathematical and
data-analysis techniques, and 5) to discuss needs for the future.

Seventeen papers on solar wind–magnetosphere interactions are contained in this
electronic book. Synopses of the seventeen papers are as follows, ordered by papers that
focus on 1) the Sun 2) solar wind, 3) magnetosphere, and 4) ionosphere.

Chapman builds on her previous work that shows that they can map sunspot record,
which has irregular cycle duration, onto a regular “clock” where each cycle has the same
duration in Hilbert analytic phase. The quiet interval of the solar cycle is located at a fixed
phase interval of this solar cycle clock. In the present work, she shows that such mapping can
be done without using the Hilbert transform. There is a clear geomagnetically active-quiet
switch-off and quiet-active switch-on activity and the times for this on and off switch can be
directly determined from the sunspot time-series without performing Hilbert transform. The
switch-off and switch-on of activity can be mapped from the clock back into the time-
domain to create a cycle-by-cycle chart of activity, which can be useful for space weather
assessment.

Sivadas and Sibeck study how simultaneous measurements of different L1 solar wind
monitors differ due spatial and temporal structure of solar wind. They point out that this
inherent uncertainty in L1 solar wind measurements may lead to bias in various studies
utilizing correlations between solar wind and magnetospheric variables. By numerical
experiments Sivadas and Sibeck show that this so-called regression bias may lead to an
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apparent underestimation of magnetospheric response to extremes
in solar wind driving for all popularly used regression analysis
methods.

Chepuri et al. examine a large number of low-latitude boundary
layer crossings by theMagnetospheric Multiscale (MMS) satellites to
analyze the fluxes of energetic (>30 keV) electrons and whistler-
mode chorus waves. They find that enhancements of energetic
electrons and whistler-mode waves are often associated with
signatures of magnetic reconnection. However, they point out
that more research is needed to uncover whether these statistical
relationships indicate causality.

Farrugia et al. study the effect of a solar wind directional
discontinuity (DD) on the Earth’s magnetosphere on 10 January
2004 using simultaneous observations from four spacecraft, namely
Geotail, Cluster, Polar, and DMSP. The passage of the solar wind
DD leads to the formation of the complicated structures in the
magnetosphere even though the geomagnetic activity is relatively
quiet, AE index is ~ 0 nT and Sym-H ~–10 nT. These structures
include compression and dilation of the magnetosphere,
deformation of the postnoon magnetopause, magnetotail flapping
and twisting, strong tailward flow (~680 km/s) at a distant tail
(~–230 Re). At the nightside ionosphere, near the poleward edge
of the auroral oval, there is evidence of strong sunward flow (3 km/s)
accompanied by a pair of upward and downward field-aligned
currents (FACs).

Reistad et al. show that magnetospheric substorms are stronger
and more frequent when IMF By and the Earth’s magnetic dipole tilt
have opposite signs. That is, substorm activity is enhanced for By >
0 during negative dipole tilt (NH winter) and vice versa during
positive dipole tilt (NH summer). Reistad et al. show that this so-
called explicit IMF By dependence is systematically seen in several,
independent substorm lists. The physical mechanism of the By
dependence is currently not fully understood. Reistad et al.
suggest that the By dependence of magnetospheric substorms
could result from a similar By dependence of the dayside
reconnection rate.

Pulkkinen et al. perform 131 simulations of geomagnetic storms
using the University of Michigan Space Weather Modeling
Framework Geospace configuration. The framework comprises a
set of numerical models able to solve the 3-D extended MHD
equations to describe and predict different processes in space
plasma. The study focuses on modeling the parameters
characterizing the condition of the magnetosphere like the
geomagnetic indices, which are directly related to solar wind
drivers, magnetopause locations, and the cross-polar cap
potential. The simulated results are generally in a good
agreement with those observed. Meanwhile, it is found that the
Geospace simulation consistently underestimates AL index, and
significantly gives smaller distances from the Sun-Earth line to
the lobe boundary in comparison with the empirical model in
the conditions of the increased dynamic solar wind pressure. The
article highlights the usability of geomagnetic indices and
constructiing solar wind drivers of geomagnetic storms.

Borovsky re-examines the well-known positive correlation
between the amplitude of magnetic-field fluctuations (turbulence)
in the upstream solar wind and the level of geomagnetic activity. He
re-confirms those correlations, but cautions the research community

that the “turbulence effect” on magnetospheric activity may not be
physically real.

Borovsky re-investigates the effect of noise on solar-wind/
magnetosphere coupling studies by adding noise to real solar-
wind and geomagnetic-activity data. This study re-confirms that
noise changes the functional forms of best-fit driver functions, again
obscuring the physics of how the magnetosphere is driven by the
solar wind.

Borovsky uses artificial-data “gedankenexperiments” to explore
the effect of noise in the data on correlation analysis between the
time-dependent solar wind and the time-dependent geomagnetic
activity. Noise is found to alter best-fit formulas for solar-wind
driver functions, obscuring the physics of solar-wind driving.

Borovsky points out that there are 3 dawn-dusk aberrations to
the solar wind at the Earth: one caused by the orbit of the Earth
about the Sun, one caused by the propatation of solar-wind structure
along the Parker spiral direction, and one associated with a
systematic non-radial flow of the solar wind at 1 AU. These
3 aberrations degrade the quality of a solar-wind monitor at L1.

Gokani et al. discuss how solar drivers and geomagnetic storms
affect the loss of high energy electrons from the outer radiation belt.
They analyze 103 intense geomagnetic storms with Dst ≤ −100 nT in
1996–2019 and, using the superposed epoch analysis, find that the
flux depletions of electrons having energies >0.6 MeV and >0.8 MeV
at the geostationary orbit starts with themain phase of the storm and
can reach over one order of magnitude. No solar cycle dependence is
found. Effects of the most geoeffective solar drivers, namely coronal
mass ejections (CMEs) and corotating interaction regions (CIRs),
are investigated. Interplanetary coronal mass ejections (ICMEs) are
divided into sub-structures and tested for the impact of each on the
radiation belt electron flux. The authors conclude that the flux
decreases are larger in the sheath-related storms, which may be due
to the enhanced dynamic pressure and ULF wave power. A
comparison between the radiation belt electron depletion caused
by ICMEs and CIRs shows that it is more pronounced in the latter
case, contrary to previous observations. The role of different solar
drivers, such as solar wind conditions, the pressure, the speed, the
density, the electric field, and the interplanetary magnetic field
vertical component in causing radiation belt energetic electron
flux decrease is also discussed.

Borovsky and Runov investigate the possibility that the energetic
strahl electron population of the solar wind might be the ultimate
origin of the seed electron population of the Earth’s electron radiation
belt, with the strahl electrons becoming the suprtathermal electron
population of the magnetotail plasma sheet, electrons which are
injected into the Earth’s dipole by substorms.

Kondrashov et al. describe amachine learning technique to predict
plasmaspheric hiss spectral classes (“no hiss”, “regular hiss”, and “low-
frequency hiss”) from the Van Allen Probes data. The authors create a
random forests model which is found to bemore accurate, compared to
the existing unsupervised machine learning self-organizing map
method. The highest scores detected by the model often match the
distribution of the classes in the data set, which explains the model’s
high predictive skill. It is shown that predictors likemagnetospheric and
solar wind conditions only improve the predictions by a very small
amount while the distinct locations of a given spectral class play amajor
role in determining the prediction’s accuracy.
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Lockwood and Cowley carry out a comprehensive analysis of
non-equilibrium conditions of the magnetosphere-ionosphere-
thermosphere system. The most important phenomena, such as
magnetic reconnection and flux transport, occur when the system is
not in equilibrium, therefore the corresponding processes require
better understanding. It is shown that even if the solar wind driving
does not change, the magnetosphere-ionosphere system can still
display variations depending on time of year and UT owing to the
Earth dipole tilt combined with other effects such as motions of the
geomagnetic poles in a geocentric frame, the tail geometry, and
ionospheric conductivity. This means that equilibrium is not just a
function of the amount of open flux in the system. The study
suggests that if one tries to map electric fields from
interplanetary space to the ionosphere, the results are only
accurate under steady-state conditions that can be achieved by
taking data over long timescales and averaging out fluctuations.
It is also discussed how the Expanding Contracting Polar Cap
(ECPC) model may be the most accurate in predicting the
magnetospheric response to the solar wind variability. In
particular, it is found that the convection response and the
integrated flux transport over the polar cap are higher for the
high solar wind dynamic pressure cases. According to ECPC,
enhanced solar wind dynamic pressure leads to a faster response
time of the magnetosphere-ionosphere system since it controls the
pressure in the magnetosheath that, in turn, determines how quickly
the system returns towards equilibrium.

Partamies et al. study 68 events of high-latitude pulsating aurora
(PsA) events using the optical observatory at Svalbard at 75°

magnetic latitude (MLAT). They find that the high-latitude PsA
events, which tend to occur between 5 and 11 magnetic local time
(MLT), are associated with lower geomagnetic activity, weaker solar
wind driving, lower ionospheric electron density than those with the
low-latitude PsA events (located in the equatorward portion of the
auroral oval). They conclude that the high-latitude PsA is dominated
by a sub-type called Amorphous Pulsating Aurora (APA) and not
likely to cause direct changes in the chemical composition of the
mesosphere.

Dredger et al. present a study in which they investigate the
connection of the field-aligned currents in the polar cap and the
currents generated at the bow shock using MMS, AMPERE, and
DMSP observations during a period of strong IMF By on
13 November 2015. The FAC flows downward and upward in
the northern and southern polar cap, respectively while the bow
shock current also has the same south-to-north polarity. They
compare the magnitudes and polarities of the bow shock and
field-aligned currents in the observations with those from the
MHD simulation of the same event. They conclude that taken
together, the observations and simulation support the hypothesis
that the bow shock current, at least partially, closes through the
ionosphere.

Bland et al. determine the spatial extent of energetic (>30 keV)
electron precipitation during three substorms using cosmic noise
absorption (CNA), the Super Dual Auroral Radar Network
(SuperDARN) and very low frequency (VLF) measurements.
They show that energetic electron precipitation extends
significantly further equatorward than predicted by current
empirical models, even during moderate geomagnetic activity.
These results show that more research is needed to understand

spatial distribution of energetic electron precipitation and its
atmospheric response.
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Noise, Regression Dilution Bias, and
Solar-Wind/Magnetosphere Coupling
Studies
Joseph E. Borovsky*

Space Science Institute, Boulder, CO, United States

Using numerical experiments, the effects of noise in the solar-wind and magnetospheric
data on fits to the data are examined. In particular, the impact of noise amplitude on the
functional forms of best-fit solar-wind driver functions is explored. The presence of noise
(measurement error) will make it difficult to use solar wind and magnetosphere data to
uncover (or confirm) the formula that describes the physics of the driving of the
magnetosphere.

Keywords: magnetosphere, solar wind, geomagnetic activity, geomagnetic indices, solar wind magnetosphere
coupling, space weather

INTRODUCTION

Solar-wind/magnetosphere coupling is often studied by examining “driver functions” created from
multiple solar-wind variables and testing how well the driver functions do in statistically describing
the time-dependent activity of the Earth’s magnetosphere-ionosphere system, with that activity
typically measured with a single geomagnetic index. Often the goodness of the driver function is
measured by the magnitude of the Pearson linear-correlation coefficient between the time-dependent
solar-wind driver function and the time-dependent geomagnetic index. Correlation coefficients of
0.5–0.8 are typical.

Associated with the linear correlation, a least-squares linear-regression fit to the geomagnetic-
index values as a function of the driver-function values is often made. In a plot (for example,
Figure 1)of the geomagnetic index (vertical) versus the solar-wind driver function (horizontal), the
least squares fit is based onminimizing the vertical errors from a line on the plot. In a sense, this least-
squares linear-regression fit is the best fit for predicting the value of the geomagnetic index (vertical)
knowing the value of the driver (horizontal).

In this report, artificial data sets are used to explore the effects of noise in the data for the study of
solar-wind/magnetosphere coupling. For simplicity and clarity, the artificial data sets employed will
not involve time lags as the actual solar-wind and magnetospheric data do.

REGRESSION DILUTION BIAS

Data that is imperfectly correlated leads to a phenomenon denoted as “regression dilution bias” (e.g.,
Liu, 1988; Hutcheon et al., 2010) or as “attenuation by errors” (e.g., Spearman, 1904; Bock and
Petersen, 1975). Basically, the smaller the Pearson correlation coefficient rcorr, the shallower the slope
of the linear regression fit: that is the systematic “bias”. Hence, the larger the noise in the data, the
lower the correlation coefficient, and the shallower the slope of the linear-regression fit. Additionally
for data points x versus y, the linear-regression fit formula obtained for y(x) (y fitted as a function of
x) differs from the fit formula for x(y) (x fitted as a function of y).
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In some sense a better fit to the data is a “major-axis linear-
regression fit” (Riggs et al., 1978; Warton et al., 2006), also known
as a “total least squares fit” (Golub and Van Loan, 1980) or a
“Gaussian fit” (Borovsky et al., 1998): this fit minimizes the
perpendicular distances to the line rather than just minimizing
the vertical distances to the line. If you were to “eyeball” a
scatterplot and draw a line through the group of points, your
line would approximate the major axis fit and would have a slope
steeper than the mathematical linear-regression least-squares fit.

Figure 1 displays some of these concepts with artificial data.
Data points e (Earth activity, vertical) are plotted as a function of
d (solar wind driver, horizontal). The data sets each are
comprised of 300,000 points (d,e), although only every 100th
point is plotted. The core data set (do,eo) is not plotted, but it is
created as follows. do (solar-wind driver) is a box-car distribution
of random numbers between 0 and 1. Then eo (Earth) is created as
eo = do. If eo were to be plotted as a function of do, all points would
lie on the line e = d, the slope of the linear-regression fit would be
1.0, and the Pearson correlation coefficient would be rcorr = 1.0.
The red points in Figure 1 are created by adding noise (boxcar
random numbers) to both do and eo where the boxcar noise values
go from -0.15 to +0.15. The d and e distributions (d = do + noise
and e = eo + noise) are then “standardized” so that they go from
values of 0 to values of 1. Similarly the blue points in Figure 1 are
created by adding larger-amplitude noise to the do and eo points,
where the boxcar noise goes from -0.25 to +0.25, and the
distributions are “standardized” after the noise is added. Least-
square linear regression fits are performed and plotted as the two
lines: a red line for the red points and a blue line for the blue
points. For the red points the fit slope is 0.92 and for the more-
noisy blue points the fit slope is 0.5. Recall that the “true answer”
if there was no noise in the data would be a slope of 1.0. As noted
in the scatterplot of Figure 1, with increasing noise the Pearson
linear correlation coefficient rcorr is reduced.

If the physics of the solar wind d driving the magnetosphere e
is e = d as described by the eo = do points, then noise in the
variables in Figure 1 is yielding systematically different formulas
for the driving: e = 0.92d and e = 0.5d.With increasing inaccuracy
of the data, the interpretation of the fit formulas is that the solar-
wind driving of the earth is weaker than it should be: the increase
in Earth activity associated with an increase in driving is lessened.

FIGURE 1 | A scatterplot of two sets of data (d,e) with two different
amounts of noise in the data. Only every 100th data point is plotted.

FIGURE 2 | For a driver function of the form d = v1
av2

bv3
c for three

independent solar-wind variables v1, v2, and v3, the exponents (A–C) are
solved for as a function of time via an evolutionary algorithm that maximizes the
Pearson linear correlation between d and e.
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EFFECT OF NOISE ON A BEST-FIT
FORMULA

The solar-wind driver functions are mathematical combinations
of solar wind variables. The functional forms used are most often
multiplicative combinations of solar-wind variables with non-
unity exponents on some of the variables (cf. Table 1 of Baker,
1986, Table 1 of Newell et al., 32,007, Table 1 of Balikhin et al.,
2010, Table 1 of Borovsky, 2013), or they can be linear
combinations of solar wind variables (Borovsky and Denton,
2018; Borovsky, 2021), or they can be time integrals of solar-wind
variables (Borovsky, 2017). We don’t know the “correct”
functional form of the solar-wind driver function for the
Earth, so we often look for the solar-wind function that gives
the best correlation with geomagnetic indices (e.g., Newell et al.,
2007; Borovsky, 2014; McPherron et al., 2015). Let’s ask whether
noise in the data changes those combinations, i.e., whether noise
changes the functional form of a best-fit solar-wind formula to
describe the Earth activity.

For a mathematical gedanken experiment, let’s suppose we know
how the driving works and can describe it with a solar wind formula.
Figure 2 explores how noise in the solar-wind-magnetosphere data
can change the functional form of best-fit solar-wind driver
functions. As in Figure 1 a core data set (do,eo) is created, where
here the solar-wind driver function do is constructed from three
independent solar-wind variables v1o, v2o, and v3o represented by
three sets of 100,000 random numbers. The driver function will be
taken to have a functional form like the Newell driver (Newell et al.,
2007) do = v1o

4/3v2o
2/3v1o

8/3. (The Newell function is
vsw

4/3Bsw
2/3sin8/3 (θclock/2).) In the reference data set (do,eo) of

100,000 point pairs the Earth reaction is taken to be eo = do.
Let’s assume do is the driver function that describes the physics
of the driving and eo is the real reaction of the Earth to do. As was the
case in Figure 1, noise will be added to do and eo to make various
noisy data sets (d,e). The added noise are random numbers. The
“noise amplitude” is the standard deviation of the noise-number
distribution divided by the standard deviation of the variable to
which the noise is added. The noise will be added in three different
manners: 1) noise added only to eo (vertical noise on the e-versus-d
scatter plot), 2) noise added only to v1o, v2o, and v3o (horizontal noise
on the e-versus-d scatter plot), and 3) noise added to both the vertical
and the horizontal. For each noisy data set v1, v2, v3, and e the
following calculation is made. An evolutionary algorithm (genetic
algorithm) (cf. Borovsky, 2017; Borovsky, 2020a) is run to solve for
the three exponents a, b, and c such that the Pearson correlation
between the driver function d = v1

av2
bv3

c and the earth function e is
maximum. The algorithm randomly changes the values of a, b, and c:
if a random change produces a driver d = v1

av2
bv3

c with a larger
correlation coefficient rcorr, then the change is accepted: if the
random change produces a lower correlation coefficient, then the
change is rejected and the formula is reverted back to the pre-change
form. The algorithm evolves a, b, and c to a local maximum in rcorr.
There is no guarantee that there is only one local maximum, but
whenever the algorithm has been run with drastically different initial
values of a, b, and c it evolves to the same final set of a, b, and c values.
In the top panel of Figure 2 the values of a, b, and c that give the
maximum correlation are plotted as a function of the amplitude of

the noise added to v1o, v2o, v3o, and eo. The three shapes of the points
correspond to the three separate ways the noise was added. In the
middle panel of Figure 2 the maximum correlation coefficient rcorr
for that amount of noise obtained by the algorithm between d =
v1

av2
bv3

c and e for the best-fit a, b, and c values is plotted. As
expected, the correlation coefficient rcorr decreases with increasing
noise amplitude. Note however in the top panel that the best-fit
values of a, b, and c vary with the noise amplitude if there is noise in
the solar-wind variables (round and hollow-square points). Recall
that the answer in the absence of noise was a = 4/3, b = 2/3, and c = 8/
3 such that do = v1o

4/3v2o
2/3v1o

8/3. Lets call do the formula describing
the physics of the solar-wind driving the magnetosphere. As
Figure 2 demonstrates, with noise (which there always is in
measurements of the solar wind for the real magnetosphere) the
data yields a different formula from the one that describes the
“physics”. The changing of the values of a, b, and c in the driver
formula d = v1

av2
bv3

c is what this report considers as a changing of
the functional form of the driver function caused by noise.

In the bottom panel of Figure 2 the slopes of linear-regression fits
to the e values as functions of the best-fit d values are plotted as
functions of the noise amplitude. (Both d and e are standardized
here, with mean values of 0 and standard deviations of 1.) The slope
values in the bottom panel track the correlation coefficients in the
middle panel, commensurate with the regression-dilution-bias effect.
I.e., for the linear best fit of e by v1

av2
bv3

c, the coefficient in front of
v1

av2
bv3

c decreases with increasing noise.
Note that if there is vertical-only noise on the Earth measure

(geomagnetic index) e but not in the solar wind, the coefficients
obtained would not change with noise. However, the correlation
rcorr decreases with noise (middle panel of Figure 2) and the
regression dilution bias still occurs with the linear-regression
slopes decreasing with noise amplitude (bottom panel of
Figure 2) interpreted as lessened Earth reaction for an
increased driver strength.

As a preview of future work, adding noise to the solar-wind
variables in real data [i.e., OMNI2, King and Papitashvili (2005)]
indeed changes the functional form of the best-fit solar-wind
driver. Fits of the form vsw

aBsw
bsinc (θclock/2) to various time-

lagged geomagnetic indices (AE, AL, AU, Kp, Hp60, PCI) find
that adding noise to any one of the three solar-wind variables
changes the best-fit values of all three exponents a, b, and c.
Depending on the geomagnetic index that is being fit, the best-fit
values of a, b, or c can either decrease with added noise or increase
with added noise. In agreement with the triangle points in the top
panel of Figure 2, adding noise only to the geomagnetic index
does not change the best-fit values of a, b, or c in a real data set.
Real solar-wind data will be explored in a future report.

SUMMARY

The functional form obtained for the best fit solar-wind driver d
depends on (at least) two things. It is a function of how the driving
works. It is also a function of noise in the measurements. If our
goal is to use real solar-wind/magnetosphere data to uncover or to
confirm the formula that tells us the physics of the driving, we
have trouble because of there always being noise in the data. One
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source of error in the solar-wind and magnetosphere data is the
fact that the solar wind that hits an upstream monitor is not the
same solar wind that hits the earth: this error has been expounded
upon (Borovsky, 2018; Borovsky, 2020b; Walsh et al., 2019;
Burkholder et al., 2020). Another source of error is that
geomagnetic indices are only indirect measures of the reaction
of the earth to the solar wind. A future research effort might
involve 1) obtaining a best-fit driver formula from the real data, 2)
assessing the amplitude and properties of the noise in the real
data, and 3) attempting to correct the formula for the effects of
the noise.
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Is the Solar Wind Electron Strahl a
Seed Population for the Earth’s
Electron Radiation Belt?
Joseph E. Borovsky1* and Andrei Runov2

1Space Science Institute, Boulder, CO, United States, 2Department of Earth, Planetary, and Space Sciences, University of
California, Los Angeles, Los Angeles, CA, United States

1) Since the outer electron radiation belt is lost on occasion, the radiation belt needs
seed electrons to rebuild. 2) The clear candidate for that seed population is energetic
substorm-injected electrons in the dipolar magnetosphere. 3) The energetic
substorm-injected electrons in the dipole come from the suprathermal electron
population in the magnetotail plasma sheet, delivered by substorms. Scenario
(1)–3) begs the question: Where do these magnetotail suprathermal electrons
come from? We are hypothesizing that one source (perhaps the dominant source)
is the energetic field-aligned electron strahl in the solar wind, which are electrons fresh
from the solar corona.
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OVERVIEW

In this Hypothesis paper we will explore the possibility that strahl electrons in the solar wind at Earth
follow the pathway into the magnetosphere that is: solar wind→ lobe→ polar rain→ plasma sheet
→ substorm-injected electrons → electron radiation belt.

It is a reasonable hypothesis that the energetic electron strahl of the solar wind contributes as
a source population for the Earth’s outer electron radiation belt. 1) The strahl is seen on lobe
field lines and it reaches the polar-cap atmosphere to create the polar-rain aurora (Fairfield and
Scudder, 1985). The intensity of the polar-rain aurora is modulated by the intensity of the strahl
in the solar wind (Hershbach and Zhang, 2021). 2) Lobe field lines are captured into the
magnetotail plasma sheet via the action of the distant reconnection site and these field lines
have energetic strahl electrons on them (Zhang and Wing, 2015). 3) The magnetotail plasma
sheet is observed to have a suprathermal electron population (Christon et al., 1989; Runov et al.,
2018). 4) The suprathermal electron population of the magnetotail plasma sheet becomes the
substorm-injected electron population in the dipolar magnetosphere as substorms transport
and adiabatically energize this population (Birn et al., 1998, 2014). 5) The substorm-injected
electrons are widely considered to be the seed population for the electron radiation belt (Jaynes
et al., 2015; Boyd et al., 2016; Borovsky and Valdivia, 2018).

This hypothesis has the potential to uncover another piece of the M-I-T system and how it is
driven by the solar wind, and in fact by the solar corona. This hypothesis, if accurate, could have a
transformative impact on our system-science understanding of the solar-wind-driven
magnetosphere of the Earth (Borovsky and Valdivia, 2018) and could contribute to electron
systems science (Vershcaren et al., 2021). This could lead to an increased understanding of the
controlling factors for space weather at Earth and an improved ability to predict the evolution of the
electron radiation belt.
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THE ELECTRON STRAHL IN THE SOLAR
WIND

The solar wind has three electron populations (Boldyrev et al.,
2019; Bercic et al., 2020): the (cool) core, the hot isotropic
halo, and the energetic field-aligned strahl. The strahl is a
field-aligned distribution of electrons with a broad range of
energies from 100s of eV to a few-keV. The strahl is the hot-
electron population of the solar corona escaping along
magnetic-field lines out into the heliosphere. The strahl is
sometimes referred to as the solar-wind heat flux (e.g., Gary
et al., 1975). Strahl electrons move rapidly along the field: a
500-eV strahl electron has a field-aligned velocity of 1.3 ×
109 cm/s, which is 2 RE/s. At 1 AU the observed strahl
electrons left the Sun about 3 h ago, whereas the solar-wind
plasma is about 100 h old. At 1 AU the core represents about
90% of the electron density, the halo about 7%, and the strahl
on average about 3% (Stverak et al., 2009), although the strahl
fractional density can vary greatly with time. At 1 AU the
field-aligned strahl is several degrees wide (Fitzenreiter et al.,
1998; de Koning et al., 2007).

The spaghetti magnetic-flux-tube structure of the solar
wind (Borovsky, 2008, 2010) forms a ductwork for the
outward moving strahl (Borovsky et al., 2021). As the
various flux tubes pass the Earth the intensity of the strahl
can change from tube to tube (Gosling et al., 2004; Borovsky,
2020a, 2021). This results in intensity changes on 10-min
timescales at Earth as the various solar-wind magnetic flux
tubes advect past the Earth (Borovsky, 2020b). Additionally,
the strahl intensity varies systematically on a few-day
timescale as the different types of solar-wind plasma pass
the Earth (Borovsky, 2018). An hourly-averaged 272-eV
strahl-intensity index I272 at Earth has been created
(Borovsky, 2017). I272 is log10 (f (272)) where f (272) is the
phase-space density of the strahl at 272 eV: I272 is a proxy for
the flux of the strahl, but future studies should use the total

integral of the strahl to properly calculate its flux. There is a
27-day periodicity to the intensity of the strahl at Earth; this
can be seen in the autocorrelation function of I272 plotted in
Figure 1. The intensity of the electron strahl can be used as an
indicator of the magnetic connection from the Earth to the
Sun (Borovsky, 2021). The strahl is most intense in corotating
interaction regions and the beginnings of high-speed streams
(Borovsky and Denton, 2016), which at Earth are the times
when the electron radiation belt becomes most intense
(Borovsky and Denton, 2010).

THE STRAHL IN THE LOBES

The electron strahl is seen in the magnetosheath, both in the
near-Earth magnetosheath (Terasawa et al., 2000; Kasaba
et al., 2000) and in the distant-tail magnetosheath (Aaker
et al., 1986). The strahl electrons are
commonly seen throughout the lobes at energies of 100s of
eV to a few keV (e.g., Fairfield and Scudder, 1985; Aaker et al.,
1986).

Figure 2 is a noon-midnight meridional cut from a global
MHD simulation of the solar-wind-driven magnetosphere
examining the magnetic connection from the solar wind
into the magnetosphere. The IMF is purely southward in
this simulation and magnetic-field lines are shown in light
green. The time labels at the top of the figure indicate the time
that has passed since the various solar-wind magnetic-field
lines became connected into the magnetosphere via dayside
reconnection.

In each flux tube at 1 AU the strahl moves out from the Sun
as a steady stream (heat flux) of electrons. When a particular
tube passes a solar-wind monitor, the strength of the stream in
that tube is gauged by I272. As that tube passes the Earth and
its magnetic connection to the magnetosphere changes, the
strahl flux in that tube should remain the same. Hence, when
comparing lobe observations of the strahl with solar-wind
observations of the strahl, a time lag in the solar-wind
observations must be accounted for. The time lags are
owed to temporal changes in where that tube connects into
the magnetosphere. Mirroring strahl electrons are lost to the
solar wind on polar-cap flux tubes that are open,
and mirroring strahl electrons are captured on closed
flux tubes.

Conserving the first adiabatic invariant, the narrow field-
aligned strahl in the solar wind has no difficulty going from
the solar wind into the lobes. If the field strength in the lobes is
~30 nT and the field strength in the solar wind is ~5 nT, then
electrons with pitch angles up to ~23° can enter the stronger
field of the lobes. Scatter-free transport of the strahl into the
lobes is also expected: unless a strahl-electron gyroradius rge is
rge > 0.1 rcurve (Borovsky et al., 2022a,b), where rcurve is the
radius of curvature of a field line, there will be no scattering.
At 5 nT a 500-eV electron has rge ~ 1 km and field-line radii of
curvatures of 10 km are not expected in the connection of the
solar-wind magnetic field into the magnetosphere depending
on the spacecraft location in the lobes.

FIGURE 1 | The autocorrelation function of the hourly strahl-intensity
index I272. Note the autocorrelation time (1/e method) is about 26 h and note
the 27-day recurrence of the correlation indicating a 27-day periodicity in the
I272 time series.
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Note in Figure 2 that most of the solar-wind magnetic-field
lines connecting into the lobes (and into the polar cap) pass
through the distant bow shock, where the shock compression
ratio is weak (Greenstadt et al., 1990; Bennett et al., 1997). For
these distant field lines, the strahl population should be little
effected by passage through the weak bow shock.

POLAR RAIN AURORA

As solar-wind magnetic-field lines become connected to the Earth,
the electron strahl creates the polar-rain aurora in the northern polar
ionosphere when the IMF is in an away sector and in the southern
polar ionosphere when the IMF is in a toward sector (Fairfield and
Scudder, 1985; Newell and Meng, 1990; Wing et al., 1996; 2001;
2005). The intensity of polar-rain aurora is correlatedwith intensity of
the strahl in the solar wind (Hong et al., 2012; Hershbach and Zhang,
2021), hence, polar-rain observations can provide a good estimate of
the strahl population in the lobe and in the plasma sheet. The polar
rain is structured, similar to the structured strahl population of the
solar wind (Borovsky, 2020a).

As seen from the solar wind, the atmospheric loss cone for the
Earth’s polar caps is quite small and so not all of the strahl electrons
are able to hit the atmosphere and make aurora. For instance, if the
field strength in the solar wind is 5 nT = 5× 10–5 G, then the loss cone
for the 0.5-G field of the polar cap is about 0.6°. Strahl electrons
outside of the loss cone will mirror above the atmosphere.

As indicated in Figure 2, time lags of 0–2 h are expected between
the solar wind and the ionosphere owing to flux-tube advection past
the Earth, with the time delays shorter in the sunward portions of the
polar cap and longer in the nightside polar cap (cf. Figure 2).

In matching the energy spectra of the polar-rain electrons with
the solar wind, evidence of field-aligned potentials has been seen
(e.g., Fairfield et al., 2008; Wing et al., 1996; 2001; 2005; 2015).
Polar rain intensity or energy flux sometimes shows a negative
gradient from the dayside to the nightside, which can be partly
attributed to the retarding potential (Newell et al., 1996; Fairfield
et al., 2008; Wing et al., 1996; 2001; 2005; 2015). However, this

negative gradient is not always seen for the reasons that are not
entirely clear (Newell and Meng, 1990);

THE PLASMA SHEET
SUPRATHERMAL-ELECTRON
POPULATION
The pathway from the electron strahl in the solar wind to the
electron strahl in the lobes (where the strahl electrons create
the polar-rain aurora) is well established. Then next step in
the pathway to the radiation belt is not well established. It is
imperative to initiate a research effort 1) to quantify how
much of the plasma-sheet suprathermal-electron distribution
is owed to the strahl (and halo) electrons of the solar wind and
2) to determine whether there are other candidate sources for
the plasma-sheet suprathermal-electron population (Other
sources, e.g., recirculation of electrons from the dipolar
magnetosphere into the tail, have been documented for
much-higher-energy electrons (Borovsky and Denton, 2011;
Walsh et al., 2012).).

The suprathermal-electron population of the Earth’s plasma
sheet has been well documented (e.g., Christon et al., 1989, 1991;
Runov et al., 2018; Stepanov et al., 2021). At 60 RE the
suprathermal electron population has energies above about
200 eV (Runov et al., 2018). Measurements of the shapes of
velocity distribution functions, phase-space densities, and
sudden temporal/spatial changes in the population need to be
made. Occurrence distributions of the properties of the
suprathermal electrons in the magnetotail plasma sheet need
to be compared with occurrence distributions of the electron
properties in the lobes and in the solar wind. Occurrence
distributions such as the phase-space density at constant μ (μ
= v⊥

2/B being the first adiabatic invariant) are particularly
revealing. Simulations of the field-aligned strahl electron
population through the nightside-reconnection process may be
informative: the simulations should provide information about
the likelihood of pitch-angle scattering at thin current sheets and

FIGURE 2 | A number-density snapshot from an LFM (Lyon et al., 2004) simulation (Joe_Borovsky_081,121_1) at the CCMCwith a purely southward IMF: the bow
shock is in yellow, the magnetotail is dark blue. Nine open field lines (light green) are traced from the polar cap into the solar wind. The labels (red) are the times since that
particular solar-wind flux tube passed a solar-wind monitor at the nose of the bow shock. The solar wind velocity vector is tilted southward (vx = −400 km/s and vz =
−66 km/s) to wind-sock move the magnetotail downward (1) to keep the distant magnetotail from flaring out of the simulation domain and (2) to push the northern
high-latitude magnetopause onto a higher-resolution region of the simulation grid.
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at the reconnection site and about energy-anisotropy
evolution in the collapsing Earthward field lines after
reconnection.

Besides entry from the solar wind into the magnetotail
plasma sheet from the lobe via nightside reconnection, solar-
wind electron populations can also enter into the
magnetotail plasma sheet via the low-latitude boundary
layer (LLBL).

For the lobe-reconnection pathway, the best estimate of the
strahl electrons that enter the nightside closed magnetosphere
may be obtained from the polar rain electrons where the polar
rain meets the open-closed boundary of the nightside oval
(Newell and Meng, 1990; Wing and Zhang, 2015).

SUBSTORM-INJECTED ELECTRONS

It is well established that the population of energetic substorm-
injected electrons in the dipolar magnetosphere is directly related
to the suprathermal electron population in the magnetotail
plasma sheet, delivered into the dipolar region by the strong
electric fields of magnetospheric substorms (Birn et al., 1997,
1998, 2004, 2014).

Using the hourly multispacecraft substorm-injected-
electron index Fe130 (Borovsky and Yakymenko, 2017) that
is based on SOPA measurements (Belian et al., 1992) from
geosynchronous orbit and using the hourly I272 strahl-
intensity index (Borovsky, 2017) that is based on ACE
measurements in the solar wind, the red curve in Figure 3
plots the time-lagged Pearson linear correlation coefficient
between I272 and Fe130. The peak correlation occurs when the
Fe130 substorm-injected-electron intensity is lagged by about
1 day from the solar-wind I272 strahl-intensity index.

SEED ELECTRONS FOR THE RADIATION
BELT

It is commonly accepted that the energetic substorm-injected
electron population in the dipolar magnetosphere is the seed
population for the Earth’s electron radiation belt (Jaynes et al.,
2015; Boyd et al., 2016; Borovsky and Valdivia, 2018), with the
substorm-injected electrons energized primarily by whistler-
mode chorus waves, with the chorus waves driven by lower-
energy injected electrons. It is well known that the intensity of
the electron radiation belt is statistically strongly connected to
the time history of the intensity of substorm electron
injections (Simms et al., 2016; Borovsky, 2017). Borovsky
(2017) found a Pearson correlation coefficient of +74%
between the multispacecraft flux Fe1.2 of 1.2-MeV
radiation-belt electrons and the 62-h time integral of the
Fe130 flux of substorm-injected electrons.

The blue curve of Figure 3 plots the time-lagged Pearson
linear correlation coefficient between the strahl electron
intensity index I272 in the solar wind and the 1.2-MeV
radiation-belt flux index Fe1.2 at geosynchronous orbit: a
peak in the correlation coefficient occurs when the
radiation-belt index Fe1.2 is lagged by about 4 days.

THE FUTURE

A project is needed that will verify and quantify a long chain of
events that leads to a seed population of energetic electrons for
the Earth’s electron radiation belt: solar wind → lobe → polar
rain → plasma sheet → injected electrons→ radiation belt. Of
particular interest is determining the relative contribution of
strahl to the seed population through each stage of the
proposed pathway. It will be important distinguished the
strahl electron population from other electron populations
by comparing phase-space densities for consistency in the
various steps of the strahl’s pathway and by correlating the
strengths of the various populations.

The project goals would be the following. 1) To determine
whether (and by how much) the solar-wind electron strahl
(and halo) acts as a seed population for the Earth’s electron
radiation belt. 2) To determine the controlling factors for this
process. 3) To trace the electron strahl from the solar wind,
into the lobe, into the polar-cap ionosphere (polar rain), into
the magnetotail plasma sheet. The suprathermal electrons of
the plasma sheet have already been traced into substorm
injections in the dipole, and evolving into the electron
radiation belt has been examined.

A project pursuing this unique hypothesis could have a
transformative impact.
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FIGURE 3 | The correlation time-lag behavior between the strahl
intensity in the solar wind and (red) the peak flux of 130-keV electrons at
geosynchronous orbit and (blue) the peak flux of 1.2-MeV radiation-belt
electrons at geosynchronous orbit. 11,020 hourly data points were
used. The modest, but nonzero, levels of correlation indicate that strahl
intensity is not the only controller of these magnetospheric quantities.
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The Triple Dusk-Dawn Aberration of
the Solar Wind at Earth
Joseph E. Borovsky*

Space Science Institute, Boulder, CO, United States

In this Brief Report it is pointed out that there are three dusk-dawn aberrations of the solar-
wind plasma and magnetic structure approaching Earth and the magnitudes of these
aberrations are estimated for various solar-wind types monitored from L1. Solar-wind
monitors closer to the Earth than L1 would have superior performances.

Keywords: solar wind, magnetosphere, solar wind monitor, solar wind magnetosphere coupling, space weather

The solar-wind plasma and its magnetic structure that hit an L1 monitor on the Sun-Earth line will
on average pass duskward of the Earth’s magnetosphere. This is depicted in Figure 1 with L1 at the
top of the sketch and with the shape of the magnetosphere drawn in blue using the Lin et al. (2010)
magnetopause model (eq. (3) of Lin et al. (2010) with ro = 10.8 RE, m = 0.1, and β = −1.1).

The solar-wind velocity vector at 1 AU varies with time by about ±5° in both the dawn-dusk and
north-south directions (cf. Borovsky 2012; Borovsky, 2018).With L1 being 235 RE upstream from the
Earth (cf. Figure 1), the ±5° time variation of the flow vector corresponds to a ±20.5 RE time variation
in the location at Earth of a flow streamline passing through an L1 monitor. The timescales of these
velocity-vector changes can be slow (e.g., the days-long variations about stream interfaces discussed
below) or fast [e.g., the 98 km/s change in the solar-wind velocity vector over 3 s shown in Fig. 6b of
Borovsky (2020a)].

In addition to this variation in the streamline location at Earth, there is a systematic triple
aberration (shift) in the dawn-dusk direction. The plasma flow of the solar wind experiences the first
two aberrations and the magnetic structure of the solar wind experiences all three aberrations. The
origins of the triple aberration are as follows.

(1) The motion of the Earth around the Sun. The 29.8 km/s dawnward motion of the Earth in its orbit
(black arrow in Figure 1) means that for a perfectly radial solar-wind flow with a speed vsw hitting L1
at the Sun-Earth line will have a streamline that passes the Earth on the dusk side by a distance of
(235 RE) (29.8/vsw) (e.g., Fairfield, 1993). For vsw = 350 km/s this distance is 20 RE and for vsw =
650 km/s this distance is 10.8 RE (cf.Table 1). In Borovsky (2018) the variability of this first aberration
owing to the variability of the solar-wind flow vector is examined in comparison with the typical
structure sizes of the solar wind magnetic field (10’s of RE to 100 RE): cf. Fig. 5 of Borovsky (2018).

(2) The non-radial average flow vector of the solar wind. Using multiple spacecraft at 1 AU, Nemecek
et al., (2020a) found a systematic nonradial component to the proton-solar-wind flow that tends to be
in the direction of the solar rotation [see also Pizzo et al., (1983) and Finlay et al., (2019)]. As noted in
Table 1, this systematic flow is ~10 km/s dawnward for slow solar wind and is ~5 km/s duskward for
mid-range solar-wind speed. Note that there are also very large ~40 km/s dawn-dusk flows at Earth
associated with stream interfaces (Gosling et al., 1978): for slow-to-fast (leading-edge) stream
interfaces the solar-wind flow is strongly dawnward on the day before the interface passes the
Earth and the flow is strongly duskward on the day after the passage of the interface [cf. Fig. 4b of
Borovsky and Denton (2010)] and for fast-to-slow (trailing-edge) stream interfaces the solar-wind
flow is systematically duskward for about 3 days prior to the interface passage and the flow is
systematically dawnward for about 3 days after the interface passage [cf. Fig. 14b of Borovsky and
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Denton (2016)]. As noted inTable 1, the Nemecek et al., (2020a)
10 km/s dawnward velocity in a 350 km/s wind yields an offset of
6.7 RE for the streamline at Earth.

(3) The magnetic structure of the heliosphere moves out from the
Sun along the Parker spiral faster than the proton flow. In the
Alfvenic fast wind and in the Alfvenic slow wind, the magnetic
structure of the heliosphere moves outward from the Sun at a
speed of about 0.7 vA along the Parker-spiral direction relative to
the proton flow (Borovsky, 2020b; Nemecek et al., 2020b).
[Alfvénic wind has strong temporal correlations between the
flow vector v(t) and the magnetic-field vector B(t).] A nominal
45° Parker-spiral orientation is sketched as the green arrow in
Figure 1. For vsw in the range 500–650 km/s, the mean Alfven
speed in the OMNI2 data set (King and Papitashvili, 2005) is vA
= 73 km/s. Accounting for the angle of the Parker spiral from the
Sun-Earth line (39° for 500 km/s and 32° for 650 km/s) the
aberration of the magnetic structure is estimated to be 31.7 km/s
duskward for 500 km/s Alfvenic solar wind and 27.1 km/s for
650 km/s Alfvenic solar wind (cf. Table 1). These aberrations
yield “streamline” duskward displacements of 14.9 RE and 9.8 RE.
Note that the alpha particles of the solar wind are approximately
at rest in the reference framemoving with themagnetic structure
(Nemecek et al., 2020b), so the alpha-particle flow has the same
aberration as the magnetic structure. Also note that at 1 AU the
instantaneous magnetic-field direction varies by about ±45° with
respect to the calculated Parker-spiral direction [cf. Table 1 of
Borovsky (2010)], but the magnetic structure moves in the
mean-field direction which is the calculated Parker-spiral
direction.

These aberrations are on the order of the 10s-of-RE magnetic
structure sizes in the background Parker-spiral solar wind at
1 AU (Borovsky, 2008; 2018).

Assuming a radial proton flow, the magnitude of the first
aberration is straightforward to calculate with the formula

(29.8/vsw): if the flow is not radial the correction to the first
aberration is very small. The second aberration (caused by the
non-radial flow) is very variable with time: with a ±5° variation
in the flow vector this is a ~ ±20-RE variation at Earth. The
variability of the third aberration has yet to be explored: the
Parker-spiral direction varies according to the known formula
(405/vsw) however the statistics of the magnetic-structure
velocity vector with respect to the Parker-spiral direction
have not been studied.

The aberration problem from L1 gets better or worse
depending on the location of the solar-wind monitor about
the L1 point. And during the systematic large deflections of
the solar wind in the days around the passages of stream
interfaces, the aberration problem gets worse.

There have been a number of recent criticisms of using L1
monitoring for solar-wind/magnetosphere coupling studies
(Sandahl et al., 1996; Ashour-Abdalla et al., 2008; Borovsky, 2018,
2020a; Walsh et al., 2019; Burkholder et al., 2020) and several
estimates of the solar-wind errors between L1 and Earth (Crooker
et al., 1982; Ridley, 2000; Weimer et al., 2002; Mailyan et al., 2008;
Case and Wild, 2012). These criticisms and error calculations were
based on the temporal flow deviations of the solar wind, the
magnetic-structure scalesizes in the solar wind, and cross
correlations between L1 measurements and near-Earth
measurements.

In studying the driving of the Earth by the solar wind,
recent work indicates that errors in the solar-wind values
make it difficult to uncover or confirm the physics of the
driving. In particular in data-analysis studies the “best fit”
formulas obtained by optimizing correlations change depend
on the amount of noise in the solar wind measurements
(Borovsky, 2022; Sivadas et al., 2022).

To make needed progress in understanding solar-wind/
magnetosphere interaction, a call is made for solar-wind
monitors much closer to the Earth than L1. A study to
optimize the monitor mission is needed. One suggestion
would be multiple spacecraft in IMP-type circular orbits
(r ~ 30 RE) wherein one of the spacecraft would always be
in the upstream solar wind.

FIGURE 1 | A sketch of a net duskward aberration (red arrow) from a
monitor at L1 (green).

TABLE 1 | Estimates of the dusk-dawn aberrations of the proton plasma and the
magnetic structure for typical solar wind types.

Solar wind Aberration Aberration Aberration Total

1 2 3 Aberration

350 km/s non-Alfvenic Duskward dawnward 0 km/s duskward
29.8 km/s 10 km/s 0 RE 13.3 RE

20.0 RE 6.7 RE

500 km/s non-Alfvenic Duskward duskward 0 km/s duskward
29.8 km/s 5 km/s 0 RE 16.4 RE

14.0 RE 2.4 RE

500 km/s Alfvenic Duskward Duskward duskward duskward
29.8 km/s 5 km/s 31.7 km/s 31.3 RE

14.0 RE 2.4 RE 14.9 RE

650 km/s Alfvenic Duskward ? duskward duskward
29.8 km/s 27.1 km/s 20.6 RE

10.8 RE 9.8 RE

Frontiers in Astronomy and Space Sciences | www.frontiersin.org June 2022 | Volume 9 | Article 9171632

Borovsky Triple Solar-Wind Aberration

20

https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

AUTHOR CONTRIBUTIONS

The author confirms being the sole contributor of this work and
has approved it for publication.

FUNDING

JEB was supported by the NSF GEM Program via grant AGS-
2027569 and by the NASA HERMES Interdisciplinary Science
Program via grant 80NSSC21K1406.

ACKNOWLEDGMENTS

The author thanks Bob McPherron, Zdenek Nemecek, and
Nithin Sivadas for helpful conversations.

REFERENCES

Ashour-Abdalla, M., Walker, R. J., Peroomian, V., and El-Alaoui, M. (2008). On the
Importance of Accurate Solar Wind Measurements for Studying Magnetospheric
Dynamics. J. Geophys. Res. 113, A08204. doi:10.1029/2007ja012785

Borovsky, J. E., and Denton, M. H. (2010). Solar-wind Turbulence and Shear: A
Superposed-Epoch Analysis of Corotating Interaction Regions at 1 AU.
J. Geophys. Res. 115, A10101. doi:10.1029/2009ja014966

Borovsky, J. E., and Denton, M. H. (2016). The Trailing Edges of High-Speed
Streams at 1 AU. J. Geophys. Res. Space Phys. 121, 6107–6140. doi:10.1002/
2016ja022863

Borovsky, J. E. (2022). Noise, Regression Dilution Bias, and Solar-Wind/
magnetosphere Coupling Studies. Front. Astron. Space Sci. 9, 867282. doi:10.
3389/fspas.2022.867282

Borovsky, J. E. (2020b). On the Motion of the Heliospheric Magnetic Structure
through the Solar Wind Plasma. J. Geophys. Res. Space Phys. 125,
e2019JA027377. doi:10.1029/2019JA027377

Borovsky, J. E. (2010). On the Variations of the Solar Wind Magnetic Field about
the Parker Spiral Direction. J. Geophys. Res. 115, A09101. doi:10.1029/
2009ja015040

Borovsky, J. E. (2012). The Effect of SuddenWind Shear on the Earth’s Magnetosphere:
Statistics of Wind-Shear Events and CCMC Simulations of Magnetotail
Disconnections. J. Geophys. Res. 117, A06224. doi:10.1029/2012ja017623

Borovsky, J. E. (2008). The Flux-Tube Texture of the Solar Wind: Strands of the
Magnetic Carpet at 1 AU? J. Geophys. Res. 113, A08110. doi:10.1029/
2007ja012684

Borovsky, J. E. (2018). The Spatial Structure of the Oncoming Solar Wind at Earth
and the Shortcomings of a Solar-Wind Monitor at L1. J. Atmos. Solar-
Terrestrial Phys. 177, 2–11. doi:10.1016/j.jastp.2017.03.014

Borovsky, J. E. (2020a).WhatMagnetospheric and Ionospheric Researchers Should
Know about the Solar Wind. J. Atmos. Solar-Terrestrial Phys. 204, 105271.
doi:10.1016/j.jastp.2020.105271

Burkholder, B. L., Nykyri, K., and Ma, X. (2020). A Multispacecraft Solar Wind
Monitor. J. Geophys. Res. 125, e2020JA027978. doi:10.1029/2020ja027978

Case, N. A., and Wild, J. A. (2012). A Statistical Comparison of Solar Wind
Propagation Delays Derived from Multispacecraft Techniques. J. Geophys. Res.
117, A02101. doi:10.1029/2011ja016946

Crooker, N. U., Siscoe, G. L., Russell, C. T., and Smith, E. J. (1982). Factors Controlling
Degree of Correlation between ISEE 1 and ISEE 3 Interplanetary Magnetic Field
Measurements. J. Geophys. Res. 87, 2224–2230. doi:10.1029/ja087ia04p02224

Fairfield, D. H. (1993). Solar Wind Control of the Distant Magnetotail: ISEE 3. J.
Geophys. Res. 21265, 21276.

Finlay, A. J., Hewitt, A. L., Matt, S. P., Owens, M., Pinto, R. F., and Reville, V.
(2019). Direct Detection of Solar Angular Momentum Loss with the Wind
Spacecraft. Astrophys. J. Lett. 885, L30.

Gosling, J. T., Asbridge, J. R., Bame, S. J., and Feldman, W. C. (1978). Solar Wind
Stream Interfaces. J. Geophys. Res. 83, 1401. doi:10.1029/ja083ia04p01401

King, J. H., and Papitashvili, N. E. (2005). Solar Wind Spatial Scales in and
Comparisons of Hourly Wind and ACE Plasma and Magnetic Field Data.
J. Geophys. Res. 110, 2104. doi:10.1029/2004ja010649

Lin, R. L., Zhang, X. X., Liu, S. Q., Wang, Y. L., and Gong, J. C. (2010). A Three-
Dimensional Asymmetric Magnetopause Model. J. Geophys. Res. 115, A04207.
doi:10.1029/2009ja014235

Mailyan, B., Munteanu, C., and Haaland, S. (2008). What Is the Best Method to
Calculate the Solar Wind Propagation Delay? Ann. Geophys. 26, 2383–2394.
doi:10.5194/angeo-26-2383-2008

Nemecek, Z., Durovcova, T., Safrankova, J., Nemec, F., Matteini, L.,
StansbyJantizek, D. N., et al. (2020b). What Is the Solar Wind Frame of
Reference? Astrophys. J. 889, 163.

Nemecek, Z., Durovcova, T., Safrankova, J., Richardson, J. D., Simunek, J., and
Stevens, M. L. (2020a). (Non)radial Solar Wind Propagation through the
Heliosphere. Astrophys. J. Lett. 897, L39.

Pizzo, V., Schwenn, R., Marsch, E., RosenbauerMuhlhauser, H.,
Muehlhaeuser, K.-H., and Neubauer, F. M. (1983). Determination of the
Solar Wind Angular Momentum Flux from the HELIOS Data - an
Observational Test of the Weber and Davis Theory. ApJ 271, 335–354.
doi:10.1086/161200

Ridley, A. J. (2000). Estimations of the Uncertainty in Timing the Relationship
between Magnetospheric and Solar Wind Processes. J. Atmos. Solar-Terrestrial
Phys. 62, 757–771. doi:10.1016/s1364-6826(00)00057-2

Sandahl, I., Lundstedt, H., Koskinen, H., and Glassmeir, K.-H. (1996). On the
Need for Slar Wind Monitoring Close to the Magnetosphere. Asp. Conf.
Ser. 95, 300.

Sivadas, N., Sibeck, D., Subramanyan, V., Wlach, M.-T., Murphy, K., and
Halford, A. (2022). Uncertainty in Solar Wind Forcing Explains Polar Cap
Potential Saturation. Cornell University, Ithaca New York, United States:
arXiv:2201.0217v1. doi:10.48550/arXiv.2201.02137

Walsh, B. M., Bhakyapaibul, T., and Zou, Y. (2019). Quantifying the Uncertainty of
Using Solar Wind Measurements for Geospace Inputs. J. Geophys. Res. Space
Phys. 124, 3291–3302. doi:10.1029/2019ja026507

Weimer, D. R., Ober, D. M., Maynard, N. C., Burke,W. J., Collier, M. R., McComas,
D. J., et al. (2002). Variable Time Delays in the Propagation of the
Interplanetary Magnetic Field. J. Geophys. Res. 107, 1210. doi:10.1029/
2001ja009102

Conflict of Interest: The author declares that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Borovsky. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (CC BY). The use, distribution
or reproduction in other forums is permitted, provided the original author(s) and the
copyright owner(s) are credited and that the original publication in this journal is
cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org June 2022 | Volume 9 | Article 9171633

Borovsky Triple Solar-Wind Aberration

21

https://doi.org/10.1029/2007ja012785
https://doi.org/10.1029/2009ja014966
https://doi.org/10.1002/2016ja022863
https://doi.org/10.1002/2016ja022863
https://doi.org/10.3389/fspas.2022.867282
https://doi.org/10.3389/fspas.2022.867282
https://doi.org/10.1029/2019JA027377
https://doi.org/10.1029/2009ja015040
https://doi.org/10.1029/2009ja015040
https://doi.org/10.1029/2012ja017623
https://doi.org/10.1029/2007ja012684
https://doi.org/10.1029/2007ja012684
https://doi.org/10.1016/j.jastp.2017.03.014
https://doi.org/10.1016/j.jastp.2020.105271
https://doi.org/10.1029/2020ja027978
https://doi.org/10.1029/2011ja016946
https://doi.org/10.1029/ja087ia04p02224
https://doi.org/10.1029/ja083ia04p01401
https://doi.org/10.1029/2004ja010649
https://doi.org/10.1029/2009ja014235
https://doi.org/10.5194/angeo-26-2383-2008
https://doi.org/10.1086/161200
https://doi.org/10.1016/s1364-6826(00)00057-2
https://doi.org/10.48550/arXiv.2201.02137
https://doi.org/10.1029/2019ja026507
https://doi.org/10.1029/2001ja009102
https://doi.org/10.1029/2001ja009102
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


A Statistical Study of Magnetopause
Boundary Layer Energetic Electron
Enhancements Using MMS
S. N. F. Chepuri 1*, A. N. Jaynes1, D. N. Baker2, B. H. Mauk3, I. J. Cohen3, T. Leonard2,
D. L. Turner3, J.B. Blake4, J.F. Fennel4 and T. D. Phan5

1Department of Physics and Astronomy, University of Iowa, Iowa City, IA, United States, 2Laboratory of Atmospheric and Space
Physics, University of Colorado Boulder, Boulder, CO, United States, 3The Johns Hopkins University Applied Physics Laboratory,
Laurel, MD, United States, 4Space Science Applications Laboratory, El Segundo, CA, United States, 5Space Sciences
Laboratory, University of California, Berkeley, Berkeley, CA, United States

We took a survey of boundary layer (or low-latitude boundary layer) crossings by the
Magnetospheric Multiscale (MMS) mission. Out of 250 total crossings, about half showed
enhancements of high-energy (> 30 keV) electrons in the FEEPS sensor and a little less
than half of those energetic electron events had whistler-mode waves present. Energetic
electron enhancements were more likely to be present at magnetic local times closer to
noon and at distances of less than about 20 Earth radii, but there was seemingly no
correlation with magnetic latitude. For almost all of these events, the pitch angles of the
FEEPS electrons were peaked at 90° or isotropic, not field-aligned. Most of the events for
which we had data to make a determination showed either direct or indirect evidence of
reconnection. Overall, energetic electron enhancements are a fairly common occurrence
and there appears to be some connection between whistler waves, energetic electron
enhancements, and reconnection, whether it is a direct link or some other process
affecting all of them.

Keywords: boundary layer, energetic electrons, whistler waves, magnetosphere, MMS

INTRODUCTION

The boundary layer (or low-latitude boundary layer) is the region of the magnetosphere just inside
the magnetopause. It contains a mixture of solar wind plasma from the magnetosheath and
magnetosphere plasma. Energetic electrons have been observed in the boundary layer but not
often enough to draw broad conclusions about the characteristics of those events. The study
presented here found that energetic electrons occurred about half of the time we passed through the
boundary layer and colocated whistler-mode waves were observed a little less than half the time.
Although we only observed direct evidence of reconnection in the immediate vicinity of whistler
waves a few times, we found indications that reconnection was likely occurring, which fits with the
common association of whistler waves with reconnection.

There has long been evidence of energetic electrons > 10s of keV in the boundary layer region of
the magnetosphere. Starting with Geotail, observations with newer instruments have found these
electrons at increasingly higher energies and in many different regions, such as the nightside
magnetosheath (Sarafopoulos et al., 2000), high and low latitudes of the dayside magnetosphere
boundary layer (Dunlop et al., 2008), and the high latitude magnetopause (Walsh et al., 2012). Jaynes
et al. (2016) observed energetic electrons at over 100 keV in the vicinity of the dayside reconnection

Edited by:
Lauri Holappa,

University of Oulu, Finland

Reviewed by:
Ruilong Guo,

Shandong University, China
Tieyan Wang,

Rutherford Appleton Laboratory,
United Kingdom

*Correspondence:
S. N. F. Chepuri

sanjay-chepuri@uiowa.edu

Specialty section:
This article was submitted to

Space Physics,
a section of the journal

Frontiers in Astronomy and Space
Sciences

Received: 22 April 2022
Accepted: 02 June 2022
Published: 23 June 2022

Citation:
Chepuri SNF, Jaynes AN, Baker DN,

Mauk BH, Cohen IJ, Leonard T,
Turner DL, Blake JB, Fennel JF and

Phan TD (2022) A Statistical Study of
Magnetopause Boundary Layer

Energetic Electron Enhancements
Using MMS.

Front. Astron. Space Sci. 9:926660.
doi: 10.3389/fspas.2022.926660

Frontiers in Astronomy and Space Sciences | www.frontiersin.org June 2022 | Volume 9 | Article 9266601

ORIGINAL RESEARCH
published: 23 June 2022

doi: 10.3389/fspas.2022.926660

22

http://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2022.926660&domain=pdf&date_stamp=2022-06-23
https://www.frontiersin.org/articles/10.3389/fspas.2022.926660/full
https://www.frontiersin.org/articles/10.3389/fspas.2022.926660/full
https://www.frontiersin.org/articles/10.3389/fspas.2022.926660/full
http://creativecommons.org/licenses/by/4.0/
mailto:sanjay-chepuri@uiowa.edu
https://doi.org/10.3389/fspas.2022.926660
https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2022.926660


region exhibiting 90° peaked, or trapped, pitch angle distributions,
using the Magnetospheric Multiscale (MMS) mission just in the
first few months of the mission. Dunlop et al. (2008) found a pitch
angle distribution that was more isotropic closer to the
magnetopause, but it transitioned to a distribution with
complex dynamics, leading to inconclusive signatures. Walsh
et al. (2012) also found cases both where electrons were field-
aligned and trapped in the high-latitude magnetopause. Jaynes
et al. (2016) found a field-aligned flow at the time of reconnection,
but a distribution that was highly peaked at 90° shortly after when
whistler-mode and electrostatic waves were present.

Electron acceleration has previously been connected to wave
activity associated with magnetic reconnection (Drake et al., 2006;
Pritchett, 2008; Fu et al., 2019) or with cusp energization, which has
been observed in the magnetosheath, a region where energetic
electrons have been studied more thoroughly (Nykyri et al., 2012).
Nykyri et al. (2012) found high energy particles in the cusp
diamagnetic cavity with pitch angles around 90°. Reconnection
converts magnetic energy into kinetic energy, which transports
solar energy into the magnetosphere and also allows solar wind
particles to mix with magnetospheric particles (Dungey, 1961).
This process could bemediated by whistler-mode waves, which has
been shown both theoretically (Mandt et al., 1994) and
experimentally (Deng and Matsumoto, 2001). This follows the
longstanding theoretical and observational evidence that connects
whistler wave excitation with magnetic reconnection (Fujimoto
and Sydora, 2008; Graham et al., 2016). These whistler-modewaves
propagate away from the site of reconnection (the X-line) so we
would expect to see them in the region of reconnection, not
necessarily just at the source (Tang et al., 2013). Whistler waves
have also been more widely observed in the inner magnetosphere
and have been connected to the precipitation of energetic electrons
(Yahnin et al., 2019). There are detailed models of how whistler
waves accelerate electrons in the radiation belt in addition to
precipitating electrons (Trakhtengerts et al., 2003; Demekhov
et al., 2006). Even though these processes occur in a different
region of the magnetosphere there could be similarities to these
VLF events with energetic electrons in the boundary layer.
Therefore, whistler-mode waves are something to look for when
investigating electron enhancements, and since they propagate
between around 0.1 and 1 times the electron cyclotron
frequency and they exhibit narrow-band power, we can easily
identify them in the data (Wilder et al., 2016).

Most of the observations summarized above were case studies
of only one or a few events as opposed to a wide-ranging survey of
these events as a whole. In this paper, we will take that wider view.
By studying a large number of boundary layer crossings, we will
determine how common events with energetic electrons and
whistler-mode waves are and then search for properties these
events have in common.

INSTRUMENTATION

Launched in 2015, NASA’s Magnetospheric Multiscale (MMS)
mission has unprecedentedly high-resolution, especially its burst
mode data (Burch et al., 2016). The mission consists of four

spacecraft, although we only used data from one (MMS 1)
because the spatial difference between the spacecraft was
smaller than the scale at which we would expect to see a
meaningful difference in the energetic electron data given their
large gyroradii. The mission changed its orbit from a lower-
apogee orbit that skimmed through the boundary layer at apogee
to a higher-apogee orbit that passes through the boundary layer
more quickly at the end of 2016. Our dataset runs from 2016 to
2020, so we include some data from both orbits.

All four MMS spacecraft have a wide range of instruments to
measure both field and particle data. We used several instruments
from the FIELDS suite onboard (Torbert et al., 2016a): the flux
gate magnetometer (FGM) (Russell et al., 2016), the electron drift
instrument (EDI) (Torbert et al., 2016b), the search coil
magnetometer (SCM) (Le Contel et al., 2016), and the electric
field double probe (EDP) (Ergun et al., 2016; Lindqvist et al.,
2016). Additionally, we used the Fast Plasma Investigation (FPI)
(Pollock et al., 2016) and, from the Energetic Particle Detector
suite (Mauk et al., 2016), the Fly’s Eye Electron Proton
Spectrometer (FEEPS) (Blake et al., 2016). The FEEPS sensor
has six heads, each of which has two eyes. Of the 12 eyes for each
FEEPS, nine are for electrons and three for ions. FEEPS covers an
energy range of 25–650 keV for electrons and each MMS
spacecraft has two FEEPS sensors that combine to give a
solid-angle coverage of over 3π sr. These data were used to
identify boundary layer regions as well as find the occurrences
of energetic electron enhancements and to look for waves during
the electron enhancement events.

DATA

Example Boundary Layer Crossing Event
In order to get a sample, we used the SITL reports to pick out
boundary layer observations. The SITL (scientist in the loop)
model is the method by which MMS decides what data to
download. A SITL looks at all the low resolution data and
flags it if they see something interesting. Then, they write a
brief report mentioning why that data was noteworthy and the
high resolution data is downloaded. MMS has two data types: low
resolution “survey” data and high resolution “burst” data. For
example, for the FEEPS instrument, burst mode acquires 64
samples per spin, which would be 0.3125 s per sample for a
20 s spin period, compared to the fast survey mode which only
has a sample rate of eight per spin (Blake et al., 2016). This
eightfold increase in time resolution in the burst data is crucial to
our study because boundary layer crossings and FEEPS
enhancements can be for very brief periods of time and would
be averaged out in the lower resolution data. Therefore, we were
limited to burst data, which we only have access to for the exact
times a SITL asks for it. After downloading all the reports, we used
a string search to find any time the SITL flagged a boundary layer
crossing. We searched through every available SITL report, which
covered April 2016-1 May 2020.

For each of these crossings, we graphed several variables from
various instruments on MMS to confirm that this event was in
fact a boundary layer crossing (Figure 1). Panel a) shows the
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magnetic field, both the components and total magnitude, in
Despun Major Principal Axis of inertia (DMPA) coordinates,
which is considered “near-GSE” (Leinweber et al., 2016). Panel b)
shows the FEEPS intensity of electrons at different energies.
Panels c) and d) are the intensity of background thermal
electrons and ions, respectively, at different energies. Panel e)
compares the flux of background thermal electrons in two
opposite directions, while f) and g) show the electron and ion
temperatures, respectively, in both the parallel and perpendicular
directions. Finally, panels h) and i) are the magnetic field and
electric field power spectra with half of the electron cyclotron
frequency plotted for reference. The indicators of a boundary
layer crossing were a slowly varying magnetic field as measured
by the FGM, a mixture of higher energy plasma (electrons and
ions) and lower energy plasma showing the mixture of

magnetosheath and magnetosphere plasma using the FPI, and
divergence between the flux of lower-energy electrons at 0° and
180° using the EDI. These parameters were examined visually to
confirm that the observation did in fact pass through the
boundary layer. In cases where we did find evidence of a
boundary layer crossing, next we looked for enhancements in
the intensity of high energy electrons from FEEPS, where there
was an order of magnitude increase in the FEEPS intensity inside
the boundary layer excluding the lowest energy channel. Finally,
when there were FEEPS enhancements, we took power spectra of
the electric and magnetic fields on EDP and SCM data to see if
there was any evidence of whistler-mode waves at around half of
the electron cyclotron frequency.

Looking at these indicators on Figure 1, the magnetic field in
panel a) is relatively slowly-varying from the start of the data until
around 04:30, although not as smooth as often seen in other

FIGURE 1 | An example of a boundary crossing event containing
whistler waves at 04:26 on 10 March 2018. (A) Magnetic field in DMPA
coordinates, (B) FEEPS electron energies, (C) Lower-energy electron
energies, (D) Lower-energy ion energies, (E) Flux of background thermal
electrons looking at 0° (black) and 180° (pink), (F) Parallel (blue) and
perpendicular (green) electron temperatures, (G) Parallel (red) and
perpendicular (black) ion temperatures, (H) Magnetic field power spectral
density, (I) Electric field power spectral density. For the last two panels, the half
electron cyclotron frequency is plotted. The vertical line shows the end of the
boundary layer crossing with FEEPS enhancements while the arrow points to
the whistler waves.

FIGURE 2 | A full day plot of the same event as above, going from 12:00
on 9 March 2018 to 12:00 on March 10. (A) Magnetic field in GSM
coordinates, (B) FEEPS electron energies, (C) Lower-energy electron
energies, (D) electron density, (E) Pitch angle distribution of FEEPS
electrons in the 40–60 keV range, (F) Pitch angle distribution of FEEPS
electrons in the 70–90 keV range, (G) Electron velocity components in GSE
coordinates. The lime green bars on top indicate where burst mode data is
available and the gaps in the middle are from the FPI instruments turning off in
the inner magnetosphere. The vertical line indicates where Figure 1 begins,
which is located at a distance of 13.4 Re.
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events. Panel b) shows a FEEPS enhancement from about 04:27:
00–04:28:30. The low energy electrons are present in panel c)
throughout the time covered in this graph, but the high energy
thermal electron population is only consistently present until
around 04:28:30, so this is when the boundary layer crossing is
over, as indicated by the vertical black line. After that, there are a
few instances where the higher energy thermal electrons in the
FPI data in panel c) are measured momentarily but they
immediately disappear each time. These are instances where
we briefly enter the boundary layer but not for long enough to
collect any data from that entry. In panel e), the black line
showing the flux at 0° and the pink line showing the flux at
180° are very different and do not follow the same path during the
boundary layer crossing, but converge once we leave the
boundary layer. In panels h) and i), there are waves at about
half of the electron cyclotron frequency (the line plotted over the
spectrum) at about 04:27, as indicated by the arrow. There is also
noise throughout at low frequencies, but that is not relevant to our
study. In order for an event to be counted as one with FEEPS
enhancements and waves, we looked for any wave activity in the
relevant range between fce and 0.1 fce.We looked for signatures in both
the electric and magnetic fields, unless there was broadband activity
obscuring the whistler in the electric field, in which casemagnetic field
alone sufficed. To be counted, the wave activity only needed to last
about 5 s, which is long enough to be longer than random noise and
could have any amount of overlap with the energetic electrons or be
immediately preceding or succeeding the electrons.

Figure 2 shows a wider view of this event where we can see an
entire orbit. Panels a)-c) are the same as inFigure 1, showingmagnetic
field in GSM coordinates, FEEPS electron energies, and background
thermal electron energies, respectively. Panel d) shows the electron
density and panels e) and f) show the pitch angle distributions of
FEEPS electrons at 40–60 and 70–90 keV, respectively. Finally, panel
g) shows the components of the electron velocity in GSE coordinates.
The data missing from the middle section is because FPI instruments
turn off in the inner magnetosphere, but this does not affect our
analysis. The magnetic field peak and high levels in FEEPS intensity
show when the spacecraft is in the inner magnetosphere, but once it
leaves that region, the FEPPS levels drop to 0, until the spike when the
event shown in Figure 1 takes place. The mixed population of
background electrons from FPI in panel c) show that this increase
in energetic electron precisely corresponds with the time when the
spacecraft is in the boundary layer, showing that this effect is localized
to the boundary layer.

Statistical Results
Having examined every event, we sorted them into three groups:
events with FEEPS enhancements and whistler waves, events with
FEEPS enhancements but no waves, and boundary layer crossings
without FEEPS enhancements. There were a total of 250
boundary layer crossings, 121 of which (48%) showed FEEPS
enhancements, and 47 of which (19% of the total boundary layer
crossings and 39% of the FEEPS events) had waves. We then
graphed different parameters for all the boundary layer crossings.
We looked at the location in GSM coordinates (Figure 3) and saw
that most of the boundary layer crossings were on the dayside.
Except for a cluster of boundary layer only events at high latitudes

on the night side, events with FEEPS enhancements and events
without were evenly distributed throughout other locations. The
data points are plotted along with a typical magnetopause
location for reference, using a model from Lin et al. (2010).
The inputs for the model are solar wind dynamic pressure, solar
wind magnetic pressure, IMF Bz, and corrected dipole tilt. Lin
et al. (2010) give average values for 2,708 magnetopause crossings
of Pd = 2.77 nPa, Pm = 0.01939 nPa, and Bz = −0.23 nT, and we
used a dipole tilt of 0.

We also made histograms of the boundary layer crossings for
magnetic local time, magnetic latitude, and radius (Figure 4).
Panels a), d), and g), show the amount of burst data gathered by
MMS throughout the time period of this study, binned by
magnetic local time, magnetic latitude, and distance,
respectively. Panels, b), e), and h) show the same parameters
but just for boundary layer crossings, where the gray bar shows
the amount of boundary layer crossings with no FEEPS
enhancements and the red and blue bar shows crossings with
enhancements. Finally, panels c), f), and i) show the ratio of total
boundary layer crossings in that bin that have FEEPS
enhancements. From panels b) and c), it is clear that FEEPS
enhancements are more common for boundary layer crossings
closer to noon or slightly on the dawn side, while the crossings
farther away on the flanks see energetic electrons less often.
Looking at the magnetic latitude in panels e) and f), there
doesn’t seem to be much correlation with how often we see
enhancements. Additionally, comparing panel e) to panel d), it is
clear that the lowest latitude bin in panel e) has manymore events
because of the orbit of MMS spends more time at those latitudes
and not because of any physical reason. Finally, from panels h)
and i), events with FEEPS enhancements are more common at
distances that are closer to the Earth; for events that are farther

FIGURE 3 | A scatter plot of x and y position of boundary layer crossings
in GSM coordinates. The blue diamonds represent events with FEEPS
enhancements and whistler waves, the red squares are events with FEEPS
enhancements but no waves, and the gray triangles are boundary layer
crossings with no FEEPS enhancements. The black line shows a typical
magnetopause using a model and average data from Lin et al. (2010).
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out that about 20 Earth radii, FEEPS enhancements are very rare.
The error bars in panels c), f), and i) were derived using Poisson
statistics, assuming that each bin of N events, either with or
without enhancements has

��

N
√

uncertainty associated with it,
and then propagating that uncertainty through taking the ratio.

The last aspect of these events we wanted to study was the
pitch angle of the FEEPS electrons and evidence of reconnection
in the vicinity (as a potential driver of whistler waves), as shown
in Figure 5. Panels a) and b) show the FEEPS intensity and
background thermal electron intensity for reference to show
when the spacecraft is passing through the boundary layer and
measuring energetic electrons. Panels c) and d) show pitch angle
distributions at two different energy bands for FEEPS electrons,
and panel e measures each component of the velocity in
Geocentric Solar Ecliptic (GSE) coordinates. If pitch angle was
centered around 0°/180°, then these electrons would be traveling

into the boundary layer or from a different region in the boundary
layer along the field lines, otherwise they would be locally
produced. We found a distribution peaked around 90° or
isotropic the vast majority of the time, only 10 events showed
a field aligned pitch angle. To examine the connection between
whistler waves (and thus enhancements) and reconnection, we
examined the velocity moment. A reconnection jet would be
associated with a sudden reversal in velocity from highly negative
to highly positive (or vice-versa) in one dimension that is not
mirrored in the other two or, more commonly but still rare, a
spike from near zero to a high value. Features that looked like
reconnection jets were very rare and we only found this in seven
events. However, a reversal like this would only show up right at
the point of reconnection. Zooming out around events, we saw a
velocity moment maximum above 200 km/s within a few minutes
for almost every event, suggesting reconnection nearby. Looking

FIGURE 4 | Bar plots comparing boundary layer crossings with FEEPS energetic electron enhancements and those without for different parameters. In the middle,
the red and blue bar represents events with FEEPS enhancements (without and with whistler waves respectively) and the gray bar is crossings without FEEPS
enhancements. (B) is magnetic local time, (E) is magnetic latitude, and (H) is distance. On the right is the same data graphed as percentage of total events that had
FEEPS enhancements, with (C)Magnetic local time, (F)Magnetic latitude, (I) Distance. On the left is the same parameters for all burst data gathered by MMS in the
relevant time period, with again (A) Magnetic local time, (D) Magnetic latitude, (G) Distance. Error bars derived using Poisson statistics, assuming a

��

N
√

uncertainty
associated with each bin of N events.
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at these events in more detail, there was only clean enough data to
make a more definitive determination in a small subset of events,
where there was a stable entry into the magnetosheath to
determine if a velocity jet during a boundary layer crossing is
in fact over ~ 100 km/s different than the magnetosheath velocity.
Of those, over 90% showed some evidence of reconnection. This
was either directly from jets in the ion and/or electron vz flow, or
indirectly from magnetic flux ropes, which are generated by
reconnection, though not necessarily locally. In contrast, only
about 55% of boundary layer crossings without FEEPS
enhancements should signatures of reconnection. Therefore
there appears to be some connection between whistler waves,
electron enhancements, and reconnection, whether it is a direct
link or some other process affecting all of them.

DISCUSSION

Overall, we found that enhancements of energetic electrons in the
boundary layer was a common phenomenon but far from ever-

present. Also, although both energetic electrons and whistler
waves are thought to be common results of reconnection, we
only found waves less than half the time we found energetic
electrons. However, if waves are generated by the distribution of
magnetospheric electrons as suggested by Graham et al. (2016),
then it fits that events with waves would be a subset of events with
electron enhancements. These events were more common on the
dayside and when the boundary layer is relatively close to the
Earth, which could relate to asymmetries in the boundary layer
(Dunlop et al., 2008). For the distance away from the Earth, the
boundary layer is often closer when there is stronger solar driving
pushing the magnetosphere closer to Earth and it is possible that
this also drives processes such as reconnection that create
energetic electrons to happen more often. To test this
hypothesis, we examined the disturbance storm time (Dst)
index, a general indication of geomagnetic activity that has a
more negative value when solar driving is stronger. We found no
meaningful difference between events with FEEPS enhancements
and boundary layer crossings without, taking the Dst index to the
nearest hour. Boundary layer crossings without FEEPS

FIGURE 5 | An example of a boundary crossing event that showed evidence of reconnection at 17:15 on 2 November 2016. (A) FEEPS electron energies, (B)
background thermal electron energies, (C) Pitch angle distribution at 40–70 keV, (D) Pitch angle distribution at 70–100 keV, (E) Electron velocity components in GSE
coordinates. The box shows the time of the boundary layer crossing and the arrow points to the velocity reversal suggestive of a reconnection jet.
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enhancements had an average Dst index of -13.9 and crossings
with enhancements had an average of -12.6. However, with
standard deviations of 18.4 and 13.5 respectively, these
differences are not significant. Similarly, there was no
meaningful difference in the auroral electrojet (AE) index,
another indicator of geomagnetic activity. Another possible
explanation for this is that distance and magnetic local time
(MLT) are not independent. Further down the flanks, the
magnetopause and therefore the boundary layer is farther
away from the Earth, so this pattern in the distance could be a
different manifestation of the MLT pattern. The direction of the
interplanetary magnetic field (IMF) could also be a factor in
reconnection occurring. The IMF was rapidly flipping back and
forth between northward and southward for many events, but we
examined whether there was a southward IMF at any point within
15 min of a boundary layer crossing. Of events with no FEEPS
enhancements, 87 out of 128 (68%) had a southward IMF, while it
was 87 out of 119 (73%) for events with FEEPS enhancements.
Splitting up the events with FEEPS enhancements, 52 out of 73
(71%) without waves had a southward IMF and 35 out of 46
(76%) with waves did. Although there is a small increase in events
with southward IMF for FEEPS enhancements and waves,
considering the ambiguities in determining whether a
southward IMF did affect reconnection at a relevant time for
our observations, it is difficult to say this relationship is
meaningful.

Although we did not find many instances of reconnection jets,
that is expected since that is a much more localized effect than the
waves or energetic electrons which can travel and cover a wider
area. We found many cases where there was likely reconnection
nearby, so it still could be a relevant process even if we could not
measure it directly. To investigate the driver of these whistler
waves, we searched for temperature anisotropy (Artemyev et al.,
2016) and beam anisotropy in our data (Wilder et al., 2019). We
found some cases of each type of anisotropy in our dataset,
though the majority of the events had neither and most of the
temperature anisotropies we found were small enough that it is
debatable whether that would be sufficient to drive waves, so
examining the process that is driving the waves still requires
further study. We also saw 90° peaked electrons in almost every
event, only rarely finding field-aligned electrons. Whistler waves
have been shown to trap electrons and create this kind of peaked
distribution using multiple mechanisms, including in cases where
the waves were generated elsewhere and traveled into a different
region (Kellogg et al., 2010). Additionally, electrons can be
trapped by the geometry of reconnection without the direct
presence of whistler waves (Egedal et al., 2008). This is crucial
for our results because 90° peaked electrons were prevalent in
events that did not have waves as well as those that did. For the

few events with field-aligned electrons, escape across the
magnetopause along field lines could be one possible
mechanism that is occurring(Cohen et al., 2017).

Phase trapping is one mechanism by which particles and
waves interact and is not a stochastic process, so it can affect
the particle’s pitch angle as well as its energy within one
interaction. Phase trapping occurs when a particle becomes
trapped inside a magnetic island and moves along with the
wave for a time, which has a significant effect on the particle’s
energy and/or pitch angle in a short amount of time. This has
been considered a candidate for accelerating electrons, at least in
other regions of the magnetosphere (Albert, 2002). Using data
from this study, simulations can be run for individual events to
examine phase trapping as an acceleration mechanism in the
boundary layer. Although electron cyclotron resonance is a
common mechanism that energizes electrons elsewhere in the
magnetosphere, whistler waves in the boundary layer would not
be a good candidate for that type of process since they are
generally only present for a timescale on the order of seconds
to a few minutes, so there would not be enough time for them to
be energized to this level by cyclotron resonance. Additionally,
these whistler waves have been shown to be highly nonlinear
(Wilder et al., 2016) which leaves open the possibility for other
methods of acceleration such as phase trapping. Overall, energetic
electron enhancements are a fairly common occurrence and are
likely correlated with reconnection.
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Regression Bias in Using Solar Wind
Measurements
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Simultaneous solar wind measurements from the solar wind monitors, WIND and ACE,
differ due to the spatial and temporal structure of the solar wind. Correlation studies that
use these measurements as input may infer an incorrect correlation due to uncertainties
arising from this spatial and temporal structure, especially at extreme and rare solar wind
values. In particular, regression analysis will lead to a regression function whose slope is
biased towards the mean value of the measurement parameter. This article demonstrates
this regression bias by comparing simultaneous ACE andWIND solar windmeasurements.
A non-linear regression analysis between them leads to a perception of underestimation of
extreme values of one measurement on average over the other. Using numerical
experiments, we show that popular regression analysis techniques such as linear
least-squares, orthogonal least-squares, and non-linear regression are not immune to
this bias. Hence while using solar wind parameters as an independent variable in a
correlation or regression analysis, random uncertainty in the independent variable can
create unintended biases in the response of the dependent variable. More generally, the
regression to the mean effect can impact both event-based, statistical studies of
magnetospheric response to solar wind forcing.

Keywords: uncertainty, regression to the mean, solar wind magnetosphere coupling, space weather, regression
dilution bias, noise

1 INTRODUCTION

The Earth’s magnetosphere-ionosphere system is primarily driven by the solar wind. Hence,
measurements of the solar wind and their interpretation are crucial in our attempt to
understand the near-Earth space environment. At the time of writing this report, two spacecraft,
ACE and WIND, have been measuring solar wind parameters for over 20 years from outside the
magnetospheric bow shock. Many event-based studies, statistical studies, and simulations use these
measurements as input. Many assume that the solar wind measured by these monitors situated at the
L1 Lagrange point ultimately drives the magnetosphere system.

However, comparing measurements of the solar wind time-shifted to the bow shock shows
random differences between the spacecraft (King and Papitashvili, 2005). These differences are
expected because the satellites depending on their orbits, can be separated by significant distances
(~ 10 to 400RE), and solar wind parameters vary over those length scales (e.g., Borovsky, 2018).
There is also a random uncertainty in the solar wind propagation times to the bow shock, leading to a
mismatch in measurements from different satellites (e.g., Case and Wild, 2012). Additionally,
uncertainties stem from the fact that the solar wind parameters at the bow shock are not what drives
the geospace system, it is modified by the shock and the magnetosheath before it interacts with the
magnetosphere (Walsh et al., 2019).
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In this manuscript, we refer to these uncertainties as
measurement uncertainties. They arise from a problem of
definition (Taylor, 1982), as the solar wind parameters that
affect the magnetosphere are not clearly nor easily defined.
We must stress that this type of error is distinct from
instrument error. In fact, the solar wind measurements made
in the vicinity of the spacecraft ACE or WIND could be exact.
Even so, they are not an accurate estimate of the solar wind
parameters impacting the magnetosphere at a given time, nor are
they a perfect estimate of the solar wind measured by each other
time-shifted to the bow shock. Such uncertainties pose challenges
in interpreting the result of any study that explores how the solar
wind affects the Earth’s response.

For instance, at times, in event-based studies, the estimated
solar wind driver from L1 measurements may not be driving the
magnetosphere-ionosphere response being investigated.
However, one may believe that multi-event and large-scale
statistical studies can avoid this difficulty posed by random
errors and provide us with the average response of the planet
to solar wind driving. The reasoning goes that “underestimates
will cancel overestimates” for random errors when estimating
averages. Such studies belong to the class of regression analysis,
where average associations and relationships between solar wind
parameters and geomagnetic parameters are inferred from
observations. In fact, many modern machine learning studies
are non-parametric non-linear regression analysis carried out for
multiple variables using large data sets (Louppe, 2014;
Camporeale, 2019). The core idea of these techniques is to
extract the conditional probability distribution of the response
given values of the driver (or usually the moments of the
conditional distribution). However, in this article, we note that
underestimates will not cancel overestimates when solar wind
parameters with random errors are used as input or independent
variables in regression analysis. When we don’t account for these
random uncertainties, there will be a bias in the inferred
relationship between driver and response, especially for rare or
extreme values. We refer to this bias as regression bias in this
manuscript. It is associated with the statistical phenomenon of
regression dilution bias, regression attenuation, and the
regression towards the mean (e.g., Fuller, 1987; Frost and
Thompson, 2000; Barnett et al., 2005; Carroll et al., 2006). We
must note here that there are also other sources of regression bias,
in particular, data gaps as shown by Lockwood et al. (2019), which
are usually ignored but can have a considerable effect.

Borovsky (2022) discusses regression bias in the context of
functional forms of solar wind driver functions. There are several
different formulations of solar wind driver functions in literature,
each attempting to describe solar wind coupling with the Earth’s
magnetosphere accurately (Lockwood and McWilliams, 2021).
However, Borovsky (2022) notes that when formulating the
functional form of drivers, we must take into account the
uncertainty in measurements and, in particular, the bias that
they create in linear least-square fits on solar wind and
magnetospheric data. If we do not, we risk misinterpreting the
bias caused by uncertainties as a physical effect.

In this report, we show direct evidence for such regression
biases by comparing measurements of the solar wind propagated

to the bow shock made by two spacecraft via a simple non-linear
regression analysis (i.e., calculating the conditional expectation of
one spacecraft measurement given the other). If the solar wind
monitors all measured the same value, the average measurement
of one spacecraft given the measurement of the other (regression
curve) would be a straight line with a 45° slope. However, since
their measurements differ, albeit randomly, we observe a bias in
the slope of the regression curve such that it bends towards the
mean of the independent variable. The bias can be severe at
extreme values.

Before presenting the evidence for this bias from solar wind
measurements in Section 3, we first demonstrate the effect of
uncertainty in creating regression bias in Section 2. Readers who
are familiar with the regression to the mean effect can skip to
Section 3. In Section 4, we discuss the implications of these
results and conclude with a summary in Section 5.

2 REGRESSION TO THE MEAN

Like Borovsky (2022), we first construct a mathematical thought
experiment where we suppose we have a measurement described
by a random variable X, which is related to another measurement
described byW. For simplicity, let us assume that when devoid of
any measurement uncertainty, these two measurements are equal
to each other W = X, i.e., W and X are entirely correlated.

Initially, we assume the random variable X is described by a
normal probability distribution function (with mean 0 and
standard deviation 3). As expected, Figure 1A shows that a
scatter plot of W vs. X lies along a straight line. This line is
referred to as the line of equality through the manuscript.

However, when the relationship between the two variables is
unknown, it is common to rely on regression analysis to infer
their relationship. Regression analysis is a broad category of
techniques used to find an association between two or more
variables. Linear regression is the most familiar type of regression
analysis, especially the method of ordinary linear least-squares
that minimizes the sum of squared differences between the data
points and a unique line on the plot. Suppose the relationship
between W and X is linear. In that case, the best predictor of W
given X is a line βX + c where the slope β and the intercept c are
chosen to minimize the mean squared error between the vertical
distance of the data and line from the x-axis. If we do not assume
the relationship between W and X to be linear, then the function
that minimizes the mean squared error between the vertical
distance of itself and the data is Ŵ � E(W|X) (Carroll et al.,
2006). When W and X are jointly normally distributed, E(W|X)
becomes linear in X and coincides with the ordinary linear-least
squares estimate. Hence, this manuscript uses the more general
non-linear regression technique of estimating the conditional
expectation to uncover the functional relationship between W
and X.

An approximate and common method of calculating the
conditional expectation E(W|X) is to bin the data along the
“independent” variable X and average the values of the
“dependent” variable W within each bin. In this article, we use
this method to estimate the conditional expectation, which we
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also refer to as the regression function or regression curve. This
method of plotting the conditional expectation is used regularly
in space physics. It is, in some instances, quite similar to the
running average used by Borovsky (2021b), taken along the
vertical axis for data sorted according to the magnitude of the
parameter on the horizontal axis. Unlike the method of fitting
functions, which gives equal weight to all data points, thereby

restricting the fit to be dominated by the range of parameters with
most points, calculating the conditional expectation through
binning gives equal weight to every bin, and hence the non-
linear function derived from it applies to the full range.

True values of W and X are always unavailable since we
inevitably have some uncertainty ϵ in the measurements of
these random variables. The source of this uncertainty can be

FIGURE 1 | Regression bias in non-linear regression analysis between normally distributed random variables, with uncorrelated Gaussian noise. (A) Scatter plot of
W vs. X, where X is a normally distributed random variable and W = X. (B) Uncorrelated Gaussian noise ϵ is added toW. Magenta line shows the conditional expectation
E(W + ϵ|X). The dashed black line is the line of equality. (C) Uncorrelated Gaussian noise added only to X, with the magenta line E(W|X + ϵ) showing regression bias. (D)
Uncorrelated Gaussian noise is added to bothW and X, with regression bias in E(W + ϵ|X + ϵ) is visible in the cyan line. This overlaps with themagenta line that shows
E(W|X + ϵ) for comparison. (E) Probability distribution function X showing the normal distribution with zero mean and standard deviation 3. (F) The fractional error ϵ/X that
is varying inversely with X, as σ(ϵ) = constant.
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instrumental error, our assumptions about what X or W actually
measures, and uncertainty in the temporal association of the two
parameters.

In Figure 1B, we add uncertainty ϵ in the dependent variable
W. ϵ is also normally distributed with mean 0 and standard
deviation 2. We used the Marsaglia and Tsang (1984) method to
generate the random numbers. The data points now have a
vertical spread about the line of equality as expected. And the
non-linear regression function E(W|X) is also along the line of
equality, giving us back the true relationship betweenW and X as
the noise in W is averaged away.

In Figure 1C, we keep W free of uncertainty while including
the same uncertainty ϵ in the independent variable X. Now, the
regression function E(W|X) has a slope biased to a lower value.
The conditional expectation coincides with the linear least-
squares fit, and it happens because W and X + ϵ are jointly
normally distributed. This bias is referred to as regression dilution
bias for linear regression. This article uses the term regression bias
and it includes biases caused even in non-linear regression, unlike
“regression dilution bias” which is commonly used to describe
biases observed for linear least-squares regression. The regression
bias is a result of the “regression to the mean” effect. We explain
these two important phrases found in statistics literature as
follows.

1. Regression Dilution Bias: If the relationship between W and
X is linear W = βX + c, and we only have access to the error-
prone measurement Xp = X + ϵ, thenW = β(Xp − ϵ) + c. Hence,
the minimum mean squared estimate of the slope for the best
linear prediction is

β̂ � cov Xp,W( )
var Xp( )

It follows that,

β̂ � cov X + ϵ, βX + c( )

var X + ϵ( ) � β
σ2X

σ2
X + σ2ϵ

� βλ

. Where λ is known as the attenuation factor, and 0 < λ < 1
because σ2X and σ2ϵ are non-negative. This quantifies how the
slope of the linear least-squares regression function reduces when
there is uncertainty in the independent variable. Note that here it
is assumed that X is uncorrelated with ϵ and c. If we can calculate
λ then the regression bias can be corrected by dividing the biased
slope with it. However, for non-linear regression the same
technique will not work. Several commonly used methods to
correct regression bias are discussed in Carroll et al. (2006).

2. Regression to the mean: A more fundamental explanation of
the regression bias is the fact that measured extreme values are
more likely to be values that are closer to the mean but are
mistaken to be extreme due to uncertainty or measurement
error (Barnett et al., 2005). In Figure 2, we show the
probability density function of X—the true value we are
attempting to measure. When a specific value of X occurs,
our attempt to measure it with some uncertainty ϵ is shown
with the conditional probability density function pdf(X*|X = 2)

and pdf(X*|X = 4). These conditional probability density
functions (in blue and red) show the probability that the
true values X = 2 or X = 4, when measured, will appear as any
other value X* on the real-line due to measurement error ϵ.
When we measure X* = 3, the true value could be either X = 3
or any other value on the real line. However, the points where
the conditional probability density functions intersect the
vertical line X* = 3 show that it is more probable for X* =
3 to be actually X = 2 than X = 3 or X = 4. In fact, it is less
probable that the true value of the measurement X* = 3 is X = 4
than X = 3 or X = 2. This is because it is much more likely for
the mean value of a stochastic process to occur than an
extreme value. The exact manner in which these biases
happen depends on the nature of the measurement errors,
the regression model, and the nature of the random variable or
stochastic process.

The regression bias, quantified by the attenuation factor in the
linear least-squares regression, is unaffected by uncertainty in the
dependent variableW. This was seen in Figure 1B as E(W + ϵ|X)
is unbiased. As a result, in Figure 1D, when we add uncertainty in
both the dependent variable W and the independent variable X,
the bias in the regression function E(W + ϵ|X + ϵ) remains the
same as that observed in Figure 1C. An interesting consequence
of this is that the reverse regression function E(X + ϵ|W + ϵ) will
also have the same bias as E(W + ϵ|X + ϵ). If we interpret these
regression functions without accounting for the regression bias,
they appear to result in contradictory inferences. E(W + ϵ|X + ϵ)
will imply that, on average, for extreme values, W* is an
underestimate of X*, while E(X + ϵ|W + ϵ) implies the
opposite, that on average X* is an underestimate of W*. This
contradiction is an indicator of the existence of regression bias
and that the nature of uncertainty in both variables is similar.

Figure 1E shows that the probability distribution function ofX
is a Gaussian, and Figure 1F shows how the percentage of
uncorrelated Gaussian noise ϵ with respect to X varies with X.
In this case, the noise fraction varies inversely with X (σ(ϵ|X = x)/
X∝ 1/X), since σ(ϵ|X = x) = constant. This depiction of the nature
of measurement uncertainty will be useful as we demonstrate how
the regression bias is affected by the uncertainty that is correlated
with X below.

When X is not normally distributed but instead is log-
normally distributed (Figures 3A,B,E), then the non-linear
regression bias is no longer linear (Figures 3C,D). The log-
normally distributed random number is generated by the
transformation of a normally distributed random number
generated by the Marsaglia and Tsang (1984) method. Here
we have ensured that the error ϵ is still a zero-mean Gaussian
with a standard deviation of 2, and it is uncorrelated with X orW
(Figure 3F). The non-linearity is substantial, close to the mean
value shown by the green dot, and the slope bends away from the
line of equality towards the mean.

When X is log-normally distributed (Figures 4A,B,E), and
the error ϵ is correlated with X (Figure 4F) then the non-linear
regression bias is even more non-linear, especially at extreme
values (Figures 4C,D). The layout of Figure 4 is the same as
Figure 1. The uncertainty ϵ is made to be proportional to |X|2;
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hence the noise fraction shown in Figure 4F increases linearly
with X. This leads to a substantial non-linear bias in the non-
linear regression function at values far away from the mean. The
slope is biased away from the line of equality towards the mean
value shown by the green dot. If we did not realize this as
regression bias, then it is possible to misinterpret that E(W|X*)
saturates with increasing X* and misattribute it to a physical
cause or systematic instrument bias.

By definition, the log-normal distribution X can be transformed
to another random variable Z = log Xwhich is normally distributed.
Hence, if we know that the independent and dependent variables are
jointly log-normally distributed, we can, in principle, take its
logarithm and carry out a linear least-squares regression. For
example one can estimate the coefficients of the linear regression
function log W = β log X + c and then transform them back to the
W vs. X coordinate system. The procedure was carried out by King
and Papitashvili (2005) for solar wind density and temperature as
they are log-normally distributed to estimate systematic biases
between ACE and WIND measurements. However, as shown in
Figures 5A–D, this log-linear least-squares fit (blue-line) also tracks
the non-linear regression function (magenta line) reasonably well for
all combination of uncertainties in W and X. This implies that the
log-linear least-squares fit is susceptible to regression bias created by
the log-normality of the independent variable and uncertainty in its
measurements. Hence using the log-linear least-squares approach
may result in misattributing regression bias to systematic biases
between the space monitors.

A relatively popular method considered to be capable of
avoiding regression bias is the orthogonal regression function.
The orange line in Figures 5A–D is the orthogonal linear

regression fit for the corresponding data set. And it retrieves
the true relationship between X and W in the case where the
same error ϵ is present in both variables. This is because
orthogonal linear regression minimizes the sum of the
squared orthogonal distances between all (W, X) points
and a unique line, and it has an unbiased slope only when
the uncertainty in both variables is equal. A more general
orthogonal regression method (total least squares regression)
includes the information on the ratio of uncertainties in both
W and X and can correct the regression bias much more
effectively. In general, to correct the regression bias, we need
to possess a quantitative knowledge of the uncertainty in X
and W—not just the probability distribution of ϵ but also the
conditional probability distribution pdf(ϵ|X) (e.g., Morley
et al., 2018).

Uncertainties are commonly characterized by referring to the
standard deviation or variance of Xp − 〈Xp〉 = ϵ. However, the
severity of the regression bias cannot be judged solely on a
parameter like the standard deviation or variance of the noise
ϵ. It is affected by the nature of the correlation of ϵ with X and
even other variables that may, in turn, affect X. Figure 6 provides
a demonstration of this argument. The top and bottom panels
show regression bias in the non-linear regression of W vs. X + ϵ,
whereW and X have the same log-normal distributions. The only
difference between the top and bottom panels is the uncertainty
in the independent variable X, which is a function of ϵ1(X) ∝ X2

for the top while ϵ2(X) = constant for the bottom panel. Therefore
the noise fraction ϵ1/X ∝ X and ϵ2/X ∝ 1/X as seen in Figures
6B,E respectively. The rightmost column (Figures 6C,F) shows
plots of the marginal distribution of the noise ϵ1 and ϵ2 i.e., pdf(ϵ1)

FIGURE 2 | Demonstrating regression to the mean of the true value of an erroneous measurement. The black line is the underlying probability distribution of a
random variable X. An erroneous measurement of X is X* = X + ϵ, where ϵ is uncorrelated Gaussian noise. One such measurement, X* = 3, is represented using the black
dashed line. The likelihood that the true value X is also 3 is represented by the black filled circle on pdf(X). The blue dashed line is the conditional probability density
function pdf(X*|X = 2), and it intersects line X* = 3 at the blue-filled circle, which represents the likelihood that the true value X is 2. Similarly, the red dashed line is the
pdfX*|X � 4, which intersects line X* = 3 at the red-filled circle, which represents the likelihood that the true value X is 4 given the measurement X* = 3. From the relative
positions of the circles, we can conclude that it is more likely for the true value to be closer to the mean value of X than X = 3 or 4 or higher.
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and pdf(ϵ2). Here the common metric used to quantify unbiased
noise, the standard deviation, has the value of 0.5 for ϵ1 and 1 for
ϵ2. Since σ(ϵ1) < σ(ϵ2) one may assume that there is less noise in X
for the top panel than the bottom, and hence less regression bias.
This is true close to the mean; however, further away from the
mean, the regression bias is more severe for panel 1 (Figure 6A)
than panel 2 (Figure 6D) as ϵ1 is correlated with X while ϵ2 is not.

3 COMPARING SOLAR WIND MONITORS

The previous section demonstrates that uncertainty in the
independent variable can lead to a bias in the regression
function. Such biases are unavoidable whether we use non-linear
regression, linear least-squares regression, or orthogonal linear
regression. However, we can correct the bias with a quantitative

FIGURE 3 | Similar layout as Figure 1, but with log-normal distribution and uncorrelated noise. (A) Scatter plot of W vs. X, where X is a log-normally distributed
random variable andW = X. (B)Uncorrelated Gaussian noise ϵ is added toW. Magenta line shows the conditional expectation E(W + ϵ|X). The dashed black line is the line
of equality. (C)Uncorrelated Gaussian noise added only to X, with the magenta line E(W|X + ϵ) showing regression bias. (D)Uncorrelated Gaussian noise is added to both
W and X, with regression bias in E(W + ϵ|X + ϵ) is visible in the cyan line. This overlaps with the magenta line that shows E(W|X + ϵ) for comparison. (E) Probability
distribution function X showing the log-normal distribution. (F) The fractional error σ(ϵ)/X that is varying inversely with X, as σ(ϵ) = constant.
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knowledge of the uncertainties, its direct or indirect correlation with
the independent variable, and the probability distribution underlying
the independent variable. In this section, we show regression biases
in comparisons between solar wind monitors and suggest that at
least part of these results are from random uncertainty in solar wind
measurements rather than systematic instrument biases.

The solar wind monitors we use are the ACE and WIND
satellites. They mostly measure solar wind plasma and
magnetic fields upstream of the Earth’s magnetospheric bow
shock. We use 1-min spacecraft-specific data compiled by the
OMNI database, which are time-shifted using a propagation
model to the bow shock. Following is a look at non-linear

FIGURE 4 | Similar layout as Figure 1, but with log-normal distribution and correlated noise such that σ(ϵ)∝ X2. (A) Scatter plot ofW vs. X, where X is a log-normally
distributed random variable andW = X. (B)Correlated Gaussian noise ϵ is added toW. Magenta line shows the conditional expectation E(W + ϵ|X). The dashed black line
is the line of equality. (C)Correlated Gaussian noise added only to X, with the magenta line E(W|X + ϵ) showing regression bias. (D)Correlated Gaussian noise is added to
both W and X, with regression bias in E(W + ϵ|X + ϵ) is visible in the cyan line. This overlaps with the magenta line that shows E(W|X + ϵ) for comparison. (E)
Probability distribution function X showing the log-normal distribution. (F) The fractional error is proportional to X.
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regression between ACE andWINDmeasurements of multiple
solar wind parameters. They should lie along the line of
equality if both spacecraft measure the same solar wind
plasma and magnetic field on average without uncertainty.
However, that is not the case. Substantial regression biases
towards the mean of the parameter can be observed for
extreme values, especially when the monitors are far apart.

3.1 Solar Wind Velocity Vy and Vz
Figures 7A,B show scatter plots of time-shifted solar wind velocity
components along the Z-GSE direction measured simultaneously by
ACE andWIND spacecraft over 20 years. The black dashed line is the
line of equality with a 45° slope, along which we would expect an
unbiasedACE andWINDmeasurement to lie. However, a non-linear
regression of ACE Vz GSE measurements given WIND Vz GSE and
vice versa, shown by themagenta line, has a slope reduced towards the
mean. The regression curve in Figures 7A, B seem to suggest a
contradiction. The former suggests that ACE underestimates Vz GSE
on average compared to WIND for extreme values. However, the

latter suggests that WIND underestimates Vz GSE on average
compared to ACE. We can explain the contradiction if we
suppose that the biases of these regression curves come from
similar uncertainty in both ACE and WIND measurements, as
discussed concerning Figure 1D in the previous section. And
since systematic measurement bias cannot lead to contradictory
regression curves, the regression bias in Figure 7 cannot possibly
arise from systematic biases in the ACE and WIND measurements.
However, we cannot rule out the existence of systematicmeasurement
bias without a more careful analysis of quantifying random
uncertainties. Figures 7C,D shows similar regression bias in ACE
and WIND measurements of Vy GSE. At large values of ACE Vy ~
200 km/s, on averageWINDmeasures a 〈VWIND

y |VACE
y 〉 ~ 150 km/s

which is an underestimate of around ~ 25%.

3.2 Solar Wind IMF Bz
The primary cause of this non-trivial regression bias is the
uncertainty stemming from the spatial and temporal
separation of the measurements. As a result, both spacecraft

FIGURE 5 |Comparing the effect of regression to the mean on non-linear regression, linear least-squares regression, and orthogonal regression function. Similar to
Figure 4, X is log-normally distributed withW = X, and ϵ is Gaussian uncertainty that is correlated with X such that σ(ϵ)∝ X2. (A) Shows different regression fits on data
with uncertainty added only to X. (B) Shows the same with added uncertainty and the same characteristics on both X andW. (C) Shows the same but with slightly less
uncertainty added toW compared to X. (D) Shows the same plot with uncorrelated Gaussian uncertainty ϵ2 added toW, while correlated Gaussian uncertainty ϵ as
in B is added to X.
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do not see the same solar wind magnetic field or plasma most of
the time. A useful measure of whether a downstream spacecraft
measures the same plasma element previously seen by an
upstream spacecraft is the impact parameter (IP). For WIND
and ACE, the impact parameter (IP) is the “minimum distance
experienced between WIND moving at 30 km/s in Y and plasma
element moving at 390 km/s in X” (King and Papitashvili, 2005;
Papitashvili, 2005).

Figures 8A,C plots ACE vs. WIND measurements of Bz GSM
and vice-versa for all data points in the year 2002. In 2002, WIND
was not yet parked onto its L1 orbit, and as a result, the IP
between ACE and WIND is significant for most measurements.
Figures 8B,D plot the regression between ACE and WIND Bz
and vice versa for IP less than 60 RE, implying that they both likely
see similar solar wind plasma. An IP of less than 60RE is
considered to be the minimum separation for which WIND
and ACE will see similar plasma and magnetic fields (King
and Papitashvili, 2005). In this case, the regression bias is
substantially reduced, as the regression curves almost align
with the line of equality. This indicates that regression biases
can exacerbate while using ACE and WIND data when they are
far away from each other (IP> 60RE). Between 1998 and 2021, the
percentage of available time-shifted 1-minute ACE and WIND
measurements where IP is less than 60RE is about ~30%. Hence
for ~70% of the time, the two spacecraft don’t measure the same
plasma or field.

3.3 Solar Wind Proton Number Density N
Figure 9 shows the solar wind proton number density
comparison between ACE and WIND measured during two
time periods: column 1–1998 to 2001 pre solar maximum and
column 2–2002 to 2005 post solar maximum. The dotted black
line is the line of equality, while the magenta line is the non-linear
regression function, and the blue line is the same but only
includes measurements with ACE-WIND IP less than 60 RE.
The first panel shows the regression function of ACE given
WIND measurements, while the second panel plots the
reverse: WIND given ACE measurements. We see that there is
a regression bias with a decreasing slope with increasing density
for Figures 9A–D. The bias is more severe further away from
the mean of the density measurements. From the density of the
scatter plots, we can see that there are fewer proton number
density measurements overall in the years 2002–2005 as
compared to 1998 to 2001. Indicating that the underlying
probability distribution of the proton number density can
indeed change with the solar cycle, and regression bias can be
time-dependent. Reducing the IP does not seem to change the
regression function much, except for Figure 9D, where it has a
substantial effect onmaking the regression function align with the
line of equality. This could suggest that even the random
uncertainty in measuring the solar wind parameters may
change depending on the periods of the measurements, as the
spacecraft’s relative location also vary with time.

FIGURE 6 | The severity of the regression bias at extremes is not determined only by the standard deviation of the uncertainty ϵ. It is also necessary to know how the
noise is correlated with the independent variable. (A)Magenta line is the E(W|X + ϵ1) where ϵ1 is correlated Gaussian noise. (B) Fractional error or noise ϵ1/X increasing
linearly with X, since σ(ϵ1)∝ X2. (C) Themarginal probability distribution of ϵ1, with the standard deviation of ϵ1 = 0.5. (D) Same as (A) but with uncorrelated Gaussian noise
ϵ2 added to X. (E) Fractional error or noise ϵ2/X decreasing as 1/X, since σ(ϵ2) = constant. (F) Themarginal probability distribution of ϵ2, with the standard deviation of
ϵ2 = 1.
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For the regression functions shown here, the non-linear
decrease in the slope with increasing density is due to the log-
normal distribution of density, similar to the numerical
experiment described in Figure 4. According to King and
Papitashvili (2005) ACE proton number densities are
systematically larger than WIND number densities by up to
18% for higher solar wind speeds. They carried out a log-
linear least squares regression, only for WIND vs. ACE and
not the reverse. The systematic bias they estimate for higher
solar wind speeds suggests ACE overestimates the densities.
Curiously this bias is in the same direction we’d expect if the
systematic bias was regression bias instead. However, our analysis
in this article does not quantitatively delineate the two biases, as it
requires careful correction of the regression bias.

3.4 Solar Wind IMF Clock Angle θcl
The IMF clock angle is an essential solar wind parameter
determining the extent of solar wind energy coupling to the
magnetosphere. The rate of the day-side reconnection, in part, is
influenced by the relative orientation of the solar wind magnetic

field direction (modified by the magnetosheath). For example, in
simple magnetic reconnection models, two oppositely directed
magnetic fields brought together by moving plasma drive
reconnection. Hence, a southward IMF can generally trigger
day-side reconnection at the sub-solar point, while a
northward IMF does not. As a result, many proposed solar
wind driver functions, which estimate the energy coupling
between the solar wind and the magnetosphere, are some
functions of the IMF clock angle (Newell et al., 2007;
Borovsky, 2008; Lockwood and McWilliams, 2021).

The IMF clock angle is defined as the angle between the IMF
vector projected on the GSM Y-Z plane and the geomagnetic
north: θcl = atan2(BY, BZ) where −180° < θcl < 180°. In this
manuscript, we have constructed θcl to range from 0° to 360° with
0° pointing towards BZ north. In Figure 10A, we compare 1 min-
resolution measurement of the ratio BY/BZ of ACE vs. WIND and
plot the conditional expectation of the ACE BY/BZ given WIND
BY/BZ (magenta line). The blue line is the same non-linear
regression function but with measurements where ACE and
WIND have an impact parameter less than 60 RE. Figure 10C

FIGURE 7 | Regression bias in solar wind velocity Vz and Vy in GSE coordinates. (A) Shows a scatter plot of 1-min resolution propagation delay-corrected ACE Vz
vs. WIND Vz. The dashed black line is the line of equality, and the magenta line is the conditional expectation E(VACE

z |VWIND
z ) or the regression function. (B) Shows the

same but reverse. The scatter plot is of WIND Vz vs. ACE Vz. However, the magenta line is the reverse regression function E(VWIND
z |VACE

z ). (C) Is the same as (A) but for
the y-component of the solar wind velocity. (D) Is the same as (B) but for the y-component of velocity as well.
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plots the reverse regression of WIND vs. ACE. Both plots show
regression bias towards the mean for extreme values (for |By/Bz|~
> 2). Large values of the BY/BZ ratio are mostly a result of small BZ
values. The latter corresponds to ~ 90° or ~ 270° clock angle. The
uncertainty increases with the magnitude of the ratio, and as a
result, a clear non-linear bias (almost a “saturation”) in the
regression curve is visible. This example demonstrates that
irrespective of the physical significance of the solar wind
parameters, some functions of the parameters can have
significantly more uncertainty, especially when ratios of
measurements are involved.

Figures 10B,D show the ACE vs. WIND regression curve of
the IMF clock angle and its reverse, respectively. Though the
measurements span 0°–360°, the plot only shows the clock angles
0°–90° to highlight the bias in the regression curve, which has a
slope that increases from the line of equality and then decreases.
The regression bias reduces when the impact parameter is limited
to less than 60 RE in both plots. The conditional expectation is

calculated using directional statistics, as an arithmetic mean is
inappropriate for angles. Here the mean is calculated by first
converting the IMF clock angle into a complex number through
Euler’s formula to consider how angles wrap around 360°. Then
the arithmetic mean is calculated of the resulting complex
numbers. This value is then converted back to an angle to
obtain the conditional expectation.

To explore the nature of the bias in detail, Figure 11 plots the
regression bias in polar coordinates. Figure 11A shows the
probability density function of the IMF clock angle as measured
by ACE from 1998 to 2022 along the radial axis. The polar angle
coordinates represent θACEcl for all panels of 11. The pdf is bi-modal
and peaks around ~ 90° and ~ 270° and has two local minima
around ~ 00 and ~ 180°. Figure 11B plots the regression bias - the
deviation of the regression function E(θWIND

cl |θACEcl ) from the line of
equality shown in Figure 10D (magenta line). The blue line is the
same calculation but limited to measurements where theWIND and
ACE spacecraft are within an IP less than 60 RE. When the distances

FIGURE 8 | Regression bias in solar wind magnetic field Z-GSM component. The bias reduces when filtering the data used by reducing the impact parameter (IP)
between ACE and WIND. (A) Shows a scatter plot of simultaneous 1-min resolution propagation delay-corrected ACE Bz vs. WIND Bz. The measurements used were
from the year 2002. The dashed black line is the line of equality, and themagenta line is the conditional expectation E(BACE

z |BWIND
z ) or the regression function showing the

regression bias. (B) The same plot as (A) showing considerably less regression bias by restricting themeasurements to time instances when IP <60RE (C)Same as
(A) but reversing the regression function to plot E(BWIND

z |BACE
z ). (D) Same plot as (C) showing less regression bias by restricting the measurements to time instances

when IP between ACE and WIND is less than 60RE.
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between the monitors are lower, the regression bias is lower for all
ACE IMF clock angles.

The regression bias is at a highest of ~ + 7° around θACEcl ~ 30°,
which means the regression bias pushes the average value of
E(θWIND

cl |θACEcl ) towards the more likely ~ 90° clock angle. The
bias, in fact, disappears close to the pdf maxima at ~ 90°. The green
line marks the angles of zero bias. The bias then goes negative for
clock angles greater than ~ 90° and less than ~ 180°. The negative
bias drags the regression curve values E(θWIND

cl |θACEcl ) back towards
the pdf maxima at ~ 90°. The behavior of the bias is similar to the
solar wind parameters we considered previously. Except here, it is the
“regression towards the local maxima in the probability distribution”
instead of “regression to the mean.” Previous probability
distributions discussed in this manuscript only had a single local
maximum (indicating the most probable value), which was also near
the mean.

Close to the local pdf minimum ~ 180° corresponding to
southward IMF, the regression bias goes to zero again and
then transitions to a more positive bias pushing the regression
curve towards the second pdf maximum at ~ 270°. The same

pattern repeats as the bias goes to zero and then negative,
dragging the curve back to the second pdf maximum at ~ 270°
and then to zero once more at the local pdf minimum near
θACEcl ~ 0°. The reason for the positive bias is that more likely
and higher IMF clock angles push the curve forward. In
comparison, the negative bias happens as more likely, but
lower IMF clock angles drag the curve backward. Zero bias
occurs in the transitions when the regression curve is at a
value close to the local pdf maximum. It also happens close to
a local pdf minimum, where the more likely higher IMF values
on one of its sides and more likely lower IMF values on the
opposite side cancel each other’s effects on the
regression curve.

Figure 11D plots the bias in the IMF clock angle regression
curve of ACE vs. WIND (magenta line) and its reverse (blue line).
The same cycle of positive and negative bias as Figure 11B is seen
for both the regression curves. However the positive bias is lesser
and negative bias is greater for E(θACEcl |θWIND

cl ) as compared to
E(θWIND

cl |θACEcl ). One important aspect to note regarding IMF
clock angle comparisons between ACE and WIND is the

FIGURE 9 | Regression bias in solar wind proton density. It reduces when filtering the data to IP<60RE and is different for different solar cycle periods. (A) Shows
the regression function E(NACE|NWIND) in magenta, and the same restricted to only data with IP < 60RE in blue. The data spans 1998 to 2001. (B) Shows the same plots
but for the years 2002–2005. (C) Shows the reverse regression of (A): E(NWIND|NACE), and reveals similar bias towards the mean value. (D) Shows the reverse regression
of (B). However, when we filter the data to only IP< 60RE , it results in a regression function closer to the line of equality.
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variability in the clock angle observed by one satellite with respect
to the other.

Figure 11C shows the standard deviation of WIND
measurements of the IMF clock angle given ACE
measurements of the same (shown in the magenta curve). The
maximum uncertainty in the IMF clock angle measurements
occurs when ACE measures northward and southward IMF Bz
(θACEcl ~ 0° and θACEcl ~ 180°) respectively. The magnitude of this
uncertainty is high at about ~ 45°, and still high at its minimum,
as ~ 35°. The blue line is the same curve but restricted to only
measurements when WIND and ACE have an impact parameter
less than 60°. This reduces the uncertainty, consistent with the
reduction in the regression bias as seen in Figures 11B,D.
However, the uncertainty in the IMF clock angle observed by
WIND for a given measurement by ACE still does not go below
~ 30°. Functions of the clock angle will result in different joint
probability distribution functions, and as a result will exhibit a

different regression bias. An example for the function sin2(θcl/2)
is shown in Supplementary Figure S1.

3.5 Solar Wind Driver Function Esw
Esw � VswBGSM

South is the interplanetary electric field and a simple
solar wind driver or coupling function used frequently in
literature (McPherron et al., 2013; Lockwood and McWilliams,
2021). Unlike McPherron et al. (2013), we do not use a half-wave
rectified function where Bs(Bz > = 0) = 0 and Bs(Bz < 0) = −Bz,
instead we define BGMS

South � −BGMS
Z . Esw is, therefore, the product of

solar wind velocity and negative IMF Bz in GSM coordinates.
Figure 12 compares ACE Esw estimates with WIND Esw and vice
versa during 2002. Although the regression is carried out through
the entire range of Esw, the figure shows only Esw > 0 as it is the
dawn-dusk component of the solar wind electric field. In 2002,
the WIND spacecraft was far from L1 and had not yet arrived at
the L1 orbit. The non-linear regression curves in both show a bias

FIGURE 10 | Regression bias in Solar Wind IMF Clock Angle. (A) Regression function E(ACE By

Bz
|WIND By

Bz
) is shown with the magenta line. Blue line plots the same

with only measurements where ACE andWIND have an impact parameter less than 60RE. (B) Shows the regression function E(θACEcl |θWIND
cl ) using the magenta line. Blue

line plots the same regression function for measurements with an IP less than 60RE. (C) Shows the reverse regression of (A). (D) Shows the reverse regression of (B).
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with a lower slope from 0 to 15 mV/m. At higher values of the
driver, the number of data points is fewer, and hence there is
substantial uncertainty in the regression curves. However, we
observe a non-linear decrease in the average WIND Esw
measurements in Figure 12B from 15 mV/m and higher
values of the ACE Esw measurements (magenta line). The
regression function has considerably less bias when restricted
to measurements where the impact parameter is less than 60RE,
suggesting that the bias is entirely a result of the spatial separation
between the monitors.

For example, consider the data points highlighted using larger
dots in Figure 12B. Here ACE measures Esw values between 15
and 20mV/m andWINDmeasures some of it to be much lower -
between ~ 0 to ~ 5mV/m. Most of these data points occur on a
particular day, 23 May 2002, between 12:14 UT and 16:41 UT, as

shocks frommultiple CoronalMass Ejections (CMEs) left the Sun
on 22 May 2002. However, the impact parameter betweenWIND
and ACE was ~265 RE, with WIND being far away from ACE
(~ 280RE) towards the dusk-side of the YZ plane, clearly
measuring different solar wind plasma and field. And since the
probability of occurrence of low Esw is much higher than the rarer
CME-induced high value of Esw, WIND is more likely to see a
smaller Esw (due to their high probability of occurrence) than
ACE which is measuring a high value (with a low probability of
occurrence). The bias caused by this event is removed easily by
filtering for measurements with impact parameters less than
60 RE. Similar regression bias is observed with other solar
wind driver functions as well. An example of the bias in the
merging electric field Em = VswBT sin2θcl/2 is shown in the
Supplementary Figure S2. Here Vsw is the solar wind speed

FIGURE 11 | Polar plots of regression bias in solar wind IMF clock angle. (A) Circular probability density function of IMF clock angle, defined as
θcl � tan−1(BGSM

y ,BGSM
z ). The angle coordinate is the ACE clock angle, and radial direction gives the pdf value. 0° is North and 180° is South. The green lines represent

angles where the regression function E(θWIND
cl |θACEcl ) has no bias. The lines run close to the local maxima and minima of the circular pdf. (B) The magenta line shows the

regression bias b̂ � E(θWIND
cl |θACEcl ) − θACEcl varying with the ACE clock angle. The blue line shows the same but only using measurements where the impact

parameter is less than 60RE, implying ACE and WIND are likely measuring similar plasma. (C) The magenta line shows the standard deviation of WIND clock angle
measurements given a measured ACE clock angle: σ(θWIND

cl |θACEcl ). The blue line shows the same but only using measurements with impact parameter less than 60RE.
(D) Compares the regression bias b̂ � E(θWIND

cl |θACEcl ) − θACEcl with the bias in the reverse regression b̂ � E(θACEcl |θWIND
cl ) − θWIND

cl .
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in km/s, and BT �
�������

B2
y + B2

z

√

is the transverse magnitude of the
interplanetary magnetic field in nT and GSM coordinates.

4 DISCUSSION

Results in section 3 show that regression bias exists for important
solar wind parameters like IMF Bz, clock angle θcl and solar wind
proton number density N. Many other parameters also exhibit
such regression biases, especially for extreme values of their
measurements. Hence if we do not carefully account for
random uncertainties in the solar wind parameters, any effort
to identify instrument biases by comparing data sets may
misinterpret regression bias as systematic instrument bias.

Uncertainties in complex parameters such as solar wind
driver functions, which are a combination of solar wind
parameters, may be correlated with the parameter’s value.
Consider the example of the merging electric field: Em = VBT
sin2θcl/2. An uncertainty Δθ in θcl, will result in an erroneous
merging electric field Ep

m � VBT sin2(θcl + Δθ)/2. For small θcl
and Δθ, Ep

m ~ VBT(θcl + Δθ)2/4 and Em � VBTθ
2
cl/4. This

implies

Ep
m − Em ~

VBTθ
2
cl

4
Δθ
θcl

2 + Δθ
θcl

[ ] � Em · f Δθ
θcl

( )

Therefore, the uncertainty in the merging electric field: Ep
m −

Em is correlated with Em for a given fractional uncertainty of a
small IMF clock angle. Section 2 showed that uncertainties
correlated with the parameters’ magnitude could lead to non-
linear regression biases in the regression functions. Such
uncertainties that vary with the parameter’s magnitude are
called heteroscedastic/heteroskedastic errors. In regression
analysis, especially linear regression, this manifests as
variations in the residuals of the regression function or fit.
Hence, it is helpful to enlist simple statistical tests to evaluate
whether a heteroscedastic error exists in the measurements. A
straightforward demonstration of testing for heteroscedasticity
in linear regression by plotting residual errors with increasing
fitted parameter value is shown in Section 6 of (Lockwood et al.,
2006).

Many solar wind driver functions are empirically
constructed formulas and are not necessarily derived from
physical principles. Hence true solar wind driver functions
may be biased or different in a random sense or both. It is easy
to imagine that the estimate of the solar wind drivers using
upstream solar wind monitors differs randomly from the
platonic “true” driver function that affects the Earth’s
response. Suppose the driver function is in the form of the
merging electric field. In that case, random uncertainty in one
of the parameters can lead to correlated uncertainties in the
merging electric field. However, if, instead, they are in the
form of a sum of parameters like Vsw + 56Bz (Borovsky, 2014),
then the uncertainties will not be correlated with the
magnitude of the driver. Hence, one may expect less
regression bias. This could be the reason why the above
unphysical solar wind driver formula has better
correlations with geomagnetic activity than all other
standard solar-wind functions (Newell et al., 2007;
Borovsky, 2008; Borovsky, 2021a). Hence, the uncertainty
in the solar wind driver functions and the regression bias it
causes may be contributing to the math-versus-physics
dilemma discussed by Borovsky (2021a). Once we account
for the uncertainties, the physics-based formula may be more
correlated than the other unphysical math-based ones.

Random uncertainties in the solar wind drivers are not
just limited to spatial and temporal uncertainty in the solar
wind measurements and instrumental errors (Lockwood,
2022). (Though these are likely the primary source of
uncertainties in ACE and WIND measurements used in
this manuscript.) Another important source of error is

FIGURE 12 | Regression bias in solar wind driver function Esw =
VswBsouth, where Bsouth � −BGSM

Z . (A) The magenta line plots the regression
function E(EACE

sw |EWIND
sw ) using measurements in 2002. The blue line is the

same but limited to measurements where the IP < 60RE between ACE
and WIND. (B) Plots the reverse regression function E(EWIND

sw |EACE
sw ) in

magenta, and the same curve with IP<60RE between the spacecrafts. Note
that the regression bias at extreme values here is a result of the fact that the IP
between WIND and ACE were as large ~ 265RE . The data points with ACE
VswBsouth between 15 and 20 mV/m are highlighted with larger dots.
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the effect of bow shock and magnetosheath on the solar
wind IMF at the day-side. For example, Coleman (2005)
shows a ~ 30° uncertainty in the IMF clock angle between
spacecraft in the magnetosheath and L1, with a substantial
increase in this uncertainty along the flanks of the
magnetosheath and with increasing dynamic pressure. As
a result, the day-side reconnection rate and its extent may
vary substantially for a given L1 monitor estimate of the
solar wind driver.

Borovsky (2022) proposes that the functional form of the
solar wind drivers ought to be constructed taking into
account the uncertainties and the regression bias it creates.
We believe this is crucial, as otherwise, regression bias in
regression analysis of the driver functions and earth’s
response may be misinterpreted as caused by physical
processes rather than uncertainty. Machine-learning-based
models that use non-parametric non-linear regression
analysis may also be susceptible to such biases. With the
recent proliferation of many such models in space physics, we
believe these biases are important to consider. A plausible
example of regression bias, either partially or wholly
misunderstood as caused by physical processes, could be
the saturation of the polar cap potential and other
geomagnetic indices (Borovsky, 2021b).

The “regression towards the mean effect” may not only be
relevant to statistical regression analysis. It affects individual
studies of extreme solar wind driving and the Earth’s response
to it. The reason for this is that the regression bias affects the
entire conditional probability distribution of the
measurements being compared. Hence, when we infer the
Earth’s response to an extreme solar wind driving, it is
likely that the actual value of the solar wind driver is lower
and closer to its mean value. Hence, we may be
underestimating the effect of the solar wind driving of
geomagnetic activity even for a single event or case study.

A more precise way to describe the “regression towards the
mean effect” is perhaps apparent in Figure 11. Here the
distribution is bi-modal and has two regions of high
probability in the parameter space (~ 90° and ~ 270°). In such
scenarios, it becomes clear that when there is a measurement
uncertainty, the parameter’s actual value is biased towards the
most likely value in the parameter space. Therefore, there can be
regions within the parameter space where the biases in opposite
directions cancel out—leading to zero bias in some areas, making
regression bias more complex than just a simple regression to
the mean.

The natural question from our analysis is what we can do to
correct or mitigate regression bias. Two primary directions
here are 1) to quantify the uncertainty and calibrate the data to
compensate for the bias, or 2) to improve the quality of the
data by reducing uncertainty. For the case of ordinary linear
least-squares regression, orthogonal regression that considers
uncertainty in both dependent and independent variables can
correct the bias. However, for non-linear regression, these
methods may be insufficient. Therefore a careful analysis of
correlated uncertainties and stochastic properties of the
measured parameters are necessary to construct error

models that estimate the regression bias. After this, one
can apply the technique of regression calibration to the
uncertain measurements and calculate the likely true values
to correct for the bias in the inferred relationship. Many more
techniques exist and are discussed extensively in Carroll et al.
(2006).

The main challenge to constructing error models to carry
out regression calibration is quantifying the uncertainties in
the measurement parameters. In most cases, the uncertainties
involved are not just instrumental errors but uncertainties
that stem from the implicit assumptions made in interpreting
measurements. For example, in the case of the solar wind
driver functions—random uncertainties stem from our
assumptions of: 1) solar wind propagation models, 2) solar
wind structure, 3) solar wind interaction with bow-shock and
magnetosheath plasma, 4) valid solar wind and
magnetosphere state parameters. More assumptions may
exist, but the first step towards quantifying random
uncertainty in solar wind parameters (including driver
functions) is to identify the assumptions and then estimate
their contribution to the uncertainty through physics or
mathematical models.

5 SUMMARY

We used simple numerical experiments to demonstrate the
statistical phenomenon of regression towards the mean,
which leads to biases in the correlation between
measurement parameters. We showed evidence for such
biases while comparing simultaneous 1-min resolved
propagation delay-corrected ACE and WIND
measurements of several solar wind parameters upstream
of the magnetosphere bow-shock. The regression biases
were significant for extreme values of the measurement
parameters. For example when WIND measures VGSE

y of
200 km/s, ACE measures only 150 km/s on average, a
~ 25% reduction. A similar reduction of ~ 20% or more is
observed in average WIND measurements of IMF BGSM

z ,
proton number density N and IMF Clock angle when ACE
measures a BGSM

z � 20 nT, N = 70 cm−3 and θcl =
30°respectively. This regression bias reduces when selecting
measurements where ACE and WIND are nearby and in
similar solar wind plasma.

These results suggest that regression biases may exist in
statistical and event-based solar-wind/magnetosphere
coupling studies, where the magnetosphere’s response to
solar wind driving is inferred from measurements. The bias
may become significant for rare and extreme driving conditions
and if the uncertainties in the driver functions correlate with the
solar wind strengths. We can reliably correct the regression bias
only by knowing the stochastic properties of the parameters
used in the study and their uncertainties. Not accounting for the
effect of these uncertainties may lead to misinterpreting the bias
(which can sometimes be non-linear) as systematic
measurement bias or physical processes. One such possible
misinterpretation could be the saturation of geomagnetic
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indices observed with increasing solar wind driving (Borovsky,
2021b).
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Magnetosphere-Ionosphere Coupling:
Implications of Non-Equilibrium
Conditions
Mike Lockwood1* and Stan W. H. Cowley2

1Department of Meteorology, University of Reading, Reading, United Kingdom, 2Department of Physics and Astronomy,
Leicester University, Leicester, United Kingdom

The response times of the coupled magnetosphere-ionosphere-thermosphere system
are, on average, greater than the autocorrelation timescales of solar wind forcing. This
means that the system is rarely, if ever, in equilibrium. Departures from equilibrium are a key
component of the Expanding-Contracting Polar Cap (ECPC) model of convection
excitation in both the magnetosphere and ionosphere, driven by the Dungey
reconnection cycle of opening and re-closing magnetospheric field lines. Averaging
over sufficiently long timescales reduces data to the equivalent of steady-state
conditions, which hides the physical mechanisms involved and allows us to map
electric fields from interplanetary space to the ionosphere–but this is not valid, either
physically or generally, because of magnetic induction effects. Only for transient
phenomena on sufficiently short timescales do the mechanisms associated with non-
equilibrium fully manifest themselves. Nevertheless, because of both ever-changing solar
wind conditions and Earth’s dipole tilt, eccentricity and rotation, the magnetosphere is
always tending towards a perpetually-evolving equilibrium configuration and there are
important implications of transient events for understanding the general behavior of the
coupledmagnetosphere-ionosphere-thermosphere system and its response to solar wind
forcing. We here discuss one example: as a consequence of the importance of departures
from equilibrium inherent in the ECPC model, the solar wind dynamic pressure PSW

influences the magnetosphere-ionosphere convection response to the generation of open
field lines by reconnection in the dayside subsolar magnetopause. We here demonstrate
this effect in a statistical survey of observations and show that it is as predicted by the
ECPC model and that, through it, PSW has an influence on flux transport in the
magnetosphere-ionosphere system.

Keywords: solar wind, magnetosphere, magnetopause, coupling, reconnection, equilibrium, response times,
expanding-contracting polar cap

INTRODUCTION

The Development of Solar Wind-Magnetosphere Coupling Science
The concept of what we now call Earth’s magnetosphere was first introduced by Chapman and
Ferraro (1931), who envisaged geomagnetic storms as being caused by plasma clouds ejected by the
Sun impacting upon Earth’s magnetic field and confining it in space. This accords with modern
understanding of the effect of Coronal Mass Ejections (CMEs). However, because Chapman and
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Ferraro considered the solar wind to be absent during the
intervals between the events, this meant that they envisaged
the confined geomagnetic field as a transient, storm-time
condition and not the persistent feature that we now know the
magnetosphere to be. Paradoxically, they applied equilibrium
concepts to these transient compressions, with the magnetic
pressure of the geomagnetic field envisaged as balancing the
dynamic pressure of the plasma cloud in a series of evolving
equilibria. Later, multi-spacecraft observations showed the
locations and motions of the magnetospheric boundary (the
magnetopause), caused by changing solar wind dynamic
pressure, did agree to first order with Chapman and Ferraro’s
concept of evolving equilibria (e.g., Farrugia et al., 1989).

Chapman and Ferraro knew nothing of the existence of the
interplanetary magnetic field (IMF), the discovery of which was
not made until the space age, when it was detected by the Pioneer-
5 spacecraft (Coleman et al., 1960). There had been indications of
its existence in the early 1950s from Forbush decreases in Galactic
Cosmic Rays and from the propagation time of Solar Cosmic
Rays (now called Solar Energetic Particles) seen following solar
flares by neutron monitors (see Parker, 2001). However, even
before this, several scientists had been certain enough of the
existence of an IMF to be thinking about its terrestrial
implications, including Fred Hoyle, his PhD student Jim
Dungey (see Cowley, 2016), and Hannes Alfvén (1950a). How
near-Earth IMF could be generated by the Sun and solar wind was
understood from Alfvén’s formulation of
magnetohydrodynamics (MHD) (Alfvén, 1950b) which in the
“ideal MHD” limit shows that the solar wind drags the “frozen-
in” solar coronal magnetic field with it to give, on average, the
Parker spiral configuration of the IMF (Parker, 1958). It became
recognized that the solar wind, and hence the frozen-in IMF, was
an ever-present feature because of the continuous nature of its
action on comet tails (Hoffmeister, 1943; Ahnert, 1943;
Biermann, 1951). The role of the north-south IMF component
in the coupling of energy and momentum into the
magnetosphere from the solar wind, was postulated by
Dungey (1950, 1961). He introduced the concept of magnetic
reconnection which, through a breakdown in ideal MHD at thin
current sheets, generates open field lines that thread the
magnetopause, and then closes them again in the cross-tail
current sheet. A snapshot of the Dungey cycle during
southward IMF, showing open and closed field lines and the
reconnection sites in the noon-midnight meridian plane is shown
schematically in Part A of Figure 1. Dungey still applied
inherently steady, equilibrium concepts to this “Dungey cycle”
as he saw antisunward transport of frozen-in flux in the polar
ionosphere on open field lines as being due to interplanetary
electric field (the electric field in the Earth’s frame due to the
motion of the solar wind with its frozen-in magnetic field)
mapped down to the ionosphere. This concept of mapped
interplanetary electric field (e.g., Volland, 1973; Stern, 1975a)
has been widely used in the interpretation of results from both
observations and numerical MHD models and even in the
derivation and use of some indices, such as the polar cap
index (Stauning, 2022). This would be valid for fully steady-
state conditions when the rate of change in the magnetic field is

everywhere zero: by Faraday’s law, steady state means that the
electric field is curl-free and would, in this special case only, map
from interplanetary space, through the magnetosheath and
magnetosphere, to the ionosphere.

Dungey’s seminal schematic (the origin of Figure 1A)
showing how reconnection between the IMF and the
geomagnetic field would drive the magnetospheric and
ionospheric circulation of plasma and frozen-in magnetic field
(flow that we call convection), was included in his 1950 PhD
thesis (Dungey, 1950), but was not published in the open
literature until 1961. In that year, Axford and Hines (1961)
proposed a second, unspecified, mechanism could also cause
the solar wind flow to excite magnetospheric and ionospheric
convection. The key difference was that Axford and Hines
proposed the forcing acted on closed field lines and this is
now referred to as a “viscous-like interaction” and, being
unspecified in nature, this name effectively means “anything but
reconnection.” Kelvin-Helmholtz wave-breaking on the
magnetopause is one proposed mechanism. The key and
observable difference between reconnection-driven and non-
reconnection-driven convection is that reconnection transfers
magnetic flux and frozen-in plasma antisunward over the poles
and out of the magnetospheric equatorial plane and hence, in that
plane only the sunward return motion of re-closed field lines and
frozen-in plasma is seen. On the other hand, for any viscous-like
interaction both the antisunward and sunward transport must be
seen in the equatorial plane. This difference was used to show that
the contribution of the viscous-like interaction was relatively minor
(Cowley, 1982). The same conclusion was reached from studies of
the dependence of the observed convection voltage in the polar cap
(the transpolar voltageΦPC, a.k.a. the cross-cap potential difference)
on the north-south IMF component, BZ, in the Geocentric Solar
Magnetospheric frame of reference (GSM, in which theX axis points
towards the Sun and the Z axis is the projection of Earth’s magnetic
axis onto the YZ plane): larger values of ΦPC were only found when
the IMF pointed southward (BZ < 0), the orientation that gives
greatest rate of opening of field lines. During intervals of BZ > 0
(northward IMF) observed antisunward transport voltages were
considerably smaller (see review by Cowley, 1984). However, the
assumption that all antisunward convection in the polar cap during
northward IMF must be caused by a viscous-like mechanism is far
from correct. Studies using data from satellites (Wygant et al., 1983)
and radar networks (Lockwood and McWilliams, 2021a) have
shown a large range of transpolar voltages can exist during
northward IMF intervals but the largest values are at times of
enhanced auroral electrojet activity and these largest values decay
with time since the IMF turned northward, revealing a residual effect
of the prior interval of southward IMF. This is explained by the
Expanding-Contracting Polar Cap (ECPC) model of convection
excitation discussed below (Cowley and Lockwood, 1992) which
shows how and why effects of continuing nightside reconnection,
closing residual open field lines generated during a prior period of
southward IMF, are often wrongly attributed to a viscous-like
mechanism, which consequently explains only about 10 kV of
antisunward flux transport, and very probably less, compared to
the larger reconnection-driven antisunward transfer rates of up to
about 150 kV.
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In most early papers, the concept of a steady equilibrium, or at
least an evolving series of equilibria, was applied. Only with a
growing understanding of the substorm cycle did it become clear
that the magnetospheric response to the solar wind forcing was
not, in general, a steady-state one (McPherron, 1979). In these
studies, non-steady conditions are applied to the Dungey cycle,
with the rate at which open flux is generated during the substorm
growth phases (i.e., the voltage ΦD along the reconnection X-line
in the dayside magnetopause, labelled Xmp where it crosses the
noon-midnight plane in Figure 1A) exceeding the rate at which
the open flux is lost (the voltage ΦN along the nightside
reconnection X-line in the cross-tail current sheet at which
open field lines are re-closed, labelled Xtail in Figure 1A). The
converse applies during the expansion and recovery phases when
ΦN > ΦD. In general, imbalance between ΦD and ΦN makes the
open flux Fo change at a rate

dFo/dt � (ΦD − ΦN) (1)

This equation can be seen as a statement of continuity of open
flux or, alternatively, of Faraday’s law (in integral form) applied to
any closed loop that surrounds the open flux region.

Because the ionosphere is incompressible, in the sense that the
magnetic field there is approximately constant, this means that
the region of open flux there (that we here term the “polar cap”)
expands and contracts in area (Holzer et al., 1986). Open flux is
rapidly swept into the tail by the solar wind flow during the
substorm growth phase, making the magnetic flux in the tail lobes
increase until the onset of the expansion phase, after which it
decreases again (Caan et al., 1973, 1978; McPherron et al., 1993):
as a result, steady-state, curl-free electric field does not apply.
Siscoe and Huang (1985) introduced an important concept for
understanding and interpreting the pattern of convection flows
driven in the ionosphere, namely the effect of the movement of
non-reconnecting (“adiaroic”) segments of the open polar cap
boundary associated with this expansion and contraction of the
polar cap. This understanding is also based on the fact that the

FIGURE 1 | Noon-midnight meridian cuts of the magnetosphere, viewed from the from the dusk flank: the X (sunward) and Z (northward) axes in the Geocentric
Solar Magnetospheric frame (GSM, in which the X axis points towards the Sun and the Z axis is the projection of Earth’s magnetic axis onto the YZ plane) are shown.
Parts (A) and (B) are for times tA and tB when the IMF was southward and northward respectively where tB > tA, and the IMF has been northward for all the interval tA < t ≤
tB. InA the southward-directed interplanetary magnetic field (IMF) gives magnetic shear across the dayside magnetosphere, and this drives magnetic reconnection
at Xmp between closed geomagnetic field lines (in blue) and (shocked) interplanetary field lines (in black), and thereby generating open field lines that thread the
magnetopause current sheet (in red/pink: most open field lines are shown in pink but the most recently opened one is shown in darker red). Open field lines threading the
magnetopause current sheet make it a rotational discontinuity, shown in orange. Open-field lines are re-closed by reconnection at Xtail in the cross-tail current sheet (also
a rotational discontinuity and so also shown in orange). In part (B), the northward pointing IMF means that reconnection in the subsolar magnetopause has ceased and
the because the northward IMF has persisted for a long interval (tB − tA), the last field line to be opened (in red) has been swept a large distance in the −X direction by the
solar wind flow (a typical solar wind speed of 400 kms−1 corresponds to 150RE per hour (where 1RE is a mean Earth radius = 6370 km). In comparison, the dayside
magnetopause is typically at X of between 10RE and 15RE and so, given we here consider intervals (tB − tA) of several hours, the X axis in the tail is necessarily greatly
compressed in these schematics. In part (B), most of the magnetopause is now a tangential discontinuity (shown in dark green) and is only threaded by open flux at the
most negative X values shown. Note that three of the northward-pointing IMF/magnetosheath field lines are shown as remaining in the non-midnight meridian, being
draped over the nose of the magnetosphere, but two others are moving round the dawn or dusk flank, out of the plane of the diagram. The appending of open field lines
to the tail by the solar wind flow between the times tB and tA has flared the tail, increasing its asymptotic radius from R*A to R*B. The point where the last field lines to be
opened thread the magnetopause have, by the time tB, reached the tail cross-section shown by the vertical black dot-dash line labelled Q (at X = XQ) and all open field
lines are parallel to the solar wind flow by the tail cross section labelled P (at X = XP). Earthward of the X = XP, the solar wind flow is no longer generating field-perpendicular
convection.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org July 2022 | Volume 9 | Article 9085713

Lockwood and Cowley Non-Equilibrium Magnetosphere

50

https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


ionosphere is incompressible and so there are negligible sources
or sinks of flow. This time-dependent behavior reveals that
mapping electric field from interplanetary space is not the
mechanism by which solar wind energy and momentum is
coupled into the magnetosphere and polar ionosphere and
only when we average on timescales long enough that the
dayside and nightside reconnection voltages become the same
does the concept of electric field mapping give a valid answer.

Our paper from 30 years ago this year (Cowley and Lockwood,
1992) provided an alternative to the idea of mapping electric
fields by discussing a mechanism that applied on shorter
timescales as well as on longer timescales. This paper
introduced what we called the “Expanding Contracting Polar
Cap”model (ECPC–or “easy-peasy”) of how reconnection drives
flow in the magnetosphere-ionosphere system and the
ionosphere in particular (Lockwood, 1993). The model was
developed by taking the above concepts of non-steady flux
transport driven by differing time-dependent reconnection
voltages ΦD and ΦN, ionospheric incompressibility, moving
adiaroic boundaries and solar wind dynamic pressure
compression of the magnetosphere: it was applied to explain
observations made using the EISCAT incoherent scatter radars of
the ionospheric flow response to sudden southward turnings of
the IMF.

The Dungey cycle is well observed in ionospheric convection
(e.g., Zhang et al., 2015 and references therein). The ECPC model
is a conceptual model of how reconnection drives this
ionospheric convection. Momentum is transferred from the
outer magnetosphere down to the F-region ionosphere by
matched pairs of oppositely-directed field-aligned currents
connected by Pedersen currents (Southwood, 1987), but this
does not answer the question of what determines the intensity
of those currents and where they occur, and hence the speed and
pattern of ionospheric convection. In steady-state there are no
inductive effects and so that question is answered by mapping the
interplanetary electric field into the polar cap ionosphere down
open magnetic field lines. However, induction effects mean that
this cannot be applied to non-steady conditions and the ECPC
model provides the required understanding by considering the
magnetosphere-ionosphere response to changes in the tangential
and normal stresses applied to the magnetosphere by changing
the total open flux in the system. Hence ECPC is a conceptual
model of the how electric fields and voltages of interplanetary
space (in the Earth’s frame of reference) are transferred into the
magnetosphere and ionosphere: it generalizes the commonly-
used (often tacitly used) assumption of mapped electric fields to
which it reduces in the special case of steady state. Details of the
ECPC concept are reprised in Section 3 of this paper. Note that
because it deals only with reconnection-driven flow, the ECPC
model does not consider viscous-like mechanisms acting on
closed field lines and that can operate simultaneously with the
reconnection-driven flow. Having said that, as mentioned above,
ECPC does have implications for our understanding of viscous-
like mechanisms because it shows that much or even all of the
ionospheric voltage often ascribed to them can be due to
continuing tail reconnection after the IMF has turned
northward. Note also that the concepts of non-steady electric

field mapping inherent in ECPC would also apply to any electric
fields generated on closed field lines near the magnetopause by a
viscous-like mechanism. In this paper, we explore a point that has
not been considered before, namely the implications of the ECPC
model for how the dynamic pressure of the solar wind influences
the convection response to changes in the rate of production of
open flux by magnetic reconnection in the dayside magnetopause
induced by IMF orientation changes.

Figure 1B helps us define some terms and principles. It is a
parallel schematic to Figure 1A, but is for northward IMF and
considerable time (tB−tA) after the IMF last pointed southward.
Antisunward motion of open flux in the interval (tB−tA), in the
absence of any magnetopause reconnection, would turn the
dayside magnetopause and near-Earth tail magnetopause from
a Rotational Discontinuity (i.e., it is threaded by the open flux)
into a Tangential Discontinuity (which is not threaded by open
flux). In both parts of Figure 1, we can see the “tail
flaring”–meaning the increase in the cross-section tail radius,
R with increasingly negative X coordinates, until a maximum
“asymptotic” limit is reached (R = R*). Comparison of Figure
1A and Figure 1B also highlights a second meaning of the term
“tail flaring” that has been used in the literature, namely the
increase in R with time at a given X due to open flux being
appended to the tail. To distinguish these spatial and temporal
uses of the word flaring, we here refer to the spatial effect as the
“tail flaring” and the temporal effect as the “an increase in the
tail flaring.” The asymptotic limit is a somewhat simplified
concept as the pressure of draped interplanetary field lines
means that the tail tends to be flattened and the effect of the
IMF BY component twists the cross-tail current sheet out of the
XY plane (Sibeck and Lin, 2014). In addition, there is the slight
tail aberration due Earth’s motion in the −Y direction and the
solar wind flow close to the −X direction. Nevertheless, to first
order, R = R* is reached when the tail magnetopause becomes
aligned with the solar wind flow so that, in equilibrium, the
lobe magnetic pressure equals the static pressure of
interplanetary space and the dynamic pressure is no longer
constraining the magnetopause. Hence beyond the asymptotic
limit, the equilibrium lobe field is set by the interplanetary
static pressure and adding more open flux only causes the tail
flaring to increase (i.e.,R at a givenX rises) and does not cause field
perpendicular motion in themagnetosphere (the lobe field remains
constant). Conversely, removing open flux (by tail reconnection
and its exhaust in the −X direction along the current sheet) reduces
R and the tail flaring and does cause field-perpendicular convection
throughout the lobes and towards the current sheet, even though
the lobe field strength remains constant and set by the static
pressure of interplanetary space.

Mapping Electric Fields From Interplanetary
Space to the Ionosphere
The previous section makes the point that a key component of the
ECPCmodel is the fact that electric field does not map down open
field lines from interplanetary space into the ionosphere for
anything other than steady-state conditions. To define
specifically what we mean by “steady-state mapping” consider
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two points on open field lines a distance LSW apart in
interplanetary space, between which there is an electric field
ESW applied in a geocentric frame. These points map
magnetically down the open magnetic field lines into the
ionosphere, to two points that are Li apart, between which the
electric field is Ei in the same frame of reference. Steady-state
mapping of a (curl-free) electric field would mean that Ei =
ESW(LSW/Li) in the ionosphere: in other words, the voltage
difference between the two field lines in the ionosphere, Ei Li,
is equal to that in interplanetary space, ESW LSW. In this section,
we outline some observations that specifically discriminate
between the ECPC model and this steady-state electric-field
mapping concept. Because steady-state applies for data that is
averaged over sufficient timescales, many scientists do not see the
need to allow for the effects of a breakdown of steady-state
mapping: we here stress how and why it is inadequate, being a
consequence of averaging rather than a physical mechanism.

The reason why electric field does not, in general, map down
open field lines can be seen from application of Faraday’s
induction law to the tail lobes. Figure 2 is based on similar
schematics in Lockwood and Cowley (1992) and Lockwood and
Morley (2004) and part A shows the magnetosphere and part B
the polar ionosphere, with closed field lines occupying the pale
blue areas and open field lines in the pink areas. During strong
substorms, the near-Earth lobe field can increase during the
growth phase from about 30 to 40 nT in about Δt = 25 min
(e.g., McPherron et al., 1993). Assuming that the lobes are semi-
circular in cross section with a (constant) radius 15 RE (a mean
Earth radius, 1RE = 6370 km), this means that the magnetic flux

in one lobe, FL, increases from about 0.4 GWb to about 0.6 GWb
and, by Faraday’s law, such a rise of ΔFL = 0.2 GWb corresponds
to an e.m.f. around any closed loop surrounding the lobe of ΔFL/
Δt = 133 kV. This gives an order of magnitude estimate of the
possible voltage decoupling between interplanetary space and the
ionosphere caused by induction. Because some of the open polar
cap flux Fo threads the dayside magnetopause, in general FL will
be smaller than Fo; however, FL will still be a significant fraction of
Fo because open flux is swept into the tail on short timescales
compared to the time lag between opening and closure of a given
field line. Surveys by Milan et al. (2007) and Boakes et al. (2009)
found a distribution of Fo between 0.2 and 0.9 GWb with a mode
value near 0.4 GWb and a mean of 0.46 GWb. The smallest
estimated Fo that we know of is for the “nearly closed”
magnetosphere observed by Wang et al. (2022) for which Fo
was estimated to have fallen to about 0.08 GWb. Substorm onsets
are typically initiated when Fo reaches about 0.7 GWb (Milan
et al., 2008) but larger values, up to about 1.1 GWb, have been
deduced in sawtooth events and steady convection events
(DeJong et al., 2007; Lockwood et al., 2009; Brambles et al.,
2013). It has been estimated that in large superstorms, Fo
saturates near 1.2 GWb (Mishin and Karavaev, 2017). For all
these Fo estimates, the inferred changes in tail lobe flux ΔFL
during substorms, sawtooth events, and steady convection events
are significant fractions of the increases in the total open polar cap
flux, ΔFo.

Open field lines, by definition, thread the magnetopause. They
then thread the magnetosheath and the bow shock and define a
region called the “Stern Gap” in interplanetary space (the name

FIGURE 2 | Schematic illustrating how interplanetary voltages and electric fields are decoupled from those in the ionosphere by the inductive effects of growth or
decay of magnetic fluxes threading parts of the magnetosphere: in this case the lobe flux is growing during a substorm growth phase as newly-opened field lines like OF
are appended to the tail lobe by the solar wind flow (green arrows) and so thread the loop PSGC, shown by the yellow dashed line, that is fixed in the XYZ GSM frame
shown. Part (A) is a view of the magnetosphere from the northern hemisphere, mid-afternoon sector and pink and light blue areas show, respectively, open and
closed field line areas in the GSE YZ plane. Part (B) is looking down on the northern hemisphere polar cap and, again, pink and light blue areas show, respectively, open
and closed field line areas. Red lines are selected open flux tubes.
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originated from a NASA Technical report (Stern, 1975b) in which
this region was actually called a “window”). The red lines PS and
CG in Figure 2 are the open field lines closest to, respectively, the
dawn and dusk flanks of the magnetosphere and so define the full
extent (in the Y dimension) of both the Stern Gap, SG, and the
polar cap, PC, in the ionosphere. The yellow dashed line is a
closed loop PSGC round the lobe, which is fixed in the GSM
frame of reference. Faraday’s law (in integral form) applied to this
loop gives

∮

PSGC

�E.dl
→ � ΦPS + ΦSG + ΦGC + ΦCP � d ∮

PSGC

�B.dA
��→

/dt � dFT/dt

(2)
Where FT is the total magnetic flux threading the loop andΦAB is
the voltage between generic points A and B. If there are no
changes in the magnetosheath, the flux of sheath field threading
the loop remains constant and so dFT/dt = dFL/dt, where FL is the
flux in the lobe. The segments of the loop PS and GC are
everywhere aligned with the magnetic field. In ideal MHD, the
field-aligned potential drops ΦPS and ΦGC are zero and so,
although field lines at these segments of the loop are
convecting, the electric field associated with that motion is
field-perpendicular and so also perpendicular to the loop
segments (i.e., E. dl = 0 along the PS and GC segments of the
loop). One cannot explain the magnitude of the decoupling of the
voltages across SG and PC by invoking a static situation and field-
aligned potential differences. Information of field-parallel electric
fields comes from energies of field-aligned beams of accelerated
ions and electrons (upgoing or downgoing) seen both above and
below the acceleration region (see review by Marklund and
Lindqvist, 2021). To be effective in generating these beams,
the potential drops need to be present for at least the flight
time of the particles across them and are referred to as “quasi-
static.” Hence there is debate between the relative influence of
electric fields in Alfvén wave phenomena (e.g., Watt et al., 2005)
and longer-lived structures giving field-parallel potential drops
(such as proposed double layers) and so it is not clear how
persistent they are on timescales of convection and hence to what
extent they are averaged out on such timescales. However, the
largest values are typically 1–3 kV in the auroral oval (Marklund
and Lindqvist, 2021) and about a 10th of this inside the polar cap
(Hosokaw et al., 2020). These values are considerably smaller
than both the typical field-perpendicular voltages ΦPC (= −ΦCP)
of 50–150 kV (e.g., Lockwood and McWilliams, 2021a) and the
typical scale of the electromotive force around the loop PSGC
inferred above (dFL/dt = 1.33 × 105 Wb s−1 = 133 kV). Hence, to
first order, even without the averaging effect of their quasi-static
nature, we can discount quasi-static field parallel potential drops.
This gives

ΦSG − ΦPC � dFL/dt (3)
Hence only in steady state, when dFL/dt = 0, does ΦPC = ΦSG

and the interplanetary voltage maps into the ionosphere.
Numerical MHD models of the magnetosphere provide
evidence for the magnitude of decoupling of the Stern gap
voltage ΦSG and the transpolar voltage ΦPC indicated by Eq.

3. For example, Gordeev et al. (2017) compare the predictions of
three different models following a southward turning of the IMF,
after which BZ is held steady at −5 nTwith a solar wind speedVSW

= −VX = 600 km s−1. From E = −V × B, the dawn-to-dusk
interplanetary electric field is EY = VX BZ = +3 mVm−1 after
the southward turning (where VX is the solar wind velocity in the
+X direction soVX < 0 and EY > 0 for BZ < 0). Note that even if the
EY arriving at Earth changes with time, all field lines opened at a
given EY keep that value for their entire transit over the polar cap
because neither VX nor BZ change significantly for each field line
in the relevant extent of interplanetary space. We here just use the
results from the BATSRUS model to illustrate the point about
how EY maps to the ionosphere. The model predicts that the tail
flux rises almost linearly in the resulting substorm growth phase
from 0.4 to 0.6 GWb over an interval 25 min long giving dFL/dt =
133 kV (as estimated above for a typical substorm from magnetic
field observations in the tail lobe). The rise is caused by newly-
opened field lines, such as OF in Figure 2, being transferred
antisunward along the Stern Gap from the dayside to the
nightside, the rate of flux transfer being ΦSG, while their
ionospheric footpoints are not moved across the polar cap
diameter PC. In fact, ΦSG will exceed this value of dFL/dt as
some tail lobe flux is lost by reconnection in the cross tail current
sheet and convected sunward out of the tail as closed flux. The tail
reconnection site is not immediately influenced by the increase in
magnetopause reconnection as it takes time for any information
about the southward turning to reach it; hence we can assume this
loss of lobe flux carries on at the rate of 21 kV which was the
modelled quasi-steady value before the southward IMF turning.
This means thatΦSG is approximately 133 + 21 = 154 kV, giving a
Stern gap width of LSG = ΦSG/EY = 8.1 RE, which is a realistic
value. Substorm onset in the model occurs about 30 min after the
southward turning and during that interval, the model predicts
that the ionospheric transpolar voltage rises from 21 to 93 kV.
Hence at no time in the growth phase does the interplanetary
electric field or voltage map from interplanetary space to the
ionosphere in these simulations. The other models tested by
Gordeev et al. (2017) show the same general behavior.

Possibly the most straightforward evidence for the need for
something like the ECPC model is that transpolar voltage ΦPC

depends both on the prevailing IMF BZ component (and hence
the dawn-dusk interplanetary electric field, EY = −VSW BZ) and on
the AL auroral electrojet index. This is demonstrated in the
contour plot from 25 years of SuperDARN ΦPC data shown in
Figure 3 (this is a version of the −AL versus BZ contour plot for
the same dataset presented in Figure 8 of Lockwood and
McWilliams (2021a) but uses EY along the x-axis instead of
BZ). The diagonal orientation of the contours shows that, in
general,ΦPC increases both with EY at a fixed AL and with −AL at
a fixed EY. For northward IMF (EY < 0), the contours become
almost horizontal showing a dominant dependence on −AL: for
southward IMF (EY > 0) both have an influence but at the largest
EY the contours become almost vertical, indicating EY is the
dominant influence. Hence the plot shows ΦPC increases with
auroral electrojet strength, quantified by −AL, at all but the largest
EY and that for northward IMF (EY < 0), ΦPC depends almost
entirely on AL. If the interplanetary electric field always mapped
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to the ionosphere, as predicted by steady-state, thenΦPC would be
equal to the voltage across the Stern gap ΦSG = EY LSG where LSG
is the width (in the Y dimension) of the Stern gap. This value
would then persist on those field lines until they were closed
again. Hence the only way that mapped electric fields could
explain the observed dependence on both −AL and EY in
Figure 3 is if LSG increased monotonically with −AL. Given
that LSG is set by the length of the magnetopause reconnection
X-line and the field line draping in the magnetosheath and AL is
determined by processes in the near-Earth tail and that
information takes time to travel between the two regions,
there can be no mechanism that could give such a
relationship. Strictly speaking, this argument shows that
application of steady-state mapping of the electric field cannot
explain Figure 3. However, we also note that the ECPC model is
the only proposed alternative to steady-state mapping in the
literature. In addition, substorm theories and observations show
there is a monotonic average relationship between −AL and ΦN

and the polar cap contraction that ΦN causes (Milan et al., 2009a;
Lockwood et al., 2009; Mooney et al., 2020; Milan et al., 2021) and
simultaneous lobe field decreases at well-separated locations
(Caan et al., 1978; McPherron et al., 1993). The −AL index
can therefore be considered to be a proxy indicator of ΦN.
Hence Figure 3 shows that ΦN and ΦD are separate
contributors to ΦPC which is a central prediction of the
ECPC model.

Another key piece of evidence is the behavior of transpolar
voltage ΦPC after the IMF returns northward following a period
of southward IMF. A northward turning of the IMF ceases the
production of new opened field lines, or at least reduces their rate
of production, but does not remove pre-existing ones. The open
field lines generated during the prior southward IMF interval
remain open until they are closed by reconnection in the cross tail
current sheet and their interplanetary EY, LSG and ΦSG values all

stay constant all that time. Hence if steady-state mapping applied,
ΦPC would also remain constant and then drop rapidly as the last-
to-be-opened field lines are re-closed. This is not what is observed
(Wygant et al., 1983; Lockwood et al., 2006; Lockwood and
McWilliams, 2021a): rather, a range of ΦPC values are
observed between almost zero and largest values that decay
exponentially with time after the northward turning and that
depend on the −AL value. This is a prediction of the ECPCmodel
because one substorm expansion does not remove all the extra
lobe magnetic flux that is built up during the prior growth phase
and so one isolated growth phase can generate a string of
subsequent substorm expansions of declining amplitude, each
giving a peak inΦPC due to an associated rise in the reconnection
voltage in the cross-tail current sheet, ΦN. Northward-IMF
intervals are often thought of as giving an equilibrium to
which the magnetosphere returns because they give
geomagnetically quiet conditions. This is not the case. During
these intervals the interplanetary electric field points from dusk to
dawn (EY < 0) and reconnection taking place poleward of the
magnetic cusps, near the sunward edges of the tail lobe
magnetopause boundary, gives penetration of that negative EY
into the magnetosphere (e.g., Lockwood and Moen, 1999). The
tail never decays away completely and so, at the same time as the
lobe reconnection, magnetic shear remains across the cross-tail
current sheet and reconnection there can only give either EY > 0
or, if it ceases, EY = 0. In both scenarios, there is a curl in electric
field and so this is a slow decline of the lobe field and not steady
state (Lockwood, 2019). That decline can be understood because
any ongoing reconnection in the cross-tail current sheet causes a
loss of open flux and reconnection taking place at the sunward
edge of both lobes can also cause a loss of dayside open flux,
giving a “horse-collar” auroral form, with a teardrop-shaped open
polar cap with most remaining open flux confined to the
nightside (Lockwood and Moen, 1999; Imber et al., 2006;
Milan et al., 2020). The most extreme example of this was
observed by Wang et al. (2022), but even in this case a
residual open flux of about 0.08 GWb remained. Hence, as far
as we can tell, the magnetosphere is never subject to a long
enough period of strongly northward IMF that it becomes
completely closed and so northward IMF conditions, although
geomagnetically quiet, give a slow decline of the lobe fields rather
than an equilibrium steady state.

A more complex test of the ECPC model was provided by
Soterelis et al. (2017). These authors showed that when the polar
cap is expanding the observed transpolar voltage correlates best
(correlation coefficient r = 0.86) with the solar wind/IMF driving,
integrated over the previous 10min (compared to r = 0.57 for when
the polar cap is contracting). On the other hand, when the polar cap
is contracting the transpolar voltage correlates best (r = 0.87) with
averages of solar wind/IMF driving over the previous 90 min
(compared with 0.51 for when the polar cap is expanding). This
is consistent with the ECPC model and also specifically inconsistent
with the idea that electric field maps from the solar wind and
magnetosheath to the ionosphere for which correlations would not
depend on whether the polar cap was expanding or contracting.

Note that polar cap expansion (whenΦD > ΦN) and contraction
(when ΦN > ΦD) are both observed and the transpolar voltage is

FIGURE 3 | Contours of average transpolar voltage,ΦPC, observed over
25 years by the northern hemisphere SuperDARN radar network (Lockwood
and McWilliams, 2021a) as a function of the dawn-dusk interplanetary electric
field, EY, and the auroral electrojet index, −AL.
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raised during both, by the increased ΦD and by increased ΦN,
respectively (Lockwood, 1993; Milan, 2004; Hubert et al., 2006a;
Hubert et al., 2006b; Lockwood et al., 2009;Milan et al., 2009b; 2021),
consistent with the ECPC model. For electric field mapping
transpolar voltage would be set by ΦSG only.

Applications of the ECPC model have been predominantly in
describing transient effects. In particular, it has been widely used
to investigate the ionospheric signatures of Flux Transfer Events
(FTEs: burst of enhanced reconnection voltage in the dayside
magnetopause) (Cowley et al., 1991; Smith and Lockwood, 1996;
Milan et al., 2016) and convection during the substorm cycle
(Milan et al., 2021). It has also been applied to the
magnetospheres of other planets (e.g., Cowley et al., 2005).
Here we are making a somewhat different point. Because the
magnetosphere is rarely, if ever, in a steady-state equilibrium,
some part or all of it is always responding to prior variations in
the solar wind (Lockwood, 2022b) which means the ECPC
concept will always have some relevance. We here investigate
this idea in relation to the observed effects of solar wind dynamic
pressure on transpolar voltage and geomagnetic activity.

Effects of Solar Wind Dynamic Pressure
Equilibrium concepts balance the dominant magnetic pressure in
the magnetosphere with the dominant pressure in interplanetary
space, which, for the near-Earth magnetopause, is the dynamic
pressure of the solar wind flow (PSW =mSWNSWVSW

2 = ρSWVSW
2,

wheremSW is the mean ion mass,NSW the number density, ρSW is
the solar wind mass density and VSW the solar wind speed).

A number of papers have indicated that solar wind dynamic
pressure has an influence in flux transport through the
magnetosphere and on geomagnetic activity (e.g., Lukianova,
2003; Lee et al., 2004; Boudouridis et al., 2005; Stauning &
Troshichev, 2008; Lockwood et al., 2020b; Lockwood et al.,
2020c): this is beyond, and separate from, the known
generation of transient filamentary field aligned currents and
travelling convection vortices (e.g., Glassmeier and Heppner,
1992; Lühr et al., 1996). These “TCV” events are caused by
filamentary pairs of field aligned currents generated by the
magnetopause deformation but they move laterally (along the
line between the two currents) which means that although flow is
generated, there is no net effect as they pass through and do not
add to the convection cycle. There are physical reasons to expect
both the dayside and the nightside reconnection voltages
(respectively, ΦD and ΦN) to be enhanced by increased solar
wind dynamic pressure PSW. In both cases, the compression
brought about by greater PSW should increase the magnetic
shear across the current sheet and so would be expected to
enhance the reconnection rate: an effect that has been
identified in global MHD model simulations (e.g., Palmroth
et al., 2004). However, in observational studies it is not clear
how much of the response is a TCV.

One caveat to this idea is that the nightside reconnection must
be taking place at a GSM X-coordinate at which the tail is still
flaring (i.e., dR/dX < 0), which enables the dynamic pressure to
squeeze the tail lobe and so increase the field there (Caan et al.,
1973) and hence the cross-tail current (Lockwood, 2013). Scurry
and Russell (1991) inferred statistically that dayside reconnection

voltage ΦD was enhanced by increased PSW using the am
geomagnetic activity index as a proxy for the reconnection
rate (we will discuss the validity of this below). Transient
responses to individual events in which PSW increases
suddenly include a rise in ΦD (e.g., Boudouridis et al., 2007), a
rise in ΦN (Boudouridis et al., 2008a) and hence a rise in ΦPC

(Boudouridis et al., 2008b). Karlsson et al. (2000) reported events
in which the energy content of the near-Earth tail was reduced
following decreases in PSW at the end of a substorm growth phase,
inferring that they even caused quenching of any substorm
expansion that had recently begun. These authors deduced
that reducing PSW can also reduce ΦN. Conversely, increases
in PSW have been seen to trigger onsets of full substorm expansion
phases (Schieldge and Siscoe, 1970; Kokubun et al., 1977; Yue
et al., 2010) consistent with the idea that increased PSW can
increase ΦN. In some cases, a rise in ΦN due to increases in PSW
has been inferred from a loss of open flux as aurora on closed field
lines expands into what appears to have been open flux (Hubert
et al., 2006a; b). Various observational studies suggest that
increases in PSW cause an enhancement in general
magnetospheric convection and in field-aligned current
systems as well as enhanced geomagnetic activity (e.g.,
Lukianova, 2003; Lee et al., 2004; Hubert et al., 2006b;
Boudouridis et al., 2008a; Stauning and Troshichev, 2008).
This phenomenon has also been modelled using global MHD
models of the magnetosphere as being caused by rises in both ΦD

andΦN induced by rises in PSW (Palmroth et al., 2004; Ober et al.,
2006; Connor et al., 2014; Lockwood et al., 2020b).

Many of these studies relate to the effects of sudden rises or
falls in PSW and from the transient responses it is not clear what
influence different constant levels of PSW have on the overall
average reconnection voltages, flux circulation through the
magnetosphere and on the overall level of geomagnetic
activity. The observed “McIntosh” (a.k.a. “equinoctial”) pattern
of the average am geomagnetic index with time-of-day and time-
of-year, associated with the dipole tilt, has been shown to have an
amplitude that is proportional to the value of PSW (Lockwood
et al., 2020a). This geomagnetic effect has been reproduced using
global MHDmodelling by Lockwood et al. (2020c) and explained
by the effectiveness with which PSW can squeeze the tail and how
that varies with the dipole tilt. This shows a strong influence of
PSW on geomagnetic activity. Lockwood et al. (2020b) show that
PSW has a distinct influence on geomagnetic activity from that of
the estimated power input on the magnetosphere, Pα (see
Lockwood, 2019), despite the fact that they share common
dependencies on NSW, mSW and VSW. We here use the
estimate of the power input Pα = B2αVSW

(7/3−2α)ρSW
(2/3-α)

sin4(θGSM/2), where B is the IMF magnitude, and θGSM the
IMF clock angle in the GSM frame of reference (Vasyliunas
et al., 1982). Hence although PSW = ρSW VSW

2, the best-fit
coupling exponent of α = 0.44 found by Lockwood et al.
(2020b) means that Pα is proportional to ρSW

0.227VSW
1.453 and

it has an additional dependence on the IMF strength and
orientation. Specifically, Lockwood et al. (2020b) show that the
geomagnetic activity level generated per unit Pα depends on PSW
(and on Earth’s dipole tilt and hence time of year and Universal
Time). What was unclear from this study was to what extent this
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is caused by enhanced flux transport through the magnetosphere
(and hence transpolar voltage) or by enhanced energy storage in a
compressed geomagnetic tail.

Lockwood and McWilliams (2021b) and Lockwood (2022a)
studied best-fit coupling functions for simultaneous ΦPC, SML
and am data for 1996–2020 and found optimum exponents b for a
mass density term (ρSW

b) of 0.02, 0.06, and 0.36 forΦPC, SML and
am, respectively. We mention the am index here for two reasons.
Firstly, Scurry and Russell (1991) used am as a proxy to infer that
dayside reconnection voltageΦD was enhanced by increased PSW.
Secondly am has the most uniform response in terms of time-of-
day and and time-of-year of all geomagnetic indices (Lockwood
et al., 2019a) and is genuinely planetary: however, it has the
disadvantage that it is has only a 3-hourly cadence. The best-fit
exponent b for the SML andAL indices was found to be essentially
identical by Lockwood and McWilliams (2021b) and Lockwood
(2022a). These values for b are very similar to those found in other
studies using AL (e.g., McPherron et al., 2015). The low value of b
for ΦPC accords with the highly successful coupling function for
transpolar voltage of Boyle et al. (1997), which makes no
allowance for ρSW (i.e., b = 0) whereas other coupling
functions designed to predict geomagnetic activity have non-
zero exponents b (see Lockwood and McWilliams, 2021b and
references therein). Hence these statistical studies suggest that
PSW has a significant effect on geomagnetic activity indices such
as AL, SML and am but a smaller effect (if any) on flux transport
and transpolar voltage, ΦPC.

Some clarification of the effects of higher constant solar
wind dynamic pressure PSW (as opposed to transient
increases in PSW) is brought by Figure 4, which is from
the survey of 25 years of data by Lockwood and McWilliams
(2021a) and shows contour plots of average values
(normalized by the parameter standard deviation) as a
function of IMF BZ along the x axis and PSW (normalized
to the overall mean value <PSW>) along the y axis. The values
of BZ and PSW are 15-min boxcar means for the same intervals
as the terrestrial indices, using the derived optimum
propagation lag. Parts A, B and C are for am, AL and
ΦPC, respectively. In general, the contours for all three
slope diagonally, showing mean values increase with
increasingly negative BZ at a fixed PSW and with increasing
PSW at a fixed BZ. However, the plots are not identical in form.
For am the contours are the most inclined to the vertical and
are inclined at all BZ; for AL and ΦPC the contours are less
inclined to the vertical and, indeed, for strongly southward
IMF become vertical. Hence ΦPC and AL have a weaker
dependence on PSW than am and one that is mainly
significant for northward IMF or weakly southward IMF.
Note that, whereas Figure 11 of Lockwood and McWilliams
(2021a) the colour scale used was absolute values of the
parameter means, in Figure 4 they have been normalized
to the standard deviation, SD, of the parameter. It can be seen
that the amplitude of the pattern is a smaller fraction of the
overall variability for AL and a larger fraction for ΦPC.
However, it is not possible to draw a physical conclusion
from these pattern amplitude differences because of the
different construction of the three indices used: all values

are 15-min boxcar means of 1 min values but there the
similarities end. For AL we have used raw 1-min values
which gives a high SD σAL; for the am index we are using
interpolated values from maximum range values (over 3-h
intervals) of 3-hourly cadence and for ΦPC we are using
interpolated values from hourly integrations of 2-min data.
What is significant in Figure 4 is the similarities and
differences in the form of the pattern and the evidence for
an effect of PSW at all but the largest negative BZ. In this paper,
we use the ECPC model of flow excitation of Cowley and
Lockwood (1992) to look at the implications of the effect of
PSW on these magnetospheric state indicators.

DATA EMPLOYED

We here use 1-min interplanetary data from the Omni2-
dataset (King, and Papitashvili, 2005) from 1996 onwards
when data gaps are both rarer and shorter (Lockwood et al.,
2019b). To estimate the dynamic pressure PSW and the
power input into the magnetosphere Pα, we need the
solar wind mass density ρSW which we estimate by

FIGURE 4 | Variations with IMF BZ in the GSM frame and solar wind
dynamic pressure, PSW, of: (A) the am planetary geomagnetic index; (B) the
−AL auroral electrojet index; and (C) the transpolar voltage, ΦPC. All data are
simultaneous with the valid ΦPC samples from 1996 to 2020. The x axis
is north-south IMF component (BZ, defined as positive northward) in the GSM
frame of reference and the y axis is the normalized solar wind dynamic
pressure, PSW/< PSW > where PSW = mSWNSWVSW

2, mSW is the mean ion
mass, NSW is the number density and VSW is the speed of the solar wind. The
normalizing factor < PSW > is the mean for all data. The −AL,ΦPC and PSW data
are all 15-min boxcar running means of 1-min data whereas the am data are
linearly interpolated to the time of the hourlyΦPC sample and themean value in
each BZ - normalized PSW bin, divided by the parameter SD is plotted: the
absolute values were presented in Figure 11 of Lockwood and McWilliams
(2021a). Grey areas are where data are too sparse for contours to be fitted.
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neglecting ions heavier than Helium and using observations
of the Helium abundance at the highest resolution available
(either 5 min, 15 min or 1 h) and linearly interpolating to
minute values.

These data are compared to a number of magnetospheric state
indicators. We use 1-min data on the auroral electrojet from the
SuperMAG SML index (Newell and Gjerloev, 2011) which is
constructed the same way as the AL auroral electrojet index
(Davis and Sugiura 1966). Specifically, for both of these two
indices, magnetograms of the horizontal components from the
stations used are superimposed and the lower envelope defines
the index. Like AL, SML is a measure of the strength of the
nightside westward auroral electrojet. The difference between
SML and AL is that all available stations in the northern
hemisphere at middle and high latitudes are used (typically
100 in number) instead of the ring of 12 auroral stations used
to construct AL. This means is has a more unform response with
Universal Time than AL because it does not have the large
longitudinal gaps (on average 30° in width) that cause such
problems for AL. In addition, by having stations at lower
latitudes, SML avoids the problem that AL suffers from that at
large activities the auroral oval expands to lower latitudes than the
stations, reducing the response. Both SML and AL are from
observations in the northern hemisphere only which means
they have a strong annual variation due to the axial tilt of the
Earth and the effect that has on ionospheric conductivities. A
comparison of the performance of SML and AL has been
presented by Bergin et al. (2020). Results for SML and AL
were here found to be similar in all important respects and we
here show only the results for SML. For a monitor of (mainly) the
ring current, we here use the SuperMAG SMR index (Newell and
Gjerloev, 2012) that is based on the SYM-H index and compiled
from the baseline-subtracted northward component of the
geomagnetic field from all available ground magnetometer
stations at geomagnetic latitudes between −50 and +50° (again
typically 100 in number). An inverse cosine correction for
magnetic latitude is then applied and it is averaged globally.
Bergin et al. (2020) compare the performance of SMR and the
frequently-employed Dst index. Both SMR and SML are available
at 1-miute integrations which enables us to process them in the
same way as we do the interplanetary data.

We also make some use of the planetary am geomagnetic
index (Mayaud, 1980). This index is a range index (between
maximum and minimum values of the horizontal field
component) taken over 3-h intervals; a time resolution that
makes unsuitable for, for example, superposed epoch studies
on timescales of a day and less. However, the use of uniform
rings of mid-latitude stations in both hemispheres, and the
adoption of weighting functions to allow for necessary
longitudinal gaps because of oceans, makes the response of
the am index truly planetary in nature and exceptionally
uniform in time-of-year and time-of-day response
(Lockwood et al., 2019a): we employ am when these
characteristics are most important.

In addition to these geomagnetic indices, we use the transpolar
voltage ΦPC derived from the SuperDARN radar network. A
dataset of hourly averages of 2-min integrations over the past

25 years has been generated by Lockwood and McWilliams
(2021a). However, unlike the above geomagnetic indices, it
cannot be used as a continuous data series. The reason is that
the “map-potential” method used to derive ΦPC is a data
assimilation technique employing a model of the ionospheric
convection pattern, driven by the IMF orientation in the
upstream solar wind (Ruohoniemi and Baker, 1998; Provan
et al., 2002). Lockwood and McWilliams (2021a) tested these
SuperDARN ΦPC estimates against values from satellite over-
passes and found that an average number of radar echoes for the
thirty 2-min pre-integrations in each hour must exceed 255 for
the influence of the model in the ΦPC data to be reduced to an
undetectable level. This condition left 65,133 usable hourly mean
ΦPC values, about one third of the total obtained over 25 years.
Despite not being a continuous record and despite the fact that it
is only of hourly time resolution, these data are included in the
present study because magnetic flux transport (i.e., voltage) is
known to be a key and fundamental part of the coupling of solar
wind mass, momentum and energy into the magnetosphere and
Lockwood and McWilliams (2021b) and Lockwood (2022b) have
shown it has a significantly different behavior to geomagnetic
indices.

THE NON-EQUILIBRIUM NATURE OF THE
MAGNETOSPHERE

Milan et al. (2021) make the point that if interplanetary
conditions vary slowly enough, the magnetosphere-ionosphere
system can evolve through a series of quasi-steady-state
equilibria. We can quantify roughly what “slowly” means in
this context from their Figure 8: for small polar caps (initial
open flux Fo ≈ 0.4 GWb) it means rises in dayside reconnection
voltages ΦD of <25% in 2 h; for mid-sized polar caps (Fo ≈
0.5 GWb) it means ΦD rises of <30% in 2 h; and for large polar
caps (Fo ≈ 0.6 GWb) it means ΦD rises of <35% in 2 h. To
investigate how likely this is to occur, Figure 5 studies the
normalized autocovariance functions (a.c.f.s) of various
parameters. To ensure that we compare like-with-like we use
parameters that have only one polarity because the a.c.f. of, for
example, the IMF BZ component would be different from that of,
for example, the am index because it has both positive and
negative whereas am is only positive. Hence instead of BZ, we
use the IMF orientation factor B⊥sin

4(θ/2) (where B⊥ is the
transverse component of the IMF perpendicular to the Sun-
Earth line, B⊥ = (BY

2+BZ
2)1/2, and θ is the IMF clock angle

defined as θ = arctan(|BY|/BZ), BY and BZ being the Y and Z
components of the IMF in the GSM frame). We also use the half-
wave rectified dawn-dusk electric field EY′ (where EY′ = EY for EY
> 0 and EY′ = 0 for EY ≤ 0). In addition, we use a pressure-
corrected SuperMAG SMR index that only has negative values:
the pressure correction uses the form that Burton et al. (1975)
proposed for the Dst index, namely SMR* = SMR − γPSW1/2 −β
with derived coefficients γ = 31.45 nT nPa−1/2 and β = 11.51 nT
that give the peak linear correlation coefficient of 0.9 between
hourly values of SMR* and the pressure-correctedDst index,Dst*.
(Note that we also used the raw SMR index and the a.c.f.s for
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SMR* and SMR were very similar indeed because positive
excursions of SMR are short and small compared to
negative ones). In addition, we try to use the same
integration and averaging timescales for the data as far as is
possible. For the solar wind and IMF parameters, the SMR*
index and the SML index we use 1-min integrations of data that
are smoothed into hourly means using 60-point running
(boxcar) means, before taking the autocovariance. The ΦPC

data are slightly different being initially 2-min integrations and
the am data are necessarily radically different being originally
range values in 3-h windows.

The most variable (lowest persistence and shortest
autocorrelation timescale) is the interplanetary electric field
EY′. The a.c.f. for the IMF orientation factor B⊥sin

4(θ/2) and
the estimated power input to the magnetosphere Pα are similar
but show slightly greater persistence than EY′. The least variable
(highest persistence and longest autocorrelation timescale) of
those shown is the SMR* geomagnetic index, which is
dominated by the ring current. Of the terrestrial indices
shown, the order of increasing variability is SMR*, am, ΦPC

and SML. Note that persistence, as quantified by
autocovariance and autocorrelation is a measure of average

behavior and individual cases can differ considerably from the
average. All of these terrestrial indices are less variable on average
than the key driving solar wind parameters, namely: the IMF
orientation factor, the half-wave rectified dawn-dusk
interplanetary electric field EY′ and the estimated power input
to the magnetosphere, Pα. The solar wind dynamic pressure has
greater persistence because of its dependence on higher-
persistence parameters, the solar wind flow speed, mean ion
mass and number density (Lockwood, 2022).

Figure 5 demonstrates that the key driving solar wind
parameters tend to change faster than the terrestrial state
indicators can respond and so the magnetosphere will, in
general, not have time to reach equilibrium with the
solar wind.

However, there is a caveat we must place on this analysis. The
interplanetary parameters are point values from a single
spacecraft whereas the magnetosphere will respond to solar
wind impacting over an extended area (in the YZ plane) of
unknown size. Spatial structure within that area would make
the point interplanetary values more variable in time than is the
area-averaged values that the magnetosphere responds to. There
is very little data pertaining to such an effect and much of it of
only quite distant relevance. Walsh et al. (2019) and Lockwood
(2022a) have studied the correlations (at optimum propagation
lags) between L1 values of interplanetary parameters and
coupling functions and those evaluated from near-Earth
observations by spacecraft in the magnetosheath and
undisturbed solar wind. There are distributions of correlations
because the solar wind that passes over the L1 spacecraft may
miss the near-Earth craft and/or because conditions can change
during the transit between the two and/or there are variations in
the propagation delay. Walsh et al. (2019) show that the
difference in magnetic field clock-angle θ measured at the two
locations, Δθ, increases with the distance of the L1 craft from the
Sun-Earth line, RXY showing an effect of spatial structure in the YZ
plane. The effect is modest, the SD ofΔθ increasing by about 1% per
1RE increase in RXY, but nevertheless present. On the other hand,
Lockwood (2022b) shows that the distributions of correlations (for
1-min, 10-min and 1-h averages) between an L1 coupling functions
and auroral activity indices were only degraded at RXY exceeding
about 80RE. Together, these results indicate that there is very likely
to be an effect of spatial averaging in the correlations between L1
craft and terrestrial space weather activity. However, directly-
relevant evidence that the spatial averaging effect is relatively
minor comes from Figure 5 itself. Such an effect would
necessarily influence all internal magnetospheric responses at all
lags. The autocovariance function of the SML index is therefore
interesting because at lags below about 2 h it falls essentially as
rapidly with lag as the interplanetary factors that are strongly
influenced by IMF orientation (B⊥sin

4(θ/2), EY′ and estimated
power input into the magnetosphere, Pα). At lags above 2 h, the
a.c.f. for SML does become larger than for these interplanetary
factors, but because the difference is very small at low lags, this must
be predominantly because of delayed magnetospheric responses
(for example, due to energy stored in the geomagnetic tail or the
particle and energy content of the ring current) and not due to the
averaging effect of spatial structure in near-Earth interplanetary

FIGURE 5 | Normalized autocovariance functions of 60-point (hourly) 1-
min values of: (black line with filled square symbols) an estimate of the
geoeffective IMF component of the interplanetary magnetic field, B⊥sin

4(θ/2);
(purple with asterisk symbols) the half-wave rectified dawn-dusk
component of the interplanetary magnetic field, EY′ (where EY′ = EY when EY′ >
0 and EY′ = 0 when EY < 0); (cyan with star symbols) the solar wind dynamic
pressure, PSW; (mauve with upward-pointing triangle symbols) the transpolar
voltagemeasured by the SuperDARN radar array,ΦPC (1 min values, obtained
from linear interpolation between hourly values are used); (gray with diamond
symbols) the am geomagnetic index (1 min values, obtained from linear
interpolation between 3-hourly values are used); (green with open squares) the
SuperMAG SML auroral electrojet index; (blue with circle symbols) the
pressure-corrected SuperMAG geomagnetic index SMR* (dominated by the
effect of the ring current). All curves are for all available data for 1996–2019,
inclusive. Note that the symbols have been added at intervals of 5 h to help
distinguish between the different color lines. but a.c.f.s were computed for
lags 1 min apart.
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space inherent in solar wind-magnetosphere coupling that would
have an effect at all lags.

Figure 5 does not say anything explicitly about the response
lags and evolution times of the magnetosphere. To study their
influence, Figure 6 presents a superposed-epoch study of the
response to southward turnings of the IMF. These are here
defined as when the 30-min means of IMF BZ, < BZ >30min,
change from positive to negative with a decrease in successive
< BZ >30min values of exceeding 0.75 nT. This definition of a
southward turning was chosen as a compromise between
selecting large amplitude events and having a large number
of events. Various values of this threshold and averaging
timescale were adopted in a sensitivity study and the
character of the responses in superposed epoch plots was
always the same and only differed in amplitude: response
lags only differed by 5 min at most, which can be used as a
general uncertainty estimate. The above definition yielded 160
distinct usable events (at times to) of near-continuous data for
all parameters from the years 1996–2019, inclusive. One-
minute values at epoch times (t−to) are then averaged
together. In the case of ΦPC, these 1-min values were

linearly interpolated from the hourly data. Values are
excluded for which (to−t) ≥ (to − to′) or (t− to) ≥ (to″− to),
where to′ and to″ are the times of the events, respectively,
preceding or after the one at time to. This means that sample
numbers n are lower at larger |t− to|. Figure 6I shows the
variation of n with (t− to): by (t− to) = 16 h n falls from 160 to
120, much of that fall occurring at small (t− to) because of a
tendency for large southward-turning events to cluster. Note
there is also some noise in the variation of n caused by short
data gaps.

The top left panel, A, of Figure 6 shows the average variation
of BZ (in GSM) around the events and shows that, on average, BZ
reaches is maximum southward value about 15 min after the
southward turning and then returns towards zero with an
approximately (1-e−t/τ) variation and an e-folding timeconstant
τ ≈ 2 h. This plot also reminds us that strong southward turnings
tend to be preceded by strong northward IMF. Panels C and E
show there is almost no net signature of these events in the other
two IMF components and Panel G shows the IMF magnitude B
peaks at the time of the southward turnings, an effect of selecting
large swings in BZ. Panel B also presents IMF data and shows the

FIGURE 6 | Superposed epoch study of responses to southward turnings in the IMF. A total of 160 southward turning events (at time to) were identified in the data
for 1996–2019 (inclusive) from times when 30-min running means of 1-min values of the northward IMF component, BZ, turned from positive to negative with a decrease
in successive values exceeding 0.75 nT. The line in each panel gives the mean of 1-min values at epoch time (t − to) and the gray area around it is plus and minus one
standard error in the mean. The left hand panels are for the IMF and parts (D–J) of the right hand panels are about the magnetospheric response. From top to
bottom the left hand panels are for: (A) the IMF BZ component; (C) the IMF BY component; (E) the IMF BX component and (G) the IMF magnitude, B. Panel (I) shows the
number of samples n at each (t − to). The top right-hand panel, (B), is for the IMF factor B′ = B⊥sin

4(θ/2) where (where B⊥ = (BY
2+BZ

2)1/2, and θ is the IMF clock angle
defined as θ = arctan(|BY|/BZ). Panel (D) is for the transpolar voltage ΦPC; (F) the SMR geomagnetic index; and (H) the SML geomagnetic index. The bottom panel, (J),
shows the a.c.f ofB′ =B⊥sin

4(θ/2) for the subset of data contributing to the superposed epoch events, starting from the time of peakB′ to illustrate the probability that the
IMF factor has changed from its peak value after the southward turning. Vertical dashed lines mark the epoch times at which the mean disturbance peaks and vertical
solid colored lines mark the times the parameter returns to its pre-event level (only shown for ΦPC and SML because this is greater than 1 day for SMR and so off scale).
These vertical lines are repeated in part (J). For all superposed epoch panels, themean observed over a pre-event calibration period of −4 ≤ (t − to) < −2 h is shown by the
horizontal line. The orange bands is the same as the grey ones, but from a random event time selection procedure repeated 500 times and then averaged using the same
number of event epoch times. This has been normalized by multiplying by the ratio of the calibration period means for the observed and the randomly-selected events so
that the magnitude of the observed event response can be evaluated.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org July 2022 | Volume 9 | Article 90857112

Lockwood and Cowley Non-Equilibrium Magnetosphere

59

https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


factor B′ = B⊥sin
4(θ/2) that is designed to be a monotonic,

unipolar indicator of solar wind coupling (Lockwood and
McWilliams, 2021b; Lockwood, 2022b) that peaks when the
southward component is strongest.

Panels D, F and H show the lagged response of
magnetospheric state indicators ΦPC, SMR and SML for which
the peak in average disturbance associated with the southward
turning is at (t−to) of 1.5, 6.9 and 2.0 h, respectively. Pre-event
conditions are taken to be the mean over the interval −4 h < (t−to)
≤ −2 h, shown by the horizontal dashed lines. The return to these
pre-event conditions takes, respectively, 11.0 h, several days (off
scale) and 11.3 h, forΦPC, SMR and SML. The bottom right panel,
J, shows the a.c.f. of the IMF B′ = B⊥sin

4(θ/2) factor with lag zero
at the time of peak negative BZ, which gives us an indicator of the
probable change of the IMF coupling factor component from the
peak southward values in the event by the time that the terrestrial
state indicators are reaching their peak disturbance level or have
returned to pre-event values. Note that this a.c.f is derived for
only the data that contributed to the superposed epoch plots and
it falls somewhat more rapidly with lag than that shown in
Figure 5 for the same parameter but for the whole dataset.
This means the IMF coupling function factor B′ varies
somewhat more rapidly around times of large southward
turnings. Figure 6 shows that the solar wind forcing is always
likely to have changed by the time peak disturbance is reached
and almost certain to have by the time the system takes to return
to pre-disturbance levels. For these reasons we should regard the
magnetosphere-ionosphere-thermosphere system as usually a
non-equilibrium system.

If we integrate the excess ΦPC above the pre-event level
between (t−to) = 0 and (t−to) = 11.0 h (the epoch time at
which the average ΦPC returns to its pre-event level) we get
the average open flux generated and transported over the polar
cap following the southward turning is about ΔF = 0.218 GWb.
As discussed earlier, this is typical of the antisunward transport
seen in substorm growth phases in both observations and models.

THE EXPANDING-CONTRACTING POLAR
CAP (ECPC) MODEL AND DEPARTURES
FROM EQUILIBRIUM
Because electric fields do not, in general, map from interplanetary
space to the ionosphere, we need to re-consider why
magnetopause and tail reconnection drive ionospheric
convection. This was why, 30 years ago this year, we
introduced the Expanding-Contracting Polar Cap (ECPC)
model (Cowley and Lockwood, 1992). To do this, we
introduced the concept of a zero-flow equilibrium
magnetospheric configuration for a given amount of open flux,
Fo. If such an equilibrium is ever attained is unlikely: there have
been times when something close to it appears to have been
reached (e.g., Farrugia et al., 2007); however, it is not necessary to
know if equilibrium is ever attained. Note this is separate to the
question of whether or not the magnetosphere ever loses all open
flux and becomes fully closed: that would be the special case of a
no-flow equilibrium for open flux Fo = 0.

In a “gedanken experiment,” consider what would happen in
the hypothetical case that reconnection ceased completely, in
both the dayside magnetopause and the cross tail current sheet, at
a time when the open magnetospheric flux was Fo. Without any
reconnection, that open flux value remains constant thereafter.
All open flux would be soon removed from the dayside and
appended to the tail by the solar wind flow. Pressure equilibrium
would become possible between the eroded dayside magnetic flux
and the dayside magnetosheath which would depend on the solar
wind dynamic pressure and on how much open flux had been
removed and appended to the tail (i.e., on the value of the open
flux Fo). Because the open field lines are embedded in the solar
wind flow they would be extended antisunward and so in the
near-Earth and middle tail they would eventually become aligned
with the solar wind velocity. Consider the last field line to be
opened before the reconnection ceased and let Q be the point
where it passes through the magnetopause and P be the point
where it becomes parallel to the solar wind flow in the tail
lobe–the X coordinates of these points are marked in
Figure 1B. The field line passing through the point Q is
moving antisunward and in interplanetary space it experiences
the same dawn-dusk electric field EY that it did when it was
opened. To first order, the point P is where the tail reaches is
asymptotic radius R* (Nakamura et al., 1997; Tsyganenko, 2013;
Liu, et al., 2015), and also where the lobe field strength falls to an
almost constant value (Fairfield and Jones, 1996; Slavin et al.,
1983). Both of these typically occur at X = XP between about
−60RE and −120RE. Using a typical solar wind speed of
400 km s−1, MHD simulations show it takes open field lines of
order an hour after opening to reach these distances down the tail.
Hence for there to be no open field lines threading the
magnetopause sunward of Q (as in Figure 1B) requires the
IMF be northward (and potentially quite strongly northward
to shut off all reconnection that opens closed field lines) for at
least about 1 h. At P the antisunward motion of open field lines
threading the magnetopause at Q (or further down the tail) is not
causing any field-perpendicular motion and so the electric field
there is zero. This means that there are changes in the field in the
furthest tail (between P and Q) that inductively decouple the
electric fields and the solar wind flow is driving no flow sunward
of P. As Q moves away from the Earth so does P and both attain
velocities in the −X direction that are super-Alfvénic and so
information about the tail beyond P cannot propagate back to the
near-Earth and middle tail. Hence equilibrium is established
sunward of P even though tailward of P is not in equilibrium.
Because pressure equilibrium sunward of P is established between
the magnetosheath and the tail magnetosphere, all flow in the
magnetosphere sunward of P ceases. Again, the details of this
equilibrium will depend on the solar wind pressure and on the
open flux Fo (e.g., Lin et al., 2010; Liu et al., 2015). Hence we arrive
at the concept of a zero-flow equilibrium in the magnetosphere-
ionosphere system, for a given value of open flux, Fo.

Note that this “no-flow equilibrium” in the complete absence
of both magnetopause and tail reconnection will be rarely be
achieved, and may never be so fully. The reason is that even after
the most prolonged periods of northward IMF, the tail never goes
away and so locations in the cross tail current sheet where there is
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magnetic shear between oppositely-directed open flux are
probable, which means that tail reconnection that closes open
flux is probable, even if at a very low voltage.

The key point is not if such a zero-flow equilibrium is ever
achieved or not: it is that perturbations by reconnection in either
the dayside magnetopause or in the cross tail current sheet will,
respectively increase or decrease Fo and, in general, will take the
magnetosphere away from that equilibrium. Hence both will
excite convection as the magnetosphere-ionosphere system
tends towards the equilibrium condition for the prevailing Fo.
The observation that convection appears to never completely die
away is an indicator that these no-flow equilibria are almost never
achieved.

Figures 7, 8 show the sequence of events following,
respectively, an isolated burst of reconnection in the
dayside magnetopause current sheet and in the cross-tail
current sheet. Figure 7 therefore looks at the flow induced
by the open flux being increased by an amount ΔFo and

Figure 8 at the flow induced by the open flux being decreased
by ΔFo. For simplicity we consider the IMF BY component to
be zero.

At time t1, the first column in Figure 7, we consider the
magnetosphere-ionosphere system in an equilibrium state for
an open flux Fo. As explained above, this may never actually
occur. The rows in Figure 7, from top to bottom, show: the
polar caps looking down from above; the ZX plane of the
magnetosphere (i.e., a noon-midnight meridian cross section),
viewed from the dusk side; the XY plane of the magnetosphere
(the equatorial cross section), viewed from the north; a ZY
plane at X = X1 (a cross-section cut of the near-Earth tail)
viewed from the far tail; and a ZY plane at X = X2 where | X2 | >
| X1 | (a cross-section cut of the middle tail) viewed from the far
tail. Pre-existing closed flux is colored light blue and pre-
existing open flux is shaded pink. The undisturbed solar wind,
outside the bow shock, is shaded dark green and the
magnetosheath is in pale green.

FIGURE 7 | Schematics of the expanding-contracting polar cap (ECPC) model predictions of the evolution of the magnetosphere-ionosphere system in response
to an isolated pulse of magnetopause reconnection, generating newly-opened flux, shown in red. The colored regions and lines are defined in the legend to Figure 8. The
seven columns are for increasing times from t1 to t7. Axes in the GSM frame are defined in the left-hand plot for each row. From top to bottom rows show: the ionospheric
polar cap looking down from above, the pink area being open field lines and the pale blue being closed; the magnetosphere viewed from the dusk flank with dark
green showing the undisturbed solar wind and light green showing the magnetosheath; the equatorial magnetosphere viewed from the north; the cross-section of the
near-Earth tail viewed from downstream from the Earth; and the cross-section of the middle tail viewed from downstream from the Earth. Black lines with arrows show
flows,mauve lines and dots an active reconnection site or its ionospheric footpoint; mauve and orange dashed lines show the equilibrium location of the open-closed and
magnetopause boundaries for the amount of open flux. In some cases, this is not seen because the boundary in question is at its equilibrium location, in which case it is
covered by the black line that shows the current location of the boundary. In the second row, the magnetopause and cross-tail current directions are shown. Note that at
times t5 and t6 in the equatorial plane (row 3) only short arrows are used to denote the flows associated with the tail flaring increase in, respectively, the mid tail and (at the
later time) the further tail. That is because, as shown for the mid-tail cross section at time t5 (row 4. column 5) and for the further tail cross section at time at time t6 (row 5,
column 6), these flows originate at higher latitudes in both lobes and only descend into the equatorial plane close to the magnetopause.
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At time t1 there is no magnetospheric flow, by definition,
because the magnetosphere system is at its zero-flow equilibrium
state. At time t2 a subsolar reconnection X-line forms, shown by
themauve line (this appears as a mauve dot in theXZ plane and in
the view of the ionosphere the mauve line is the magnetic
footprint of the X-line). Reconnection at this X-line starts just
after t2 and persists until time t3 when it ceases, by which time it
has generated an open flux ΔFo (and hence the average
reconnection voltage is ΔFo/{t3 − t2}). The newly-opened flux
generated by this reconnection burst is colored red.

Initially no flow that contributes to convection circulation and
the Dungey cycle commences in the ionosphere. (However, there
are likely to be oscillatory flows associated with transient
filamentary field aligned currents and phenomena such as
Alfvén waves). While the newly-opened flux tube threads the
dayside magnetopause, the magnetopause current J is from
dawn-to-dusk and the point where it threads the
magnetopause moves poleward under the so-called magnetic
“tension” force in the reconnection outflow jet. This tension
force acts normal to the newly-opened field lines only where
they are curved and in such a way as to straighten them. (The
name tension is somewhat misleading because, unlike a taught
wire or elastic band, the force must necessarily disappear once the
field line has straightened). In addition, it causes flow only where
there is insufficient magnetic or plasma pressure to oppose the

straightening of the field lines: this must necessarily be the case in
the dayside magnetopause when the field line curvature has
suddenly been created by the reconnection process. In
summary, while the field line is only shortening there is no
new poleward force on the ionospheric footpoint of the newly-
open field lines (in the cusp region). Hence new open flux has
been generated but poleward flow does not commence until the
field line has straightened (after which the newly opened flux is
moving poleward because of the magnetosheath flow).
Consequently, the dayside ionospheric open-closed field line
boundary must migrate equatorward. We expect the delay
before ionospheric flow starts to be shorter if the reconnection
site is at higher latitudes as the field lines have less distance to
travel before they straighten. We also expect the delay to be
greater/shorter in the summer/winter hemisphere, respectively,
because the dipole tilt favors reconnection sites that are shifted
from the subsolar point to higher latitudes in the winter
hemisphere (see Lockwood et al., 2020c and references
therein). This means that not only do newly-opened field lines
in the summer/winter hemisphere have to travel longer/shorter
distances around the magnetopause before they straighten, but
initially the tension force is antiparallel/parallel to a component of
the magnetosheath flow.

This delay and the consequent erosion of the dayside
ionospheric open-closed boundary must occur to some degree.

FIGURE 8 | Same a Figure 7 but showing the response (at times t7 - t10) to the closure of open flux by a burst of reconnection in the cross-tail current sheet. The
newly-closed flux is shown in dark blue.
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The reason is that it takes at least an Alfvén wave travel time down
the dayside field lines (tf, typically aminute) before there can be any
response in the ionosphere and in that time the topological open-
closed boundary must erode equatorward. The magnetic flux in
this erosion is tf ΔΦD and so it covers an area in the ionosphere of
{tf ΔΦD}/Bi where Bi is the ionospheric magnetic field strength and
ΔΦD is the increase in magnetopause reconnection voltage. The
fact that the stress balance in the ionosphere does not change
initially adds an additional delay δt before ionospheric flow
commences and the eroded area is {(tf +δt)ΔΦD}/Bi. Lu et al.
(2002) used flows inferred from magnetometer network data in
response to a sudden southward turning and estimate that (tf+δt) is
9 min. Throp et al. (2005) and Lockwood et al. (2006) studied the
response to a more gradual southward turning (a rotation in clock
angle) using global images of the proton aurora and observations of
flows from the SuperDARN radar network. The eroded area after
the IMF turned southward could be monitored directly in the
proton aurora due to solar wind protons precipitating down the
newly-opened field lines and was clearly and directly observed.
Even for this gradual southward turning event, Lockwood et al.
(2006) find (tf+δt) = 9.7 min with an uncertainty range (at the 80%
confidence level) of between 8.4 and 10.9 min. The ionospheric
flows seen in both events, with new flow cells initially centered on
the dayside, were consistent with those predicted by the ECPC
model (Figure 7 at time t4) and were modelled by Lockwood et al.
(2006) using the quantitative implementation of ECPC by
Lockwood and Morley (2004). This delay and patterns of flow
were first reported by Lockwood and Cowley (1992) using data
from the CDAW-6 interval, an example for which (tf+δt) was
12.5 min.

In contrast to the lagged response in the ionosphere, flows
commence in the equatorial dayside magnetosphere immediately
the reconnection starts. Sunward flows in the magnetosphere are
inflows to the reconnection site and continue to allow the dayside
magnetopause to relax back sunward where it has been eroded
Earthward by the poleward removal of the opened flux along the
magnetopause.

After time t3 the magnetopause reconnection ceases and so the
open flux remains constant at (Fo +ΔFo) and the equilibrium
location of the magnetopause has changed, now having reduced
flux on the dayside but more flux in the tail. Because the
ionosphere is incompressible the equilibrium polar cap is
larger and drawn here as remaining circular, which we can
consider to be the minimum energy configuration with the
surrounding closed field line region. The new equilibrium
locations of the magnetopause and the OCB in the ionosphere
are shown by mauve and orange dashed lines. The reconnection
burst leaves the ionospheric open-closed boundary around noon
equatorward of its new equilibrium position but everywhere else
poleward of it. At the time t4 ionospheric flows have begun which
are poleward around noon and equatorward at all other local
times–these are flows that bring the OCB back towards its new
equilibrium location. Note at this time, the equilibrium location
of the tail magnetopause has flared outward but no flow has
commenced because the newly open flux has not yet reached X =
X1. This happens at time t5 by when almost all ionospheric flow
has ceased because the OCB is now close to its new equilibrium

position. As soon as the newly open flux arrives at X = X1 it
forms bulges on the magnetopause that the pressure of the
magnetosheath flattens giving the flows shown which bring the
magnetopause back towards its new equilibrium location.
Some time later (at time t6) this sequence is repeated at X =
X2 when the newly-open flux has reached that far down the tail.
By the time t7 all flow has ceased because both the OCB and the
magnetopause have reached their new equilibrium locations,
at least for the range of the X coordinate covered by the
schematics.

Figure 8 shows the corresponding sequence for a burst of tail
reconnection. If we continue from t7 in Figure 7, we start from an
equilibriummagnetosphere for an open flux (Fo +ΔFo). At time t8
a reconnection X-line forms in the cross tail current sheet (mauve
line): this time will usually be close to onset of the expansion
phase of a substorm cycle. Between t7 and t8 this reconnection line
closes a flux of ΔFo (an average reconnection voltage of ΔFo/{t8 −
t7}), returning the open flux to Fo. Equilibrium for this open flux
has less magnetic flux in the tail and more on the dayside. The
dark blue patch is the newly closed field flux. Flows in the
ionosphere and magnetosphere are to bring the existing
locations of boundaries from their present position toward the
equilibrium positions for the new open flux Fo.

Note that at no time in this gedanken experiment has steady-
state mapping of electric field been invoked, and so inductive
changes in the magnetospheric magnetic field configuration have
been allowed, whereas they are not allowed if electric fields are
mapped. And yet flows and changes in the ionosphere have been
generated by the reconnection processes occurring in the
magnetosphere.

EFFECTS OF SOLAR WIND DYNAMIC
PRESSURE

We have reprised our description of the ECPCmodel in the previous
section to make an important point. If one adopts a non-physical
mechanism by mapping electric fields in non-steady situations one
will make incorrect deductions if the assumed steady state does not
fully apply. From the response times and lags, we can infer that the
magnetosphere will almost always be recovering from a prior change
in solar wind driving and so, rather being in steady state, it is almost
permanently recovering from a prior change in either solar wind
driving or in the configuration of both the dayside and near-Earth
tail from the ever-changing geomagnetic axis tilt (and, in general, its
offset from the origin in a geocentric frame) as Earth rotates
(Lockwood et al., 2020c, 2021).

The ECPC scenario discussed in the previous section makes an
interesting prediction. If we generate a given amount of newly-
opened flux, it is the pressure in the magnetosheath at the
magnetopause that determines how quickly the system would
return towards the new equilibrium location as it is ultimately this
pressure that drives the magnetospheric motions that act towards
restoring the no-flow equilibrium for the new amount of open
flux. The resulting changes in the magnetospheric configuration
are communicated to the ionosphere through the field-
perpendicular pressure balance between closed field lines and
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open field lines and it is this that determines where the field-
aligned currents form and what magnitude they have. The
pressure on the magnetopause depends on the dynamic
pressure of the upstream solar wind: this applies throughout
the dayside and in the near-Earth and middle tail where the tail is
still flaring (i.e., where the tail radius increases with increasingly
negative X). Hence the ECPC concept predicts that the response
time of the magnetosphere-ionosphere system will be shorter if
the wind dynamic pressure is greater because the restoring force
per unit area is greater for a larger PSW for a given Fo and ΔFo.

Sorting by Solar Wind Dynamic
Pressure, PSW
To look for such an effect, we here divide the 160 examples of
southward turnings used to compile Figure 6 into two subsets of
80 samples each. To do that, we used the dynamic pressure PSW,
averaged over the 3 h after the southward turning, <PSW>(0–3h).
An interval of 3 h was chosen because it is enough to cover most
of the length of the tail where it is increasing in radius with -X and
so PSW has an influence on pressure balance at the magnetopause.
It was found a threshold value of <PSW>(0–3h) of 6.5 nPa divided
the southward turning events into two equal-sized datasets of 80
events each. The superposed epoch study shown in Figure 6 was
then repeated for the <PSW>(0–3h) ≥ 6.5 nPa and <PSW>(0–3h) <
6.5 nPa subsets: the results are shown by, respectively, the left and
right columns in Figure 9. The top four rows shows parameters
presented in Figure 6, but the bottom row is for PSW. Panels A–E

are for the high-pressure cases, panels F–J for the low-
pressure cases.

Panels E and J show the effect of the high-PSW versus low-PSW
sort on the average variation of PSW during these events: the high-
pressure events show a pronounced peak in average PSW at the time
of the southward turning (panel E) that is almost completely absent
in the averages for the low pressure events (panel J): indeed, for the
low-pressure events, PSW falls below the average value seen before
the southward turning for all positive (t−to), whereas for the high-
pressure events this only happens at (t−to) > 4 h. Panels A and F
show that the average behavior of the IMF BZ component is very
similar for these two event subsets. However, the other panels show a
markedly different responses in the magnetospheric state indicators.
To enable us to contrast high and lowpressure cases, the responses in
the terrestrial indices are re-plotted in Figure 10. These variations
are the same data as shown in parts C - H of Figure 9 but in each
case, the changes relative to the pre-event mean, ΔΦPC, ΔSMR and
ΔSML, are plotted.

Comparing panels B and G of Figure 9 (and panel A of
Figure 10) we see that the amplitude of the transpolar voltage
ΦPC response is greater for the case of high-PSW data subset.
However, the response for the low-PSW data subset lasts longer: it
takes 13.8 h before the averageΦPC is returned to pre-event levels,
whereas this takes just 6.3 h for the high-PSW dataset. If we
integrate the mean additional ΦPC (over the pre-event levels)
after the events, we obtain an estimate of the average extra flux
transported over the polar cap caused by the southward turning:
for the high-PSW cases it is ΔF = 0.225 ± 0.004 GWb and for the

FIGURE 9 | Superposed epoch study illustrating the effect of solar wind dynamic pressure, PSW, on the events discussed in Figure 5. The southward turning are
divided into two sets with PSW, averaged over the 3 h after the southward turning, < PSW >(0–3h), exceeding or less than 6.5 nPa, that being the threshold that divides the
data into two equal sets of 80 events. The format is as in Figure 5with left hand panels (and red lines) for < PSW >(0–3h) ≥ 6.5 nPa and right-hand columns (and blue lines)
for < PSW >(0–3h) < 6.5 nPa. The bottom panels are the superposed epoch plots of the solar wind dynamic pressure, PSW.
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low-PSW case it is 0.197 ± 0.004 GWb. A large contribution to
these uncertainties comes from the uncertainty in the average
pre-event voltage. These two values are very similar, but there is a
difference of 0.028 ± 0.008 GWb. The origins of this difference are
discussed in Section 6. However, the main point we want to stress
in this section is that there is a marked difference in how this
integrated flux transport is manifest in the ionosphere with
larger-amplitude but shorter-duration burst of voltage for the
high-PSW data subset. This effect of PSW is well predicted by the
ECPC model, as discussed above.

There is a greater difference in the effects on the SMR
geomagnetic activity index between the high-PSW and low-PSW
cases: the average response to the southward turning event in the
SMR index data (panels C and H of Figure 9 and panel B of
Figure 10) is considerably weaker for the low-PSW cases. The
same effect is seen, but much less marked, in SML from
comparison of panels D and H of Figure 9 (and panel C of
Figure 10) that shows the response in the SMR index is
consistently weaker for the low-PSW cases.

Before discussing these results in greater detail, we should
also look at the average variations in other interplanetary
variables during these events. These are shown in
Figure 11. Panels B and G show the solar wind number
density, NSW, which has very similar variations to those for
PSW (shown in the bottom panels of Figure 9). However, there
are also variations in the mean ion mass of the solar wind,mSW

(panels C and H) and the solar wind speed, VSW (panels D and

I) that contribute. These variations are consistent with the
large IMF southward turning events being caused mainly by
impacts of coronal mass ejections or the compressions in
interaction regions ahead of fast flow streams.

The difference in the variations of average VSW for the two sets
of cases (seen in the comparison of panelsD and I of Figure 11) is
significant for three reasons. Firstly, it has an influence on the
interplanetary electric fields, EY = − VX BZ. Panels A and F of
Figure 11 contrast the variations of the half-wave rectified dawn-
to-dusk electric field, EY′ (the rationale for using half-wave
rectification is that subsolar reconnection is greatly reduced in
rate when the IMF points northward). The higher average VSW

for the high-PSW cases has a marked effect and although the
average EY′ variation is very similar in form for the two cases, it is
of smaller amplitude for the low-PSW cases. The second effect of
VSW is on variations of the estimated power input to the
magnetosphere, Pα. Because power in the solar wind is
delivered predominantly in the form of kinetic energy of the
particles (Lockwood, 2019), the solar wind speed also influences
the power input to the magnetosphere. Panels E and J show Pα,
Pα/Po, as a ratio of its overall mean value Po = <Pα>all. The third
effect of VSW is on the time taken for newly-opened field lines to
be appended to the tail: for the average speeds shown in
Figure 11, the open field lines in the Stern Gap have, on
average, moved 283 RE antisunward after 1 h for the low-PSW
cases but 334RE for the high-PSW cases. Hence there are a number
of effects of varying PSW that are actually caused by solar wind

FIGURE 10 | Comparison of the terrestrial responses to the southward turning events of the IMF for (left column, parts A, B and C) high- and low-solar wind
dynamic pressure PSW and (right column, parts D, E and F) high- and low-solar wind mass density ρSW. In both cases red lines with pink uncertainty bands are for the
“high” event subset and blue lines with pale blue uncertainty bands are for the “low” cases. Rows from top to bottom are for (A and D) transpolar voltage ΦPC, (B and E)
the SMR index, (C and F) the SML index. Note that these plots are similar to those in (left column) Figure 9 and (right column) Figure 12 and are plotted here with
high and low cases on a single panel to allow comparison. However, they are not quite the same as, to allow comparison, the pre-event means have here been
subtracted from the values at general elapsed time (t-to) to show the response and so the plots show the changes inΦPC, SMR and SML, denoted by ΔΦPC, ΔSMR and
ΔSML, respectively.
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speed VSW rather than being specifically caused by pressure
effects.

Sorting by Solar Wind Mass Density, ρSW
To eliminate the potential additional effects of solar wind speed
VSW on the sorting criterion we here repeat Figures 9 and 11, but
divide the data into two equal size datasets by the mass density of
the solar wind ρSW = mSW.NSW. This influences the dynamic
pressure PSW = ρSWVSW

2 and the power input to the
magnetosphere Pα = B2αVSW

(7/3-2α)ρSW
(2/3-α) sin4(θGSM/2).

The results are shown in Figures 12 and 13. The high ρSW
and low ρSW terrestrial responses are compared in the right-hand
panels of Figure 10. Comparing parts D and I in Figure 13 we
can see this gives more similar (but not identical) variations in
VSW and hence the EY′ variations (Panels A and F) and the Pα
variations (Panels E and J) are also much more similar than they
are for the PSW sort shown in Figure 11. In fact, for this sort, the
low-ρSW cases give very slightly higher average VSW, EY′ and Pα
after the event. Note that differences in the VSW variations have
not been eliminated by moving from a PSW sort to a ρSW sort,
however they have been reduced and we know VSW did not enter
into the event selection and that remaining effects are caused by
inter-relations between the parameters of interplanetary space.
Comparison of parts C andH of Figure 12 (panel E of Figure 10)
and of partsD and I of Figure 12 (panel F of Figure 10) show that
the geomagnetic responses are more similar for the data sorted by
ρSW than they were for PSW, but that the response to the
southward turning is still larger for the high-ρSW cases than

for the low-ρSW cases. Panels B and G of Figure 11 (panel D of
Figure 10) show that the extra magnetic flux transport following
the southward turning is again similar in the high-ρSW and low-
ρSW cases, being 0.199 ± 0.004 GWb per event, on average, for the
high-ρSW cases and 0.186 ± 0.004 GWb per event for the low-ρSW
cases. As for the high- and low-PSW cases the difference between
the two sets of events, in terms of total flux transport, is still very
small, but it does appear to be larger than uncertainties. This is
discussed further in section 6. The same behavior for ΦPC is seen
as in Figure 9, with the high-ρSW cases giving a larger-amplitude
but shorter-duration response than the low-ρSW cases, but the
total flux transport being only marginally greater for the high-
ρSW cases.

DISCUSSION AND CONCLUSION

Induction effects associated with magnetic field changes in the
magnetosphere mean that mapping electric fields from
interplanetary space to the ionosphere is only valid for
steady-state conditions. Steady state can be achieved in data
series if we average over long enough timescales. From the
statistical analyses of Milan et al. (2021) this implies averaging
over about 4 h in the cases of substorms but over of order 12 h
for steady convection events or sawtooth events. In addition, as
discussed below, the rotation of the Earth means that
equilibrium concepts are only really valid when averaging
over a whole number of days.

FIGURE 11 | Superposed epoch study of the interplanetary conditions for the events studied in Figure 9. The left hand column are for the 80 high-PSW southward
turnings of the IMF and the right hand panels for the low-PSW set. From top to bottom panels are for: (A and F) the half-wave rectified dawn-to-dusk electric field, EY′; (B
and G) the solar wind number density, NSW; (C and H) the solar wind mean ion mass in amu mSW/mp; (D and I) the solar wind speed, VSW; and (E and J) the estimated
power input into the magnetosphere, Pα, as a ratio of its overall mean value, Po, as computed by the procedure and formulae of Vasyliunas et al. (1982).
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Effects of Solar Wind Dynamic Pressure on
Convection Response
We have used superposed epoch studies of 160 clear southward
turnings of the IMF that give near-continuous data in all

parameters. The transpolar voltage data for all subsets of
these events show that they cause an average of close to
0.2 GWb of additional magnetic flux transfer from the
dayside to the nightside. As discussed in the introduction,

FIGURE 12 | The same as Figure 9 but with the 160 southward turning events sorted by the solar wind mass density, ρSW. The left hand panel are for the events
with normalized ρSW over the subsequent 3 h <ρSW >0–3h/<ρSW >all (where <ρSW >all is the mean value for all data) greater than or equal to the median value for the events
of 2.58; the right-hand panel are for the events with <ρSW >0–3h/<ρSW >all < 2.58.

FIGURE 13 | The same as Figure 11 but with the 160 southward turning events sorted by the solar wind mass density, ρSW as in Figure 12.
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this value is consistent with the total rise in tail lobe field seen
in substorm growth phases (e.g., McPherron et al., 1993), as
well as with numerical global MHD model simulations of the
effects of strong southward turnings of the IMF (Gordeev et al.,
2017), with inferences from polar cap expansion and
contraction seen in global auroral images (Milan et al.,
2003; 2012) and with the latitudinal variations of the
locations of the Region 1 field-aligned current sheets
(Clausen et al., 2012; Milan et al., 2021).

Subdividing the southward turnings into two datasets of 80
cases each using the solar wind dynamic pressurePSW, averaged
over the 3 h after the southward turning, has allowed us to look
for an effect of dynamic pressure on these strongly southward
IMF events. We note that Figure 4C shows dynamic pressure
increases transpolar voltage for northward-IMF conditions but as
the IMF becomesmore southward the effect diminishes and is not
present for the most southward IMF. Also, note that by taking
averages over 3 h we are looking at the effect of the average
dynamic pressure and not the transient effects of pressure
increases that are complicated by transient phenomena such as
travelling convection vortices. We find that the integrated flux
transport over the polar cap is only slightly greater in the high-
PSW cases, being 0.225 ± 0.004 GWb compared with 0.197 ±
0.004 GWb for the low-PSW cases. The difference is therefore
small but significant. To check that this is not associated with the
solar wind speed influence on the interplanetary electric field, we
repeated the analysis using the mass density of the solar wind,
ρSW, again averaged over the 3 h after the southward turning and
again dividing the data into two subsets of 80 cases. The
integrated flux transport over the polar cap was only
marginally higher for the high-ρSW cases, being 0.199 ±
0.004 GWb compared to 0.186 ± 0.004 GWb for the low-ρSW
cases. Hence sorting using high- and low-ρSW, the same sense of
difference is seen as for the PSW sort. The difference in total flux
transport causedwas 0.013 ± 0.006 GWb (a 7% increase for the high-
ρSW cases relative to the low-ρSW cases). Lockwood andMcWilliams
(2021b) found that the optimum coupling function for transpolar
voltage ΦPC depended only very weakly on ρSW, finding a ρSW

b

dependence with the best-fit exponent of b = 0.018. The high ρSW
dataset gives [ρSW]hi/<ρSW > all = 3.72 whereas [ρSW]lo/<ρSW > all =
1.48 which predicts a factor ([ρSW]hi/[ρSW]lo)

b = 1.02 (a 2% increase).
Hence the increase in total flux transport found here for the high ρSW
cases is somewhat larger that we would expect from the optimum
coupling function of Lockwood and McWilliams (2021b). An
explanation of this discrepancy is provided by Figure 13 that
shows that, due to correlations between interplanetary
parameters, the solar wind velocity VSW is also higher after for
the high ρSW cases with a ratio of average values after the event of
about [VSW]hi/[VSW]lo≈ 580/520 and using theVSW

a (with exponent
a = 0.55) dependence found by Lockwood andMcWilliams (2021b),
this gives a factor ([VSW]hi/[VSW]lo)

a = 1.05 (a 5% increase). Hence a
larger part of the increase in total flux transport after the event (about
5% of the 7%) can be attributed to the fact that VSW is somewhat
higher after the high ρSW cases. However, there is an additional 2%
that does appear to be associated with the increased ρSW and that is
consistent with the coupling function prediction of Lockwood and
McWilliams (2021b). We conclude increased solar wind mass

density does (very slightly) increase the magnetopause
reconnection voltage through increased reconnection rate and/or
increased length of the reconnection X-line, as proposed by Scurry
and Russell (1991). The effect of increased mass density would be to
reduce the cross-section radius of the dayside magnetosphere which
wemight expect to also reduce the length of the reconnection X-line.
Therefore, is seems likely that any effect on ΦD would be through
increased magnetic shear across the dayside magnetopause elevating
the reconnection rate along the X-line or via the same effect of
increased lobe field on the tail reconnection ΦN.

However, the dominant effect of increased PSW (one that is
almost identical in the high/low ρSW analysis) in that there is a
marked effect on the time profile of the flux transfer. For the high-
PSW cases, the transpolar voltage is enhanced to larger values soon
after the southward turning, but elevated values persist for a
shorter time. This effect is predicted by the ECPC model because
it is the dynamic pressure that generates the pressure on the newly
opened flux that drives the flow acting to return the
magnetosphere towards the new equilibrium for the new open
flux. The effect defined here is predicted by the ECPC model and
cannot arise if electric fields are mapped from interplanetary
space to the ionosphere: we know of no other model that can
explain it.

The ECPC Model and Effects of Earth
Rotation With a Tilted and Eccentric Dipole
Axis
We note that, although this effect has been defined using the
transient response to southward IMF turnings, the ECPC model
has still important implications for understanding solar-wind
magnetosphere coupling under even constant interplanetary
solar wind conditions. Lockwood et al. (2021) have recently
used the ECPC model to closely match all features of the
observed fraction-of-year (f) - Universal Time (UT) pattern of
geomagnetic activity (called the “McIntosh” or “equinoctial”
pattern). This is seen in the am index (and there are
corresponding patterns in its two hemispheric sub-indices an
and as). As mentioned earlier, Lockwood et al. (2019a) show that
am is the most suitable index to use in this context as it is
genuinely global and has the most uniform f-UT response.
Lockwood et al. (2021) show that there are four effects at
work in generating this f-UT pattern: 1) the Russell and
McPherron (1973) effect of the dipole tilt on the magnetic
shear, and hence reconnection rate, at the dayside
magnetopause; 2) the dipole tilt effect on polar ionospheric
conductivities; 3) the dipole tilt effect on the tail geometry;
and 4) the diurnal motions of the geomagnetic poles in a
geocentric frame as the Earth rotates. Effects (2) and (3) are
dominated by the effect of the dipole tilt on the ability of the solar
wind dynamic pressure to squeeze the tail and together they give
the basic McIntosh form that varies in amplitude with PSW
(Lockwood et al., 2020b, 2021). This is complicated by effect
(1), but combining effects (1), (2) and (3) gives does not give the
totalUT variation (averaged over all times of year, f) that is seen in
geomagnetic activity (Russell, 1989). This is because adding the
Russell-McPherron effect to the other two causesUT variations in
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both the March and September equinox peaks in geomagnetic
activity, but these UT variations are in antiphase and so cancel
each other when averages over all times of year (all f) are taken.

Lockwood et al. (2021) show that the observed UT variation is
consistent with an effect of the diurnal pattern of sunward and
antisunward motion of the geomagnetic poles caused by Earth’s
rotation and the offset of the geomagnetic poles from the rotational
axis. This rotation is different in the two poles because of the
eccentricity of Earth’s dipole axis which does not pass through
the center of the Earth. As described by Lockwood et al. (2021), the
effect is caused by amotion of the ionospheric polar caps, as a whole,
toward and away from the Sun in a geocentric frame (the frames in
which the interplanetary electric field is quantified). When a given
polar cap (including its diameter, PC) is moving toward/away from
the Sun, the transpolar voltage ΦPC is increased/decreased in the
geocentric frame (the same frame in which the interplanetary electric
field and Stern Gap voltage ΦSG are measured): by Eq. 1, this
increases/decreases the rate of increase in the tail lobe flux in that
hemisphere, dFL/dt. In this context, it should be noted that the open
flux Fo must always be identical in the two hemispheres but, at anyX
coordinate, the open flux divides into the flux Fd that threads the
magnetopause sunward of X and the lobe flux that threads the tail
cross-section at that X, FL. Transfer from the dayside into the lobe
(i.e., conversion of Fd into FL for a given X) is faster for the polar cap
that is tipped away from the Sun than the one that is tipped toward
the Sun. Hence although Fo is the same in the two hemispheres FL
and dFL/dt are both generally different in the two hemispheres. This
effect of dipole tilt has been demonstrated using an MHD model of
the magnetosphere (Lockwood et al., 2020c). The Earth’s rotation
and the offset geomagnetic poles from the rotational axis
therefore cause a diurnal cycle with 12 h in which dFL/dt
was lower in one hemisphere followed by 12 h in which it
was lower in the other. The alternate faster loading of the tail in
one hemisphere then the other would average out if the offset
of the geomagnetic pole from the rotational axis were the same
in the two hemispheres; however, it is much larger in the
southern hemisphere which leaves a net effect of the Earth’s
eccentric tilted dipole and causes the marked UT variation in
global geomagnetic activity that is superposed on the dipole tilt
pattern to give the total McIntosh pattern. Adding this effect to
effects (1), (2) and (3), Lockwood et al. (2021) obtained a very
close match to the observed f-UT patterns for am index and its
hemispheric sub-indices, an and as. This effect would not
happen if electric field just mapped from the solar wind to the
ionosphere and the explanation of the UT variation of
geomagnetic activity depends upon the application of the
ECPC model.

Hence the equilibrium that the magnetosphere-ionosphere
system is constantly in the process of returning toward is not just
a function of the amount of open flux in the system, it also
depends on both time-of-year, f, and the Universal Time, UT,
through the dipole tilt effects and the (different and antiphase)
motions of the geomagnetic poles in a geocentric frame. Hence,
even if the solar wind driving is completely constant with time,
the response of the magnetosphere-ionosphere-thermosphere
system will not be and the ECPC model of that response is
still required.

Applications and Limitations of ECPC
Looking at the potential future applications of the conceptual
ECPC model we have to also think about its limitations. It is
obviously not a full model of the magnetosphere and so there is a
wide variety of phenomena that it does not predict. It is a
conceptual model and therefore, its major use in quantitative
predictions will be in conjunction with other models. Before the
present paper looking at pressure effects on convection responses,
ECPC has had four main applications. The first has been
quantitative in the application of Faraday’s law to the open-
closed field line boundary in the ionospheric polar cap and its use
in understanding and exploiting observations of changes in the
area of the polar cap (e.g., Milan et al., 2021 and references
therein), particularly during substorm cycles, steady convection
events and sawtooth events. A second specific application has
been in the interpretation of ionospheric signatures of flux
transfer events (transient increases in the magnetopause
reconnection voltage, ΦD) which has grown from the initial
papers by Southwood (1987) and Cowley et al. (1991) (see
reviews by Smith and Lockwood, 1996 and Milan et al., 2016).
More recently, ECPC has been applied to understanding UT and
time-of year variations in geomagnetic activity and transpolar
voltage, as discussed in section 6.2. The fourth application is less
specific and has been more qualitative in aiding the avoidance of
incorrect assumptions about how electric fields map down field
lines in interpretations of observations or model simulations of
time-dependent events (e.g., Lockwood et al., 2020c).

Because it is an application of the principles of MHD and of
Maxwell’s equations, all behavior predicted by ECPC should, in
principle, also be predicted by numerical MHD models of the
magnetosphere. However, there are highly complex issues in
ensuring that the lower ionospheric boundary in these models
is fully self-consistent with the simulated magnetosphere: the
lower boundary of most MHD models has to be at considerably
greater altitudes (typically 2RE) than the real ionosphere for
numerical reasons. A commonly used method to determine
the spatial distribution of potential in this ionospheric
boundary is to solve a Poisson equation using current
continuity in the ionosphere (e.g., Raeder et al., 2001; Ridley
et al., 2002; Lyon et al., 2004; Wiltberger et al., 2004). However,
Lockwood (1993) pointed out that it is not adequate to just impose
a pattern of convection on the ionosphere. The reason is that
expanding and contracting an ionospheric convection pattern
(without consideration of what are open and what are closed
field lines or some other equivalent safeguard) will result in,
respectively, closed field lines incorrectly migrating antisunward
and open field lines incorrectly moving sunward in the ionosphere.
The ECPC does not allow this and so provides a method that could
ensure this does not occur; however, this has yet to be exploited in
this context.
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Appearance and Precipitation
Characteristics of High-Latitude
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Characteristics of pulsating aurora (PsA) at the equatorward part of the auroral oval have
been well described in the literature by previous studies. We extend our knowledge on
high-latitude PsA observations by analysing 68 PsA events from the optical observatory on
Svalbard, at 75° magnetic latitude. We found that the pulsating emission structures are
particularly large and transient, they do not experience drift motion, or their drift motion
cannot be traced. Our results show that the high-latitude PsA events relate to lower
geomagnetic activity and weaker solar wind driving than the lower latitude PsA. The high-
latitude PsA events also occur less frequently, which is in agreement with their association
to lower-than-average geomagnetic activity. We further show that the ionospheric electron
density values during high-latitude PsA events are low compared to the lower latitude PsA.
This, together with the non-traceable nature of the pulsating emission structures, suggests
that these events are strongly dominated by a sub-type called Amorphous Pulsating
Aurora (APA). We therefore conclude that, unlike the lower latitude PsA events, the high-
latitude PsA events are not likely to cause direct changes in the chemical composition of
the mesosphere.

Keywords: pulsating aurora, particle precipitation, ionosphere, solar wind driving, high-latitude aurora

1 INTRODUCTION

Pulsating aurora (PsA) consists of irregular shapes of diffuse aurora, which undergo temporal
fluctuations between bright and dim states. A thorough review of PsA properties has been recently
published by Nishimura et al. (2020). PsA is known to associate with energetic particle precipitation,
hard enough to enhance the ionisation of the D region. This further leads to production of odd
hydrogen (HOx, defined as the sum of H, OH, and HO2 molecules) and odd nitrogen (NOx, defined
as the sum of N, NO, and NO2 molecules), which in turn catalytically deplete ozone (Turunen et al.,
2016; Tesema et al., 2020; Verronen et al., 2021). HOx species mainly affect the mesospheric ozone,
while the NOx gases have a long enough lifetime to be transported down to the upper stratosphere in
the darkness of the polar night. NOx can thus cause a longer-term reduction in the atmospheric
ozone content during the winter season (Verronen et al., 2021).

Based on the visual appearance and temporal behaviour of PsA, Grono & Donovan (2018)
categorised auroral pulsations into three sub-classes: patchy aurora (PA), patchy pulsating aurora
(PPA) and amorphous pulsating aurora (APA). Both PA and PPA consist of quasi-stable patches of
diffuse emission, which experience brightness fluctuations at various extents of the patch area. For
both these sub-types the characteristic property is the stability of the patches. They are often
trackable in the order of minutes, which includes many periods between stages of dim and bright.
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This allows individual patches to be followed, and in fact Grono &
Donovan (2018) showed that these patches drift along the
ionospheric convection.

The range of electron flux during PsA was studied in more
detail by Tesema et al. (2020). They used the Sodankylä Ion and
Neutral Chemistry model (Verronen et al., 2005) to investigate
the chemical impact of median and extreme flux spectra, which
were constructed from spacecraft measurements of precipitating
electrons. While the median and upper envelope electron spectra
led to significant reduction in mesospheric ozone, no appreciable
chemical change was detected during electron precipitation
following the lower envelope spectrum of PsA. This led the
authors to examine if the PsA type was in any way related to
the precipitation energy and flux. In their follow-up study Tesema
et al. (2020b) demonstrated that the bulk of PA and PPA is related
to higher precipitation energies, while the electron density
enhancements during APA are on average milder, and the
enhancements are concentrated at higher altitudes in the
ionosphere. The tendency for high precipitation energy during
PA and PPA is in agreement with the statistical occurrence of
these two types. According to Grono & Donovan (2020), PA and
PPA occurrence is clustered on the magnetic latitudes of 62–68°

and magnetic local time (MLT) of 01–06. The majority of APA
type, however, is observed within the same latitude and time
region but also extending to pre-midnight MLT, deep into the
morning sector (in their dataset up to sevenMLT), as well as up to
75°MLAT. The limitations of the observed latitude and time
ranges are due to the station locations of the Time History of
Events andMacroscale Interactions during Substorms (THEMIS)
camera network (Donovan et al., 2006).

The existence of high-latitude PsA is not a new observation
but has been confirmed by photometer measurements at high
latitudes of both hemispheres (Brekke & Pettersen, 1971; Craven
& Burns, 1990; Wu & Rosenberg, 1992). These earlier studies
focussed on the occurrence rate, pulsation period and emission
intensities of PsA. In the first report on high-latitude PsA, Brekke
& Pettersen (1971) investigated photometer measurements
collected over two winter seasons at Ny-Ålesund station on
Svalbard. They concluded that the peak occurrence of PsA
takes place at 8:30–10:30 MLT in the pre-noon sector and that
no PsA was observed in the afternoon or night sectors, although
the photometer was in operation throughout the day in the polar
night. They further noted that the PsA characteristics were not
dependent on magnetic activity (measured by Kp index), but
commented on PsA being most often seen on the southern part of
the sky. Later, Craven & Burns (1990) reported post-noon high-
latitude PsA from an Antarctic station at 13–14 MLT. These
events typically only lasted for half an hour and had 2–3 times
longer pulsation periods (20–30 s) than observations from lower
latitudes had suggested (2–10 s). The afternoon PsA events
occurred later in MLT during low magnetic activity (Kp index
1–2), while during higher magnetic activity (Kp index ≥3) PsA
ended earlier as the station moved into the polar cap earlier in the
afternoon. As a comparison, Wu & Rosenberg (1992) also studied
PsA activity from South Pole station in Antarctica. They reported
a maximum occurrence at magnetic noon for Kp index values
0–1, and a dawnward shift of the occurrence maximum at higher

Kp. They further identified an appearance of afternoon
occurrence maximum of PsA for higher magnetic activity (Kp
index ≥3). Recently, Bland et al. (2021) reported D-region
electron density enhancements associated with PsA that
extended as far as 80° magnetic latitude over Antarctica. They
estimated the instantaneous Energetic Electron Precipitation
(EEP) impact area associated with PsA events by measuring
10–12 MHz radiowave attenuation using the Super Dual
Auroral Radar Network (SuperDARN). In their set of 76 PsA
events, five were accompanied by radiowave attenuation at
McMurdo Station (80° magnetic latitude). However, the
presence of optical PsA was confirmed only at a lower latitude
site (at Syowa at 66.5° magnetic latitude), so it was not known
whether the radiowave attenuation observed at McMurdo Station
during these events was caused by PsA or another type of EEP
occurring simultaneously with the lower-latitude PsA.

What is left unexplored is the precipitation characteristics and
type of the high-latitude PsA. In this study, we analyse PsA events
observed over Svalbard at 75° magnetic latitude where the polar
night allows continuous auroral imaging 3 months a year. Earlier
studies on high-latitude PsA were based on data from one or two
winter season, while we investigate a decade’s worth of auroral
image data, which makes the results less biased by the level of
solar or geomagnetic activity for any individual winter season.
Using image data allows the examination of the two-dimensional
structures of PsA. As the previous studies have reported
significant atmospheric chemical responses due to PsA
electron precipitation at lower latitudes, we want to
characterise the high-latitude PsA in order to conclude if this
PsA population is likely to contribute to the atmospheric forcing
as well.

2 DATA AND EVENTS

To detect the PsA events we have primarily used auroral all-sky
camera quicklook data, i.e. keograms, from a DSLR all-sky
camera (ASC) at the Kjell Henriksen Observatory (KHO) on
Svalbard. The keograms consist of north–south slices of
individual images (see samples in Figure 2), which are
assembled together in time order. PsA appears as thin green
and dark vertical stripes in the keograms as the diffuse aurora
structures turn on and off (see the keogram part below the white
curve in Figure 1). As a result of visually viewing all keograms of
the colour DSLR data since 2010, we gathered 68 PsA events in
total. We followed the event selection criteria of Partamies et al.
(2017) in that the pulsations were required to reach the local
zenith, and that no events shorter than 30 min were considered.
While the lifetime limit is mainly determined by what is reliably
detectable in keograms, the minimum PsA duration in our event
set is about an hour. The requirement of PsA reaching the local
zenith is implemented to allow comparisons with zenith and field
aligned pointing European Incoherent Scatter (EISCAT) radar
experiments.

We also selected a reference set of events during which PsA
signatures are observed on the southern part of the field-of-view
without them reaching all the way to the local zenith. This
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consists of 57 events from the same years as our primary PsA, in
2010–2021, but different days. These PsA periods can be used to
assess the role of the solar wind and magnetic activity driving in
latitude extent of PsA.

Figure 1 shows an example of the colour ASC daily quicklook
data we have used to initially identify PsA events. At 03–09 UT
the white curve separates the red-dominated dayside auroral
structures at and poleward of the zenith from the green PsA
further equatorward. The green PsA consists of diffuse emission
with thin vertical stripes that appear as the auroral structures turn

on and off over time. This example PsA event did not reach the
local zenith (scan angle 90°), but was selected to the reference set
of events where PsA only appears equatorward of local zenith
(fourth column in Table 1).

For further sub-categorising the high-latitude PsA types we
have examined individual images in addition to the keograms.
These full-colour images are captured at a cadence of about 12 s.
Following the PsA sub-categorisation of the earlier work by
Grono & Donovan (2018) and Tesema et al. (2020b), the
keograms of the high-latitude PsA show no convection-driven

FIGURE 1 | An example keogram on 14 December 2012. Scan angle 0° is towards magnetic north and 180° is towards magnetic south. The orange glow at two to
three UT is light pollution illuminated thin clouds. The white curve between three and nine UT and scan angles of 100°–150° approximately separates the red-dominated
morning sector aurora over the zenith from the green pulsating aurora over the southern part of the sky. The red/purple glow between about 9 and 13 UT is daylight,
during which some red and green auroral structures can be seen. Green aurora continues until about 15 UT. The bright object on the southern sky at 17–18 UT is
the moon. At Svalbard the magnetic local time (MLT) is about UT + 3 h.

TABLE 1 |Median values of basic characteristics as well as solar wind andmagnetic parameters during PsA at low and high latitudes. The last column includes a set of events
where PsA is seen on the souther part of the sky but does not reach the zenith. The numbers in parentheses under each median value describe the median value
confidence intervals based on bootstrapping.

Parameter Low-Latitude PsA High-Latitude PsA South
of High-Latitude Zenith

1. Number of events 395 68 57
2. Years 1996–2007 2010–2021 2010–2021
3. Duration (h) 1.4 2 2
4. Start time in MLT 4–5 8–10 7–10
5. Magnetic latitude (CGM) 64–66 75 75
6. Solar wind speed (km/s) 500 390 390

(480–520) (360–410) (360–420)
7. IMF magnitude (nT) 7.0 4.5 5.0

(6.5–7.5) (4.0–5.3) (3.9–5.8)
8. Dst index (nT) −28 −1.0 −9.0

(−31 to−25) (−5.5– +6.0) (−13– +4.5)
9. SML index (nT) −220 −29 −54

(−240 to −200) (−39 to −25) (−62 to −33)
10. Kp index 3.33 0.67 1.33

(3.33–3.67) (0.33–0.67) (1.00–1.67)
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“streamlines” of quasi-stable patches but rather only thin stripes.
The finding is confirmed by viewing individual images, which are
dominated by large transient regions of diffuse emission, as
shown by a sequence of images in Figure 2. These regions do
not drift, or their drift is not traceable. It is therefore not
applicable to talk about pulsation periods in connection with
these PsA events. These observations refer to Amorphous
Pulsating Aurora (APA) type. In our high-latitude PsA event
set and the reference set of PsA events, we found only one case
where patches with little pulsations appeared. This Patchy Aurora
(PA) region was surrounded by APA type transient structures. An
eastward drift of some individual patches was apparent during
most of the event. An animation of this example event as well as
an animation of the more typical event in Figure 2 are uploaded
as Supplementary Material.

To determine the solar wind driving conditions we used the
OMNIWeb data for solar wind speed and Interplanetary
Magnetic Field (IMF). These data are propagated to the
magnetopause and have a temporal resolution of 1 minute. We
also used the Dst index to assess the geomagnetic activity
conditions. These index data were downloaded from the
World Data Centre in Kyoto in 1 hour time resolution. We
further used the lower envelope curve of the SuperMAG
auroral electrojet index, SML (Gjerloev, 2012) to assess the

global electrojet activity level, as well as Kp index (Matzka
et al., 2021), which scales with the size of the auroral oval
(Sigernes et al., 2011).

EISCAT Svalbard Radar (Wannberg et al., 1997) is located
about 1 km away from KHO, thus providing ionospheric
measurements within the ASC zenith region. The data consist
of height profiles of electron density, electron and ion
temperature and ion velocity as a standard set of parameters
along the radar beam with a temporal resolution of 1 minute. In
this study, we only analyse the electron density profiles collected
during PsA events that reached the radar field-of-view. EISCAT
data were available for 20 PsA events. The radar experiments1

range from arc_slice and manda with altitude resolutions of
0.9 km and 0.5–1.0 km respectively, to tau7, ipy, beata, folke
and taro with altitude resolutions of 3–4 km at the bottom part of
the ionosphere. For all the experiments during the PsA events we
only use data from the non-steerable parabolic antenna (a
diameter of 42 m). These data are analysed for the electron
density values at the height range of 80–110 km, divided into
three 10 km thick layers. Each height layer then includes two to

FIGURE 2 | Four consecutive images from the KHO colour all-sky camera during a pulsating aurora event on 16 January 2021. The images are taken at 06:13:15
(top left), 06:13:27 (top right), 06:13:38 (bottom left), and 06:13:50 UT (bottom right). North is to the top and east to the left in the images. An animation of the whole PsA
event from 05:50 UT until 07:30 UT is included as supplementary material.

1For experiment descriptions see: https://eiscat.se/scientist/document/
experiments/
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three electron density values per profile, except for the high-
resolution experiments arc_slice and manda where 10–20
electron density values are resolved in each 10 km layer.

3 RESULTS

3.1 Duration and Local Time for PsA
As a low-latitude reference of PsA events we use the list of about 400
PsA events by Partamies et al. (2017), which is based on a decade
long time series of ASC images from five camera stations in the
Fennoscandian Lapland. This region sees mainly the equatorward
part of the auroral oval, and thus the particle precipitation region
from the outer radiation belt. It is worth noting that this reference set
of PsA events is seven times larger than the list of our high-latitude
PsA events, and covers a different time period that is equally long but
does not overlap (see Table 1). Nonetheless, the comparison is valid
for typical values of solar wind driving conditions and the underlying
level of magnetic activity during PsA.

Key parameters characterising the PsA events are collected in
Table 1. The difference in the number of PsA events for the two
equally long time periods is striking. While the local cloudiness
may affect the number of high-latitude events, which are detected
from one station data rather than multiple, this is unlikely to be
the only reason for such a big difference. Furthermore, the time
span of high-latitude events has been magnetically quieter than
that of the low-latitude events, which should be favourable for
high-latitude PsA. This kind of an effect is not seen.

The median duration of 1.4 h was reported for the low-latitude
events by Partamies et al. (2017) and 2 h by Tesema et al. (2020).

The authors also noted, however, that their value was
conservative and often limited by the end of the imaging at
sunrise. The duration of the high-latitude events (parameter three
in Table 1) is about 0.5 h longer. A more recent radar study on
PsA showed that indeed the median lifetime of PsA is likely to be
over 2 hours (Bland et al., 2019), while also taking into account
events lasting for less than 30 min. Our high-latitude PsA events
also last for about 2 hours, and they also often become
undetectable due to the increasing daylight (as can be seen in
Figure 1). In the Svalbard winter the daylight period is short so
this is considered as a minor limitation. On the other hand, other
precipitation regions often dominate the camera field-of-view
around noon.

The start time of the PsA period in MLT (parameter four in
Table 1) is consistently 3–4 h earlier for the low-latitude events as
compared to the high-latitude events. Although Partamies et al.
(2017) showed an event where pulsations continued over
Svalbard as soon as the patches disappeared from the Lapland
FoV, this scenario is clearly not the average case. There are much
fewer PsA events observed at high latitudes and their occurrence
in MLT does not often continue seamlessly from the low-latitude
PsA activity. The high-latitude PsA typically starts between 7 and
11 MLT, as shown in Figure 3. With the duration of about 1–3 h
about half of these events last past the MLT noon.

3.2 Solar Wind and Geomagnetic Activity
Conditions for PsA
Solar wind speed and IMF magnitude median values are listed in
Table 1 (parameters 6 and 7) for PsA from the two latitude

FIGURE 3 | The MLT distribution of low-latitude PsA (blue) and high-latitude PsA (salmon). We have used the start time of the PsA event to compile these
histograms. The MLT is estimated as UT+2.5 h for the low-latitude events and as UT+3 h for the high-latitude events.
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ranges. While the median solar wind speed for the low-latitude
PsA of 500 km/s exceeds the average speed, the wind speed during
the high-latitude events is about 390 km/s, which is at the level of
average solar wind speed or below. The difference in the solar
wind speed for the two PsA populations is illustrated by the
histograms in Figure 4. The solar wind speed distribution for the
low-latitude events extends up to 800 km/s (blue histogram),
while no solar wind speed values above 600 km/s have been
observed during the high-latitude PsA events (salmon
histogram). Due to the large difference between the number of
events in the two PsA populations, we used the bootstrapping
method to estimate the confidence interval of the median values.
The low-latitude PsA distributions were resampled with
replacement 500 times and the high-latitude PsA distributions
100 times. The resulting confidence intervals for the median
values are given in the parentheses under the median values in
Table 1. Even with the relatively small sample sizes in this study,
the median values of the two PsA populations clearly differ from
each other.

The IMF magnitude values (parameter seven in Table 1) for
the two PsA populations reveal a similar behaviour: the solar
wind driving is stronger during the low-latitude PsA events than
it is during the high-latitude PsA events. Both Dst, SML and Kp
index values (parameters 8–10 in Table 1) also suggest stronger
activity during the low-latitude PsA than during the high-latitude
PsA. The bootstrapped confidence intervals of the median values
for the two PsA populations are clearly separated. This suggests
that the low-latitude PsA events take place during substorm
recovery phases, while the high-latitude PsA does not have a
direct relationship to the global magnetic activity. Instead, the

high-latitude events occupy a globally quiet auroral oval, where
the “quiet” is not just a time sector difference from the midnight
but occurs during the time when the midnight oval is also quiet.

The fourth column of Table 1 contains the same solar wind
and magnetic activity parameters for our reference set of high-
latitude PsA events. For this event set we have chosen PsA periods
that are observed in the Svalbard ASC data but which only occupy
the southern part of the sky without ever reaching the local zenith.
These “south of high-latitude zenith” events do not have overlap
with the high-latitude PsA events but are a completely separate
PsA population. With this additional event set we hope to
determine the main driver that brings the PsA poleward.
Judging by the median values in the table, PsA stays
equatorward of the Svalbard zenith when the global electrojet
activity is elevated during the late morning MLT hours. SML and
Kp index median values for this reference event set are about
twice that for the high-latitude PsA, while none of the other
parameters listed in the table shows a significant difference.

3.3 Particle Precipitation During PsA
All available EISCAT Svalbard Radar electron density profiles
measured during PsA have been analysed to outline the electron
density behaviour in the ionosphere at 80–110 km. As these data
have been collected by radar runs with eight different experiments
and variable altitude resolutions, we bin all electron density values
into three height layers: 80–90 km, 90–100 km and 100–110 km.
Additional time averaging is not done but all measured electron
density profiles within the PsA periods have been included
individually in the height averaging. This procedure is
comparable to that by Tesema et al. (2020b). The temporal

FIGURE 4 | The solar wind speed distribution during the low-latitude PsA (blue) and high-latitude PsA (salmon). We have plotted the median solar wind speed
during the individual PsA periods.
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resolution of analysed EISCAT data is ~1 min. Most of the 20 PsA
events, for which EISCAT data were available, were covered over
the full lifetime of the events. Seven PsA events started before the
radar experiment did but only four of them lack more than
30 min of data coverage at the beginning. In total 2457 individual
electron density profiles were collected during the PsA events.

The results in Figure 5 show that the logarithm of the electron
densities in m−3 decreases with decreasing height. Above 100 km,
log (Ne) varies from 10.5 to 11 (black histogram). At 90–100 km
the logarithm ranges from 9.8 to 10.8 (purple histogram). The
widest distribution of electron densities is found at the height of
80–90 km, where log (Ne) peaks at 9.7 but ranges from 9 to 10.4
(orange histogram).

In the results by Tesema et al. (2020b), the logarithm of the
electron densities for all PsA types peaked in the range of
11–11.5 at the height of 100–110 km. Percentile values of 10%,
50% and 90% for APA at that height range were 10.8, 11.2, and
11.5 respectively. At 90–100 km, their APA related electron
density log values for 10% and 90% percentiles were 10.2 and
11.3 with a median of 10.8. And at 80–90 km, the log (Ne)
observed during APA events had 10% and 90% percentiles of
9.4 and 10.6 with a median value of 10.1. Our results overlap with
the lower range of their Ne distributions, as apart from two values
the high-latitude electron densities are below the median values
observed during low latitude APA events. While our results
mainly overlap with the low value tails of the electron density
distributions collected during APA type PsA of Tesema et al.
(2020b), it is worth noting that both PA and PPA also have the tail
of the distribution towards the low electron density values.

4 DISCUSSION

To the best of our knowledge this is the first large-scale report and
characterisation of high-latitude PsA. Svalbard image data provide a
unique opportunity to examine the occurrence and properties of
high-latitude PsA. While ASC stations within the main auroral oval
region will never experience dark skies during the day, the Svalbard
camera data allows us to study the occurrence and the appearance of
PsA at any time of the day during the polar night from November
until February. The decade of images analysed here does not include
a single PsA event at any other time of the day than the pre-noon
sector, at 3–10 UT or 6–13 MLT. About half of these events extend
across the MLT noon. This is in agreement with the early report on
high-latitude pulsating aurora by Brekke & Pettersen (1971), who
found high-latitude PsA exclusively in the pre-noon hours. The
agreement of these studies suggests that the lack of afternoon PsA in
the early study was not due to a solar activity bias as our study covers
a full solar cycle.

PsA studies by Partamies et al. (2017) and Tesema et al. (2020)
investigated events at the equatorward part of the auroral, which
is considered more typical latitude region for PsA occurrence.
Compared to their results, our high-latitude PsA events have a
lower occurrence rate, and they are related to milder magnetic
activity and weaker solar wind driving as well as less energetic
electron precipitation. Our results further show that the milder
magnetic activity is not only due to the PsA event times being
temporally farther away from the midnight sector substorm
activity, but that the magnetic activity is globally less severe
during the high-latitude PsA as compared to earlier reports of

FIGURE 5 | All available electron density (Ne) profiles during PsA events have been averaged over three height regions: 80–90 km (orange), 90–100 km (purple) and
100–110 km (black). The bars here are transparent to show the height of the bars behind. The bin width is 0.2.
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PsA at the equatorward part of the oval. It is particularly
interesting that our PsA observations show electron densities
towards the tail of the electron density distributions measured at
lower latitudes (Tesema et al., 2020b). PsA has been shown to
have a significant effect on the atmospheric chemistry and a
significant role in the precipitation energy deposition in the
morning sector MLT (Hosokawa & Ogawa, 2015; Tesema
et al., 2020; Verronen et al., 2021; Partamies et al., 2022).
However, all studies on atmospheric impact have been based
on PsA at the equatorward part of the oval with an MLT span
from midnight until about six MLT. Our findings suggest that
these high-latitude PsA events do not significantly contribute to
the changing mesospheric chemistry as the bulk part of the
precipitation energy is deposited higher up in the atmosphere.
In fact, the high-latitude PsA events more likely resemble the
lower envelope energy-flux spectrum of PsA, which has been
shown to cause no HOx production and no O3 depletion (Tesema
et al., 2020).

The quiet electrojet conditions observed during high-latitude
PsA suggest an anti-correlation between latitudes of PsA
occurrence and geomagnetic activity. The higher the
geomagnetic activity the lower latitudes the PsA occupy as the
auroral oval expands. This idea is verified by employing a
reference PsA event set where PsA is observed in the Svalbard
image data but does not reach the local zenith (Table 1). In these
reference set cases Kp index exceeds unity, while during our
zenith-reaching events Kp stays below unity. The fact that Kp is
only required to exceed one for PsA not reaching the zenith over
Svalbard may also explain why so few high-latitude PsA events
were detected over a decade. In the time span of our PsA events
(2010–2021) Kp index was below one only for 30% of the time in
total. Just like in the early report by Brekke & Pettersen (1971),
the occurrence time of our PsA events does not show correlation
with the magnetic activity. The meridional extent of PsA,
however, does seem to correlate with the magnetic activity.

The statistical occurrence of different PsA types by Grono &
Donovan (2020) does not cover our high-latitude region, nor the
local magnetic noon. What they do suggest, however, is that APA
type reaches furthest poleward and closest to noon. Bland et al.
(2019) observed PsA activity extending to magnetic noon at Syowa
Station (66.5° magnetic latitude). The five PsA-related events at
McMurdo station (80° magnetic latitude) reported by Bland et al.
(2021) were classified as APA and one as PPA. The classification was
done for Syowa Station where optical data were available, while the
rest of the PsA observations were based on HF attenuation of the
SuperDARN radar signal and noise. It is worth noting, however, that
the whole set of southern hemispheric events was heavily biased by
APA (over 70%). Nonetheless, their PsA observations give an
indication towards high-latitude PsA being primarily APA. These
PsA-related HF attenuation events took place during the late
afternoon to pre-midnight MLT hours with Kp index at 2–3.
This may indicate that the EEP was related to high-latitude
substorm precipitation rather than PsA at McMurdo. However,
as mentioned by Grono & Donovan (2018), APA type PsA tend to
occur earlier than the other PsA types. APA type has been observed
pre-midnight and within substorm aurora, and may thus contribute
to substorm-related particle precipitation as well.

In particular our visual sub-categorisation but also the fact that
our PsA events were associated with relatively low electron
densities, strongly supports the conclusion that the high-
latitude PsA events are nearly exclusively APA type events.
While our comparison of ionospheric electron densities
between low and high latitude PsA events does not take into
account a possible difference between the ambient ionospheric
conditions of the two station locations, both electron density
studies are performed for local time hours leading to the daylight.
As we further only conclude that the high-latitude electron
density values are low (below the median value) compared to
the range of electron densities reported by (Tesema et al., 2020b)
during APA type PsA, we anticipate that our conclusion is robust
enough to support the visual PsA categorisation of this study. In
agreement with earlier studies, our findings indicate that APA
tends to be the PsA type carrying the least energy into the
atmosphere. It is thus not likely to cause direct chemical
changes in the mesosphere but would rather represent the
lower envelope energy-flux spectrum of PsA. It is important to
note, however, that even without the ionisation reaching the
mesosphere, a significant indirect chemical impact may take place
through thermospheric ionisation, NOx production and
consequent downward transport inside the winter polar vortex
(Verronen et al., 2021).

While our PsA population that occurs south of the high
latitude zenith (rightmost column in Table 1) may be related
to earlier substorm activity in the midnight sector with dawnward
drifting energetic electrons, the high-latitude PsA are less
dependent on geomagnetic activity and more persistent during
quiet conditions. This is in agreement with high-latitude chorus
wave observations, which peak in the noon sector and persist
through the magnetically quiet time (Spasojevic & Inan, 2010).
Due to the quiet conditions the fluxes of the high-energy source
electron population may be lower, which can explain the
dominance of low-energy APA in the dayside PsA
observations. As discussed by Liang et al. (2021), while patchy
pulsating aurora is commonly related to cold plasma structuring
at the equatorial region, the APA type PsA does not necessarily
have the same source region. They further noted a possibility that
the APA type would be associated with depletions rather than
enhancements in the cold plasma. This would lead to lower fluxes
of energetic electrons available for wave-particle interaction and
thus, lower fluxes of precipitation. However, there are still
unanswered questions about the structuring and the source
region of the APA type PsA. Resolving the remaining
questions will require coordinated ground and space-based
measurements during the different PsA types.

5 CONCLUSION

We have analysed a decade of high-latitude auroral image data for
signatures of pulsating aurora (PsA). In total, we identified 68 PsA
events, which is a low number compared to the length of the data
series. The occurrence of these PsA events is focussed on the pre-
noon magnetic local time (MLT) sector, between about 5 and 11
MLT. About half of our PsA events lasted into the post-noon sector,
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but no late afternoon or nighttime PsAwere found. Our results show
that these PsA events are related to lower geomagnetic activity and
lower solar wind driving compared to PsA at lower latitudes.
Electron density measurements during our PsA events also show
lower values at ionospheric heights of 80–110 km compared to the
PsA events at lower latitudes. Both the low ionisation rate and the
transient and non-traceable appearance of these PsA events suggest
that they are of sub-type calledAmorphous Pulsating Aurora (APA).
Due to their low ionisation rate these PsA events are not likely to lead
to any direct changes in the mesospheric chemical composition, but
will rather contribute to the indirect chemical changes during the
winter months.
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Effects from dayside
magnetosphere to distant tail
unleashed by a bifurcated,
non-reconnecting interplanetary
current sheet
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D. J. Sibeck3, S. W. H. Cowley4, R. B. Torbert1, B. J. Vasquez1 and
J. Berchem5

1Space Science Center, University of NewHampshire, Durham, NH, United States, 2The Johns Hopkins
University Applied Physics Laboratory, Laurel, MD, United States, 3NASA/Goddard Space Flight Center,
Greenbelt, MD, United States, 4Department of Physics & Astronomy, University of Leicester, Leicester,
United Kingdom, 5Department of Earth, Planetary and Space Sciences, University of California, Los
Angeles, Los Angeles, CA, United States

Global magnetospheric effects resulting from the passage at Earth of large-

scale structures have beenwell studied. The effects of common and short-term

features, such as discontinuities and current sheets (CSs), have not been studied

in the same depth. Herein we show how a seemingly unremarkable

interplanetary feature can cause widespread effects in the magnetosheath-

magnetosphere system. The feature was observed by Advanced Composition

Explorer inside an interplanetary coronal mass ejection on 10 January 2004. It

contained 1) a magnetic field dip bounded by directional discontinuities in field

and flows, occurring together with 2) a density peak in what we identify as a

bifurcated, non-reconnecting current sheet. Data from an array of spacecraft in

key regions of the magnetosheath/magnetosphere (Geotail, Cluster, Polar, and

Defense Meteorological Satellite Program) provide context for Wind’s

observations of flapping of the distant (R ~ −226 RE) magnetotail. In

particular, just before the flapping began, Wind observed a hot and tenuous

plasma in a magnetic field structure with enhanced field strength, with the By

and Bz components rotating in a fast tailward flow burst. Closer inspection

reveals a large flux rope (plasmoid) containing lobe plasma in a tail strongly

deflected and twisted by interplanetary non-radial flows and magnetic field By.

We try to identify the origin of this ‘precursor to flapping’ by looking at data from

the various spacecraft. Working back towards the dayside, we discover a chain

of effects which we argue were set in motion by the interplanetary CS and its

interaction with the bow shock. These effects include 1) a compression and

dilation of the magnetosphere, 2) a local deformation of the postnoon

magnetopause, and, 3) at the poleward edge of the oval in an otherwise

quiet polar cap flow, a strong (3 km/s) sunward flow burst in a double

vortex-like structure flanked by two sets of field-aligned currents. Clearly, an

intertwined set of phenomena was occurring at the same time. We learn that

multi-spacecraft analysis can give us great insight into the magnetospheric

response to transient changes in the solar wind.
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Introduction

The terrestrial magnetosphere constitutes an obstacle to the

continuous flow of magnetized plasma from the Sun, i.e., the

solar wind, and its dynamics derive in large measure from its

interactions with this stream. The solar wind flowing past the

magnetosphere changes over various timescales. From a

geoeffectiveness perspective, variations on long time scales

have attracted most attention, specifically those associated

with interplanetary coronal mass ejections (ICMEs) and, in

particular, their subset magnetic clouds (MCs [1]). In these

large (fraction of an AU) solar eruptions, important

parameters, such as the North-South component of the

magnetic field, Bz, change slowly and can reach extreme

values not otherwise sampled and which are maintained for

several hours, even days. This continued forcing of the

magnetosphere gives rise to geomagnetic storms of a wide

range of intensities (e.g., [2,3]), and repetitive substorm

activity [4,5], such as sawtooth events (e.g., [6]).

The solar wind also changes in a discontinuous fashion. Such

transient changes can occur, for example, at tangential (TDs) and

rotational (RDs) discontinuities [7–9], and shocks. Studies of the

impact that these directional discontinuities (DDs) have on the

coupled magnetosphere-ionosphere (M-I) system have been by

nature more eclectic and, in some sense, more interesting. There

are various reasons for this. Among them are: 1) while impulsive

at source, they can set in motion a chain of interlinked responses

mediated by field-aligned currents (FACs) which couple

momentum and energy from the magnetosphere to the

ionosphere; 2) waves that typically accompany a strong

disturbance of a magnetoplasma propagate and spread out,

transmitting the effects and, importantly, 3) DDs are very

frequent in the solar wind. Further, the impulsive changes

may involve more than one parameter. Even for DDs

involving just the magnetic field vector, one has to take into

account the different background plasma and field conditions

they occur in (e.g., a North-South deflection of a strong magnetic

field in a tenuous plasma). Also, shocks may be isolated or may be

driven by CMEs and high-speed streams in corotating

interaction regions (CIRs), or may be propagating inside a

CME. In the last case, for example, the disturbances of

magnetospheric plasmas and fields can be very strong: thus,

in two studied cases they emptied the outer radiation belt of

energetic electrons (see e.g., [10,11]).

Although of short duration at source, the effects of DDs on

magnetospheric plasmas and fields can be spread out in time.

Intuitively, the strength of the response should depend on the

amplitude of the impulsive change, at least until saturation, if

there is any, sets in. Combinations of simultaneous impulsive

changes introduce additional features in the magnetospheric

response. For example, sharp velocity deflections

accompanying the magnetic changes at a TD usher in a

vortex sheet element and the latter results in tangential

stresses being exerted on the magnetopause (see, e.g., [12]). A

TD at which there is a sharp rise/drop in density will undergo a

change as it interacts with the bow shock. Thus, for a density rise

a fast magnetosonic wave carrying part of the density jump

precedes the modified TD and perturbs the magnetopause first

[13,14]. This was realized in a prescient study by [15] (see also

[16]), and shown observationally by [17] and [18]. In addition, a

pressure rise at a TD which is oriented such that the motive

electric field points towards it from at least one side can excite hot

flow anomalies (HFA) at the bow shock which may lead to a

distortion of the magnetopause in the form of a local protrusion

[19–21] and large-amplitude motions. HFAs illustrate the point

that while transient changes in the interplanetary (IP) medium

may seem fairly innocuous, they may yet trigger considerable

disturbances in the magnetospheric plasmas and fields.

In what follows we shall examine such a case. Our focus is on

a short-duration (~1/2 h) variation in the interplanetary plasma

and magnetic field parameters which we identify as a current

sheet (CS). Absence of accelerated flows indicates it is non-

reconnecting. Through a very good deployment of spacecraft we

can monitor its effects on the magnetosheath/magnetosphere,

from dayside to the far tail (~−230 Re). Its effects are found to be

clear and large. In particular, a large flux rope structure was

ejected down the distant tail at great speed before a tail flapping

episode began. Interestingly, the IP feature is embedded in a long

(~1 day) ICME which provides the ambient medium our feature

occurs in. This ambient medium is marked by large non-radial

flows and strong fields whose effects on the dayside, duskside

magnetosheath and in the far tail (windsock-type deflection and

twisting) are clearly seen.

We make use of the following data sets. From the Advanced

Composition Explorer (ACE) we analyze magnetic field data

from the Magnetic Field Experiment (MAG [22]) and proton

data from the Solar Wind Electron Proton Alpha Monitor

(SWEPAM [23]) at 16 s (occasionally, 1 s) and 64 s

resolution, respectively. Data from Wind are provided by the

Magnetic Fields Instrument (MFI [24]) and the 3DP instrument

(3DP [25]). Typically, we use data at 3 s resolution from both.

The Wind 3DP instrument consists of six different sensors.

There are two electron (EESA) and two ion (PESA) electrostatic

analyzers with different geometrical factors and field-of-views

covering the energy range from 3 eV to 30 keV. More details

can be found in [26], who also review 20 years of discoveries
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made by Wind. Geotail magnetic and plasma data are from the

MGF [27] and LEP [28] instruments, respectively, at a

resolution of 3 s (MGF) and 12 s (LEP). Cluster magnetic

field data are from the Cluster Magnetic Field investigation

(MGF [29]), and the plasma data are from the Cluster Ion

Spectrometry experiment (CIS [30]). Polar magnetic field data

are from the Magnetic Fields Experiment (MFE [31]) and

plasma data are from the hot plasma Analyzer (HYDRA

[32]). Key parameters at 1 min and 6 s resolution are

employed. Defense Meteorological Satellite Program (DMSP)

satellites are Sun-synchronous satellites in nearly circular polar

orbit at an altitude of roughly 835 km and an orbital period of

approximately 101 min. The SSJ instrument package included

on all recent DMSP flights uses curved plate electrostatic

analyzers to measure ions and electrons from 30 eV to

30 keV in logarithmically spaced steps [33]. Because of its

upward pointing and limited pitch angle resolution, DMSP

SSJ measures only highly field-aligned precipitating particles.

The DMSP magnetic field experiments (SSM) consist of triaxial

fluxgate magnetometers with a range of ± 65,535 nT and one-

bit resolution of 2 nT [34]. The time resolution of SSJ and SSM

data is 1 s. The DMSP magnetic field data can provide estimates

of the large-scale structure of FACs (e.g., [35–37]).

Interplanetary and far tail
observations

Interplanetary observations are from spacecraft ACE in orbit

around the L1 point. Before we describe them, we present an

overview of the effect in the far tail which motivated this

investigation. It was observed by the spacecraft Wind which

was sampling the distant tail near the ecliptic plane on the

duskside.

Figure 1 showsWind plasma and magnetic field observations

over a 2-h interval from 11 to 13 UT on 10 January 2004. During

this interval Wind was near the Earth-Sun L2 point in the

geomagnetic tail at an average position vector R = (−227,

34, −9) RE (GSE), i.e., on the duskside and slightly south of

the ecliptic. From ~11:30 to ~11:55 UT, the Earth-Sun Bx

FIGURE 1
Proton and magnetic field data from spacecraft Wind during
11–13 UT, 10 January 2004. From top to bottom: the proton
density, temperature, total field and its GSE components, and the
proton beta.

FIGURE 2
ACE observations on 10 January 2004. From top to bottom:
the proton density, bulk speed, (pairwise) components of flow and
magnetic field, the dynamic pressure in nPa, and the IMF clock
angle, i.e., the polar angle in the GSM YZ plane. The dynamic
pressure includes the alpha-particle contribution. The vertical red
line shows the time of the current sheet which we discuss here.
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component repeatedly changed polarity (panel 4), i.e., the tail was

flapping. But before the flapping, there is a different structure, a

“precursor”, shown between vertical guidelines. Here the density

is low, and the temperature is high. The total magnetic field, B, is

enhanced, and the field components rotate through a large angle.

As shown later, the field change is embedded in a plasma flow

which is strongly tailward. This feature is the focus of our paper:

What gave rise to it and what perturbations did it excite in the

magnetosphere?

We have not yet included plasma velocities. This is because

the bulk velocities from the PESA Low instrument are not

trustworthy during this period. They follow the proper trends

but are not to be trusted in absolute values. We shall return to this

qualification when later we use moments from the analysis of the

full 3D velocity distribution functions (VDFs) from PESA High,

as we discuss Wind observations in more detail.

We return to ACE observations. Figure 2 shows 1 day of data.

This is a tabulated, fast ICME lasting from six UT, January 10 to

5 UT, 11 Jan 2004 [38]. Some relevant features are as follows:

1) There are strong non-radial flows, particularly in Vy. This is

unusual for ICMEs (see [39]). In accordance with the

windsock effect, we expect a deflected tail [40–43].

2) Close to the red vertical guideline at ~10:10 UT, there are clear

field and flow gradient discontinuities near maximum B.

These give the temporal profiles of the field and flow a

“kink-like” structure. (In this context, by “kink” we mean a

place where there is a discontinuous change in the temporal

gradients of B and V.) This is our focus. There is a strong By

component, whose gradient changes at the red line. A short

time earlier the Vy component transitions from negative to

positive values. Torques are being applied to the tail which

twist it [20,44,45].

3) At this structure, there is a peak in the density concomitant

with a decrease of 20% of a strong B. This will serve as a good

tracer when we look at observations from other widely-spread

spacecraft.

4) The structure lies in a ~4-hour-long region of strong and

positive GSM Bz. During this, the clock angle (i.e., the polar

angle in the GSM YZ plane; last panel) is less than 60°.

In summary, while compared to the larger ICME structure

these features look innocuous enough, their effects are

significant. In addition, we shall also show that they are

related to the precursor at Wind.

A shorter interval is plotted in Figure 3. The resolution of the

magnetic field data is now 1 s. The feature lasts for ~17 min. The

dynamic pressure (top panel, blue trace) shows a 2-pronged

profile: it rises (from 2 to 4.8 nPa), drops (to 3.2 nPa), rises again

(to 6 nPa) and then decreases to ambient values (2 nPa). This

will cause the magnetopause to bounce. We performed a

minimum variance analysis on the 1-s magnetic field data in

the interval 10:00–10:25 UT. The routine returned a normal,N =

(0.77, 0.50, 0.38) (GSE). The intermediate-to-minimum

eigenvalue ratio = 3.3. We thus have a CS. There was a

normal field component, BN = −4.52 ± 0.59 nT. The CS is

bifurcated, with sharp changes at the edges, and a plateau in

between. There is no plasma jetting, so that it is a non-

reconnecting CS. There is indication that minimum B

precedes the strongest rise in Np by about 5 min.

Figure 4 shows the positions of the spacecraft, with on the

left the XY GSE plane and on the right the ZX plane. The top

panel shows ACE at the L1 point (red) and Wind (blue) at the

L2 point in the distant tail. The spacecraft separation in X is

~480 RE. The bottom panel shows the positions of Geotail

(blue), Cluster 1 (red) and Polar (purple). Geotail is in the

ecliptic plane at dawn magnetic local times (MLTs). Cluster

1 and Polar are at dusk South of ecliptic. Cluster 1 is near the

bow shock and Polar is initially inside the magnetosphere. We

thus have satellites providing simultaneous observations from

all important regions: unperturbed solar wind, near the

magnetopause, just below the magnetopause, and at the

distant tail.

FIGURE 3
A zoom-in of the interval 9:40–10:40 UT. The ACE field data
are now at a resolution of 1 s. The vertical blue lines bracket the CS.
Overlaid on the density in the top panel is the dynamic pressure (in
blue, with scale on the right). Note that the minimum in B
(bottom panel) occurs ~5 min before the density reaches its peak
value.
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Observations near the dayside
magnetopause and bow shock

We discuss observations near the dayside magnetopause and

bow shock made by Geotail, Cluster 1 and Polar. Figure 5 shows

an overlay of ACE (black trace) and Geotail (blue trace) magnetic

field data at 16 and 3 s resolution, respectively. The CS arrives at

Geotail at ~10:50 UT. The agreement is very good when the ACE

data are shifted forward in time by 46 min. Correlation

coefficients are: 0.93 (Bx), 0.98 (By), and 0.92 (Bz). We

conclude that Geotail remained in the solar wind all the time.

The remarkable agreement implies that the CS is not evolving

much while traveling in the solar wind from ACE to GT, which

are separated by 217.0 RE, mostly in the X-direction.

Next, we turn to Cluster 1. We recall that Cluster 1 was

expected to be in the Southern hemisphere near the bow shock

(Figure 4). Figure 6A gives an overlay of ACE (black trace) and

Cluster 1 (red) data for the 10-h interval 6 to 16 UT. Delaying

ACE data by 47 min results in very good agreement when Cluster

1 is in the solar wind (up to ~11:10 UT), similar to that between

ACE and Geotail. Thus, the CS arrives at Cluster 1 and Geotail

practically simultaneously. Performing a minimum variance

FIGURE 4
The positions of the spacecraft at 11 UT. (A) (top): ACE (red) upstream of Earth near the L1 point and Wind (blue) in the distant tail. (B) (bottom):
The near-magnetopause spacecraft: blue: Geotail, red: Cluster 1, purple: Polar. The left-hand panels show the XYGSE plane while those on the right
hand show the XZ GSE plane. The curves show model bow shock and magnetopause

FIGURE 5
An overlay of ACE (black) and Geotail (blue) magnetic field
data. ACE data are delayed by 46 min.
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analysis on the Geotail magnetic field data in the interval 10:

40–11:20 UT, we obtain a normal (GSE) N = (0.75, 0.29, 0.60)

(eigenvalue ratio = 8.6). Thus, the CS will arrive at the duskside

magnetopause first.

As the dynamic pressure decreases just after the B-drop at the

CS, Cluster 1 crosses the sunward—moving bow shock into the

magnetosheath. The outward motion of the bow shock can be

studied by timing its passage over the Cluster configuration. The

four spacecraft enter the magnetosheath in the order C1-C2-C3-

C4. Shown in Figure 6B is a clear rise in B observed by all the

spacecraft just after 11:08 UT. We triangulate this feature using

the technique of [46], [47]. Four-spacecraft timing gives a bow

shock velocity along its normal of V = 98.6*(0.9, 0.2, −0.3) km/s,

i.e., sunward, duskward and southward.

We now consider Polar observations. At 11 UT, the

spacecraft was at (6.1, 4.8, -4.2) RE (GSE), i.e., on the

duskside south of the ecliptic. Figure 7 shows magnetic field

and electron data. (Proton data from HYDRA are not

available.) From top to bottom, the figure shows the electron

density, bulk speed and temperature at 14 s temporal

resolution, the magnetic field components in GSE

coordinates, and the total magnetic field. The resolution of

the magnetic field data is 0.92 min. For the 17-min interval 10:

51 to 11:08 UT (between vertical guidelines), the temporal

profile of Ne closely resembles that at Cluster 1 and ACE.

Timing the arrival of the density peak, we find a delay ACE-

Polar of ~48 min. The high-density structure is associated with

a decrease in electron flow velocity, and reduced temperatures.

There is a 2-pronged drop in the magnetic field strength, the

second of which coincides with the density rise.

FIGURE 6
(A) (top). Overlay of ACE (black) and Cluster 1 (red) data for the
interval 6 to 16 UT. ACE data have been delayed by 47 min. (B)
(bottom): The crossing of the bow shock by the four Cluster
spacecraft.

FIGURE 7
Data from theMFE andHYDRA instruments on Polar. Electron
data: density, bulk speed and temperature. Magnetic field:
Components in GSE coordinates and total field. The vertical
guidelines bracket the interval where the clear changes in all
these parameters suggest that Polar is sampling the CS-structure
observed about 48 min earlier by ACE.
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To better understand what Polar is seeing, we consider the effect

of the CS when it is near the duskside magnetopause. Recall that

Cluster 1 and Polar are on the duskside at a distance of 9.4 RE and on

opposite sides of the magnetosheath (Figure 4), so the effect on the

immediate neighborhood of Polar can be monitored well. Shown in

Figure 8 are the data from Polar and Cluster 1 (in blue) around the

timewhen the CS reachedCluster 1, whose data have been shifted by

1.5 min to align the peaks of the density profiles.

Clearly, the two spacecraft see very different magnetic field

profiles. Because the CS is also associated with (large) changes in the

velocity, there is a vortex sheet element involved, and the structure

will exert tangential stresses in addition to normal ones (see [12]).

These will distort the magnetopause. We now show that the

tangential stresses are comparable to the normal ones by

considering the pressure tensor.

The total pressure tensor (total momentum flux tensor) is

given by

Πab � (p + B2
/2μ0)δab + ρVaVb − BaBb/μ0

where a, b are running indices over the (i, j, k) coordinates

resulting from MVAB, p is the thermal plasma pressure, and ρ is

the mass density. MVAB analysis on the Cluster 1 data for the

interval 10:48 to 11:08 UT gave the following eigenvalues i =

(−0.58, 0.81, −0.11), j = (−0.24, −0.046, 0.97), and k = (0.78, 0.59,

0.22). The intermediate-to-minimum eigenvalue ratio = 13.0, so

the result is robust. The result is shown in Figure 9. The

tangential stresses (third and fourth panels) are even

somewhat larger than the normal ones (panel 2). Thus, on

transmission through the bow shock, we expect a strong local

deformation of the magnetopause and perturbations in the

magnetosheath [17,48].

Indeed, in Figure 8, around 11 UT when Polar sees a density

enhancement, By goes from ~90 to ~0 nT and Bz goes from 0 to

60 nT. These values are different from those recorded by the

spacecraft while in the magnetosphere at the beginning and end

of the interval plotted. Thus, Polar is probably crossing briefly

into the magnetosheath, which is strongly disturbed and

deformed by the forces exerted on it by the CS, which

resulted in this field rotation.

Figure 10 shows differential energy fluxes of electrons and

ions. From 10:50 to 11:06 UT there is a clear enhancement in

both, when Polar is sampling the passage of the density peak in

the CS structure. A 2-dip structure in B (Figure 7) is seen due to

the 2-dip profile of Pdyn at ACE (Figure 3).

Observations from low-altitude
spacecraft

We next consider observations from the low-altitude

spacecraft F16 and F13, which were following dawn-to-dusk

trajectories in the Southern hemisphere, rising to about 80°

MLAT. Figure 11 shows, from top to bottom, the energy

FIGURE 8
Polar (black traces) and Cluster 1 (blue) for the interval 10:
40—11:20 UT. Cluster 1 data have been time-shifted by 1.5 min to
align the peaks of the density profiles in panels 3 and 4.

FIGURE 9
The pressure tensor based on Cluster 1 spacecraft data. From
top to bottom, the total field for reference, the total pressure in the
direction perpendicular to the CS at Cluster 1, ∏kk, and the
tangential stresses in the ith (∏ki) and jth directions (∏kj).
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FIGURE 10
Polar/HYDRA differential energy fluxes, with electrons at the top and ions at the bottom. At 11 UT Polar is sampling the SC-structure while
located at the distorted magnetosphere/magnetosheath boundary.

FIGURE 11
Satellite F16 field and plasma data collected on a dawn-dusk pass reaching to high MLATs in the Southern hemisphere. The focus is on the
sunward-directed, 3 km/s flow burst at around 11 UT (panel 4). For further details, see text.
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fluxes of electrons and ions, the density, the velocity and the

magnetic field perturbations seen by F16 from 10:39 to 11:09 UT.

We supplement this with the top part of Figure 12 (Figure 12A),

which shows the magnetic field, and the electron and ion

spectrograms. The MLAT and MLT are given at bottom.

Around 10:59:02 UT (similar time to Polar) during the

bouncing motion of the magnetopause and when F16 was at

the poleward edge of the oval, the spacecraft sees a strong

(~3 km/s) sunward flow burst in a double vortex-like structure

(Figure 11, fourth panel). From Figure 12A, which plots more

FIGURE 12
(A) (top) A zoom-in of F16 data showing themagnetic field perturbations and associated FAC pair, and the precipitation electrons and ions they
occur in. (B) (bottom) Similar observations made by F13 in the southern hemisphere in approximately the same region as F16 but about 1–2 h MLT
earlier. It is included to put the F16 observations into context.
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clearly the cross-track (green solid line) and along-track

(magenta dotted line) perturbations in the magnetic field, this

flow structure is flanked by two (up and down) field-aligned

currents (FACs), which change polarity at ~11 UT.

In the poleward region of the oval at pre-midnight local times

(MLT = 21:48–22:47), the FAC is upward a few min before 11:

00 UT and then downward a few min after 11:00 UT. In the

upward FAC region, mono-energetic and broadband electrons

can be found [49,50]. As discussed next, the equatorward portion

of the oval at pre-midnight (MLT ~21:48–21:22 and MLAT

~ −67.0° to −61.4°) is sampled at 11:01:23–11:03:11 UT and

the precipitation looks more typical, suggesting that closer to

Earth, near the isotropy earthward boundary, the behavior of

plasma and magnetic field is more typical. At post-midnight (00:

30–05:00 MLT), at the poleward region of the oval, there is

evidence of broadband electron acceleration which can be

attributed to Alfvén wave activities (e.g., [49]).

Figure 12B, which shows the magnetic field and

spectrograms from F13, is included for context. F13 crosses

almost the same region as F16 but about 10 min earlier and

1–2 h earlier in MLT. This gives us an idea what the region

looked like before the disturbance. Prior to 11:00 UT, the

postmidnight-dawn auroral oval looks very similar in F13 and

F16 and exhibits typical, moderately active plasma sheet and

plasma sheet boundary layer (PSBL) electron and ion

precipitation (e.g., [51]; [52]). F13 crosses the premidnight

oval from 10:47:44 to 10:53:48 UT, prior to the arrival of the

disturbance, and also observes typical moderately active plasma

sheet precipitation. The first panel in Figure 12B shows that

F13 also observes region-1 (R1) upward FAC (e.g., [37]).

However, when F16 crosses the pre-midnight oval about

10 min later the characteristics of the oval had changed,

particularly the poleward portion of the auroral oval where

the spacecraft observes up and down FAC regions and

reduced electron and ion precipitation energy fluxes, as

described above. On the other hand, the equatorward portion

of the oval at 11:01:23—11:03:11 UT (MLAT = –67.01° to

–61.41°) looks similar to that observed by F13.

Far tail observations

We now return to the prime concern which kicked off this

investigation: Wind’s observation of a precursor to tail flapping

(Figure 1). A close view of this “precursor” is given in Figure 13.

For the 10-min interval 11:20 to 11:30 UT, this plot shows the

proton density, temperature and flow components in GSE

coordinates, the total field and its GSE components, and the

proton ß. Since, as noted earlier, the absolute values of the

velocity moments derived from the onboard moments of the

PESA Low instrument are not to be trusted, we use PESAHigh, at

a resolution of ~90 s. Analysis of the 3D VDFs from PESA High

gives the values shown. The interval over which each data point is

valid (~90 s) is also shown.

At the start and end of the interval (outside the time span

bracketed by vertical blue guidelines), Wind is in the

magnetosheath: hot and dense plasma moving antisunward at

~540 km/s. Starting at around 11:25 UTWind enters a large blob

of lobe (low-ß) plasma in a flux rope-type structure which was

being ejected at higher speeds (~680 km/s) down the tail. The low

density and high temperature are obtained from the PESA High

spectrograms. The flux rope configuration is inferred from the

enhanced B, peaking at the center, and the coherent rotations in

the other field components. Taking the duration (2.9 min) and

multiplying it by the plasma velocity (678 km/s) yields a scale size

of the plasmoid of 18.4 RE. Minimum variance analysis [53] gives

an orientation for the flux rope axis of (−0.19, −0.24, 0.95) GSE,

i.e., pointing strongly North. This would be a strange orientation

in the tail if there were no twisting. (See discussion below where

the effect of interplanetary By < 0 is taken into account.)

FIGURE 13
A zoom–in of the structure (bracketed by blue guidelines) in
the far tail seen by Wind before the tail started to flap: A low-
density, hot plasma is being ejected down the tail in a flux rope
structure. The velocitymoments are obtained from the PESA-
HIGH instrument. See text for further details.
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The magnetosheath flow has a significant positive Vy

component (~150 km/s), implying that the tail is deflected

towards dusk. The tail axis makes an angle with the Sun-

Earth line of ~17°. This is evidence of the windsock effect,

which results from the positive East-West flow component,

Vy, seen by ACE at the CS (Figure 2; [40,42,54]).

How are the fast tailward-moving plasmoid atWind and the

fast sunward-moving twin-vortex pattern at F16 related? We

suggest the following interpretation. The Wind and

F16 observations point to the formation of an X line in the

near-Earth tail region earthward of Wind. Wind observes the

large plasmoid while F16 observes a fast sunward-flowing, rather

large bursty bulk flow (BBF)-like structure (width of about 1 h

in MLT).

The velocity shear between the BBF-like structure and the

ambient plasma may lead to a vortex-like flow and a pair of

upward-downward FACs ([55], their Figure 19) as they sweep

aside the field lines, similar to Kelvin-Helmholtz vortices forming

at the magnetopause boundary due to velocity shear [56,57].

However, the pair of FACs seen by F16 is in reverse order (the

upward FAC is Westward rather than Eastward of the downward

FAC), which may be attributed to the twisting of the tail

produced by the torque exerted by IMF By.

Wind observes a tailward-flowing plasmoid at the distant tail

in the lobe on open field lines. DMSP F16 observes fast vortex-

like structures flowing sunward, just Earthward of the open-

closed boundary (reconnection line; see Figure 11, fourth panel).

Moreover, the F16 satellite also observes an upward and

downward FAC near the open-closed field line boundary

(Figure 12A, top panel), which would be consistent with the

fast flow. In the upward FAC region, at −73.6° to −70.6° MLAT,

F16 observes mono-energetic electrons, which is suggestive of the

presence of a quasi-static upward electric field that accelerates the

electrons downward and retards ion precipitation. This may

partly explain the low ion energy fluxes in the

F16 spectrogram. However, in the downward FAC region in

Figure 12A from MLAT = −70.6° to −67.0°, the F16 ion energy

fluxes remain low despite there being no evidence of mono-

energetic electrons and, hence, of a significant upward electric

field. The low ion and electron fluxes observed by F16 are quite

noticeable when compared to those in the pre-midnight oval near

the open-closed boundary observed by F13 (Figure 12B).

F13 observes an upward FAC and there is some evidence of

monoenergetic and broadband electrons, which can limit some

ion precipitation. Yet, in spite of this, the ion energy fluxes in

F13 observations are still higher than those in the downward FAC

region in the F16 observations. The F16 electron energy fluxes

also appear to be lower than their counterpart in the

F13 observations.

Low ion and electron energy fluxes would be consistent with

the scenario where the fast flow structure has depleted pressure

and flux tube entropy (e.g., [58,59]). In Figure 12A, equatorward

of the downward FAC region, the F16 ion and electron energy

fluxes appear typical and are comparable to their counterpart in

the F13 observations (Figure 12B). This would be expected

because this region is not part of the fast flow region.

Additionally, we perform a very crude calculation of the

timing when Wind and DMSP observe the disturbance. Wind,

located ~227 Re downtail, observes the plasmoid around 11:

25–11:28 UT. The plasmoid moving at –621 km/s from the

X-line around X ~ −25 Re would reach Wind in about

34 min, assuming a constant plasmoid speed from the X-line

to the Wind location. DMSP observes the fast flow structure

around 11:00 UT. Assuming fast flow speed of 300 km/s, the

timing would suggest an X-line forming in the ballpark of 10:

51–10:54 UT

Summary and discussion

In this work, we analyzed an interlinked chain of effects in the

M-I system elicited by a short (~1/2 h) interplanetary non-

reconnecting, bifurcated current sheet. The interplanetary

structure was observed by ACE, ~237 RE upstream of Earth.

Its signatures included a discontinuity in the gradients of the B
and V profiles and concomitant Np-rise and B-dip near peak

magnetic field strength. This structure was observed inside an

ICME and its magnetic field was dominated by the East-West

component, By, while strong non-radial flows (Vy and Vz) were

reversing their polarity.

The magnetospheric response included: 1) in-out motions of

the magnetopause and bow shock, 2) a local deformation of the

magnetopause in the postnoon sector; 3) a 3 km/s sunward flow

of a twin vortex pattern at the edge of the auroral oval, which was

flanked by two sets of FACs, and associated with low ion and

electron energy flux/pressure/flux tube entropy, having a large

spatial scale (within 1 h inMLT), and 4) in the distant (~−230 RE)

tail, a fast (~−680 km/s) and large ejection of lobe-like plasma in

a magnetic flux rope structure, which preceded observations of

tail flapping. Using a reliable timer assured us that these

phenomena are inter-related. The circumstances in which the

IP feature occurs, in particular a strongly kinked, negative By

(~−15 nT) and a flow component Vy which had just transitioned

from negative to positive, strongly twisted and deflected the tail

from the Sun-Earth direction. It was possible to monitor the

effects over such a long distance because of a good arrangement

of spacecraft in the unperturbed solar wind, near the

magnetopause, just below the magnetopause, and in the

distant tail. The work thus illustrates how observations from

an array of spacecraft spread throughout the magnetosphere can

provide insight into, and whet our appetite for, magnetospheric

dynamics.

Regarding the persistence of the density pulse, it is likely a

structural feature of the current sheet related to its total internal

pressure balance. The density change is not sharp like at a

tangential discontinuity (TD) and does not induce new waves.
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Interestingly, the event took place in otherwise very quiet

geomagnetic conditions. As shown in Figure 14 (last 2 panels) the

AE index was ~0 nT and Sym-H ~ −10 nT. The kink structure

was embedded in a 5-to-6-h period (9-~15 UT), starting in the

recovery phase of a substorm and a (weak) storm, and finishing at

the start of the growth phase of another substorm and an

intensification of the ring current. As seen in the top panels

(IP data are time-shifted to the magnetopause), this covered a

period in the ICME around a maximum in B, positive Bz and a

bipolar variation in By.

With the strong interplanetary By (~−15 nT), one would

expect the geomagnetic tail to twist. We would expect the tail

neutral sheet (NS) to be strongly twisted so that its normal

would point towards–Y (GSE, West). Can this effect be seen in

the in situ data at Wind? There are at least two indications. 1)

Above, we derived the axis orientation of the flux rope at

Wind, and found it to be mainly in the + z GSE direction. With

the imposed twist this would be mainly along the Y-direction,

which is an orientation more in line with what one would

expect; 2) A further confirmation of the tail twist comes from

the FAC polarities seen at F16 (Figure 12A). If we accept the

hypothesis of a BBF-like origin, then the FAC polarity is in

reverse order. From (55, their schematic Figure 19), the

inward FAC (i.e., into ionosphere) is more towards dawn

than the outward FAC. Here, however, the inward FAC occurs

at 21 MLT and the outward at 22 MLT, i.e., the inward one is

more toward the dusk than the outward one. However, a large

enough twist would invert the location of the FACs in the

dawn-dusk direction and restore agreement.

The IP medium had also a significant Vy component, which

had turned positive shortly before our event (see Figures 2, 3).

Interplanetary Vy is at the origin of the tail windsock effect

[40,42,54], i.e., a deflection of the aberrated geomagnetic tail to

align its axis along the solar wind flow. In our case the tail would

be dragged toward dusk (i.e., tilted toward the + Y direction,

where Wind was). This was also observed.

FIGURE 14
Data from the NASA OMNI website showing features of the interplanetary field and flow, and, in the bottom two panels, the substorm auroral
electojet (AE) index and the storm-time Sym-H index. Interplanetary data are delayed to the magnetopause. At 11 UT, the time of arrival of the CS
structure, both geomagnetic indices indicate very quiet conditions. Substorms appear a few hours before and after 11 UT.
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TheNorth-South interplanetary component of the flowVz varies

over a significant range. Directional changes in this component have

been argued to be the cause of the flapping of the tail [60–62].

Flapping consists of an up-downperturbation of the tail neutral sheet,

advancing in the East-West direction and approaching the flanks

[63]. From this we conclude that Vz is the major source of the tail

flapping seen by Wind after the “precursor.”

We identified a nice “timer”, i.e., a rise in Np and a

simultaneous drop in B, as an imprint of this event. Did we

see this imprint in the Wind spacecraft observations? Taking a

longer interval, we obtain a second peak in Np simultaneous with

a minimum in B (Supplementary Figure S2, red traces) at 11:

49 UT, i.e., 99 min after they were seen at ACE. From [64] we get

an estimate of this delay if we divide the ACE-Wind separation by

the solar wind speed (540 km/s). This estimate gives 92 min,

which is in reasonable agreement. The CS lags behind the arrival

of precursor (~11:25 UT) by ~24 min. This delay is expected

since, as argued above, the CS triggers reconnection and the

accelerated flows produced there travel inside the tail and outrun

the SC, which travels in the solar wind [65].

Though multi-faceted, the effects in the M-I system do not

indicate a system-wide response. Consider the F13 and

F15 observations. F15 (Supplementary Figure S1 in the

Supplementary Material S1), for example, observes the dusk

auroral oval (not nightside) and observes signatures of Kelvin-

Helmholtz instability near the open-closed boundary, which

would be consistent with the high solar wind speed (~540 km/

s) observed during this event [56,57].

To conclude, in this paper we have focused on a clear

interplanetary magnetic field and plasma structure. This feature

consisted of a simultaneous drop in B and a rise in N which were

accompanied by strong magnetic field and plasma flow changes. It

was embedded in a—much larger—ICME, so that it would hardly

have drawn any attention by itself had not a fortuitous deployment

of spacecraft allowed us to monitor the multi-faceted response it

elicited in themagnetosphere-ionosphere-magnetotail system over a

radial distance of more than 400 Re.
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We present a random forests machine learning model for prediction of

plasmaspheric hiss spectral classes from the Van Allen Probes dataset. The

random forests model provides accurate prediction of plasmaspheric hiss

spectral classes obtained by the self organizing map (SOM) unsupervised

machine learning classification technique. The high predictive skill of the

random forests model is largely determined by the distinct and different

locations of a given spectral class (“no hiss”, “regular hiss”, and “low-

frequency hiss”) in (MLAT, MLT, L) coordinate space, which are the main

predictors of the simplest and most accurate base model. Adding to such a

base model any other single predictor among different magnetospheric,

geomagnetic, and solar wind conditions provides only minor and similarly

incremental improvements in predictive skill, which is comparable to the

one obtained when including all possible predictors, and thus confirming

major role of spatial location for accurate prediction.

KEYWORDS

hiss waves, machine learning, random forests, radiation belts, plasmasphere

Introduction

The plasmasphere is a region of the Earth’s inner magnetosphere consisting of

low-energy (cool) plasma and is filled with a plasma wave mode called hiss: a

broadband superposition of whistler-mode waves (Thorne et al., 1973). Hiss

efficiently scatters electrons, facilitating their loss to the atmosphere and thereby

playing a significant role in shaping inner magnetospheric electron populations,

including the radiation belts. For this reason, predictive understanding of hiss waves

is a critical component of inner magnetosphere research (e.g., Millan and Thorne,

2007; Ripoll et al., 2020).

The Van Allen Probes mission has greatly expanded our understanding of hiss. Li

et al. (2015) showed that Van Allen Probes provided capability of measurement’s of

the low-frequency part of hiss waves (starting from 20 Hz). The previous hiss waves

model was based on the CRESS measurements and was limited by the low frequency

cut off being at ≈ 100Hz. However, realistic hiss wave frequency spectra are critical in

evaluating pitch angle scattering rates inside the Earth’s plasmasphere and plumes.
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Indeed accounting for the low-frequency part of the hiss

spectrum decreases the decay time scale by a factor of two for

the multi-MeV electrons (Li et al., 2015). Additionally,

accounting of the low-frequency hiss improves the

numerical simulation of radiation belt electrons (Saikin

et al., 2022).

The traditional approach for studying plasmaspheric hiss

is based on calculating spatial averages of the magnetic field

power spectra (Meredith et al., 2018). This technique has a

disadvantage since it does not take into account the different

shapes of power spectra that occur in a given L-shell vs MLT

bin. Malaspina et al. (2017) showed that low-frequency hiss is

a very distinct wave population in comparison to the hiss in

the “regular” frequency range ( > 150 Hz). In this study we

show that low- and regular-frequency hiss have different

spatial distributions, which is in agreement with results

from Malaspina et al. (2017).

Vech et al. (2022) used an unsupervised machine

learning technique of self organizing maps (SOM) for

identification of plasma waves (Vech and Malaspina,

2021) to categorize plasmaspheric hiss power spectra,

namely “no-hiss’, “low-frequency” and “regular”.

Random forests (RF) is a well established machine

learning technique for both regression and classification

problems that found wide use is geosciences, such as in

climate research (Kondrashov et al., 2007) and more

FIGURE 1
Distribution of spectral hiss classes: left column - “no hiss”; center column—“regular hiss”; right column - “low frequency hiss”; top row—(MLT,
MLAT); middle row - (MLT, L); bottom row - (MLAT, L); color bar corresponds to class membership (number count of spectral shapes) in a given bin.
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recently in space physics (Engell et al., 2017; Smith et al.,

2020; Reep and Barnes, 2021; Zewdie et al., 2021; Bristow

et al., 2022; Kasapis et al., 2022). In this work, we use RF to

predict plasmaspheric hiss spectral classes by considering

multiple magnetospheric, geomagnetic, and solar wind

predictors, including information on the plasmapause

that has been previously shown to be important in

characterizing plasmaspheric hiss (Malaspina et al.,

2017). Our predictive RF model can be used to enable

additional statistical studies of distinct populations of

the hiss waves.

Data and methods

Data

For this study we use the Van Allen Probes datasets of

measurements from the Electric Fields and Waves (EFW)

instrument (Wygant et al., 2013) and the Electric and

Magnetic Field Instrument Suite and Integrated Science

(EMFISIS) instrument suite (Kletzing et al., 2013). We used

the same methodology of the hiss waves identification as in

Malaspina et al. (2017), but with a different definition of the

FIGURE 2
Same as in Figure 1 but normalized by the total number of spectral shapes for all three classes combined in each bin; white color corresponds to
no data in the bin.
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plasmapause location. Data outside the plasmasphere (Ne <
50 cm−3) and data recorded during spacecraft charging events,

eclipses, thruster firings, or EFW bias sweeps were excluded from

our analysis (see (Malaspina et al., 2017) for details of the data

cleaning). This Van Allen Probes data was used to classify

spectral hiss classes with the self-organizing maps technique

(see Vech et al. (2022) for details) and is briefly summarized next.

Plasmaspheric hiss spectral signatures
classification using self-organizing maps

SOM is applied to identify plasmaspheric hiss power spectra

that have “similar” shapes and without averaging together

vastly different spectral shapes. SOM consists of a two-

dimensional grid of nodes where the number of nodes is

typically between a few dozen and a few hundred; in this

study, we use 100 nodes. The goal of the training process is

to assign each input vector (i.e., power spectra as a function of

frequency at one time slice) to a node while ensuring that

“similar” input vectors are assigned to the same or

neighbouring nodes, while “dissimilar” input vectors are

assigned to nodes far from each other. The dataset in this

study is based on 1.76M normalized electric field power spectra

measured by Van Allen Probes. The dataset was limited to

approximately 250 days which were randomly selected from

Probe A due to computationally expensive processing of SOM.

After excluding data points contaminated by magnetosonic

waves we are left with dataset containing 1.51M power

spectra (see Vech et al. (2022) for details). We then

categorized the power spectra by SOM as “regular hiss,” with

38 nodes and 0.65 million spectra; “low frequency hiss,” with

26 nodes and 0.33 million spectra; and “no hiss,” with 36 nodes

and 0.53 million spectra. The “no hiss” class has no wave

activity in the range of 20–2000 Hz; and the “regular hiss”

has a peak in the power spectra in the range of 150–2000 Hz,

while the “low-frequency hiss” has additional wave activity that

extends below 150 Hz (see Figure 1 in Vech et al. (2022)).

Figure 1 shows binned distribution of resulting

plasmaspheric hiss spectral classes in different 2D planes of

(MLAT, MLT, L) coordinates, where MLAT is magnetic

latitude, MLT is magnetic local time, and L is spatial location

FIGURE 3
Overall classification error and receiver operating characteristic (ROC) curves (zoomed in) for predicting specific spectral classes of
plasmaspheric hiss by random forest models using different predictors; “base” model—(MLAT, MLT, L); “base1” model — (MLAT, MLT, Lpp, dL)
predictors; “all” model - all predictors.
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(L-shell) in Earth radii. The spectral classes occupy distinct and

different regions that are largely separated from each other,

especially in the (MLT, L) plane. Figure 2 shows occurrence

rate obtained by normalizing distribution in Figure 1 by

normalizing to the total samples of all three spectral classes in

each bin. Furthermore, different classes tend to occur in separate

sectors of (MLAT, MLT, L) space, in agreement with Figures 1, 2

indicates that low-frequency hiss occurs more frequently from

noon to dusk sector and at a larger L (≳ 5), which is generally

similar to results of Shi et al. (2017). On the other hand, regular

hiss is more dominant around noon sector. He et al. (2020, 2021)

have also studied distribution of hiss, reporting a larger coverage

in MLT. However, direct comparison with these studies is

complicated due to details and differences in definitions of

hiss wave measurements, including that our spectral

classification does not consider the wave amplitude but only

the shape of the wave spectra, as well as various geomagnetic

activity levels (such as AE index).

Random forests model

Random forests (RF) is an advanced classification procedure

that generalizes classification and regression trees (CART); it is

described in greater detail in Breiman (2001). The key idea is to

assign a given data point to a class based on information

contained in a set of predictors in an ensemble of regression

or classification trees, or bag of trees. It is important to note that

for RF the split into training and test dataset is done intrinsically

during construction of the model. Each tree in the RF is

constructed from a random sample of the training data, using

sampling with replacement, and is then used to “predict” the class

of each observation held out in the replacement when that tree

was grown. The final classification of each observation is

determined by a majority vote over all such tree-by-tree

classifications. In our case, there are three classes of response

variables, classified as “no hiss,” “regular hiss,” and “low-

frequency hiss” event.

FIGURE 4
Partial dependence (Eq. 2) computed on the“no hiss” data points; color bar corresponds to the score of RF model.
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The most credible measures of RF model performance

discussed in Sect. 3, such as classification errors, partial

dependence scores, and receiver operating characteristics, are

also derived from the held-out data. In addition, when each

potential partitioning of the data is considered, only a random

sample (without replacement) of predictors are candidates to

define the split; this restriction helps one to take into account

highly specialized predictors that fit only a few observations.

RF have several features that make the algorithm attractive

for our purposes, among other machine learning methods. First,

for the kinds of highly nonlinear and noisy relationships analyzed

in this paper, there are no classifiers to date that consistently

classify and forecast more accurately (Breiman, 2001). Second, it

has been proven (Breiman, 2001) that RF does not overfit, which

implies that the results will generalize well to new random

samples from the same population. Third, because key

performance measures are computed from the observations

not used in tree construction, they are honest indicators of

classification skill. Fourth, random forests provides

informative plots of the relationships between inputs and

outputs (i.e., predictors and predicted scores of spectral classes).

Results

For each data point, the RF classification model outputs a

score in the [0, one] range for each of the three spectral classes,

and the highest score determines the predicted class. Figure 3

shows the resulting overall classification error (fraction of

misclassified observations) independent of the number of

grown trees for RF models using different predictors. In

addition to MLAT, MLT, and L-shell predictors, we have

considered Kp, AE, and Dst geomagnetic indices, cold plasma

density Ne, as well as solar wind V and solar wind dynamic

pressure P. Recently, Malaspina et al. (2018) showed that

plasmaspheric hiss waves power strongly depends on the

plasmaspheric density and the location of the plasmapause.

Hence, we additionally consider the location of plasmapause

Lpp and distance from the plasmapause dL = L-Lpp as a RF

predictor.

The overall classification error of the “base” RF model using

only MLAT, MLT, and L-shell predictors reaches the minimum

and saturates at ≈ 0.15, meaning that ≈ 85% of data points are

classified correctly. The classification error for given spectral class

FIGURE 5
Partial dependence (Eq. 2) computed on “low-frequency hiss” data points; color bar corresponds to the score of RF model.
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is also at ≈ 0.15. On the other hand, the classification error of the

“base1” model that utilizes information on the plasmapause

location with (MLAT, MLT, Lpp, dL) predictors is a bit

higher at 0.165. Adding to the “base” model, any other single

predictor from the list of considered predictors, provides only a

minor improvement in classification error to 0.14, and it is

comparable to the one obtained when including all possible

predictors in the “all” model.

A Receiver Operating Characteristic (ROC) curve informs on

the quality of classifiers (such as RF) over a range of trade-offs

between true positive and false positive error rates by applying

threshold values across the interval [0,1] to classifier results. For a

given threshold value and particular class i, true positive ratio

(TPR) is the number of outputs whose actual and predicted class

is class i, divided by the total number of outputs whose predicted

class is class i, thus including also wrongfully made predictions.

Similarly, false positive ratio (FPR) is the number of outputs

whose actual class is not class i, but the predicted class is class i,

divided by the number of outputs whose predicted class is not

class i. Obtained ROC’s are presented in Figure 3 separately for

each of spectral classes and different RF models, as well zoomed

into the area of high TPR and small FPR, which both vary in

[0 one] range. The larger area under the curve (AUC) values

indicates a better classifier performance, and the perfect classifier

would have the maximum AUC equal to 1, that is TPR being

equal to one when FPR is zero. Resulting AUCs are very high,

such as with a “base” RF model: ≈ 0.95 for “no hiss” class, ≈ 0.94

for “regular hiss” class, and ≈ 0.97 for “low-frequency hiss” class,

confirming overall very good predictive skill of RF.

Discussion

To help with interpretation of our RF results and understand

the origin of such high predictive skill for our base model with

MLAT, MLT and L predictors, we use partial dependence which

quantifies the relationship between the subset of selected

predictor variables XS and predicted responses (scores of

classes) by averaging remaining predictors XC. A predicted

response (in our case it is the score of three classes in the [0,

one] range) f(X) depends on all MLAT, MLT and L predictor

variables:

f X( ) � f XS, XC
( ). (1)

FIGURE 6
Partial dependence (Eq. 2) computed on “regular hiss” data points; color bar corresponds to the score of RF model.

Frontiers in Astronomy and Space Sciences frontiersin.org07

Kondrashov et al. 10.3389/fspas.2022.977801

105

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.977801


The highest score among three classes determines the predicted

class by RF model. The partial dependence is then estimated as:

fS XS
( ) � ∑

N

i�1
f XS,XC

i( ), (2)

where N is the number of observations and Xi � (XS
i , X

C
i ) is the

ith data point. We compute partial dependence in 2-D planes of

(MLT, MLAT, L) coordinates; for example, XS=(MLT, MLAT)

and XC = L, etc. Furthermore, we compute partial dependence of

scores for each class and separately on the three subsets of our full

dataset associated with three spectral classes: “no hiss”, “low-

frequency hiss,” and “regular hiss,” shown in Figures 4–6,

respectively. As can be seen from the 2-D partial dependence

plots, the highest scores for the subset of data associated with a

given spectral class, largely match the spatial distribution of that

class on Figure 1, as well as exceeding scores of the other two

classes. This model feature is most pronounced in MLT-L and is

common for all partial dependence plots in Figures 4– 6. For

example, the maximum of “low frequency hiss” class occurrence

is roughly at 4 < L < 6 and 10 <MLT < 24 (Figure 1), same as for

the one for 2-D partial dependence computed on the subset of

‘low frequency hiss” class (Figure 5). Similarly, the maximums of

“no hiss” class occurrence and associated partial dependence are

at narrow regions L < 1 or MLT < 10 (Figure 1 and Figure 4),

while for the “regular hiss” these maximums are at 2 < L < 5 and

7 <MLT < 15. In other words, the RF model picks up the distinct

spatial location of a given spectral class and yields the highest

score with respect to other classes in that location. This feature

explains a high predictive skill of RF model by using only these

location-based predictors.

Conclusion

We have developed the RF model for prediction of

plasmaspheric hiss spectral classes obtained by SOM classification

of the Van Allen Probes dataset. The RF model provides accurate

prediction that is largely determined by distinct and different

locations of a given spectral class in (MLAT, MLT, L) coordinate

spaces, which are main predictors of the simplest RF base model.

Adding any other single predictor among different magnetospheric,

geomagnetic, and solar wind conditions provides only minor and

similar incremental improvement in predictive skill, which is

comparable to the one obtained when including all possible

predictors.

A somewhat unexpected result is that adding predictors

informing on the plasmapause location did not lead to a

higher predictive skill. Because the SOM classification of

plasmaspheric hiss spectral classes does not take into account

the wave power, and considers spectral shape only, low-hiss class

does not exclude the presence of regular hiss. If the classification

model also were to take into account wave power, we might

expect greater significance of plasmapause location, but this is

beyond the scope of this study and is left for future research.
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The spatial coverage of the energetic electron precipitation (EEP) region during

three substorms has been determined using a combination of ground-based

instruments in North America. The primary datasets used to determine the

presence or absence of EEP are riometer measurements of cosmic noise

absorption (CNA); attenuation of the 10–11 MHz atmospheric noise in the

D-region ionosphere determined using the Super Dual Auroral Radar

Network (SuperDARN); amplitude variations in subionospheric very low

frequency (VLF) propagation observed using the Antarctic-Arctic Radiation-

belt (Dynamic) Deposition VLF Atmospheric Research Konsortium

(AARDDVARK) VLF receivers, and total electron content measurements

derived from global navigation satellite systems. Our results show that

substorm EEP during moderate geomagnetic conditions can extend

considerably equatorward or poleward of the average latitude limits

reported in a previous statistical study of substorm EEP and an EEP model.

This evidence is provided by the SuperDARN radars and the radar signature is

not always accompanied by cosmic noise absorption measured by the

riometers. Further work is required to determine which EEP energies and

fluxes the SuperDARN radars are sensitive to, but we can conclude that EEP

with sufficient flux to attenuate 10–11 MHz radiowaves by ~5 dB reaches

latitudes well equatorward of the statistical EEP latitude limits previously

modelled for >30 keV electrons.

KEYWORDS

particle precipitation, substorm, ionosphere, riometer, superdarn

1 Introduction

Substorms are one of the key processes that facilitate energy transfer from the Earth’s

magnetotail into the ionosphere through energetic electron precipitation (EEP). At the

substorm onset, there is an injection of energetic electrons from the plasma sheet into a

narrow spatial region of the auroral zone ionosphere, which then rapidly expands

azimuthally and poleward (e.g., Berkey et al., 1974; Gjerloev et al., 2007; Spanswick

et al., 2009). The particle injection is often observed as a sharp increase in cosmic noise

absorption (CNA), and this decays gradually throughout the expansion and recovery
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phases (e.g., Spanswick et al., 2007; Partamies et al., 2021). The

peak CNA is associated with precipitating electron energies of

about 40–60 keV (Kellerman et al., 2015), which impact the

atmosphere at about 90 km altitude (Fang et al., 2008).

Precipitating electrons that reach altitudes below about

120 km are known to affect the atmospheric chemistry

through the production of odd-nitrogen (NOX = N,NO,NO2)

and odd-hydrogen (HOX = H,OH,HO2) chemical species, which

are catalysts in ozone depletion reactions (Sinnhuber et al., 2012).

HOX species are produced mainly in the mesosphere due to

medium-energy electron precipitation (tens of keV), while NOX

species are produced mainly in the thermosphere due to auroral

electron precipitation with energies of ~1–10 keV. The short

chemical lifetime of HOX species limits their atmospheric impact

to the mesosphere. In contrast, NOX species have a long chemical

lifetime in the dark and can be transported downwards in the

polar vortex, leading to ozone depletion in the mesosphere and

stratosphere. These atmospheric chemical effects have been

identified during individual EEP events (e.g., Daae et al., 2012;

Turunen et al., 2016; Smith-Johnsen et al., 2018) and as a

contributor to natural climate variability (e.g., Randall et al.,

2007; Seppälä et al., 2007; Seppälä et al., 2014). To help quantify

these contributions, substantial effort has gone into developing

realistic statistical descriptions of the EEP forcing for climate

modelling applications. This includes the van de Kamp et al.

(2016), van de Kamp et al. (2018) models of > 30 keV electron

flux, which are derived from long-term electron flux

measurements from the Polar Orbiting Environmental

Satellites (POES) and parametrised by the geomagnetic indices

Ap and Dst. Geomagnetic indices provide the long time series of

geomagnetic activity that is necessary for long-term modelling of

the Earth’s climate, but one should be aware that this approach

systematically excludes some components of the EEP forcing. For

example, a very common feature of the substorm recovery phase

is pulsating aurora, which is associated with the high-energy tail

of the auroral precipitation spectrum and persists for several

hours after the magnetic signature has recovered (Partamies

et al., 2017). This type of aurora has occurrence rates

exceeding 40% in the early morning sector (Jones et al., 2011;

Bland et al., 2019) and is known to cause ozone depletion in the

auroral oval (Turunen et al., 2016; Tesema et al., 2020; Verronen

et al., 2021). It is therefore likely that the Ap and Dst

parametrisations of EEP do not properly capture the energy

input associated with pulsating aurora during substorm recovery

phases.

Global geomagnetic indices with time resolutions of hours or

days are also unable to capture the variability in the EEP energy

spectrum, spatial extent, and temporal evolution of EEP from

event to event. The Ap index, for example, provides only a daily

average of geomagnetic activity and could therefore

underestimate or overestimate the energy input from

substorm EEP. The 3-h time resolution of the ap (or Kp)

index is comparable to the typical substorm duration of 2–4 h,

so this may still be insufficient to describe the EEP input.

Recently, Sergeev et al. (2020) developed a semi-empirical

model that characterises the recurring spatial and temporal

features of auroral absorption during substorms. This model

is driven by the recently-developed midlatitude positive bay

index, which captures the field-aligned current enhancement

from the substorm current wedge (McPherron and Chu,

2018). Although accounting for this variability may be

unnecessary for climate modelling, it is important in space

weather applications because the amount of auroral

absorption depends strongly on the current state and time

history of the magnetosphere–ionosphere system. Chemical

changes in the middle atmosphere due to EEP also depend

heavily on the strength and duration of the forcing (Tesema

et al., 2020), so long-term average particle energy spectra may not

be sufficient for describing the short-term atmospheric response.

To work towards a more complete description of the

variability in EEP during substorms, we use a combination of

ground-based instruments to study the spatial and temporal

evolution of the EEP impact area for three substorms that

occurred during moderate geomagnetic conditions (10 ≤ Ap ≤
25). We use the Go-Canada riometer network (Spanswick et al.,

2007), the Super Dual Auroral Radar Network (SuperDARN)

(Greenwald et al., 1995; Chisham et al., 2007; Nishitani et al.,

2019), the network of very low frequency (VLF) receivers that

comprise the Antarctic-Arctic Radiation-belt (Dynamic)

Deposition VLF Atmospheric Research Konsortium

(AARDDVARK) (Clilverd et al., 2009), and vertical total

electron content measurements derived from global navigation

satellite systems (Rideout and Coster, 2006). The spatial extent of

the EEP region for each substorm is then compared with the van

de Kamp et al. (2018) model prediction, and an earlier statistical

study of the latitudinal extent of substorm EEP performed using

satellite measurements of particle energy spectra (Cresswell-

Moorcock et al., 2013). These results provide some insight

into how well the geomagnetic index Ap captures the spatial

coverage of substorm EEP, and how well the average latitude

limits of > 30 keV electron flux determined by Cresswell-

Moorcock et al. (2013) match the substorm EEP region

determined from the ground-based instruments. Our results

provide a detailed picture of the two-dimensional spatial

evolution of substorm EEP at the energy ranges that are

associated with auroral absorption and ozone depletion.

2 Instrumentation

The locations and fields of view of the main instruments used in

this study are shown in Table 1 and Figure 1. Dashed lines in Figure 1

indicate altitude-adjusted corrected geomagnetic (AACGM)

coordinates (Shepherd, 2014) projected to a height of 100 km.

The Go-Canada riometer network consists of 14 wide-beam (60°)

riometers thatmeasure the absorption of 30MHz cosmic radio noise.
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The locations of the riometers used in this study are shown as grey

circles in Figure 1. The symbol size is the same for all riometers and

indicates the approximate field of view projected to 90 km height.

The cosmic noise absorption (CNA) is measured relative to a ‘quiet

day curve’ (QDC) that characterises the background sidereal

variation of the cosmic noise strength during undisturbed

conditions. Deviations from the QDC are attributed to absorption

of the cosmic noise through collisions between neutrals and free

electrons, so an increase in the electron density due to EEP can be

identified as an increase in CNA. The ionospheric electron density

and the electron-neutral collision frequency are typically most

favourable for attenuating HF radiowaves at about 90 km altitude

(e.g., Rodger et al., 2012), so changes in CNA are associated with EEP

energies exceeding 30 keV.

To extend the spatial coverage provided by the riometers, we

use raw power measurements from several SuperDARN radars in

North America (Super Dual Auroral Radar Network, 2021; Super

Dual Auroral Radar Network, 2022). The near-range fields of

view of the SuperDARN radars used in this study are represented

by the blue fan-shaped symbols in Figure 1. SuperDARN radars

are phased-array high frequency (HF) radar systems consisting of

a linear array of log-periodic or twin-terminated folded dipole

antennas. The standard SuperDARN field of view extends to over

3,500 km in range, but in this study we consider only the very

near-range field of view that covers the D-region ionosphere (e.g.,

Bland et al., 2021). The field of view is divided into 16 azimuthal

beams that are sampled in succession. For this study we use data

only from the beam that is shaded dark blue in the figure, which is

TABLE 1 Station codes and locations of the riometers, SuperDARN radars, and VLF transmitters and receivers used in this study. AACGM = Altitude-
Adjusted Corrected Geomagnetic. MLT = magnetic local time.

Station
code

Name Geodetic
latitude

Geodetic
longitude

AACGM
latitude

AACGM
longitude

L Value MLT at
00UT

Riometers

CHUR Churchill 58.76 −94.08 67.57 −24.49 6.9 17.6

DAWS Dawson 64.05 −139.11 65.92 −83.39 6.0 13.7

FSIM Fort Simpson 61.76 −121.23 66.97 −62.99 6.5 15.1

FSMI Fort Smith 60.02 −111.95 66.86 −50.57 6.5 15.9

GILL Gillam 56.38 −94.64 65.31 −25.04 5.7 17.6

ISLL Island Lake 53.86 −94.66 62.94 −24.81 4.8 17.6

MCMU Fort
McMurray

56.66 −111.21 63.76 −48.54 5.1 16.0

PGEO Prince George 53.81 −122.83 58.93 −61.92 3.8 15.1

PINA Pinawa 50.02 −96.04 59.21 −26.47 3.8 17.5

RABB Rabbit Lake 58.22 −103.68 66.27 −38.62 6.2 16.7

RANK Rankin Inlet 62.82 −92.11 71.42 −21.99 9.8 17.8

TALO Taloyoak 69.54 −93.55 77.49 −26.05 21.3 17.5

SuperDARN Radars

CLY Clyde River 70.49 −68.50 77.41 17.36 21.0 20.4

GBR Goose Bay 53.32 −60.46 59.49 23.13 3.9 20.8

INV Inuvik 68.41 −133.77 71.18 −81.04 9.6 13.9

KAP Kapuskasing 49.39 −82.32 58.72 −6.58 3.7 18.8

PGR Prince George 53.98 −122.59 59.15 −61.69 3.8 15.1

RKN Rankin Inlet 62.83 −92.11 71.43 −22.00 9.9 17.8

SAS Saskatoon 52.16 −106.53 60.13 −41.29 4.0 16.5

VLF transmitters

NDK 46.37 −98.34 55.38 −29.38 3.1 17.3

NLK 48.20 −121.92 53.45 −59.34 2.8 15.3

VLF receivers

CHU Churchill 58.73 −94.05 67.48 −24.43 6.8 17.6

NYA Ny Ålesund 78.92 11.93 76.65 106.47 18.8 2.4

REY Reykjavík 64.13 −21.93 64.19 64.38 5.3 23.6

SEA Seattle 47.95 −124.38 52.70 −62.02 2.7 15.1
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beam 12 for the GBR radar and beam 5 for all other radars.

Building on results from our earlier work (Bland et al., 2018;

Bland et al., 2019), we use a riometry-like approach to estimate

the attenuation of the 10–11 MHz radio noise at each

SuperDARN radar site. At this frequency range, radio noise

arises primarily from radio emissions associated with lightning

activity (atmospheric noise), as well as anthropogenic sources

such as radio emissions from electrical equipment and

interference from other HF transmitters (Ponomarenko et al.,

2022). These noise sources are therefore distinct from the cosmic

noise that riometers are sensitive to. To distinguish these

measurements from the 30 MHz CNA, we refer to the

attenuation of the 10–11 MHz noise measured by the

SuperDARN radars as atmospheric noise attenuation (ANA).

Our earlier work shows that the SuperDARN radars have

sufficient sensitivity to detect ANA associated with relatively

low-flux EEP during pulsating aurora (Bland et al., 2019; Bland

et al., 2021), so this method is also appropriate for detecting

substorm EEP.

Also shown in Figure 1 are four VLF receivers from the

AARDDVARK network and the powerful VLF communication

transmitters NDK and NLK. The propagation paths between

selected transmitter and receiver sites are shown in the figure

inset. AARDDVARK measures amplitude and phase variations

of the narrowband VLF radiowaves along these paths. VLF waves

propagate within the Earth–ionosphere waveguide, and any

change in the height of the D-region ionospheric boundary

caused by EEP can be observed by a VLF receiver as a

decrease in amplitude (increase in phase) (Clilverd et al.,

2008). At night time the reflection height for the VLF

propagation is expected to be about 85 km, so the VLF data

provide information about a higher energy range of precipitating

electrons compared to the riometer and radar observations, from

about 50 keV to over 200 keV (Rodger et al., 2012).

In addition to the instruments shown in Figure 1, we also use

vertically-integrated total electron content (vTEC) measurements

derived from the World-wide Global Navigation Satellite Systems

Receiver Network to validate the EEP impact area determined from

the radio instruments described above. The high density and wide

spatial coverage of the vTEC dataset complements the relatively

sparse measurements from the other radio instruments. The

processed vTEC dataset (Coster, 2019) is binned in a 1°

geographic latitude by 1° longitude grid. Although the vTEC

measurements do not provide any height or energy information

about the EEP, a comparison between vTEC and CNA

measurements during two substorms by Watson et al. (2011)

showed that 1 dB of CNA is associated with an increase in vTEC

of about 2–4 TECu, whereas lower-energy EEP impacting the

F-region ionosphere produce much larger changes up to 15 TECu

(Mendillo, 2006).

FIGURE 1
Locations and fields of view of the riometers, SuperDARN radars, and VLF transmitters and receivers used in this study. For the SuperDARN
radars, only the near-range field of view is shown, and the shading indicates the beam direction that was used (see text for details). The propagation
paths between selected VLF transmitter–receiver pairs are shown in the inset.
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To obtain an overview of the ground magnetic field

disturbance during the substorms, we use the gridded

magnetic field data product from SuperMAG (Gjerloev,

2012), which provides ground magnetic field vectors on an

equal area magnetic coordinate grid. We also use the data

from two individual magnetometers at Fort McMurray and

Fort Smith, which are part of the CARISMA magnetometer

network (Mann et al., 2008). Several geomagnetic indices are

also used to describe the substorm evolution. These are: the

lower component of the auroral electrojet index derived from

SuperMAG, known as SML (Newell and Gjerloev, 2011); the

daily geomagnetic index Ap, which is the daily average of the

eight 3-h ap indices (Matzka et al., 2021a; Matzka et al.,

2021b); and ap30, which is like the ap index but provided with

a time resolution of 30 min (Matzka et al., 2022; Yamazaki

et al., 2022).

3 Substorm on 25 October 2019

Our main substorm case study event occurred on 25 October

2019. The top panel of Figure 2 shows the magnetic field

disturbance in the local magnetic north direction, BN,

measured by the Fort McMurray (FMC) and Fort Smith

(SMI) magnetometers. These instruments are co-located with

the MCMU and FSMI riometers (see Table 1). We identify the

substorm onset by the sudden decrease in BN at FMC at 05:

49 UT. The substorm consists of three intensifications with local

BN minima at 07:04 UT (FMC), 09:12 UT (SMI) and 11:36 UT

(SMI), and the recovery phase ends at approximately 12:00 UT.

In the lower panels of Figure 2 we show the ap30 index and the

SML index. Both ap30 and SML capture the main features of the

magnetic field disturbance detected by the individual FMC and

SMI magnetometers.

FIGURE 2
Magnetic field disturbances and selected geomagnetic indices for 25 October 2019. The top panel shows the magnetic field disturbance in the
local magnetic north direction, BNmeasured by the Fort McMurray (FMC) and Fort Smith (SMI) magnetometers. The centre and bottom panels show
the ap30 and SML indices respectively.
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3.1 Cosmic noise absorption

The CNA measurements from the Go-Canada riometer

network are shown in Figure 3. We determined the QDC for

each riometer using the raw voltage measurements obtained

during the 21-day period centered on the substorm event day

(15 October to 4 November 2019). The most active days during

this time interval are the event day and the day after

(25–26 October), and there were no major solar flares or solar

proton events. To construct theQDC for each riometer, the raw data

were organised into 30 min bins of sidereal time, and then the 90th

percentile value in each bin was selected as the quiet day voltage.

This percentile-based method appears to accurately characterise the

quiet-time voltage measurements within the 21-days interval

without being significantly impacted by the data from more

active days. We then calculated the CNA relative to the QDC as

CNA dB( ) � log10
V0

V
( )

(1)

where V is the measured voltage from the riometer and V0 is

the value of the quiet day curve in the corresponding sidereal

time bin. The resulting CNA estimates for each riometer are

shown in Figure 3. To remove short-duration fluctuations, we

also smoothed the data using a boxcar filter of width 1 h. The line

colour is red when the CNA exceeds 0.5 dB, which we have

determined to be the threshold amount of CNA that can be

reliably measured using this dataset. CNA estimates below this

threshold are shown in black. Note that there is a 1.3 dB offset in

the ISLL data that is probably caused by an instrumental artifact

and will be corrected manually later. The vertical dashed lines

correspond to specific time intervals during the substorm that

will be discussed later. The left column shows the data from the

north-south chain of riometers, and the data from the other

riometers are shown in the right column in order of east (top) to

west (bottom). Most riometers detect a CNA enhancement at

around 07:00 UT, which corresponds to the first intensification

measured by the magnetometers (Figure 2). The CNA

enhancement occurs about 30 min later at TALO, indicating a

poleward expansion of the EEP region. A second CNA

enhancement is observed by most riometers at around 08:

30–09:00 UT, which coincides with the second intensification

when the SML index reaches a local minimum at 09:12 UT. After

FIGURE 3
30 MHz cosmic noise absorption (CNA)measurements from theGo-Canada riometer network on 25October 2019. CNAmeasurements below
the threshold value of 0.5 dB are coloured black. The vertical dashed lines correspond to the time intervals shown in Figure 7.
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the second intensification, the CNA data become more

complicated and there is no obvious relationship between the

CNA enhancements at each station.

3.2 Atmospheric noise attenuation

Estimates of the atmospheric noise attenuation (ANA)

derived from the SuperDARN radars have been used to

complement the CNA measurements from Figure 3. Like the

CNA, the ANA has been calculated relative to a quiet day curve

determined from the noise measurements obtained during the

21-days interval centred on the substorm event date. The

10–11 MHz noise measurements from the six SuperDARN

radars in North America that had data available during this

period are shown in Figure 4 as a function of universal time. The

noise measurements from the entire 21-days interval are shown

as grey dots, and the noise measurements from the event date are

shown as red dots. The radar data analysis software estimates the

noise level as the mean of the 10 lowest power measurements

along the beam, and then a correction for the effective number of

noise samples is applied (Ponomarenko et al., 2022). The

resulting noise estimates have arbitrary units that vary widely

from radar-to-radar, so the data shown in Figure 4 have been

scaled to the range 0–100 a.u. to simplify the presentation of the

results.

To determine the QDC for each radar, we first divided the

noise measurements into 30min bins of universal time. In each

time bin we calculated a probability distribution function (PDF)

of the noise, and the noise level corresponding to the maximum

of that PDF was selected as the quiet day value in that time bin.

The quiet day values were then smoothed in time using a boxcar

filter of width 2-h to obtain the final QDC, which is the solid

black line shown in Figure 4. Although each radar samples in

16 different directions, for simplicity we have used data from only

a single beam from each radar in this study. During the period

15 October to 4 November, many of the radars operated with a

reduced number of beams in order to sample at a higher time

resolution. Therefore, we used the beam with the largest amount

of available data during the 21-days reference period, which was

beam 12 for the GBR radar and beam 5 for all other radars. To

avoid biasing the quiet day curve towards the dates with high

time resolution measurements, all data were downsampled to a

time resolution of 1 min before determining the QDC. No usable

FIGURE 4
HF radio noise measurements from six SuperDARN radars in North America. The grey dots show noise measurements for the 21-day period
15 October to 4 November 2019, and the solid black line shows the quiet day curve derived from these data. The red dots show the noise
measurements for the event day (25 October 2019). Grey shading indicates time periods before and after the substorm event.
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data were available from the GBR radar after 12:00 UT, since the

radar switched to a different operating frequency at that time

each day.

The grey shading in Figure 4 indicates the time periods

before and after the substorm on 25 October 2019. For all

radars except KAP and RKN, the noise measurements during

the substorm are much lower than the reference level (QDC),

indicating that the 10–11 MHz radio noise was attenuated

during the event. This is especially clear for the INV radar,

where the noise level decreases sharply just before 07:00 UT.

In all six panels, there are times when the noise values on the

event day are much higher than the QDC, which may be

evidence of interference from other HF emitters. For example,

the noise levels on the event day (red dots) at INV and GBR

clearly exceed the quiet day values from about 00:00–03:

00 UT, making the data unreliable at this time. We also

note that the KAP and RKN datasets appear to be

dominated by external interference. For KAP, the noise

measurements from the event day are distributed well

above the quiet day curve from 00:00–07:30 UT. For RKN,

the noise data have large variability for the entire 21-day

period, including the event day. We conclude that the KAP

FIGURE 5
Atmospheric noise attenuation (ANA) estimates for the Inuvik (INV), Prince George (PGR), Saskatoon (SAS) and Goose Bay (GBR) SuperDARN
radars on 25 October 2019. The left axis shows the ANA values at the native radar operating frequency. The right axis shows the equivalent
attenuation at 30 MHz (see text for details). The vertical dashed lines correspond to the time intervals shown in Figure 7.
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and RKN data cannot be used to obtain a reliable estimate of

the ANA during this time period and we exclude these data

from further analysis.

ANA estimates at 10–11 MHz for the INV, PGR, SAS and

GBR radars on 25 October 2019 are shown in Figure 5. These

values were calculated relative to each radar’s QDC using Eq.

1 and then smoothed using a boxcar filter of width 1 h.

Following the format of Figure 3, ANA values above our

chosen threshold value of 0.5 dB are coloured red. We also

show the equivalent attenuation at the riometer operating

frequency at 30 MHz using the right vertical axis. This was

determined by assuming an inverse square relationship

between frequency and attenuation (e.g., Milan et al.,

2008). However, it is clear from Figures 3, 5 that this

scaling procedure does not produce comparable CNA/

ANA magnitudes, and the time evolution of the CNA and

ANA datasets is also very different. In particular, only the

INV radar observes distinct ANA peaks at 07:00 UT and 09:

00 UT, in contrast to the CNA which includes clearly

discernible peaks at these times at most riometer stations.

The PGR, SAS and GBR radars observe a steady increase in

ANA that does not recover during the time interval shown.

The co-located PGR radar and PGEO riometer also observe

very different responses to the EEP. While the radar

measured a clear increase in ANA at the beginning of the

event that persisted to the end of the recovery phase, the

PGEO riometer did not detect any CNA above the threshold

level except for a brief enhancement at 07:00 UT. These

results indicate that the SuperDARN radars may be

sensitive to lower EEP fluxes than the riometers, or they

may be sensitive to different parts of the precipitating energy

spectrum.

FIGURE 6
Amplitude variation of narrowband VLF observations corresponding to the NDK–Churchill (CHU), NLK–Churchill, NPM–Churchill,
NLK–Reykjavík (REY) and NLK–Ny Ålesund (NYA) propagation paths. The red line shows the data from the event day (25 October 2019) and the grey
lines show data from the 21-day period 15 October to 4 November 2019. The quiet day curve is shown in black. The white shading indicates the
substorm event. The blue dashed lines correspond to the time instants shown in Figure 7.

Frontiers in Astronomy and Space Sciences frontiersin.org09

Bland et al. 10.3389/fspas.2022.978371

116

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.978371


3.3 Sub-ionospheric very low frequency
propagation

Figure 6 shows the amplitude variations for the five VLF

transmitter–receiver paths that were shown in the inset of

Figure 1. The thin grey lines show the amplitude

measurements for the reference period 15 October to

4 November 2019, and the upper envelope (90th percentile)

of these data is used as the quiet day curve (black line). The VLF

amplitudes during the reference period exhibit substantial day-

to-day variability, reflecting the reduced stability of the lower

ionosphere on the nightside (Thomson et al., 2007). The data for

the substorm event day are shown in red. Substorm EEP causes

decreases in the VLF amplitude (increase in phase) (Clilverd

et al., 2008), and several such amplitude decreases can be

identified in Figure 6 relative to the QDC. The NLK–CHU,

NLK–REY and NLK–NYA pairs all detect a sharp amplitude

decrease near the substorm onset at ~06:10 UT. A more gradual

amplitude decrease is observed by the NDK–SEA pair at the

substorm onset. In all cases the amplitude recovers well before

the maximummagnetic field disturbance at 07:04 UT. Just before

07:00 UT, another amplitude decrease is observed by the

NLK–REY and NLK–NYA pairs, which both recover within

about 15–20 min. Amplitude decreases are also observed by

all station pairs during the second expansion phase (07:45–09:

12 UT). A final amplitude decrease occurs at around 10:00 UT at

FIGURE 7
Spatial evolution of the magnetic field disturbance, 30 MHz cosmic noise absorption and 10–11 MHz atmospheric noise attenuation during the
substorm on 25 October 2019. The solid black line near L = 4 indicates the lower-latitude boundary of > 30 keV electron flux from the van de Kamp
et al. (2018) energetic electron precipitation model for Ap = 25, and the dashed line is the same boundary estimated from the ap30 index given in
each panel (see text for details).
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NDK–SEA, NLK–REY and NLK–NYA, indicating an

enhancement in the ~50–200 keV electron flux well into the

second recovery phase when the magnetic indices have already

recovered.

3.4 Energetic electron precipitation spatial
extent

Now that we have determined the responses of the ground-

based instruments to the substorm EEP, we can visualise the

spatial coverage and evolution of the EEP impact area. We focus

initially on the CNA and ANA responses, and then return to the

VLF dataset. Figure 7 shows the CNA, ANA and horizontal

magnetic field disturbance at nine time intervals during the

substorm. The filled contours show the magnitude of the total

horizontal magnetic field disturbance, and the grey vectors

indicate the direction of the ionospheric equivalent current

obtained by rotating the horizontal magnetic field

perturbation direction clockwise by 90°. The filled circles in

each panel show the CNA (black) and ANA (grey) measured

by the riometers and radars respectively. Cross/star symbols are

used when the CNA/ANA is below the threshold value of 0.5 dB.

The CNA and ANA measurements have been averaged over a 6-

min time window centered on the time stamp shown on each

panel. To remove the effect of the apparent offset in the ISLL

riometer data, 1.3 dB has been subtracted from all ISLL

measurements shown in the figure. In addition, we completely

exclude the KAP and RKN radar observations since we have

concluded they are unreliable. All other observations shown

match the time series data presented in Figures 3, 5. Due to

the different operating frequencies of the riometers and

SuperDARN radars, it is not appropriate to compare the CNA

and ANA magnitudes.

The results in panels (a) and (b) show that the initial CNA

enhancement associated with the substorm injection is confined

to a narrow region between approximately 63° and 67° CGM

latitude. At 06:55 UT (panel c), the magnetic disturbance

increases and CNA/ANA enhancements are measured over a

wider longitudinal and latitudinal area, reaching a maximum

spatial coverage and magnitude at 07:04 (panel d). The TALO

riometer was the only instrument that did not detect any EEP

signature at 07:04 UT, indicating that the EEP impact area was

confined to latitudes below 77° CGM at this time. However, the

TALO riometer detected a brief CNA enhancement shortly

afterwards, which is evident in panel (e) and also in Figure 3.

Panels (e) and (f) show the response of each instrument

during the first recovery phase. As expected, the CNA/ANA

gradually decrease across most of the observable area as the

magnetic field disturbance weakens. The three SuperDARN

radars at the equatorward edge of the observable area

(~58–60° CGM latitude) continue to detect ANA above the

threshold level at 08:22 UT, and the INV radar measures

about 2 dB ANA at ~ 70° CGM latitude. At the same time, all

CNA measurements are close to or below the threshold value.

Panel (g) shows the CNA/ANA response during the second

intensification of the substorm. The magnetic field disturbance is

accompanied by a CNA/ANA enhancement across the entire

observable area. The PGEO riometer did not detect CNA above

the threshold level, but there is a clear ANA response from the

co-located SuperDARN radar (PGR). The enhanced CNA/ANA

continues into the substorm recovery phase (panels h–i) at all

sites except the highest-latitude riometer (TALO). We note that a

substantially higher CNA response wasmeasured during the final

recovery phase (panels h–i) compared to the first recovery phase

(panel f), even though the magnetic field intensifications

preceding them had similar magnitudes. Although not shown

in Figure 7, it is evident from Figures 3, 5 that the CNA/ANA

enhancements at some sites continue until 14:00 UT, which is 2 h

after the end of the final recovery phase and more than 8 h after

the substorm onset.

To determine whether the observations presented in Figure 7

provide a reasonable estimate of the EEP impact area, we

compare the CNA/ANA results with the vertical total electron

content (vTEC) dataset. Figure 8 shows the vTEC data for the

same time instants as in Figure 7, with some small differences in

timing due to the 5 min resolution of the vTEC dataset. The

midlatitude ionospheric trough can be identified in each panel as

the electron density depression with wide longitudinal extent that

is located equatorward of the riometers. The poleward boundary

of the midlatitude trough is associated with the equatorward edge

of the auroral oval, and can therefore be used to identify the lower

latitude limit of substorm EEP (e.g., Zou et al., 2011). There is a

clear vTEC increase of 2–4 TECu in the northwest at the first

intensification (panels c–d) that extends to the approximate

locations of the PGR and SAS radars. This matches well with

the CNA and ANA enhancements near DAWS and INV, and

also the magnetic field enhancement in the equivalent panels of

Figure 7. South of the PGR, SAS and GBR radar sites the vTEC is

close to zero, indicating that the equatorward edge of the EEP

impact area for this event is close to the radar locations. Similarly,

the vTEC enhancement extends about as far north as the RANK

riometer during the first intensification (panel d), and then

further north to TALO during the second intensification

(panel g), which matches the CNA observations from these

two riometers. Based on this comparison, we conclude that

our CNA/ANA measurements provide a reasonable estimate

of the latitudinal extent of the EEP impact area for this

substorm. The enhanced vTEC over Alaska indicates the EEP

impact area may extend much further westward of the area

observable by the riometers and radars.

The green lines in Figure 8 show the propagation paths

between the VLF transmitter–receiver pairs. A solid line is used if

the amplitude AVLF meets the criterion AVLF < AQDC − 2Aσ,

where AQDC is the value of the QDC and Aσ is the standard

deviation of the amplitude measurements over the 21-days
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reference period at the corresponding universal time. A

dashed line is used if that criterion is not met. All station

pairs meet the criterion at 06:55 UT (panel c) when the vTEC

enhancements along the propagation paths reach a

maximum. The NLK–Churchill pair also meets the

criterion from panel b onwards. An important observation

is that the amplitude enhancements detected by the low-

latitude pair NDK–Seattle coincide with vTEC enhancements

closer to the receiver station (Seattle), and that there are no

vTEC enhancements near the NDK transmitter at any of the

times shown. However, it is unclear whether the vTEC

enhancement near Seattle is actually related to the

substorm EEP, since the Seattle VLF receiver is located

equatorward of the midlatitude ionospheric trough

identified in the vTEC dataset throughout the event.

Existing statistical descriptions of EEP flux can be used to put

the spatial extent of the EEP during this substorm into a broader

context, in particular the latitudinal extent of the EEP. Cresswell-

Moorcock et al. (2013) showed that equatorward edge of the EEP

flux above 30 keV during an average substorm occurs at L = 4.6 ±

0.2, and at L = 4.1 ± 0.1 for the strongest 25% of substorms in

their dataset, where the strength of an event was defined by the

EEP flux. Their latitudinal extent results were similar to the

earlier statistical study of > 0.3 dB CNA during substorms by

Berkey et al. (1974). For our case study, the SuperDARN radars

detected evidence of EEP at L = 3.7–4.0, indicating that the EEP

impact area extended at least this far equatorward and possibly

further. No satellite EEP flux measurements were available for

our case study event, but the moderate geomagnetic conditions

(18 ≤ ap30 ≤ 67) suggest that the EEP fluxes could easily be

FIGURE 8
Spatial evolution of the vertical total electron content (vTEC), 30 MHz cosmic noise absorption, and 10–11 MHz atmospheric noise attenuation
during the substorm on 25 October 2019. The solid green lines show the VLF propagation paths with a significant amplitude change relative to the
reference period, and the dashed green lines indicate VLF propagation pathswith no significant amplitude change (see text for details). VLF = very low
frequency.
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within the upper quartile range of the Cresswell-Moorcock et al.

(2013) event list.

The Ap-dependent EEP flux model by van de Kamp et al.

(2018) provides another helpful comparison with our case study.

This model provides median electron fluxes above 30 keV as a

function of the daily geomagnetic index Ap, the L-value, and the

magnetic local time (MLT). The van de Kamp et al. (2018) model

includes all EEP flux above 30 keV, including from non-

substorm activity, but we expect that most of the EEP is

associated with substorm processes (Nesse Tyssøy et al.,

2021). We have estimated the latitude limits of the EEP as the

L-value at which the modelled > 30 keV electron flux falls below

2000 cm−2 s−1 sr−1 using the equations for the MLT-dependent

model described in Section 3.2 of van de Kamp et al. (2018). The

modelled EEP flux decays sharply at the lower latitude limit, so

the lower latitude limit of the EEP is not overly sensitive to our

choice of flux threshold. In contrast, the EEP flux decays more

gradually at the poleward edge of the EEP impact area, so it is

more difficult to choose a specific L-value as the poleward extent

of the EEP. Therefore, we focus only on the lower latitude limit

when comparing our results to the van de Kamp et al. (2018)

model. The solid black line near L = 4 in Figure 7 shows the

equatorward boundary of the EEP predicted by the model, with

Ap = 25 for 25 October 2019. As mentioned already, the

SuperDARN radars at L = 3.7–4 detect a clear ANA response

throughout the substorm, indicating the EEP boundary extends

at least as far equatorward as L = 3.7–4, and probably further.

Noting that the Ap index represents only a daily average of the

geomagnetic activity, it is not surprising that the observed EEP

impact area extends further equatorward than predicted by the

model, since ap30 is well above the daily average during the

actual event (up to ap30 = 67). The dashed lines in Figure 7 show

the modelled position of the equatorward EEP boundary

determined using the 30 min ap30 index rather than the daily

Ap. With the ap30model input, the equatorward EEP boundaries

in panels c–g are positioned equatorward of the ANA response

and therefore consistent with the observations. In the final

recovery phase when ap30 decreases to below the daily

average (panels h–i), using ap30 as the model input shifts the

EEP boundary to higher latitudes. This further underestimates

the size of the EEP impact area during the substorm recovery

phase compared to the Ap model input (solid lines).

4 Two additional substorms

To further investigate the extent to which the Ap and ap30

indices capture the EEP spatial extent, we present two further

examples of substorms that occurred during lower geomagnetic

activity conditions. The riometer and radar data were processed

in the same manner as the previous example, using the 21-days

window centred on each event date to determine the quiet day

curve.

4.1 18 June 2018

Maps of the CNA/ANA at nine time instants for a substorm

that occurred on 18 June 2018 are shown in Figure 9. This

substorm consists of a single expansion–recovery phase pair and

the maximum magnetic disturbance of ≲450 nT is considerably

weaker than the event already presented. For this event, data

from the Pinawa (PINA) riometer and the Clyde River (CLY) and

Kapuskasing (KAP) SuperDARN radars were also available,

which extends the observable area towards the northeast and

the south. Throughout the event, the CNA did not exceed 2 dB,

and the CNA gradually decreased to below the threshold value of

0.5 dB during the recovery phase (panels g–i). No CNA

enhancement was observed by the PGEO or PINA riometers

near L = 4, however we note that CNA up to 0.4 dB was measured

at PINA (not shown), which is only slightly below the threshold

value. In contrast, ANA enhancements were detected by all four

SuperDARN radars near L = 4 (PGR, SAS, KAP and GBR), which

commenced near the event onset (panel b) and were still present

at the end of the substorm recovery phase (panel i). The Ap index

for 18 June 2018 is 16, which places the equatorward edge of the

> 30 keV electron flux at about L = 4.3–4.7 based on the van de

Kamp et al. (2018) model. This is shown by the solid black line in

each panel of Figure 9. This model prediction is consistent with

the absence of CNA at L = 4, but the SuperDARN measurements

indicate that some type of EEP is present at lower latitudes. When

ap30 is used as the model input, the low latitude EEP boundary

(dashed line) is still poleward of the ANA enhancement

measured by the SuperDARN radars. Therefore, neither the

Ap or ap30 model inputs capture the spatial extent of the EEP

observed near L = 4 for this substorm.

4.2 10 December 2018

Our final case study, presented in Figure 10, shows the EEP

spatial coverage during a substorm on 10 December 2018 (Ap =

10). Like the 18 June 2018 event, this substorm consists of a single

expansion–recovery phase pair. Throughout the event, the CNA

and ANA enhancements are confined to L ≳5. This agrees with
the van de Kamp et al. (2018) model, which places the EEP

impact area at L ≥ 5 for Ap = 10 (black solid line). There is a small

ANA enhancement at PGR in panels (d)–(e), but no other

instruments near L = 4 detected any EEP signatures above the

threshold level. Based on these observations, it appears that the

van de Kamp et al. (2018) model with the Ap index input

provides a good estimate of the low latitude boundary of the

EEP for this substorm. The modelled boundary determined from

the ap30 index is further equatorward (dashed line), and the

observations do not suggest that the EEP extends that far

equatorward.

Also apparent in Figure 10 is a clear ANA enhancement at

the poleward edge of the observable area. This is observed by the
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INV radar commencing at 08:27 UT (panel c) and continuing

until just after 10:00 UT (panels h–i). Similar behaviour in the

CNA is measured by the RANK riometer further to the east. This

CNA enhancement does not extend as far north as TALO, but

there is an ANA enhancement even further east at CLY from 08:

48 UT (panel d) onwards at the northeast edge of the observable

area. This is considerably poleward of the EEP boundary of L =

14.5 ± 2 reported by Cresswell-Moorcock et al. (2013) for an

average-type substorm.

5 Discussion

In this study we have combined several types of ground-

based instruments to estimate the EEP impact area during three

substorms that occurred during low to moderate geomagnetic

conditions. The case studies demonstrate that substorm EEP can

extend considerably equatorward or poleward of the average

latitude limits determined in two earlier studies, Cresswell-

Moorcock et al. (2013) and van de Kamp et al. (2018). The

evidence for this extended latitude range comes from the

atmospheric noise attenuation (ANA) estimates from the

SuperDARN radars, and the position of the low-latitude EEP

boundary is also supported by the vTEC and VLF amplitude

observations. We have also shown that the riometers and radars

may detect CNA and ANA enhancements throughout the

substorm recovery phases. It is likely that these EEP

signatures are caused by pulsating aurora (PsA), which are a

very common feature of the substorm recovery phase. The

latitudinal extent of the recovery phase EEP is well within the

FIGURE 9
Spatial evolution of the magnetic field disturbance, 30 MHz cosmic noise absorption and 10–11 MHz atmospheric noise attenuation during the
substorm event on 18 June 2018.

Frontiers in Astronomy and Space Sciences frontiersin.org14

Bland et al. 10.3389/fspas.2022.978371

121

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.978371


latitude limits reported in our earlier SuperDARN study of ANA

during pulsating aurorae (PsA) (Bland et al., 2021). That study

showed that the spatial extent of ANA during PsA in the

southern hemisphere regularly extends equatorward of 59°

CGM latitude and occasionally equatorward of 40° CGM

latitude. It is important to note that the recovery phase EEP

signatures observed in the CNA, ANA, VLF amplitude and vTEC

data are not captured by the magnetometer data or the

geomagnetic indices due to the decay of the substorm current

systems during this time. This means that geomagnetic indices

are not a suitable proxy for EEP during substorm recovery

phases.

Another key result from this study is that the ANA

enhancements at L = 3.7–4 were not accompanied by clear

CNA responses from the riometers at similar latitudes. For

the substorms on 25 October 2019 (Figure 7) and 18 June

2018 (Figure 9), these ANA enhancements commenced at the

event onset and persisted to the end of the last recovery phase.

The ANA was well above the 0.5 dB threshold and therefore

represents a significant attenuation of the 10–11 MHz radio noise

compared to the 21-days reference period. Without the radar

data, one would conclude from Figure 9 that the EEP impact area

never extended as far equatorward as PINA (L = 3.8) or as far

poleward as CHUR (L = 6.9). The radar observations, however,

show that the latitudinal range of the EEP during the 18 June

2018 event extended from at least L = 3.7 (KAP) to at least L = 9.6

(INV). It is possible that the EEP fluxes are too low during these

events for many of the riometers to detect any significant amount

of CNA, where we have defined ‘significant’ as CNA> 0.5 dB.

The lower operating frequency and the different antenna

properties of the SuperDARN radars may make them more

sensitive to low-flux EEP compared to the riometers.

FIGURE 10
Spatial evolution of the magnetic field disturbance, 30 MHz cosmic noise absorption and 10–11 MHz atmospheric noise attenuation during the
substorm event on 10 December 2018.
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In this study we have estimated the minimum spatial extent

of substorm EEP based on the response measured by several

ground-based radio instruments. The presence or absence of EEP

at each instrument site was essentially determined by the

instrument sensitivity, rather than a fixed > 30 keV electron

flux threshold, for example. Since CNA and ANA are both

height-integrated quantities, the same absorption response

measured from the ground could be attributed to many

different EEP energy spectra. While there have been some

studies examining the relationship between > 30 keV flux and

CNA (e.g., Rodger et al., 2013), a clear correlation between

> 30 keV flux and CNA was identified only for relatively high

electron fluxes of at least 106 cm−2 s−1 sr−1, which corresponds to

about 1 dB of CNA. Our results show that the EEP spatial extent

can be much larger than the region in which > 1 dB of CNA was

measured, so it is difficult to estimate what EEP fluxes might be

occurring at the equatorward edge of the EEP impact area where

the SuperDARN radars detected significant ANA.

Our estimates of the latitude limits of the EEP impact area

rely heavily on a novel EEP detection method (ANA from

SuperDARN radars). It is therefore necessary to discuss the

uncertainties in the ANA observations and the instrumental

differences between the riometers and radars that may

contribute to this result. Our earlier work demonstrates that

SuperDARN radars can detect ANA associated with energetic

proton precipitation (Bland et al., 2018) as well as low-flux EEP

associated with pulsating aurora (Bland et al., 2019; Bland et al.,

2021), which represent two spectral extremes of energetic particle

precipitation. However, the sensitivity of the SuperDARN radars

to different EEP spectra has not yet been studied in detail. We

expect that the amount of attenuation depends on the electron

density and electron-neutral collision frequency, so that the

height of maximum attenuation should be the same for radars

and riometers. The radars and riometers would therefore be

sensitive to the same EEP energies. However, the minimum

electron fluxes required to produce a measurable amount of

absorption is likely to be different for riometers and radars. As

mentioned above, the lower operating frequency of the

SuperDARN radars compared to the riometers may make

them more sensitive to lower EEP fluxes, which would

account for the different instrument responses to the EEP.

The width and oblique orientation of the radar beams, and

the presence of backlobes and sidelobes in the beam patterns,

may also contribute to the differences observed between the radar

and riometer datasets. All of these factors require further

investigation to make it possible to perform quantitative

comparisons between the radar and riometer datasets.

Another important aspect of the radar dataset is the difficulty

in assigning geomagnetic coordinates to the ANAmeasurements.

In Figure 7 we have used the radar site as the location of the ANA,

but in reality the D-region sampled by each radar is about 2–3°

poleward of the radar site (see radar fields of view in Figure 1).

We have chosen to display the ANA measurements at the actual

radar locations because the phased-array design of SuperDARN

radars results in a large backlobe in the beam pattern, effectively

creating a second field of view behind the radar (Milan et al.,

1997). The noise measurements from the radars are therefore a

superposition of the noise measured in the front and rear fields of

view. The vTEC data presented in Figure 8 indicate that the

poleward edge of the midlatitude ionospheric trough is very close

to the PGR and SAS radar sites, which suggests that the EEP

region is likely to be poleward of the radar site for the 25 October

2019 substorm. This means that the ANA measured at these two

sites can probably be attributed to the front fields of view shown

in Figure 1.

Althoughmore work is required to properly understand what

EEP energies and fluxes the SuperDARN radars are sensitive to,

our results indicate that EEP with sufficient flux to attenuate

10–11 MHz radiowaves by ~5 dB reaches latitudes well

equatorward of the model predictions for > 30 keV electron

flux. This is an important consideration for studying auroral

absorption for space weather applications, where the detailed

spatial and temporal evolution of the EEP provides important

information to HF radio communicators. The long-term

atmospheric chemical response to EEP is probably less

sensitive to an underestimated EEP impact area because the

ozone depletion associated with NOX catalysts is confined to the

polar vortex (Verronen et al., 2021). Based on this, we expect that

the EEP near L = 4 would contribute to NOX-related ozone

depletion only when the polar vortex is present at these latitudes.

Short-term mesospheric ozone depletion caused by HOX

catalysts occurs independently of the polar vortex location, so

accurate knowledge of the EEP impact area would still be

required to properly determine the atmospheric response.

6 Conclusion

The spatial coverage of the EEP impact area during three

substorms has been determined using a combination of

riometers, SuperDARN radars, VLF receivers and vTEC

measurements in North America. Our results show that

substorm EEP can extend considerably equatorward and

poleward of the average latitude limits reported in previous

studies. Evidence of this extended latitude range was provided

by atmospheric noise attenuation (ANA) estimates from

SuperDARN radars and from amplitude variations measured

by the VLF receivers, which extended the total observable area

provided by the riometer network. For our main case study, these

datasets indicated that the lower latitude limit of EEP extended at

least as far equatorward as L = 3.7–4, but this was not

accompanied by a CNA enhancement from the riometer at

the same latitude (PGEO). This result reveals a limitation of

using 30 MHz CNA measurements to estimate auroral

absorption, since the riometers and radars respond differently

to the substorm EEP. Further work is required to determine what
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EEP energies and fluxes the SuperDARN radars are sensitive to at

10–11 MHz, and to determine how the SuperDARN ANA

measurements can be quantitatively compared to the 30 MHz

CNA. The wider latitude limits of EEP reported in this study are

unlikely to have significant consequences for modelling the long-

term atmospheric response to EEP, since the polar vortex already

sets a stricter limit on the spatial extent of the NOX-related

atmospheric response. However, accurate knowledge of the EEP

spatial extent would be necessary for modelling the short-term

atmospheric response to EEP and for studying auroral

absorption. We therefore highlight the potential of the

SuperDARN, AARDDVARK and vTEC datasets to help refine

our understanding of EEP by extending the area over which EEP

can be detected from the ground.
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In the recent years, significant attention has been given to the combined effect

of Interplanetary Magnetic Field (IMF) duskward component (By) and dipole tilt

on the global magnetosphere-ionosphere system response. Numerous studies

have pointed out that when the Earth’s magnetic dipole is tilted away from the

Sun (negative dipole tilt during northern winter), and IMF has a positive By

component, the effects on ionospheric currents, particle precipitation,

ionospheric convection, and average size of the auroral oval, is significantly

more enhanced, compared to when IMF By is negative. Furthermore, this IMF By

polarity effect reverses when Earth’s dipole is tilted in the opposite direction.

The underlying cause has remained unclear. Our analysis shows that substorms

tend to be stronger during the same IMF By and dipole tilt polarity combination.

Taken together with earlier results showing also more frequent substorms

during the same conditions, our observations suggests that when IMF By and

dipole tilt have opposite signs, there is a more efficient global dayside

reconnection rate. We also show analysis of the occurrence frequency of

periods of Steady Magnetospheric Convection, substorm onset latitude, and

the isotropic boundary of proton precipitation, that are all consistent with our

conclusion that the combination of IMF By and dipole tilt polarity affect the

global dayside reconnection rate.
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explicit by, dayside reconnection, global reconnection, asymmetry, substorm strength,
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1 Introduction

Understanding the mechanisms that cause the range of

different near-Earth space phenomena is often a difficult task.

The system is highly coupled, from the thermosphere/ionosphere

to the solar wind. It can therefore be challenging to determine the

underlying cause of observed phenomena, as multiple processes

occurring in different regions, alone or in combination, may

produce very similar observational signatures.

This paper addresses why we observe a different behaviour of

the magnetosphere-ionosphere system when the By component

of the Interplanetary Magnetic Field (IMF) is positive vs negative

during periods when the Earth’s magnetic axis is tilted towards or

away from the Sun. Although first mentioned by Friis-

Christensen and Wilhjelm (1975), it was not until recently

that this topic has been revisited and further characterized.

Friis-Christensen and Wilhjelm noted that during northern

hemisphere winter (negative dipole tilt angle, Ψ), the

westward electrojet was significantly stronger for positive

compared to negative IMF By during otherwise similar IMF

Bz conditions. Holappa and Mursula (2018) revisited this

effect on the westward electrojet and established that these

differences were not due to the Russell-McPherron effect

(Russell and McPherron, 1973). They called this the explicit

By effect to differentiate it from the Russell-McPherron effect,

which is essentially due to seasonally varying correlation between

IMF By and the geoeffective Bz component (IMF By not directly

causing the Russell-McPherron effect). Holappa and Mursula

(2018) quantified the difference in electrojet strength to be about

50 percent during winter conditions. During summer conditions,

the IMF By dependence reverses as the westward electrojet is

stronger for negative compared to positive IMF By, but the effect

on the westward electrojet is minor compared to the difference

during winter conditions (Holappa and Mursula, 2018; Holappa

et al., 2021b).

The large IMF By and seasonal related asymmetries in the

westward electrojet sparked the interest for investigating other

aspects of the coupled system for similar behavior. Reistad et al.

(2020) reported similar asymmetries in the average size of the

polar cap. During negative dipole tilt, they found larger polar

caps in both hemispheres when IMF By is positive compared to

negative. The ± By asymmetry reversed when the dipole was tilted

in the opposite direction. Since the same behaviour was seen in

both the winter and summer hemisphere for a specific IMF By
polarity, ionospheric effects related to season could not alone

explain the observations. They suggested that in addition, one or

both of the following scenarios must be the case: A) The global

dayside reconnection rate depends on IMF By polarity when

Earth’s dipole is tilted, allowing for a stronger Dungey cycle and

more energy input to the system when IMF By and Ψ have

opposite signs; or B) When Earth’s dipole is tilted, IMF By has an

influence on the amount of magnetic flux the magentotail lobes

typically can support, for a given dayside reconnection rate.

While the results reported by Reistad et al. (2020) indicate a

global difference in the magnetospheric response, the minor

effect on the westward electrojet in the summer hemisphere

compared to the winter hemisphere suggests that the influence

on the ionospheric currents are more complex than what can be

explained by type A and B mechanisms.

Other aspects of the solar wind - magnetosphere coupling has

also been investigated in this regard. Holappa et al. (2020) and

Holappa and Buzulukova (2022) found that fluxes of

precipitating energetic electrons and protons in both

hemispheres show a very similar asymmetry, namely that the

precipitation is more intense when IMF By and Ψ have opposite

signs, compared to when they have the same sign, during

otherwise similar IMF Bz conditions. Holappa and Buzulukova

(2022) showed that the growth rate of the ring current (measured

by the Dst index) also exhibits a similar By-dependence. Ohma

et al. (2021) investigated the occurrence frequency of

magnetospheric substorms during periods of either positive or

negative IMF By. Based on several independent lists of identified

substorms, they concluded that substorms are more frequent

when the sign of IMF By and Ψ are opposite, compared to when

IMF By has the same sign as the dipole tilt. These findings further

indicate that the explicit By-effect is a global phenomenon, which

is likely related to a type A or B mechanism (or both) as

mentioned above. Since dayside and nightside reconnection

are the processes that allow for opening and closure of

magnetic flux; the steady state, in which we interpret the

long-term averages to represent (Laundal et al., 2020), must

represent a balance of the two. The observed changes of the

steady state open flux content depending on IMF By/Ψ polarity

must therefore either be due to a type A or B mechanism (or

both). These spatially separated processes (A: dayside and B: tail)

are nevertheless highly coupled, as the dayside loading affects the

conditions in the magnetotail, making the interpretation of the

data analysis highly challenging, as will be elaborated on in more

detail in the following.

Reistad et al. (2021) studied ionospheric convection on the

basis of Doppler-shift from ground based HF radar echoes. They

presented climatological patterns of the high latitude convection

pattern during IMF By dominated periods, for various dipole tilt

intervals. By normalizing the observed convection to the present

size of the polar cap as inferred from simultaneous observations

from the Active Magnetosphere and Planetary Electrodynamics

Response Experiment (AMPERE), they were able to distinguish

the contribution from lobe reconnection on the global

convection pattern, which were found to be more efficient

during local summer. This allowed the authors to quantify the

part of the convection associated with dayside (and nightside)

reconnection. Their results indicated that when IMF By and

dipole tilt had opposite polarity, the Dungey cycle was slightly

enhanced (~ 10%).
The results presented above demonstrate that the global

magnetospheric response to positive and negative IMF By is
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different when Ψ is nonzero: The westward electrojet is stronger,

particle precipitation is more intense, substorms are more

frequent, the polar cap is larger, and the ring current

increases more rapidly when the signs of IMF By and Ψ are

opposite. Previous studies have not identified whether this is

mainly due to differences in the dayside coupling (type A) or

mainly due to differences in how the tail responds to the same

flux loading, influencing the amount of magnetic flux the lobes

typically sustain (type B). However, there are key differences in

how the magnetosphere and ionosphere are expected to respond

between the type A and type B mechanisms, enabling new

insights to be obtained about their relative importance.

If the observed explicit By effects are solely a result of

mechanism B, the flux throughput in the (tilted)

magnetosphere should be the same for both polarities of

IMF By, if all other solar wind parameters are equal. Since

substorms are more frequent for opposite signs of IMF By and

Ψ, the substorms must either be stronger (closing more flux)

or the flux must be transported by another process when IMF

By and Ψ have the same sign. In addition to substorms, the

magnetosphere can respond to solar wind forcing by entering

into steady magnetospheric convection (SMC) periods (e.g.,

Sergeev et al., 1996; Kissinger et al., 2012). Hence, a type B

process would imply weaker substorms and/or less frequent

SMC events for opposite signs of IMF By and Ψ. On the other

hand, mechanism A demands the flux throughput to be

greater in the magnetospheric system for positive By

during Northern Hemisphere (NH) winter and for

negative By during NH summer. If the occurrence

frequency of SMCs and the strength of substorms follow

the same dependence as the other observed phenomena

(stronger for opposite signs of IMF By and Ψ), it would

suggest the influence of a type A mechanism in producing

the observed explicit By effects.

In this paper, we present new analyses to demonstrate how

IMF By and Ψ in combination affects the response of the

magnetosphere-ionosphere system. The goal is to address

whether mechanisms A or B are the main contributor to the

explicit By effects. We will address how the occurrence frequency

of SMC events are modulated and use various proxies to assess

the global substorm strength. In the following section we will

present our new analysis contributing to the investigation of the

origin of the explicit By effect. The methodology used in the

presented analysis is outlined as the results are presented. Our

new results are discussed together with the existing knowledge on

the topic in section 3. Our main conclusions are explicitly stated

in the concluding section.

2 Results

When comparing the magnetosphere responses to intervals

of positive and negative IMF By and dipole tilt, it is important

that we compare instances with similar dayside forcing. This is

largely controlled by the IMF Bz component. In all our analyses,

we use the dayside coupling function presented by Milan et al.

(2012), which is set out to quantify the global dayside

reconnection rate, ΦD [Wb/s], in response to the upstream

IMF and solar wind, given by the formula

ΦD � ΛV4/3
x Byz sin

9/2 θ/2( ). (1)

Here, Λ = 3.3 · 105 m2/3s1/3 is a scaling constant related to

the length of the dayside X-line, Vx is the solar wind velocity

in the anti-sunward direction, Byz is the magnitude of the IMF

vector perpendicular to the Sun-Earth line, and θ is the IMF

clock angle. When SI units are used, ΦD gets the units of Wb/

s = Volt, representing the rate of conversion of magnetic flux

from a closed to open topology on the dayside.

As noted by Holappa et al. (2021a), the particular choice

of coupling function is typically not crucial for this kind of

analyses, yet they provide a convenient way to select periods

of similar forcing for comparison. In all plots, the dayside

coupling value is normalized to its mean value from the entire

analysis period. This normalized coupling parameter we

denote ΦD/〈ΦD〉. We use IMF data time shifted to the

bow shock of the Earth from the OMNI database (King

and Papitashvili, 2005).

2.1 Occurrence of steady magnetospheric
convection intervals: Interplanetary
magnetic field By and dipole tilt
dependence

The magnetosphere can enter different “modes” of response

to the energy input from the interplanetary medium. The

perhaps most common situation is the so-called loading/un-

loading cycle in which the magnetospheric substorm plays a

central role. The typical sequence of events is a growth phase

(dayside loading dominates) (McPherron, 1970), followed by the

onset of a rapid expansion phase coinciding with the initiation of

intense tail reconnection. In a typical “isolated” substorm, the

magnetosphere transitions into a so-called recovery phase,

characterized by the return to a quiet geomagnetic level

(Ohtani and Gjerloev, 2020). However, if the IMF remain

southward, the system may transition into a situation where

the nightside and dayside merging rates are approximately

balanced, marking the onset of a Steady Magnetospheric

Convection (SMC) period (Sergeev et al., 1996). Milan et al.

(2021) did a manual classification of the convection state of the

magnetosphere system during the year 2010. He referred to the

SMC intervals as a driven phase, and found it to occur during

18% of the time, in contrast to the traditional substorm phases

occurring 23% of the time during that year. Hence, it seems likely

that a significant amount of the magnetic flux throughput may
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take place during periods of SMC. Similar to looking at the

occurrence rate and strength of substorms, it is thus relevant to

look at how the combination of IMF By and dipole tilt affect the

occurrence of SMC events, as they also represent information

about the external forcing and how the magnetosphere responds

to the forcing.

To investigate how the occurrence frequency of SMC events

are modulated by IMF By and dipole tilt conditions, we use two

different lists of identified SMC intervals. The Kissinger list

contain 3444 SMC intervals with a minimum duration of

90 min, from the time period 1997–2013. The list is described

in (Kissinger et al., 2011, 2012) and has been compiled by a

combination of selection criteria based on the Auroral Electrojet

index and manual inspection, and made publicly available

recently (Kissinger et al., 2022). We also make use of the

SMC list described by Dejong (2014) that goes from 1997 to

2015. Their list requires steadiness in the AL-index of at least 3 h

and uses a seasonal cutoff in activity in AE-index as described in

McWilliams et al. (2008). We use an extended version of the list

described, where the extended part (2008–2015) only differ from

their published list by not having applied the manual inspection

of possible particle injection signatures at geosynchronous orbit

(such events was removed in the published list). Common for

both SMC lists is that steadiness in magnetospheric activity is the

core selection criteria, which is quantified by how rapid the AL

index is allowed to change in a sliding window [20 min in Dejong

(2014) and 30 min in Kissinger et al. (2011)]. We group the SMC

events into two groups based on the mean IMF By in the hour

preceding each event (By< − 2 nT and By> 2 nT). The main

reason for considering the hour proceeding the event is that we

are interested in whether our selection parameters may influence

the initiation of the SMC.We further associate each SMC interval

with the rate of dayside reconnection during the hour preceding

the SMC onset using the ΦD parameter normalized to the mean

of all the 60 min ΦD values during the entire time period of each

list, referred to as 〈ΦD〉.
In Figure 1, the number of SMC events within the indicated

Ψ (different columns) and ΦD/〈ΦD〉 intervals (x-axis) are

normalized to the amount of time the selection conditions

was fulfilled in the period of the SMC lists. If one group

(shown as a data point in Figure 1) has in total 100 SMC

events, and the conditions of that specific group is met for a

cumulative total of 100 days during the span of the list, the

occurrence frequency will be one per day. This represent our

measure of SMC events per day (y-axis), which is computed

separately for the positive (orange) and negative (blue) IMF By

FIGURE 1
Average occurrence rates of SMC intervals (number per day on y-axis) versus increasing levels of dayside reconnection rate. Top row: SMC list
described by Kissinger et al. (2012). Bottom row: SMC list described by Dejong (2014). An explicit By dependence in the SMCoccurence rates are seen
in both lists: Opposite By/tilt polarity also lead to more frequent SMC intervals.
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conditions. The number of SMC events in each group is indicated

with its respective color in each panel. Similar to Ohma et al.

(2021), the uncertainty is estimated by re-sampling with

replacement (bootstrapping), leading to a distribution of SMC

events per day that is normal, from which its ± 1 standard

deviation is interpreted as the uncertainty in Figure 1.

Similar to the occurrence rates of substorms (Ohma et al.,

2021), the SMC occurrences in Figure 1 exhibit a so-called

explicit By-dependence. Namely, for a given orientation of the

dipole tilt, Ψ, SMC intervals take place more frequently when Ψ
and IMF By have opposite signs compared to when they have the

same sign. This is consistently seen for both SMC lists

investigated. In the Kissinger list, the explicit By effect is more

pronounced during negative dipole tilt. The total number of SMC

events (irrespective if IMF By) in the Kissinger list is also higher

for positive than negative dipole tilt. This difference is likely

related to the seasonal cut off criteria McWilliams et al. (2008)

used only in the DeJong list, that aims to compensate for the

elevated AL levels during the more sunlit conditions. This may

explain why the IMF By polarity difference in DeJong’s list is

approximately as strong during positive and negative dipole tilts.

Nevertheless, the IMF By polarity difference remain in both lists.

2.2 Substorm strength: Mid-latitude
positive bay index

The strength of substorms can be routinely quantified from

their ground-based magnetic signatures. In NH, substorms

produce southward perturbations (negative bays) on the

ground in high latitudes and northward perturbations

(positive bays) in mid-latitudes. Ohma et al. (2021) showed

that substorms identified from high-latitude negative bays

have a more pronounced magnetic response (producing

stronger AL/SML index in the NH) when the signs of the

dipole tilt and IMF By are opposite. However, similar to

Holappa and Mursula (2018), they found that this explicit By-

dependence is very weak in the summer hemisphere, indicating

that local ionospheric conditions strongly modulate the ground

disturbances of substorms at high latitudes. Hence, addressing

the strength of a substorm in a global sense (i.e., in terms of

magnetic flux closure in the tail) is a very challenging task. As

pointed out by Ohma et al. (2021), the local ionospheric

conditions are much influenced by the degree of sunlight, and

the geometry of the ionospheric current systems depend strongly

on IMF By, in opposite sense in the two hemispheres. Hence,

Ohma et al. (2021) suggested that a metric not associated with

such local high latitude phenomenon should be used in assessing

the global strength of substorms across various magnitude and

polarities of dipole tilt and IMF By. Ideally, such a substorm

strength metric should be based on observations distributed

equally between the two hemispheres. Although Ohma et al.

(2021) did not find a statistical significant difference in substorm

strength for the different combinations of IMF By and dipole tilt,

we will show how choices made in the statistical analysis may

alter their conclusions.

We here repeat the analysis of substorm strength for different

dipole tilt and IMF By polarities, as shown in Figure 7 in Ohma

et al. (2021). Similar to Ohma et al. (2021), we focus on substorms

identified with an algorithm applied to the Mid-latitude Positive

Bay (MPB) index developed by Chu et al. (2015) to assess the

substorm strength, for the above mentioned reasons. This list

includes 57,558 substorms observed in 1982–2012. The list

contains the onset times as well as the peak values and area

(time-integral of the squared perturbation) of the identified MPB

pulses, quantifying the strength of the events. An advantage of

the McPherron and Chu list over widely used substorm lists

based on the SML index (Newell and Gjerloev, 2011) (using only

NH measurements) is that it uses magnetometers observations

from both hemispheres, and from mid-latitudes only (20° < |

magnetic latitude| < 52°), potentially reducing the hemispheric

bias. However, due to inherent geographical limitations, there are

sill more stations in NH than SH. The MPB signature is

interpreted as a direct signature of the Birkeland currents

associated with the substorm (Chu et al., 2015). This is

different from magnetic perturbations observed at high

latitudes, that are blind to Birkeland and Pedersen currents,

i.e., the curl-free component of the 3D ionospheric current

system [Fukushima theorem, see e.g., Fukushima (1994)].

Figure 2 shows the median MPB area for negative (< − 10°)
and positive (> 10°) dipole tilts (Ψ) as a functionΦD/〈ΦD〉 averaged
over 6 h prior the substorm onset. The 6 h window is chosen to allow

the magnetosphere system to adjust to the upstream forcing. In this

way, any potential By-dependence in the upstream forcing (from a

type A mechanism) is expected to be exaggerated. The choice of

averaging window is also discussed more in detail in the next

subsection. The error bars indicate ± one-sigma errors of the

median derived by bootstrap resampling (with replacement)

applied 1,000 times. The MPB area is clearly greater for By >
2 nT during negative dipole tilt and for By < − 2 nT during

positive dipole tilt. Interestingly, the explicit By-dependence is

about equally strong during negative tilt (NH winter) than during

positive tilt (NH summer). We also find very similar results (not

shown) for the peak MPB amplitude also given in the McPherron

and Chu list. Thus, we interpret the results in Figure 2 as an effect of

IMF By modulating the global substorm strength during both local

summer and winter conditions.

The explicit By-dependence in Figure 2 is clearer than in the

similar analysis of Ohma et al. (2021), which is due to three

differences between the analyses. First, the present analysis sorts

data byΦD instead of the clock angle. Second, instead of the mean

we are using the median of the MPB strength, making the

analysis less prone to extremes of the distribution. Third,

using a long (6-h) averaging window will more efficiently

average out noise in the relation between coupling function

ΦD and the response.
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2.3 Substorm strength: Onset latitude

The substorm onset latitude is a direct measure of the size of

the open magnetosphere at time of onset, which has a

dependence on the degree of dayside loading during the time

before the substorm [e.g., Milan et al. (2008)]. Figure 3 shows the

median substorm onset latitude, as determined from the lists of

substorm onsets from global Far Ultraviolet imaging presented

by Frey et al. (2004) and Liou (2010). This combined list contain

substorms from both hemispheres (71% from NH) from which

FIGURE 2
TheMPB pulse area as a function of the normalizedΦD parameter separately for By>2 nT and By< − 2 nT.The error bars indicate ± one standard
deviation of the median. Left: Negative dipole tilt. Right: Positive dipole tilt.

FIGURE 3
Median onset latitude from IMAGE + Polar onset lists. Top row: Negative dipole tilt. Bottom row: Positive dipole tilt. The two lines indicate
different IMF By regimes. Columns represent size of averaging window applied to IMF By andΦD parameter.ΦD bins are indicated with vertical dashed
lines. Total number of substorms in each IMF By group satisfying the IMF stability criteria is also printed in each panel.
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the onset latitude most often can be placed with confidence

within ± 1°. Common for both the Frey et al. (2004) and Liou

(2010) substorm lists is that the substorm onset is identified as a

sudden localized auroral brightening in the nightside oval,

experiencing a poleward and zonal expansion. The binning

into positive (orange) and negative (blue) IMF By substorms

are done similarly as described above. The bins of the normalized

dayside coupling parameter ΦD/〈ΦD〉 is determined such that

each of the four bins contain the same number of substorms.

These bins are indicated with the vertical dashed lines. The

median value of the onset latitude (y-axis) and the normalized

loading parameter (x-axis) with its associated ± one-sigma

bootstrap error are indicated with crosses. The size of the

averaging window used to compute IMF By and ΦD/〈ΦD〉
prior to binning is varied. From left, the columns in Figure 3

represent window sizes of 1 min (no averaging), 1 hr, 2 hr, 4 hr,

and 6 hr. To further constrain the IMF By polarity within the

averaging window used, we require the circular variance of the

IMF clock angle (the angle of the IMF vector projected in the

GSM YZ plane) to be < 0.1 based on minute resolution data. In

this way, the positive and negative IMF By intervals (defined by

the mean IMF By > 2 nT or < − 2 nT during the averaging

window) are clearly separated. Due to the constraint on the

circular variance of the IMF clock angle, fewer substorms meet

the criteria for larger window sizes.

We clearly observe the median onset latitude to have greater

dependence on ΦD for larger window sizes, as expected. On the

other hand, we observe no clear explicit By dependence on the

onset latitude. For window sizes of two or more hrs, Figure 3 may

indicate a trend toward lower latitude onsets when IMF By andΨ
has opposite signs during the two highest ΦD intervals, but the

difference is not significant. Hence, from the presented evidence,

we must conclude that the net effect on onset latitude by the sign

of IMF By must be small, if any, during times of significant dipole

tilt. On the other hand, this means that we also can conclude that

there is no evidence suggesting that the more frequent substorms

for one IMF By polarity are associated with higher latitude onsets,

which could be an indication of weaker substorms. These results,

together with the MPB analysis of substorm strength, are further

discussed in section 3.

2.4 Interplanetary magnetic field By
dependence of isotropic boundary

The proton isotropic boundary marks the equatorward

boundary of proton precipitation. The isotropic boundary (IB) is

assumed to be located on a field line on which the radius of curvature

is comparable to the proton gyroradius (Sergeev et al., 1993).

Poleward of the IB latitude the proton loss cone is efficiently

filled by pitch-angle scattering, whereas protons are mainly

trapped equatorward of the IB latitude (Newell et al., 1998). The

IB latitude can be routinely monitored using the Polar Operational

Environmental Satellites (POES) measurements of energetic protons

made with the The Medium Energy Proton and Electron Detector

(MEPED) instruments. Asikainen et al. (2010) used corrected and

calibrated MEPED proton measurements of 80–250 keV energy to

determine the isotropic boundary latitude. Instead of 80–250 keV

energy we use here proton fluxes between 120 and 250 keV, which

have been obtained by interpolating the MEPED measurements at

the nominal energy channels. Asikainen andMursula (2011) showed

that as the MEPED proton instruments degrade in time the effective

energies they measure increase. They also showed that the lowest

proton energy channel could not be reliably corrected if the

degradation has been large enough. Asikainen et al. (2012)

showed that the lowest energy one can use to get a homogeneous

series of proton fluxes from 1979 to present is 120 keV. Therefore, we

here use the proton measurements between 120 and 250 keV to

determine the isotropic boundary. The IB latitude on each orbit is

found by the most equatorward corrected geomagnetic latitude

where the fluxes of the two orthogonal MEPED telescopes (I0 and

I90) fulfill the condition

|I0 − I90|
I0 + I90

< 0.3 (2)

In addition to this the determined L-value of the IB location

must be > 2.5 and the count rates of the telescopes must exceed

500 cts/(cm2 sr s). As shown by Asikainen et al. (2010) the IB

latitudes display a systematic MLT dependence. We followed

their approach to estimate and subtract the MLT dependence

from the IB latitudes. This procedure yields the so called MT

index (magnetotail index) separately for both hemispheres.

Because the MT indices (IB latitude identifications) are

irregularly sampled in time we calculated the hourly averages

from all those MT index values, which are located within the

hour. In the following, our mentions of IB latitude is in fact

referring to this MLT-normalized version, theMT index.We also

restrict our analysis to the 18–06 MLT nightside region.

As shown by Meurant et al. (2007), the IB latitude at

substorm onset is very similar to the onset latitude. As

pointed out by Newell et al. (2007), the IB latitude has its best

correlation with solar wind driving when averaging over the

previous 6 h. Hence, the IB latitude represents a diagnostic tool of

the state of the inner magnetosphere, which depends on the

magnitude of dayside loading from at least the previous 6 h. The

main advantage of considering the IB latitude for our purposes,

in contrast to the onset latitude, is that we do not have to restrict

ourselves to the onset of a substorm to get a datapoint indicating

the extent of the stretched magnetosphere. The full POES

database of high latitude crossings can thus be utilized for this

purpose, similar as what was done by Holappa et al. (2021a).

Figure 4 shows the median IB latitude for positive (red) and

negative (blue) IMF By conditions. Similar to the previous figures, the

observations are also binned according to the normalized dayside

coupling value (x-axis) over 6 h preceding the measurement. The

analysis is shown from both hemispheres (northern hemisphere in
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top row, south in bottom row) during positive and negative dipole tilt

intervals. Note that the same tilt interval represents opposite local

season in the two hemispheres. It is evident from Figure 4 that the

explicit By effect on IB latitude is a pronounced and significant

feature. The latitudinal difference between the two IMF By polarities

are on the order of 1° latitude, similar towhat was reported byReistad

et al. (2020) using the field-aligned current estimates of the size of the

auroral oval from AMPERE.

3 Discussion

In recent years, a growing body of evidence (see

introduction) has demonstrated how various aspects of the

solar wind—magnetosphere—ionosphere interactions depend

on the combination of the polarities of IMF By and dipole tilt,

often referred to as an explicit By effect. That is, for a given,

nonzero tilt angle Ψ, the system responds differently to positive

and negative IMF By. In this paper we provide further

observational evidence of this effect, aiming to provide

observational constraints on the source of the explicit By
behaviour of the system. Two types of mechanisms have been

suggested to explain the explicit By effect:

A) The combination of the polarity of IMF By and dipole tilt

affects the global dayside reconnection rate, with higher flux

throughput when the two has opposite polarity compared to

equal polarity.

B) The combination of the polarity of IMF By and dipole tilt

influence the amount of magnetic flux the magnetotail lobes

FIGURE 4
Median IB latitude determined from NOAA15-19 satellites in the nightside (18–6 MLT) as a function of the normalized ΦD parameter separately
for By> 5 nT and By< − 5 nT. The error bars indicate ± one standard deviation of the median.
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typically support, for a given dayside reconnection rate. The

magnetosphere thus responds differently to similar magnetic

flux throughput.

Observations consistent with a type B mechanism have been

reported on earlier (Holappa et al., 2021a). However, can this

type of process, confined to the magnetotail, be the sole

explanation for the presented observations? This is the core

question we address in this article. Evidence on the existence

of a type A mechanism has not been presented to date (to our

knowledge). There is an ongoing debate whether the dipole tilt

angle modulates the dayside reconnection rate (Cliver et al., 2000;

Russell et al., 2003; Lockwood et al., 2020). However, these

studies have not addressed the combined action of the dipole

tilt and IMF By (which are both included in the type A

mechanism). Previous studies focusing on the explicit By effect

have not been able to make definite conclusions about the relative

importance of A versus B type of mechanisms. However, a critical

test for the above hypotheses is to determine whether or not the

magnetic flux throughput of the system (the strength of the

Dungey cycle) is stronger for the opposite signs ofΨ and IMF By.

This is predicted by mechanism A, but not by mechanism B. By

combining the results presented in this study with earlier

observations, we can now address how the flux throughput is

modulated by IMF By and Ψ.
Milan et al. (2008) investigated how the magnetosphere

responds to weak and strong solar wind forcing, and showed

that enhancedmagnetic flux input (ΦD) lead to both stronger and

more frequent substorms. It has also been shown that the

substorm occurrence frequency is higher when IMF By and Ψ
have opposite compared to equal polarity (Ohma et al., 2021).

The global substorm strength shown in Figure 2 demonstrates

that the strength of substorms is also greater, therefore closing

more magnetic flux per substorm (Milan et al., 2009), on average,

when signs of IMF By and tilt angle are opposite compared to

equal. Taken together, these results strongly suggests that the

IMF By/Ψ polarity combination affect the magnetic flux

throughput, hence supporting a type A mechanism.

The IB latitude analysis presented in Figure 4, which can be

interpreted as the transition region from dipolar to stretched field

lines, is systematically displaced based on IMF By and dipole tilt

polarity, highlighting the profound influence by these

parameters. This region of the magnetotail is known to

depend upon the previous magnetospheric activity (and hence

solar wind - magnetosphere coupling) with a significant memory.

Newell et al. (2007) found the IB latitude to show the best

correlation with a 6 h long averaging window of the upstream

forcing. It is therefore highly expected that a type A mechanism

would lead to the observed differences in Figure 4. The observed

shift in IB latitude is remarkably similar to the corresponding

shift in polar cap radius during similar conditions, as reported by

Reistad et al. (2020). However, as Reistad et al. (2020) pointed

out, we can not exclude a type B mechanism influencing these

results, when interpreting this analysis alone. However, when

interpreting these results in light of our findings regarding the

substorm strength as discussed above, the we find that a type A

mechanism is the most plausible scenario to explain also the IMF

By polarity effect on IB latitude.

Interpreting the onset latitude as a metric of the strength of the

substorm in terms of flux closure (Milan et al., 2009), the similar

onset latitude for ± By (Figure 3) combined with their more frequent

occurrence (Ohma et al., 2021) suggests a larger flux throughput

when IMFBy andΨ has opposite polarity, in agreementwith a typeA

mechanism. We find no direct evidence that the substorm onset

shifts to higher latitudes for opposite IMF By and tilt polarity

compared to same polarity, as would be indicative of a type B

mechanism (the more frequent substorms closing less flux each,

hence taking place at a higher latitude [e.g., Milan et al. (2009)] to

accommodate the same flux throughput). This analysis is therefore

consistent with the conclusions above, namely that a type A

mechanism is likely to exist during these conditions. One may

argue that if the global dayside reconnection rate is affected (type

Amechanism) as suggested, a lower onset latitude would be expected

for opposite By and Ψ polarity, contrary to what we see (the weak

trend in the suggested direction is below the level of statistical

significance). One possibility is that both a type A and B

mechanism may be present, since their influence on onset latitude

is expected to be opposite. If so, the presence of a type B mechanism

indicates inherent limitations of addressing the strength of a

substorm only through its onset latitude. Nevertheless, our main

conclusion remains, namely, that a type B mechanism alone can not

explain the results, and that the global dayside reconnection rate has

an explicit By dependence during periods of significant dipole tilt.

As mentioned in the introduction, more frequent SMC intervals

during the IMF By/tilt polarity associated with more frequent

substorms would be indicative of a type A mechanism. This is

indeed what we see in Figure 1. It is nevertheless relevant to mention

the study by Milan et al. (2019) in this regard, showing that the

substorm onset latitude is an important parameter in determining

whether the magnetotail develop into a period of SMC if the IMF

remains southward after a substorm. They found that substorms

taking place in an extended oval (below 65° MLAT) was less likely to

develop into an SMC interval, and suggested this was due to the

atmosphere invoking friction on the ionosphere-magnetosphere

system, since lower latitude substorms are typically stronger. From

Figure 2 we have seen that themore frequent substorms observed for

opposite By/tilt polarity (Ohma et al., 2021) are associated with

stronger substorms. The fact that we also observe more frequent

SMC intervals when IMF By and the dipole tilt have opposite signs

suggests that the effect reported on by Milan et al. (2019) is less

relevant for the more typical substorms considered here. In fact, the

quartile binning used in Figure 3 shows that three of four bins (75%

of the onsets) have a median onset latitude above 65°, which was the

limit for “convection breaking” used by Milan et al. (2019).

For opposite compared to equal polarity of IMF By and tilt angle,

observations show stronger substorms, more frequent substorms and
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more frequent SMCs. Furthermore, the average IB latitude and polar

cap radius indicate a larger oval, which means that the average flux

content is also greater for opposite IMFBy andΨ. In addition, Reistad
et al. (2021) found 10% stronger flux throughput during the same

conditions. Taken together, we conclude that the body of evidence

presented is pointing towardsmechanismAbeing themain source of

the observed explicit By behaviour of the system. However, we can

not exclude that a type Bmechanism take place at the same time, but

taken alone, a type B mechanism is insufficient to explain the

observed behavior.

The results from this paper suggests that an explicit By effect

should be included in future global dayside reconnection rate

coupling functions, which is expected to enhance the predictive

abilities of geospace activity. When taking this contribution into

account, it would likely be easier to make further constraints on the

importance of mechanism B type of processes.

Although we suggest that an explicit By effect is present on the

global dayside reconnection rate, we have at present no good

understanding of why. As suggested earlier by Reistad et al.

(2020) and Ohma et al. (2021), the many dawn-dusk asymmetries

upstream of the magnetopause (Walsh et al., 2014) may introduce

dawn-dusk asymmetries in the local dayside reconnection rate. How

this combine with a tilted dipole will be a very interesting topic to

explore with 3D global kinetic models such as the Vlasiator model

(Palmroth et al., 2018).

4 Conclusion

Based on the new analysis presented in section 2, together

with recent advances in describing the geospace response during

these conditions (Holappa and Mursula, 2018; Holappa et al.,

2020; Reistad et al., 2020; Holappa et al., 2021b; Ohma et al.,

2021), we conclude that the global dayside reconnection rate is

likely to be enhanced when IMF By and the dipole tilt have

opposite signs (± and −/+), compared to when they have the

same signs (−/− and +/+). This is referred to as a type A

mechanism. We have also discussed the possible contribution

from a type B mechanism, where the magnetotail response may

depend on IMF By and the dipole tilt, affecting the amount of

magnetic flux the magnetotail lobes typically can support. While

we can not neglect that a type B mechanism has a significant

contribution to the observed response, we find it insufficient to

explain our analysis alone, pointing toward the existence of a type

A mechanism taking place at the dayside of the magnetosphere.

The detailed physical mechanism of such an effect should be

further investigated.
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Noise and solar-wind/
magnetosphere coupling
studies: Data

Joseph E. Borovsky*

Center for Space Plasma Physics, Space Science Institute, Boulder, CO, United States

Using artificial data sets it was earlier demonstrated that noise in solar-wind

variables alters the functional form of best-fit solar-wind driver functions

(coupling functions) of geomagnetic activity. Using real solar-wind data that

noise effect is further explored here with an aim at obtaining better best-fit

formulas by removing noise in the real solar-wind data. Trends in the changes to

best-fit solar-wind formulas are examined when Gaussian random noise is

added to the solar-wind variables in a controlled fashion. Extrapolating those

trends backward toward lower noise makes predictions for improved solar-

wind driver formulas. Some of the error (noise) in solar-wind data comes from

using distant L1 monitors for measuring the solar wind at Earth. An attempt is

made to confirm the improvements in the solar-wind driver formulas by

comparing results of best-fit formulas using L1 spacecraft measurements

with best-fit formulas obtained from near-Earth spacecraft measurements

from the IMP-8 spacecraft. However, testing this methodology fails owing to

observed large variations in the best-fit-formula parameters from year-to-year

and spacecraft-to-spacecraft, with these variations probably overwhelming the

noise-correction variations. As an alternative to adding Gaussian random noise

to the solar-wind variables, replacing a fraction of the values of the variables

with other values was explored, yielding essentially the same noise trends as

adding Gaussian noise.

KEYWORDS

magnetosphere, solar wind, geomagnetic activity, geomagnetic indices, solar wind
magnetosphere coupling, space weather borovsky: noise solar-wind/magnetosphere
coupling

1 Introduction

Correlative-type data studies comparing the behavior of the magnetosphere-

ionosphere system to the behavior of the solar wind are performed 1) to determine

the solar-wind variables that control magnetospheric activity and 2) to determine or

confirm the physics of solar-wind/magnetosphere coupling. Often a goal is to find the

most accurate solar-wind driver function (coupling function) to describe magnetospheric

activity in terms of solar-wind parameters [e.g., Newell et al., 2007; 2008; Borovsky, 2014;

McPherron et al., 2015; Lockwood and McWilliams, 2021]. There is hope that this best

driver function describes the physics of solar-wind/magnetosphere coupling, but see the
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discussion in Borovsky (2021). It is known that noise in the data

reduces the quality of a fit of one data set to another data set

(Spearman, 1904; Bock and Petersen, 1975; Liu, 1988; Hutcheon

et al., 2010). This is true for the magnetospheric and solar-wind

data sets (Sivadas and Sibeck, 2022). Using artificial data sets

Borovsky (2022a) demonstrated that noise (error) in the solar-

wind measurements can also change the functional form of best-

fit solar-wind driver functions when fitting solar-wind data to

geomagnetic indices. Note that Borovsky (2022a) found that

adding noise to geomagnetic indices does not change the best-fit

formula for the solar-wind driving of that index, the added noise

just reduces the solar-wind/magnetosphere correlation

coefficient.

We know that the real solar-wind data used for such coupling

studies has noise (errors), mostly owed to the use of solar-wind

monitors located far from the Earth at L1 (Sandahl et al., 1996;

Ashour-Abdalla et al., 2008; Walsh et al., 2019; Burkholder et al.,

2020; Borovsky, 2020a, 2022b; Lockwood, 2022; Sivadas and

Sibeck, 2022). The basic error is incorrect values caused by

the fact that the solar wind that hits an L1 monitor is

typically not the solar wind that hits the Earth (Walsh et al.,

2019; Burkholder et al., 2020; Borovsky, 2020a, 2022b). The error

this causes is incorrect values, not propagation-time errors. If

that measurement noise could be removed, more-valuable best-

fit driver functions, in the sense that they may better describe the

physics of coupling, could be obtained.

In this report the effects of noise in the real solar-wind data

will be explored. Controlled noise will be added to the solar-wind

data and the effect of that noise on best-fit solar-wind drivers will

be analyzed. To explore the effects of noise, noise will be added to

the solar-wind data in two simple, controlled fashions: 1) random

values extracted from Gaussian distributions will b added to all

values in the solar-wind time series or 2) a fraction of the time-

series values will be completely replace with other values.

Arguments extrapolating backward to remove noise in the

solar-wind data will be made and data from the years in

which the near-Earth solar-wind monitor IMP-8 operated will

be explored.

2 Data sets

A commonly used solar-wind driver function that was

obtained as a best fit to geomagnetic data is the “Newell

function” vsw
4/3B⊥

2/3sin8/3(θclock/2) (Newell et al., 2007), where

vsw is the solar-wind speed, B⊥ is the magnitude of the

component of the solar-wind magnetic field that is

perpendicular to the Sun-Earth line, and θclock = Arccos(Bz/

(By
2+Bz

2)1/2) is the (GSM) clock angle of the solar-wind magnetic

field relative to the Earth’s magnetic dipole. Here we will form

best-fit driver functions D = vsw
aBsw

bsinc(θclock/2) where the

exponents a, b, and c are optimized so that D has the largest

Pearson linear correlation coefficient with various time-lagged

geomagnetic indices. For the solar-wind data 1-h averages in the

OMNI2 data set (King and Papitashvili, 2005) for the years

1995–2018 are used. In making hourly averaged values of

sin(θclock/2), hourly averaged values of By and Bz from

OMNI2 are used: Lockwood and McWilliams (2021) and

Lockwood (2022) point out that creating high-time-resolution

values of sin(θclock/2) and thenmaking an hourly average of those

sin(θclock/2) values (combine-then-average) would be a superior

method. Statistically comparing the results of the two methods

finds that the distribution of θclock values obtained have very

similar mean values, but the calculate from high-resolution and

then average yields a distribution with many fewer occurrences

near 0o clock angle and many fewer occurrences near 180o clock

angle. Thus for a given functional form of a driver function, the

combine-then-average method yields far fewer cases of extremely

weak driving and far fewer cases of extremely strong driving (as

measured by the magnitude of the driver function) than does the

calculating from averaged values of By and Bz (average-then-

combine).

In the data analysis each of the three solar-wind variables vsw,

Bsw, and sin(θclock/2) is “standardized” by first subtracting the

mean value from every value and then by dividing every value by

the standard deviation of the distribution of values. Each

standardized solar-wind variable has a mean value of zero and

a standard deviation of unity. Then Gaussian noise (Gaussianly

distributed random numbers) is added to the standardized solar-

wind variables in a number of ways: adding noise to only one

solar-wind variable or adding noise to all three solar-wind

variables. The amplitude of the noise is varied. When the

amplitude of the noise is “1” the noise has the same standard

deviation as the variable.

The years 1995–2018 are chosen for two reasons. First, we

will be using at times the Hp60 index, which is only available

since 1995. Hp60 is a 60-min-resolution version of the 3-hr-

resolution Kp index, available at ftp://ftp.gfz-potsdam.de/pub/

home/obs/Hpo. Second, as part of this project we want to

compare the results from using solar-wind data at L1 with

solar wind measurements closer to the Earth from the IMP-8

spacecraft (Feldman et al., 1978; Butler, 1980): the OMNI2 data

beginning in 1995 is almost exclusively from L1 with the WIND

spacecraft launched in 1995 and the ACE spacecraft launched

in 1998.

The geomagnetic indices that will be used are the following,

all at 1-h time resolution. The time lags given to each index comes

from optimal lags found in prior solar-wind-coupling studies.

The auroral-electrojet indices AE, AL, and AU (and their

SuperMag equivalents SME, SML, and SMU) measure the

peak intensity of high-latitude ionospheric current in the

auroral electrojet: they are considered to be an indicator of

the intensity of auroral activity (Goertz et al., 1993) and total

Joule dissipation in the ionosphere (Baumjohann, 1986). They

are utilized with a 1-h time lag from the OMNI solar wind data.

The polar-cap index PC is a measure of the intensity of
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ionospheric current flowing across the northern polar cap: it is

related to the intensity of polar-cap anti-Sunward convection

(Stauning, 2013) and the cross-polar-cap potential (Ridley and

Kihn, 2004). It is utilized with a 0-h time lag from the OMNI

solar wind data. The Kp, Hp60, and Ap60 indices measure the

strength of mid-latitude ionospheric currents around the Earth:

they are a measure of the strength of magnetospheric convection

(Thomsen, 2004). They are utilized with a 1-h time lag from the

OMNI solar wind data. The Dst current measures an equatorial

magnetic-field perturbation: that perturbation is related to the

plasma pressure in the dipolar portions of the magnetosphere

(Dessler and Parker, 1959; Sckopke, 1966; Liemohn et al., 2001),

but it is also perturbed by the Chapman-Ferraro current at the

dayside magnetosphere (Su and Konradi, 1975; Siscoe et al.,

2005) and by the cross-tail current in the magnetotail (Ohtani

et al., 2001; Borovsky and Denton, 2010). It is utilized with a 2-h

time lag from the OMNI solar wind data.

3 The data studies

In Figure 1 the 1-hr-lagged (from the solar wind)

SuperMAG auroral electrojet index SME1 is studied. SME

measures high-latitude auroral-zone ionospheric currents

using 80-or-more ground-based magnetometers [the

SuperMAG network (Bergin et al., 2020)], wheras the older

AE index makes the same measurement using

~12 magnetometers. In the top three panels the values of

the three exponents a, b, and c of D = vsw
aBsw

bsinc(θclock/2) are
plotted vertically as a function of the amplitude of the added

noise horizontally: a (vsw) is plotted in red, b (Bsw) is plotted in

blue, and c [sin(θclock/2)] is plotted in green. For the solid

curves with round points noise is added only to vsw, for the

solid curves with triangle points noise is added only to Bsw, for

the thick solid curves with square points noise is added only to

sin(θclock/2), and for the dashed curves noise is added to all

three of the solar-wind variables. In the bottom panel of

Figure 1 the Pearson linear correlation coefficient between

FIGURE 1
For best fits to the 1-hr-lagged SME1 index the three
exponents (A) (red, top panel), (B) (blue, second panel), and (C)
(green, third panel) are plotted as functions of the amplitude of the
Gaussian noise added to the three solar-wind variables. In the
bottom panel the Pearson linear correlation coefficient between
D = vsw

aBsw
bsinc(θclock/2) and SME1 is plotted as a function of the

amplitude of the added noise.

FIGURE 2
For best fits to the 1-hr-lagged Hp601 index the three
exponents (A) (red), (B) (blue), and (C) (green) are plotted as
functions of the amplitude of the Gaussian noise added to the
three solar-wind variables.
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D and SME1 is plotted as a function of the amplitude of the

added noise.

Note that Newell et al., 2007 used B⊥ = (By
2+Bz

2)1/2 and used

multiple hours of solar-wind data in the fitting: here we are using

Bsw = (Bx
2+By

2+Bz
2)1/2 and using only a single hour of solar-wind

data in the fitting.

SME is a “high-latitude” index measuring the strength of

high-latitude magnetosphere-ionosphere currents. In creating

plots similar to Figure 1 for other high-latitude indices (AE,

AU, AL, and PCI, and the SuperMAG versions of the AL and AU

indices called SML and SMU) one finds very similar trends on the

plots, with the exponent c on sin(θclock/2) being the largest of the
three exponents.

Figure 2 plots the best-fit exponents a, b, and c for

D = vsw
aBsw

bsinc(θclock/2) for the 1-hr-lagged Hp601 index.

Hp60 is a convection-strength index (as is Kp, Ap, and MBI)

(Thomsen, 2004) reacting to the strength of magnetospheric

convection. These convection indices do not focus on the rapidly

changing clock angle of the solar wind sin(θclock/2) and so the c

exponent for sin(θclock/2) is small for these convective indices.

Figure 3 plots the best fit exponents a, b, and c for

D = vswaBswbsinc(θclock/2) for the 2-hr-lagged Dst index. Dst

measures mostly the pressure (diamagnetic currents) of plasma

in the inner magnetosphere. The 2-h lag was chosen because that

was found to be optimal in prior solar-wind/magnetosphere

coupling studies using 1-h averaged data [e.g. Borovsky,

FIGURE 3
For best fits to the 2-hr-lagged Dst2 index the three
exponents (A) (red), (B) (blue), and (C) (green) are plotted as
functions of the amplitude of the Gaussian noise added to the
three solar-wind variables.

TABLE 1 An increase (↑) or a decrease (↓) to the three exponents a, b,
and c of D = vsw

aBsw
bsinc(θclock/2) are noted as Gaussian random

noise is added to the OMNI2 solar-wind variables for the years
1995–2018.

Increasing
Noise on Variable

a b c

AE1: Noise on vsw ↓ ↑ ↑
AE1: Noise on Bsw ↑ ↑↓ ↑
AE1: Noise on sin(θ/2) ↓ ↓ ↓
AE1: Noise on all 3 ↓ ↑ ↓
SME1: Noise on vsw ↑↓ ↑ ↑
SME1: Noise on Bsw ↑ ↑↓ ↑
SME1: Noise on sin(θ/2) ↓ ↓ ↓
SME1: Noise on all 3 ↓ ↑ ↓
AL1: Noise on vsw ↓ ↑ ↑
AL1: Noise on Bsw ↑ ↑↓ —

AL1: Noise on sin(θ/2) ↓ ↓ ↓
AL1: Noise on all 3 ↓ ↑ ↓
SML1: Noise on vsw ↑↓ ↑ ↑
SML1: Noise on Bsw ↑ ↑↓ ↑
SML1: Noise on sin(θ/2) ↓ ↓ ↓
SML1: Noise on all 3 ↑↓ ↑ ↓
AU1: Noise on vsw ↓ ↑ ↑
AU1: Noise on Bsw ↑ ↑↓ ↑
AU1: Noise on sin(θ/2) ↓ ↓ ↓
AU1: Noise on all 3 ↓ ↑ ↓
SMU1: Noise on vsw ↑↓ ↑ ↑
SMU1: Noise on Bsw ↑ ↑↓ ↓↑
SMU1: Noise on sin(θ/2) — ↓ ↓
SMU1: Noise on all 3 ↑↓ ↑ ↓
PCN0: Noise on vsw ↑ ↑ ↑
PCN0: Noise on Bsw ↑ ↑↓ —

PCN0: Noise on sin(θ/2) — ↓ ↓
PCN0: Noise on all 3 ↓ ↑ ↓
Kp1: Noise on vsw ↑↓ ↑ ↑
Kp1: Noise on Bsw ↑ ↑↓ ↑
Kp1: Noise on sin(θ/2) ↓ ↓ ↓
Kp1: Noise on all 3 ↓ ↑ ↑
Hp601: Noise on vsw ↑↓ ↑ ↑
Hp601: Noise on Bsw ↑ ↑↓ ↑
Hp601: Noise on sin(θ/2) ↓ ↓ ↓
Hp601: Noise on all 3 ↓ ↑ ↑
Ap601: Noise on vsw ↑↓ ↑ ↑
Ap601: Noise on Bsw ↑ ↑↓ ↓↑
Ap601: Noise on sin(θ/2) — ↓ ↓
Ap601: Noise on all 3 ↓ ↑ ↓
Dst2: Noise on vsw ↑↓ ↑ ↑
Dst2: Noise on Bsw ↑ ↑↓ ↑
Dst2: Noise on sin(θ/2) — ↓ ↓
Dst2: Noise on all 3 ↑↓ ↑ ↓
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2020b]. Like the convection indices, the exponent c of sin(θclock/
2) is weak.

Examining a number of these plots for various geomagnetic

indices some trends can be seen. 1) Increasing the noise on vsw
reduces the magnitude of the exponent a on vsw. 2) Increasing the

noise on sin(θclock/2) reduces the magnitude of the exponent c on

sin(θclock/2). 3) Increasing the noise on Bsw at first increases the

magnitude of the exponent b on Bsw and then as the noise

amplitude becomes large it decreases the magnitude of the

exponent b. 4) Increasing the noise on vsw tends to raise the

magnitudes of the exponents b and c on Bsw and sin(θclock/2). 5)
Increasing the noise on Bsw tends to raise the magnitudes of the

exponents a and c on vsw and sin(θclock/2). 6) Increasing the noise
on sin(θclock/2) tends to lower the magnitude of all three

exponents a, b, and c. Note that there are exceptions to these

trends.

Examining plots similar to those of Figures 1–3 for a number

of geomagnetic indices, the trend in each of the exponents a, b,

and c are noted in Table 1 as noise is added to the OMNI2 solar-

wind variables vsw, Bsw, and sin(θclock/2). An upward arrow in

Table 1 indicates that the value of the exponent increases with

increasing noise amplitude and a downward arrow indicates that

the value of the exponent decreases with increasing noise

amplitude.

4 Extrapolating backward to remove
or reduce the solar-wind noise

Looking at the trends in the changes of the a, b, and c

exponents of D = vsw
aBsw

bsinc(θclock/2) with increasing added

noise, one might guess that extrapolating the curves in the plots

of Figures 1–3 back to values of noise < 0 might represent the

better values of the exponents a, b, and c in the presence of less

solar-wind noise (less error). Figure 4 plots the temporal

autocorrelation functions of the three variables vsw (red

curve), Bsw (blue curve), and sin(θclock/2) (green curve)

obtained from 64-s-resolution data from ACE SWEPAM

(McComas et al., 1998) and ACE MAG (Smith et al., 1998)

for the year 2006. (The year 2006 is in the late declining phase

with mild high-speed streams and with a nice mix of solar-wind

plasma types [cf. Xu and Borovsky, 2015].) The autocorrelation

times (using the 1/e method) in Figure 4 are about 43.9 h for vsw,

15.3 h for Bsw, and 53 min for sin(θclock/2). The temporal

autocorrelation function represents the spatial structure of the

solar-wind plasma and magnetic field advected past the

measuring spacecraft. The spatial structure of the variable

sin(θclock/2) in the solar wind is much smaller than the spatial

structure of the variables Bsw and vsw, hence the much shorter

autocorrelation time for sin(θclock/2) [See also Lockwood and

McWilliams (2021)]. One problem with a solar-wind monitor for

Earth at L1 is that the solar wind that hits the L1 monitor is not

the same solar wind that hits the Earth (Sandahl et al., 1996;

Ashour-Abdalla et al., 2008; Walsh et al., 2019; Burkholder et al.,

2020; Borovsky, 2020a): the monitored solar-wind streamline

often misses the Earth by 10s of RE typically passing on the

duskward side of the magnetosphere (Borovsky, 2022b).

Contributing factors for this miss are 1) the solar-wind flow is

not radial [the direction fluctuates by about ±5° plus there is a

systematic dawn-dusk offset to the average flow vector (Nemecek

et a., 2020a)] 2) there is a duskward aberration to the flow caused

by the Earth’s motion around the Sun (Fairfield, 1993), and 3) the

solar-wind structure moves away from the Sun faster than the

plasma wind with a velocity vector relative to the plasma that is in

the Parker-spiral direction (Borovsky, 2020c; Nemecek et al.,

2020b). This L1 error is much more critical for the smaller-

structured sin(θclock/2) than it is for vsw or Bsw. Hence the thick

solid curves with the square points in Figures 1–3 that add noise

only to sin(θclock/2) are the most important to think about and

extrapolate backward.

For the high-latitude-current indices AE, AU, AL, SME,

SMU, SML, and PCI the exponent c on sin(θclock/2) is the

largest of the three exponents and also undergoes the most-

significant change (reduction) as noise is added to the sin(θclock/
2) values in the data set (cf. Figure 1). Extrapolating to negative

values of noise in the thick solid curves of Figures 1–3 would

increase the magnitude of the c exponent: the extrapolation

would not change a (for vsw) or b (for Bsw) significantly. For

FIGURE 4
Autocorrelation functions for the three solar-wind variables
vsw (red), Bsw (blue), and sin(θclock/2) (green) calculated using 64-s
measurements from ACE for the year 2006.
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the magnetospheric convection index Hp601 extrapolating

backward to noise values less than zero on sin(θclock/2) in

Figure 2 (thick curve with square points) would increase the a

exponent (on vsw) the most and also increase the b (on Bsw) and c

[on sin(θclock/2)] exponents.
One might guess that by using the times when the nearer-to-

Earth solar-wind monitor IMP-8 (Feldman et al., 1978; Butler,

1980) was used in the OMNI2 data set, these extrapolations to

lower noise could be confirmed. Unfortunately, it will be seen

that this is not the case. In Table 2 the best-fit values for the

exponents a, b, and c for five geomagnetic indices are listed for

the hours when IMP-8 solar-wind measurements were

incorporated into OMNI2 (with most of the IMP-8 data

incorporated in the years 1975–1994). The best-fit values of a,

b, and c are also listed in Table 2 for the 1995–2018 OMNI2 data.

The changes in a, b, and c predicted by extrapolation of the

1995–2018 data (cf. Table 1) are noted, and the observed changes

in a, b, and c from the 1995–2018 data to the IMP-8 data are

noted in Table 2. (Note that these expected changes are opposite

to the arrows in Table 1: the arrows are the direction when noise

is added and the “expected” change is the expectation for

reduction of noise.) As can be seen in Table 2, the changes

observed by using IMP-8 are in poor agreement with the

extrapolation-predicted changes from the 1995–2018 added-

noise calculations: eight times there is agreement and seven

times there is disagreement. Note that the change in the

exponent b on Bsw is wrong for all five cases.

The bottom panel of Figure 5 plots the best-fit a, b, and c

exponents to AE1 in four-year blocks of OMNI2 solar-wind

data from 1995–2018. As can be seen, the values of these best-

fit exponents change from data subset to data subset. In the

top panel of Figure 5 the 27-days-averaged sunspot number R

is plotted. The temporal changes in the exponents seen in the

bottom panel might be owed to solar-cycle-type variations in

the solar-wind properties and/or to solar-wind spacecraft

differences from year to year. As a comparison for

Figure 5, Figure 6 looks at the best-fit a, b, and c exponents

for AE1 when the 1995–2018 OMNI2 data is randomized in

time and binned into 10 subsets, each containing data from

the full years 1995–2018. When the data is mixed in time

(Figure 6) it results in much smaller variations in the best-fit

exponents a, b, and c from data subset to data subset,

supporting the idea that there are variances caused by

spacecraft differences and by year-by-year solar-cycle

differences in the wind. The variances in a, b, and c in

TABLE 2 For five different geomagnetic indices the best-fit exponents
a, b, and c of the solar-wind driver D = vsw

aBsw
bsinc(θclock/2) are

listed for the 1995–2018 OMNI2 solar-wind data and for the
OMNI2 data that utilized measurements from IMP-8. The expected
change in the a, b, and c exponents if there were a reduction of
noise on sin(θclock/2) and the observed change in the exponents a,
b, and c (from Table 1) are listed.

a b c rcorr

AE1 1995–2018 1.071 0.711 2.025 0.772

AE1 IMP8 1.227 0.596 2.159 0.762

AE1 Expected increase increase increase

AE1 Observed increase decrease increase

AL1 1995–2018 1.206 0.703 2.406 0.749

AL1 IMP8 1.390 0.572 2.434 0.737

AL1 Expected increase increase increase

AL1 Observed increase decrease increase

AU1 1995–2018 0.779 0.706 1.310 0.678

AU1 IMP8 0.859 0.640 1.599 0.649

AU1 Expected increase increase increase

AU1 Observed increase decrease increase

Kp1 1995–2018 1.148 0.437 0.337 0.728

Kp1 IMP8 1.198 0.441 0.368 0.714

Kp1 Expected increase increase decrease

Kp1 Observed increase none increase

PC0 1995–2018 1.054 0.735 1.908 0.730

PC0 IMP8 1.228 0.613 1.886 0.716

PC0 Expected none increase increase

PC0 Observed increase decrease decrease

FIGURE 5
(top panel) For the years 1995–2008 the 27-days-averaged
sunspot number is plotted. (bottom panel) The best-fit (A) (red), (B)
(blue), and (C) (green) exponents for AE1 are calculated in four-year
blocks of OMNI2 solar-wind data from 1995–2018. For each
four-year data block the Pearson linear correlation coefficient
between D and AE1 is plotted in orange.
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Figure 5 are large, and so the choosing of IMP-8 data in a finite

set of years could result in variations of a, b, and c that are

more-significant than the noise-reduction changes. Hence the

hope that using IMP-8 to reduce the noise and improve the a,

b, and c values is not so straightforward: moving to IMP-8

from the 1995–2018 data set does not always move the a, b,

and c values in the expected direction and changing eras

(years) and spacecraft results in changes to the behavior of

the a, b, and c values. A question is which of these year-to-year

changes in a, b, and c (e.g. Figure 5) are better and which are

worse in terms of finding a driver function that describes the

physics of the solar wind coupling to the Earth; as discussed in

Borovsky (2021) there are math-versus-physics reasons why a

driver function has a good correlation with the Earth.

5 Discussion

This report explored expectations for solar-wind noise

reduction by looking at the trends that resulted from adding

Gaussian noise to solar-wind data. Extrapolating those added-

noise trends backward yielded predictions for noise-reduction

changes to the exponents a, b, and c of best-fit connections

between the solar-wind driver function D = vsw
aBsw

bsinc(θclock/
2) and various geomagnetic indices. Going from L1 solar-wind

data to near-Earth IMP-8 solar-wind data, the observed

changes in the exponents a, b, and c of the best-fit formula

D = vsw
aBsw

bsinc(θclock/2) did not show good agreement with

the expected noise-reduction changes. Looking at year-to-year

changes in the a, b, and c exponents for the best-fit formula

found that these year-to-year changes were large: hence

different parts of the solar cycle and/or using different

spacecraft to monitor the solar wind results in large changes

that may overwhelm observation of the desired noise-reduction

changes.

One issue with the methodology used here is the addition

of Gaussian noise (random numbers with Gaussian

distributions) to the OMNI2 solar-wind variables. The

main error with solar-wind monitors at L1 is that the solar

wind that hits a monitoring spacecraft at L1 is not the solar

wind that hits the Earth. Hence the real error in the solar-wind

data for Earth is not random noise on all solar-wind values,

rather that some of the values are completely wrong. Adding

noise, for instance, by replacing a fraction of the sin(θclock/2)

FIGURE 6
The best-fit (A) (red), (B) (blue), and (C) (green) exponents for
AE1 are plotted when the 1995–2018 OMNI2 data is randomized in
time and binned into 10 subsets, each of which containing data
from the full years 1995–2018. The Pearson linear correlation
coefficient for each subset is plotted in orange.

FIGURE 7
For best fits to the 1-hr-lagged SME1 index the three
exponents (A) (red), (B) (blue), and (C) (green) are plotted in the top
panel as functions of the fraction of time-series values replaced for
three solar-wind variables. In the bottom panel the Pearson
linear correlation coefficient between D and SME1 is plotted as a
function of the fraction replaced.
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values in the time series with completely different values of

sin(θclock/2) may be a more-realistic way to emulate the

L1 errors in the solar-wind measurements. This is explored

in Figures 7–9 where the best-fit exponents a, b, and c are

plotted as a function of the fraction of the solar-wind time-

series values that are replaced with different values.

Comparing Figure 7 with Figure 1 (fits to SuperMAG

SME1), Figure 8 with Figure 2 (Fits to Hp601), and

Figure 9 with Figure 3 (fits to Dst2), it is seen that the

trends in the changes of the exponents a, b, and c with

increasing noise (either increasing the amplitude of added

Gaussian noise or increasing the fraction of time-series values

replaced) are quite similar. Between these three pairs of plots

there are no contradictions where one method leads to an

increase in an exponent and the other leads to a decrease in

that exponent. There are a few cases where the Gaussian-noise

method leads to an increase or a decrease of an exponent while

the replacement method shows no change in that exponent.

For 1-hour-averaged data, the L1 error most likely does not

result in the whole hour being incorrect, but just part of the hour

being incorrect. A hybrid methodology to add noise might try

adding random noise (for the fraction of the hour being wrong)

to only some of the hourly solar-wind data points. Since the two

methods 1) adding noise to all solar-wind data points and 2)

replacing a fraction of the data points both yielded similar results,

one might guess that adding noise to a fraction of the data points

will also yield similar results.

The analysis of this study using IMP-8 data found

difficulty in demonstrating that near-Earth monitoring

yields more-accurate solar-wind measurements for Earth,

although there have been several studies estimating of the

solar-wind errors between L1 and Earth (Crooker et al., 1982;

Ridley, 2000; Weimer et al., 2002; Mailyan et al., 2008; Case

and Wild, 2012). That is not to say that this study does not

recommend fielding near-Earth solar-wind monitors in

future. It is an intellectual certainty that better solar-wind-

monitor measurements with truer values of what is hitting the

Earth will result in better future data studies of solar-wind/

magnetosphere interactions. A study to optimize monitors for

solar-wind/magnetosphere interaction science is needed. One

possibility is multiple spacecraft in IMP-type circular orbits (r

~ 30 RE) (Feldman et al., 1978; Butler, 1980) where at least one

spacecraft would always be in the near-Earth upstream

solar wind.
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Statistics of geomagnetic storms:
Global simulations perspective

Tuija I. Pulkkinen1*, Austin Brenner1,2, Qusai Al Shidi1 and
Gabor Toth1

1Department of Climate and Space Sciences and Engineering, University of Michigan, Ann Arbor, MI,
United States, 2Department of Aerospace Engineering, University of Michigan, Ann Arbor, MI,
United States

We present results of 131 geomagnetic storm simulations using the University of

Michigan Space Weather Modeling Framework Geospace configuration. We

compare the geomagnetic indices derived from the simulation with those

observed, and use 2D cuts in the noon-midnight planes to compare the

magnetopause locations with empirical models. We identify the location of

the current sheet center and look at the plasma parameters to deduce tail

dynamics. We show that the simulation produces geomagnetic index

distributions similar to those observed, and that their relationship to the

solar wind driver is similar to that observed. While the magnitudes of the Dst

and polar cap potentials are close to those observed, the simulated AL index is

consistently underestimated. Analysis of the magnetopause position reveals

that the subsolar position agrees well with an empirical model, but that the tail

flaring in the simulation is much smaller than that in the empirical model. The

magnetotail and ring currents are closely correlated with the Dst index, and

reveal a strong contribution of the tail current beyond 8 RE to the Dst index

during the storm main phase.

KEYWORDS

MHD simulations, magnetosphere-ionophere coupling, magnetopause, ring current,
tail current, geomagnetic index and solar conditions, solar wind

Introduction

Geomagnetic storms are a class of major disturbances in the Earth’s space

environment driven by solar wind structures containing either strong southward

interplanetary magnetic field (IMF), large solar wind speed or both (Gonzalez et al.,

1994). The storm intensity is measured by the Dst index, and storms are often classified to

minor storms causing a magnetic depression of the Earth’s field by more than −50 nT and

major storms with Dst peak below −100 nT (Burton et al., 1975). Other indicators of

stormtime activity include an enhanced cross-polar cap potential (CPCP) and strong

auroral electrojet currents causing large signals in the AL index (Davis and Sugiura, 1966).

The relationship between the solar wind driver and the consequent geomagnetic

activity is complex, and often expressed in terms of coupling functions that relate

interplanetary parameters with the geomagnetic indices. Coupling functions have

been widely used and much studied (see e.g., Borovsky and Birn, (2014) and

Lockwood, (2019, 2022)). On one hand, the coupling functions describe different
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attributes of the driver such as the solar wind electric field

(Burton et al., 1975), the incident Poynting flux (Akasofu,

1981) or the reconnected magnetic flux (Newell et al., 2007)

at the magnetopause. On the other hand, they have been

optimized to different geomagnetic indices like Dst (Akasofu,

1981), the AL index (McPherron et al., 2015), or cross-polar cap

potential (Lockwood and McWilliams, 2021). The coupling

functions are typically derived using theoretical considerations

together with correlations between the solar wind parameters

and geomagnetic indices.

The lack of global observations either in space or on

ground brings inherent limitations to correlation studies

between the interplanetary parameters and geomagnetic

indices. Scatter sources include but are not limited to

errors in measurements and transit time of the solar wind

and IMF (Papitashvili et al., 2014), dynamics occurring at the

bow shock and within the magnetosheath (Pulkkinen et al.,

2016), and lack of station coverage and signals in ground

magnetic recordings caused by ground conductivity structure

and other effects not related to the solar wind driving

(Tanskanen et al., 2001; Häkkinen et al., 2002).

Furthermore, the magnetospheric response to the solar

wind driver is neither instantaneous nor independent of the

state of the magnetosphere (Pulkkinen et al., 2006b; Brenner

et al., 2021).

Global MHD simulations can model the solar

wind–magnetosphere coupling covering the entire

magnetosphere out to cislunar distances (e.g., Janhunen et al.,

2012; Tóth et al., 2012). Such simulations have been shown to

give an accurate representation of the large-scale evolution of the

magnetosphere-ionosphere system (Liemohn M.W. et al., 2018),

while allowing us to quantitatively assess the plasma and energy

flow from the solar wind into themagnetosphere (Palmroth et al.,

2003), and thereby assess the parameters controlling the

coupling.

Using methods developed in Palmroth et al. (2003),

Pulkkinen et al. (2008) examined the energy input from the

solar wind into the magnetosphere-ionosphere system under a

variety of driving conditions (northward and southward IMF,

high and low solar wind density and speed) in the GUMICS-4

global MHD simulation (Janhunen et al., 2012). They showed

that the reconnection efficiency is higher for high solar wind

speed, and that the optimal energy coupling function scaled as

the electric field parallel to the large-scale X-line at the

magnetopause (i.e., proportional to sin θ rather than the

often-used sin θ/2). Furthermore, the response of the

magnetopause energy transfer depends on the past history

with energy input being larger for periods with large

preceding energy input (Palmroth et al., 2006; Pulkkinen

et al., 2006a). Using similar methodology, Wang et al. (2014)

examined the energy transfer through the magnetopause in the

Hu et al. (2005) simulation. They arrived at a new coupling

function proportional to the energy incident at the

magnetopause, which gave better correlations with

geomagnetic indices than the Akasofu (1981) epsilon function.

Both of these studies suffer from the limitation of using pure

MHD plasma description, which does not allow for development

of a high-energy ring current in the inner magnetosphere that is a

major characteristic of a magnetic storm evolution.

The cross-polar cap potential is a measure of the coupling

between the ionosphere and the solar wind: The rate at which

magnetic flux reconnects at the magnetopause is equal to a

voltage drop along the reconnection X-line. This potential

maps to the ionosphere along the magnetic field lines, and

can be measured as the cross-polar cap potential (Crooker,

1988; Siscoe et al., 2002). However, this direct relationship is

FIGURE 1
The SWMF Geospace model setup. The arrays indicate the one-way or two-way couplings between the modules (see text). The orange boxes
indicate model input parameters.
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altered as other factors contribute to the CPCP. A residual

potential exists even if the dayside reconnection is completely

shut off (Axford and Hines, 1961), and the potential saturates at

high levels of driving (Russell et al., 2001). The saturation

potential value varies from study to study, but several authors

have linked the process to low Mach number conditions in the

solar wind (Lopez et al., 2010; Myllys et al., 2017; Lakka et al.,

2018), typical of Interplanetary Coronal Mass Ejections (ICME)

that are key drivers of geomagnetic storms (Kilpua et al., 2017).

In this paper, we return to the analysis of geomagnetic storms

and their drivers using the SWMF Geospace model. Improving

on the simulation studies referenced above, we include the ring

current formation, which requires coupling theMHD code with a

model for the drift physics processes in the inner magnetosphere

(De Zeeuw et al., 2004), and which is critical in getting a realistic

representation of the storm evolution (Liemohn et al., 2018).

We examine a statistical dataset of geomagnetic storm

simulations. We compare and contrast the simulated values

with those observed in order to discuss the performance of

the coupling parameters and the dynamics of the solar

wind–magnetosphere coupling. We first introduce the model,

then present the simulation dataset, discuss the model

performance, and compare the model with observed coupling

functions. We then compare the model magnetotail

configuration and magnetopause position with empirical

formulations. We conclude with discussion.

Space weather modeling framework

The Space Weather Modeling Framework (SWMF)

comprises a set numerical models to simulate plasma

processes from the Sun to Earth’s upper atmosphere and/or

the outer heliosphere (Tóth et al., 2012; Gombosi et al., 2021).

The simulation core is the Block-Adaptive-Tree-Solarwind-

Roe-Upwind-Scheme (BATSRUS), which solves the 3-

dimensional extended magnetohydrodynamic (MHD)

equations in various forms (Powell et al., 1999). In the

Geospace configuration (see Figure 1) BATSRUS is coupled

to the Ridley Ionosphere electrodynamics Model (RIM, (Ridley

et al., 2004)) as well as to the Rice Convection Model (RCM), a

drift physics model for the inner magnetosphere ring current

(Wolf et al., 1983). The Geospace configuration used in this

study is similar to the one operationally used at the NOAA

Space Weather Prediction Center (SWPC), and has been

extensively tested and validated for numerical stability and

robustness (Kwagala et al., 2020).

BATSRUS, configured to solve the semi-relativistic MHD

equations, models the solar wind and the magnetosphere with an

adaptive grid resolution ranging from 0.125 RE in the near-Earth

region to 8RE in the distant tail. The simulation box covers the

region from 32 RE to −224 RE in the X direction and ±128 RE in

the Y and Z directions in Geocentric Solar Magnetospheric

(GSM) coordinates. The inner boundary is a spherical surface

FIGURE 2
Noon-midnightmeridian cuts from the simulation. (Top left) Plasma density in cm−3; (Top right) Plasma velocity VX component in km/s; (Bottom
left) Current density in μA/m2; and (Bottom right) β* parameter (see text). The white lines show the β* = 0.7 contours, which are used to define the
simulation magnetopause location. The black thick curve shows the Shue magnetopause model (see text).
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at radial distance R = 2.5 RE. The Geospace setup uses the ideal

MHD equations to describe the large-scale plasma dynamics in

the solar wind and magnetosphere. The adaptive grid is fixed in

time, selected to focus the highest resolution to close to the

dayside boundaries and to the magnetotail where many of the

smaller scale dynamic processes take place.

The Ridley Ionosphere electrodynamics Model (RIM) solves

the Poisson equation for the electrostatic potential on a two-

dimensional height-integrated ionospheric surface (Ridley et al.,

2004). BATSRUS passes field-aligned currents from the

simulation inner boundary to RIM, which uses them to derive

the ionospheric conductance distribution in combination with

the background conductances from the solar illumination

characterized with the F10.7 index. RIM solves the Vasyliunas

equation (Vasyliunas and McCormack, 1970) for the electric

potential, and feeds the electric field back to BATSRUS to drive

the inner boundary condition for the plasma velocity. RIM and

BATSRUS are coupled at every 5 s.

The non-Maxwellian plasmas in the inner magnetosphere

are modeled by the Rice ConvectionModel (RCM) that solves the

bounce- and pitch-angle-averaged phase space densities for

protons, singly charged oxygen, and electrons (Toffoletto

et al., 2003). BATSRUS feeds the outer boundary condition

and magnetic field configuration and RIM feeds the E×B drift

speed to RCM. The RCM plasma density and pressure values are

returned to BATSRUS, which relaxes MHD values towards the

RCM values with a 20 s relaxation time (De Zeeuw et al., 2004).

The 2-way coupling of BATSRUS with RCM and the one-way

coupling of RIM to RCM are performed every 10 s.

This configuration can represent the dynamic response of the

magnetosphere and ionosphere to the strong solar wind driving

during geomagnetic storms. The RCM facilitates development of

strong ring current (LiemohnM.W. et al., 2018), and the ground

magnetic disturbances can be computed by Biot-Savart

integration of the currents external to the Earth, using both

the MHD and RIM domains (Yu and Ridley, 2008).

The Geospace model takes the solar wind plasma parameters

(density, temperature, velocity, magnetic field), the F10.7 radio

flux, and the dipole orientation as function of time as input and

boundary conditions, and develops the magnetosphere from an

empty dipole subjected to the observed solar wind which is fed in

to the Sunward boundary of the simulation box.

The SWMF and the Geospace configuration numerical

schemes are described in detail in (Tóth et al., 2012;

Pulkkinen et al., 2013; Gombosi et al., 2021).

Statistical analysis of geomagnetic
storms

We study a set of 131 geomagnetic storms with Dst

minima below −50 nT identified from the time period

2010–2019 (Al Shidi et al., 2022, see Table 1). Each of the

storms was run with the SWMF Geospace model described

above, using the same model setup apart from the initial and

boundary conditions given by the solar wind parameters and

the F10.7 solar flux. The model outputs comprised the

geomagnetic indices as well as noon-midnight and

equatorial plane cuts of the 3D magnetosphere domain.

Each of the storms was run from 6 h prior to onset for

54 h. While the ionospheric and geomagnetic index data

was stored at 1-min intervals, the 2D magnetospheric

output was saved at 15-min cadence.

Figures 2–4 show results from a sample storm that took place

on March 16–17, 2015, and introduce the type of simulation

results used in the following analysis. Figure 2 shows simulation

results in the noon-midnight meridian plane with magnetopause

identifications overlaid (see below).

Figure 3 shows the observed solar wind and IMF

parameters as well as the geomagnetic indices compared

with the simulation results shown in light blue. The storm

main and recovery phases are indicated by the darker and

lighter gray shading, respectively. The storm main phase is

driven by strongly southward IMF as well as high-speed solar

wind. The polar cap potential was of the order of 150 kV

FIGURE 3
(Left panel) Solar wind driver parameters: (Top) IMF BZ in nT;
(Middle) solar wind speed in km/s; and (Bottom) Newell coupling
function (arbitrary units, see text). (Right panel) Geomagnetic index
response: (Top) Cross-polar cap potential in kV; (Middle)
Auroral electrojet AL index in nT; and (Bottom) Storm Dst index in
nT. The observed valueas are shown in dark blue, the SWMF
simulation values in light blue. Stormmain phase (from start of Dst
decrease to peak Dst) and recovery phase (from peak Dst to storm
end) are shown with darker and lighter gray shading, respectively.
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during the main phase, and the observed AL index reached

below −1500 nT. Characteristically to the SWMF Geospace

simulation, the simulation AL does not reach such low values.

However, the bottom panel shows the Dst index, which is

highly correlated with that derived from the simulation.

The left panels of Figure 4 show the magnetospheric tail

magnetic field, electric current, and plasma velocity along the

tail current sheet center in the midnight meridian in a

keogram format. The higher values of the magnetic field in

the magnetotail are characteristics of tail field

dipolarizations. The strong current in the inner tail

represents the intensifying ring current during the storm

main phase. The flow speed shows both tailward and

Earthward flow periods–here it is especially important to

remember that the noon-midnight meridian represents

only one location in the tail, while the flows are highly

structured in the cross-tail dimension.

The right panels show the magnetopause locations, ring and

tail current intensities, and the integrated magnetotail flux. Note

the compression of the magnetospheric size during the storm

main phase, and the high level of correlation between the tail and

ring currents. More detailed description of each of the

parameters will be provided in later sections.

For each storm, we identified onset time as the time when the

Dst index starts to decrease (i.e., not necessarily the time of

impact of an interplanetary coronal mass ejection or ICME), a

storm peak as the time of the Dst minimum, and an end

indicating recovery of the Dst index, a second major

depression of the Dst index indicating another period of main

phase -like activity, or end of simulation period. Note that while

we wish to exclude main phase -like behavior from the analysis of

recovery phase phenomena, we recognize that individual storms

can have complex structure with multiple activations. Note also

that many of the simulations do not reach to the end of the

FIGURE 4
(Left panel) Simulation results along the magnetotail current sheet at the midnight meridian in a keogram format (see text for definition of the
current sheet surface): (Top) Tail BZ in nT; (Middle) Z-integrated current intensity (arbitrary units, see text) with current peak intensity location shown
with the black dotted line; (Bottom) Plasma velocity VX component in km/s. The storm main phase and recovery phases are defined by the dotted
lines. (Right panel) Characteristic numbers for the magnetospheric state: (Top) Magnetopause nose at Y = Z = 0 and magnetopause distance
from the X-axis at Y = 0, X = −10RE. The Shue model is shown in dark blue, the SWMF Geospace values are shown in lighter blue. The southern lobe
simulation value is shown with the lightest shade of blue; the Shue model is symmetric and gives the same value for northern and southern lobes.
(Middle) Total ring current (orange) and tail current (dark red) integrated along the tail length in MA (see text); (Bottom) Closedmagnetic flux through
the magnetotail at midnight meridian (arbitrary units, see text). Storm main phase (from onset to peak Dst) and recovery phase (from peak Dst to
storm end) are shown with darker and lighter gray shading, respectively.
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observed recovery phase. Furthermore, storms were categorized

into two groups, “major storms” with peak Dst below −100 nT

and “minor storms” with Dst peak between −50 and −100 nT,

following often-used convention.

The full set of storms is represented in the form of a

superposed epoch analysis. Figure 5 shows superposed epoch

curves for the major (in red) and minor (in blue) storms with

the standard deviation (orange/light blue shading) indicating

the variability in each category. The superposition was done

aligning the onset times, but time is not scaled to account for

the main phase duration. The top row shows the ring current

(Dst) index, the middle row the auroral electrojet (AL) index,

and the bottom row shows the cross-polar cap potential

(CPCP) from the northern hemisphere. The left column

shows the observed indices extracted from the OMNI

database (htpps://omniweb.nasa.gov); the CPCP values are

computed using the formulation from (Ridley et al., 2004) as

a function of the polar cap index (PCI) measured in the

northern polar cap (Thule station) and season as

CPCP � 29.28 − 3.31 sin T + 1.49( ) + 17.81PCI (1)

where the time of year is scaled as T = 2π(NMONTH/12) and the

numbering of months starts from zero (Jan = 0). The middle

column shows the simulated values, while the right column show

the difference between the simulated and observed values, i.e., the

model error and its variance.

The simulations of the major and minor storms give quite

good prediction of the Dst index, with relatively moderate

errors between the model and observed values. The errors are

closest to zero during the storm start and main phase, while

they systematically increase (more for the major storms)

during the recovery phase. This indicates that the Geospace

model has a tendency to predict smaller Dst disturbance

during the recovery phase, i.e., recover faster than the

observed Dst.

The AL index has large variability in observations, while the

values and the variability are much smaller in the simulation.

Consequently, the errors are large with no systematic trend

during the storm for minor storms, but a tendency for larger

errors during the storm main phase than during the recovery

phase for major storms. For strong AL activity, the Geospace

model AL indices are substantially weaker than the observed

ones. Furthermore, as accurate modeling of individual substorms

still poses a major challenge to the simulations, the timing

differences in the substorm evolution cause large

instantaneous errors in the observed and model values.

FIGURE 5
(Top row) Dst; (Middle row) AL; and (Bottom row) CPCP from (Left column) Observations; (Middle column) Simulation; and (Right column) Error
(simulation–observation) for minor (blue, peak Dst > − 100 nT) and major (red, peak Dst < − 100 nT) storms. The thick solid lines show the
superposed epoch curve (1-min temporal resolution), the shadings indicate the standard deviation.
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The simulated polar cap potentials are somewhat larger

than those obtained from the empirical model, and

furthermore show a larger difference between the averages

of the major and minor storms. The errors are largest during

the main phase, while close to zero during the recovery phase.

This means that the simulation predicts larger polar cap

potentials than the empirical model, indicative of either

stronger dayside merging or weaker tail reconnection

during the storm main phase.

Model performance

The model performance can be assessed by computing skill

scores for the geomagnetic index predictions. The Heidke skill

score (Heidke, 1926) is one often used performance measure for

geomagnetic index predictions, and is defined as

HSS � 2 H ·N −M · F( )
H +M( ) M +N( ) + H + F( ) F +N( ), (2)

whereH = hit,M =miss, F = false positive, andN = true negative,

which are evaluated based on the observation and prediction

values being above or below the selected thresholds. The HSS

maximum value for no misses and no false positives is 1, value of

zero indicates no skill, and negative values indicate skill worse

than chance coincidence.

Figure 6 shows heat map plots of hourly averaged index

values for Dst, AL, and the polar cap potential, as well as the

errors as function of the observed index values (right column).

The left and middle column show the major and minor storms

separately. The dotted lines indicate the chosen “event” values for

the Heidke skill score calculation (−50 nT for Dst, − 150 nT for

AL, and 80 kV for the CPCP). While changing the selected

“event” values somewhat changes the skill scores, our

conclusions are independent of the exact values of the limits.

FIGURE 6
Heat map plots showing hourly values of (Top row) Dst; (Middle row) AL; and (Bottom row) the CPCP observed vs. simulated values, for (Right
column) major storms and(Center column) minor storms. The unity line is shown in thin solid line, the dotted linesshow the threshold values used in
the Heidke Skill Score (HSS) calculation (see text).The heat maps indicate the share of points falling in each bin. (Right column) Errors(simulated –
observed value) as function of the observed values. The magenta dotsshow bin averages, and the vertical thin lines indicate the standard
deviation in eachbin.
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TheHeidke skill score for themajor storms is HSS = 0.61, which

is somewhat better than the value 0.57 obtained by (LiemohnM.W.

et al., 2018), who computed skill scores for a 3-month period

including both storm and nonstorm times. The skill for the

smaller storms is lower (0.48). Furthermore, the skill scores for

the AL and the CPCP are lower, showing similar difference between

major and minor storms. Comparison between minor and major

storms and with the Liemohn et al. (2018) results indicate that the

Heidke skill scores are larger for data sets that contain sufficient

number of data points in the “hit” quadrant.

The plots also indicate the values of the commonly used

Pearson linear correlation coefficient defined as the ratio of the

covariance and the product of the standard deviations of each set

(o = observation, m = model:

R � σmo

σmσo
(3)

where the covariance is given by∑i (mi − <m >) (oi − < o >)/(N −

1) and the variance (square of the standard deviation) is given by

∑i(xi − < x> )2/(N − 1), and < x> � ∑ixi/N denotes the

mean for x = m, o.

The right column shows the errors (simulation–observation)

as function of the observed values. All errors show a tendency to

increase with increasing level of activity, but for Dst and CPCP,

the effect is relatively minor. On the other hand, the error in AL is

strongly and almost linearly dependent on the intensity of the AL

index throughout the higher values of the observed AL. This

indicates that the simulation value is smaller than the predicted

value by a factor dependent on the intensity of the (observed)

activity. While the scatter in the values is still large, the model

predictive performance could be improved by accounting for this

persistent behavior.

Solar wind driver

Most geomagnetic activity predictions rely on empirical

relationship between the driving solar wind and interplanetary

magnetic field and the resulting geomagnetic activity. The Newell

coupling function (Newell et al., 2007), representing the rate of

change of magnetic flux at the nose of themagnetopause, is given by

dΦMP

dt
� α V2BT sin

4 θ

2
( )[ ]

2/3

(4)

where θ = tan−1(BY/BZ) is the IMF clock angle and BT �
(B2

Y + B2
Z)1/2 denotes the transverse component of the

FIGURE 7
(Top row) Dst; (Middle row) AL; and (Bottom row) CPCP during (Left two columns) the storm main phase and (Right two columns) recovery
phase as function of the Newellcoupling function (in arbitrary units) using 1-hour averaged data for observations (darkpurple) and simulations (dark
red). The heat maps indicate the share of points falling ineach bin.
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magnetic field perpendicular to the Sun-Earth line. While a

normalizing factor α ~ 103 is needed to get the coupling

function in units of Wb/s, here we show the coupling

intensity as unnormalized (α = 1) and thus in arbitrary units.

Figure 7 shows the geomagnetic indices as function of the

Newell coupling function separately for the main phase and

recovery phases for all storms. The data are averaged to 1-h bins,

which should remove most scatter associated with timing errors

of the arrival time of the solar wind front at the subsolar bow

shock. Correlations are shown both for observations (dark

purple) and simulation results (magenta). The correlations

don’t show significant differences between the main and

recovery phases, but the scatter during the recovery phase is

somewhat smaller.

Essentially, the distribution of points for the observations and

the simulation look similar. This indicates that the simulation is

doing as good a job in the prediction as the observations. On the

other hand, despite the simulation being deterministic, it does

not provide better correlations. This fact emphasizes that better

observations will not lead to improved correlations (as the

simulation can use data from any point), and that improving

the predictions requires better coupling functions (with inclusion

of time history of the solar wind driver and magnetospheric

state).

Magnetotail configuration

Using two-dimensional cuts in the simulation saved at 15-

min cadence, we examine the properties at the center of the

current sheet along the midnight meridian. The current sheet

center is defined as the point with minimum BX between the

lobes for each X-value along the tail, which in a simple geometry

coincides with the peak of the current intensity. At times, the

current sheet is bifurcated tailward of a large-scale neutral line. In

such cases, the algorithm chooses one or the other branches and

uses those values as the current sheet center. This choice does not

significantly impact our results that focus on the inner

magnetosphere.

For each storm and each time step, we identify the current

sheet center location ZCS along the midnight meridian, plasma

velocity VX, magnetic field BZ, and current jY at the current sheet

center, and integrate the total current (JY(X) = ∫jYdZ) across the

current sheet thickness. We extend the analysis out to X = −20RE.

Furthermore, we identify the location of the innermost X-

line, XNL, from a BZ sign change, and calculate the amount of

closed magnetic flux through the tail from

ΦC � ∫

−3RE

XNL

BZdX (5)

where the limit at − 3RE is close to the inner boundary of the

simulation domain. As the analysis is limited to X > − 20RE, for

situations where the X-line is further than that, we set

XNL = −20RE (the flux crossing the equatorial plane beyond

that distance is small and would not cause significant changes to

the results). Furthermore, as the magnetic flux is generally

defined as magnetic field through an area, and we are limited

here to the two-dimensional noon-midnight plane (i.e. flux per

unit cross-tail width), we show the closed flux in arbitrary units

focusing on time variations rather than absolute values.

While the distinction between tail and ring current is

arbitrary as well in observations as in the simulation, we

denote the current inside of 8 RE as the “ring current” and

the current tailward of 8 RE as “tail current”. Similarly to the

magnetic flux, we integrate the total ring and tail currents

crossing the midnight meridian as

IRING � ∫

−3RE

−8RE

JY X( )dX (6)

ITAIL � ∫

−8RE

−20RE

JY X( )dX. (7)

Figure 8 shows the relationship of the ring current, tail

current, and closed flux with the Dst index and the cross-

polar cap potential. The good correlation between the ring

TABLE 1 Storm onset dates for events used in this study. For more
detailed documentation see (Al Shidi et al., 2022) and the data
availability statement.

20100214 20120312 20130705 20150512 20160402 20181104

20100405 20120315 20130705 20150518 20160407 20190316

20100411 20120315 20130709 20150607 20160412 20190510

20100501 20120327 20130713 20150621 20160416 20190513

20100527 20120404 20131001 20150622 20160507 20190804

20100803 20120422 20131008 20150704 20160604 20190830

20101010 20120602 20131030 20150722 20160801 20190926

20110204 20120610 20131106 20150815 20160823

20110214 20120616 20131108 20150815 20161012

20110301 20120708 20131110 20150825 20161221

20110309 20120714 20131207 20150907 20170301

20110406 20120901 20140218 20150908 20170326

20110411 20120930 20140223 20150919 20170527

20110528 20121007 20140227 20151003 20170716

20110805 20121012 20140410 20151006 20170830

20110909 20130116 20140507 20151018 20170906

20110916 20130125 20140607 20151102 20170927

20110925 20130228 20140826 20151106 20171106

20110926 20130317 20140912 20151130 20180318

20111024 20130320 20150107 20151219 20180419

20120121 20130430 20150216 20160215 20180505

20120124 20130517 20150316 20160216 20180531

20120218 20130524 20150409 20160305 20180825

20120306 20130606 20150409 20160306 20180910

20120308 20130627 20150414 20160314 20181007
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current and the Dst index shows that, indeed, the Dst index is a

good (albeit not strictly linear) measure of the ring current. The

ring current intensity for the same value of Dst is higher during

the main phase than during the recovery phase, which likely

comes from the positive contribution to Dst from the dayside

compression, which is often larger during the main phase than

during the recovery phase. The amount of closed flux along the

midnight meridian is likewise well correlated with Dst, linking

the decrease of tail magnetic flux to the intensification of the ring

(and tail) currents.

The tail current shows a larger variability, but still clear

correlation with the Dst index, indicating that the currents

even beyond − 8RE contribute to the index in a

significant way.

As the polar cap potential is quite directly driven by the

changing solar wind driver, correlations with the CPCP

indicate directly driven processes. It is evident that the ring

current is more directly driven (i.e. has better correlation with

the CPCP than the tail current, or the closed magnetic flux,

that shows very low if any correlation with the polar cap

potential).

Figure 9 shows the ring current and the Dst index from the

simulation as functions of the Newell coupling parameter. The

coupling parameter was smoothed by a 30-min filter before tagging

the values to the simulation values. If the coupling parameter were a

perfect indicator of the state of themagnetosphere, onewould expect

a very high correlation, as the simulation itself is a self-consistent,

fully deterministic system. If the coupling function is not a perfect

FIGURE 8
(Top two rows) Dst and (Bottom two rows) CPCP from the SWMF simulation as function of (Left column) total ring current; (Middle column) total
tail current; and (Right column) Closed magnetic flux in the tail (see definitions given in the text). The storm main phase (blue) and recovery phase
(orange) are shown separately. The data are snapshotstaken at 15-min cadence in the magnetotail, tagged with the 30-min smoothed values ofthe
indices. The heat maps indicate the share of points falling in each bin.
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predictor of the ring current, there are other factors than those

included in the coupling function that affect the state of the ring

current. As can be seen in the figure, the scatter in these parameters

is large, indicative of the complexity of the processes and the

significance of prior history both of the driver and of the

magnetospheric dynamics not included in a point-by-point

correlations. This complexity of course reflects on the scatter

between the driver function and the geomagnetic indices

discussed above. This conclusion remains valid even if we

acknowledge that the simulation is not a perfect model of the

true magnetospheric plasma system.

The coupling function comparison between the stormmain and

recovery phases is an indicator of the effects of time history to the

correlations. The ring current intensity for similar level of driving is

slightly higher for the recovery phase (likely indicating a higher

preceding values of the current). Comparing to the Dst index, the

difference is even more significant, highlighting the effects of the

dayside processes on the Dst index. For the closed flux and cross-

polar potential there is no difference in the distributions during

storm main and recovery phases (not shown).

Dayside boundary locations

The size of the magnetosphere is often characterized by the

subsolar magnetopause location, which together with the flaring

FIGURE 9
(Left) Total ring current and (Right) the simulation Dst during
the main phase (top row) and recovery phase (bottom row) as
function of Newell coupling function (in arbitrary units). The data
are snapshots taken at 15-min cadence in the magnetotail,
tagged with the 30-min smoothed values of the driver intensity.
The heat maps indicate the share ofpoints falling in each bin.

FIGURE 10
SWMF magnetopause location vs. the Shue model. (Left) Magnetopause subsolarposition X-value for Y = Z = 0. (Middle) North lobe
magnetopause position Z-value at Y = 0, X = -10 RE. (Right) South lobe magnetopause position Z-value at Y = 0, X=-10 RE. (Top row) storm main
phase, (Bottom row) storm recovery phase. The heat maps indicate the share of points falling in each bin.
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angle describes the shape of the boundary in the downwind

direction. Statistical analyses yielded an empirical relationship

(Shue et al., 1997), revised for extreme periods (Shue et al., 1998)

to the form

R � R0
2

1 + cos θ( )[ ]

α

, (8)

R0 � 10.22 + 1.29 tanh 0.184 BZ + 8.14( )( )[ ]P−1/6.6, (9)
α � 0.58 − 0.007BZ( ) 1 + 0.24 ln P( )[ ]. (10)

The subsolar magnetopause nose distance from the Earth R0 is

given in RE when the IMF BZ is given in nT and the solar wind

pressure P in nPa. The model assumes cylindrical symmetry, and

produces a flaring magnetotail with the degree of flaring

controlled by the factor α dependent on both IMF BZ and

dynamic pressure P.

We determined the magnetopause location from the 2D

simulation cuts in the noon-midnight meridian plane using

the open-closed field line boundary (in the dayside) and a

parameter β* = 2μ0(Pth + P)/B2, which on the nightside shows

a clear boundary between the dense magnetosheath with high

β* > 1 and the low-density, high-field magnetotail lobe with low

β*≪ 1 (see bottom left panel of Figure 2; Brenner et al., 2021). In

determining the boundary location, we used a limit value of β* =

0.7, but changing the limit value causes minimal changes to the

outcome. Figure 2 shows the magnetopause definition overlaid

with other parameters. This definition agrees with a velocity

shear region at the high latitude tail magnetopause as well as

follows closely the peak magnetopause currents.

Figure 2 also shows how the two magnetopause definitions

agree during the storm main phase: The subsolar locations are

close to each other, but the Shue model flares much more than

the magnetopause defined using the β* parameter in the

simulation. This is true more generally beyond the individual

time step shown here: Figure 4 shows time series for the subsolar

point location as well as two individual points at X = −10RE at the

northern and southern tail lobes. While the subsolar locations

agree for most of the time, the magnetotail size in the SWMF is

smaller than that predicted by the Shue model throughout the

storm with the exception of a short interval near the end of the

main phase of the storm. Note also that the simulation

magnetopause has a lot of small-scale variability, which is not

always symmetric between the northern and southern lobes,

indicating that the internal magnetospheric dynamics and the

changing dipole tilt angle also contribute to the shape of the

magnetopause.

Figure 10 shows a statistical comparison of the subsolar and

high-latitude (Y = 0, X = −10RE) tail magnetopause locations

identified from the Geospace simulation and obtained from the

Shue model using the formulation above. While there is a general

correlation, there are clear deviations between the models.

FIGURE 11
Magnetopause location vs solarwinddriver parameters during the stormmain phase. (Left)Magnetopause subsolar position X-value for Y= Z=0 as
function of solar wind dynamic pressure. (Middle) North lobe magnetopause position Z-value at Y = 0, X = -10 RE as function of solar wind dynamic
pressure. (Right) North lobemagnetopauseposition Z-value atY=0, X= -10RE as functionof IMFBZ. (Top row) The Shuemodel values are shown in blue,
(Bottom row) the SWMF values are shown in red. The black lines show the Shuemodel functional dependence on dynamic pressure (P{-1/6.6}) using
arbitrary scaling.
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For the subsolar point, the models agree very well. However,

generally the SWMFmagnetopause values are slightly larger than

the Shue model values. There are a few isolated occurrences

where the SWMF values are considerably higher than those

predicted by the Shue model. All of those occur during

periods of very low solar wind density and moderate solar

wind speed combined with negative IMF BZ, and low Alfvén

Mach numbers (< 4).
The center and right panels show the magnetopause position

at Y = 0, X = −10RE. At the high-latitude magnetotail, the

magnetopause in SWMF is typically much closer to the Sun-

Earth line than the Shue model for strongly driven conditions

(smallest sizes of the magnetosphere). For more average driving

conditions (and during the storm recovery phase), the difference

diminishes, but the majority of Shue model values still fall below

the Geospace ones.

Lastly we examine themagnetopause location dependence on

the IMF driver parameters. Figure 11 shows the subsolar and

north tail lobe locations as function of solar wind dynamic

pressure and IMF BZ component. The black curves show the

functional dependence of the Shue model (proportional to P−1/6.6)

to guide the eye (not a fit to the points). It is clear that the

functional dependence for the subsolar location is similar for

both the Shue model and the SWMF Geospace results, as the

distributions almost completely overlap. However, for the tail

lobe location, the functional form seems to still be valid for the

SWMF results (with large scatter), but the flaring angle formula,

which also includes dynamic pressure, changes that for the Shue

model. Thus, the solar wind dynamic pressure response of the

simulation differs from that given by the Shue formulation,

leading to less flaring tail and smaller tail lobe cross-

sectional area.

The right panel of Figure 11 showing the tail lobe

magnetopause dependence on the IMF BZ documents that the

magnetopause dependence on that parameter is at best weak. The

largest magnetopause distances (largest flaring) is obtained when

BZ is close to zero, while both highly negative and highly positive

IMF BZ lead to compressed magnetosphere–much more so for

the SWMF than for the Shue model.

Discussion and conclusion

In this paper, we show results from the first large-scale

statistical set of geomagnetic storm simulations developed by

Al Shidi et al. (2022). We focus especially on comparing the

geomagnetic indices with observed values as well as their

dependence on the solar wind driver functions. While we did

not have sufficient storage space to store all 3D simulation data,

we focus on the 2D noon-midnight plane cuts and examine the

magnetotail parameters along the tail current sheet center as well

as the magnetopause locations at the dayside and in the

magnetotail.

The statistical results can be used to infer the characteristic

behavior of the SWMF Geospace simulation in a quantitative

manner. All the examined indices (Dst, AL, CPCP) show

behavior that is different during the storm main phase and

recovery phase: For Dst, the error (simulated–observed value)

is smallest during the main phase and increases systematically

toward the recovery phase, while the opposite is true for the AL

and CPCP. Thus, the model Dst index recovers faster than the

observed one, indicating that further modeling or

parametrization of the ring current decay processes could

improve the model performance. Such processes could either

be related to charge exchange and Coulomb collisions (Dessler

and Parker, 1959; Fok et al., 1995) the wave-particle interactions

scattering the ions away from the ring current (Jordanova et al.,

2001; Yue et al., 2019), multi-ion physics (Daglis, 2006) or ion

outflow from the ionosphere (Glocer et al., 2012). Regarding

model performance metrics, the results in this paper, focusing

solely on storm periods, are slightly better in terms of the HSS

than those obtained by (Liemohn M. et al., 2018), who used

3 months of real-time simulation containing both quiet and

storm periods, but dominated by quiet periods.

The AL index shows a consistent offset from the observed

value, which calls for further investigation of the auroral

electrodynamics and magnetosphere–ionosphere coupling

processes, including the acceleration region processes

(Liemohn et al., 2002; Connor et al., 2016). Especially, the

model has poor capability to reproduce the largest AL values,

with the simulated values mostly limited to above −800 nT; the

same is true for comparison with local magnetic perturbations

(Al Shidi et al., 2022). Furthermore, the instantaneous values of

the AL index are critically dependent on timing of the substorm

onsets and hence magnetotail dynamic processes, which still are

difficult to reproduce to high accuracy in location and timing

(Newell et al., 2016; Maimaiti et al., 2019).

The auroral conductances regulate the closure of the field-aligned

currents through the Hall and Pedersen currents in the ionosphere

(Iijima and Potemra, 1976; Ridley et al., 2004). In general, auroral

conductance arises from the solar EUV radiation in the dayside and

from energetic particle precipitation to the auroral oval region

especially in the nightside (Fuller-Rowell and Evans, 1987; Newell

et al., 2009). In the SWMF simulation, the auroral conductances are

derived from a simple empirical parametrization, which may in part

lead to weaker coupling of the magnetotail currents into the

ionosphere. Mukhopadhyay et al. (2020) examined the

conductance effects on the coupling, and propose a new model

for the auroral conductances, which has been coupled to the SWMF

simulation. The CMEE model for auroral conductances allows for a

larger range of values, which lead to lower cross-polar potential values

(as a result of currents closing between R1 and R2 currents), and

larger ground magnetic perturbation values (Mukhopadhyay et al.,

2020). However, accurate modeling of both the diffuse and discrete

sources and inclusion of their ionospheric impacts into the global

simulations is still work in progress (Mukhopadhyay et al., 2022).
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The polar cap potential is a central parameter describing the

balance between dayside and nightside energy conversion processes,

but observationally we are limited to radar (model-based) estimates

of the convection (Koustov et al., 2009; Gao, 2012), low-Earth orbit

satellite electric field measurements (Hairston et al., 1998), or

empirical models based on the polar cap index (Troshichev et al.,

1996; Ridley et al., 2004). The Ridley epirical model (Ridley et al.,

2004) has quite high correlation with the simulated polar cap

potential time series, with the simulation producing slightly

higher potentials especially during the storm main phase. The

Ridley model based on the PCI is quite directly driven by the

solar wind and IMF parameters, as is the simulation polar cap

potential. Better global observations of the CPCP evolution are

needed to fully understand the role of the detailed magnetospheric

processes on the polar cap potential evolution.

The anticorrelation of the errors between the polar cap

potential and the AL index indicates that the current closure

processes between the ionosphere and the magnetosphere could

be further optimized in the simulation. It seems that sometimes

the magnetotail reconnection is not sufficiently strong to balance

the dayside energy input, leading to weaker auroral currents (and

hence AL) and stronger polar cap potential (larger lobe flux)

(Milan et al., 2003; Lockwood et al., 2009).

An important part of empirical predictions of the

magnetospheric and ionospheric states is the use of coupling

functions that tie the solar wind parameters to their geomagnetic

response. For example, assuming that a solar wind coupling function

is able to predict the ring current intensity, a deterministic

simulation should always yield a good correlation. On the other

hand, data contain many uncertainties: the solar wind input from

L1may be different than that impacting the Earth, and theDst index

is an indirect measure of the true ring current and may miss

localized signatures. Therefore, even for a perfect coupling

parameter, one would expect to have scatter in the results. Our

results show that the distributions of the deterministicmodel and the

observations are similar. This indicates that the scatter in the results

arises largely from the inability of the simple coupling parameter to

represent the complex solar wind–magnetosphere coupling and its

time history, and that their predictive power cannot be further

increased with a denser observational network. The magnetospheric

processes as well as the time history of the system have quite strong

effects on the system response, which yield high level of scatter in the

correlation figures (see Figure 7, (Tsyganenko and Sitnov, 2005)). It

also points out to the usefulness of a physics-based model over a

prediction based on solar wind input only.

Analysis of the nightside ring current and tail current

intensities shows that the ring current is highly correlated

with the Dst index, but that there is a difference between the

storm main and recovery phases. This likely stems from the

dayside positive contribution to the Dst index, which is higher

during the main phase. It is also noteworthy that the tail current

and ring current intensities are highly correlated, and that they

are of almost equal magnitude during the storm main phase,

while the ring current starts to dominate during later phases of

the storm, consistent with earlier observational and empirical

model studies (Ganushkina et al., 2005; Kalegaev and

Makarenkov, 2008). In our study, the “ring current” was

arbitrarily defined as the current inside 8 RE, which is the

domain covered by the RCM drift physics model, while the

“tail current” was taken to be everything tailward of that. The

results are not sensitive to the exact separation distance.

The subsolar distance to themagnetopause is largely determined

by the solar wind dynamic pressure, but the orientation and

magnitude of the IMF, the time history of the solar wind, as well

as internal state of themagnetosphere cause substantial scatter to the

results. The Geospace model gives quite good agreement with the

empirical (Shue et al., 1998) model developed using a statistical

database of magnetopause crossings, but the results along the

magnetopause flank vary quite a bit from the empirical

paraboloid shape. Especially during highly compressed situations

(high dynamic pressure), the Geospace simulation gives significantly

smaller distances from the Sun-Earth line to the lobe boundary than

the empirical model.

Shukhtina et al. (2004) derived the magnetopause location

using both solar wind parameters and tail magnetic flux derived

from the Geoatail measurements, parametrizing the tail flaring

angle. They demonstrate the strong dependence of the size of the

magnetosphere on the internal state of the magnetosphere, by

examining quiet periods, periods close to substorm onset, and

periods of steady magnetospheric convection, which are

characterized by enhanced, steady-state convection in the

magnetotail, an expanded polar cap and enhanced lobe

magnetic flux content (Sergeev et al., 1996).

Gordeev et al. (2015) performed an extensive comparison of

global MHD simulations of the Earth’s space environment using the

Community Coordinated Modeling Center (CCMC) resources and

four different MHD simulations, including BATSRUS, the MHD

simulation core of the SWMF Geospace model used in this study.

When comparing the results in that paper with our results, two

things must be pointed out: (1) the Gordeev et al. (2015) study used

the MHD simulations without coupling to an inner magnetosphere

model, which significantly alters the “memory” of the

magnetosphere, when the ring current response is not included,

and (2) the comparison was made using an artificially created solar

wind time series including constant solar wind and a constant IMF

that flipped from BZ northward to BZ southward after 2 h of

northward IMF. In our case, we have simulated real events,

which involve all the complexities of true solar wind driver

characteristics. The Gordeev et al. (2015) study shows that the

pure BATSRUS gives a subsolar location that is very highly

correlated with the Shue et al. (1998) model, with even higher

correlation coefficient (0.95) than that found in this study, and

BATSRUSwas the best-performing simulation of the four examined

in that metric. They also showed that BATSRUS produces good

agreement with the Lin et al. (2010) model of the high-latitude

magnetotail boundary. That model provides a more detailed
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description of the tail boundary including effects of the dipole tilt

angle in addition to the solar wind and IMF parameters.

In conclusion, we show results from a first large statistical study

of storm simulations using the SWMF Geospace model. The results

help assess the usability of the geomagnetic indices, the solar wind

driver functions, and point further to magnetotail parameters that

could be used to define the state of the magnetosphere.
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The loss of electron flux of the outer radiation belt has been widely studied in

terms of the mechanism that brings in these losses. There are a few studies

which have attempted to explain the interplanetary conditions that favor the

depletions. As the Sun is the prime cause of any change happening in the

magnetosphere, it is important to look at the solar drivers that bring in such

changes. In this study, we attempt to understand the effect of solar structures

and substructures on the loss of radiation belt high-energy electrons during

intense geomagnetic storms. The superposed epoch analysis is used to observe

any peculiar changes in GOES electron flux data during the storms that are

associated with solar structures such as CME and CIR, ICME substructures such

as the magnetic cloud, magnetic cloud with sheath, ejecta, ejecta with sheath,

and only sheath. The long-term data also give an opportunity to compare the

flux decrease during solar cycles 23 and 24. It has been observed that 1) CIR-

associated storms cause a comparatively higher flux decrease than CME-

associated storms, 2) sheath-related storms bring out a higher flux decrease,

and 3) there is no significant change in flux for the storms of both the solar

cycles. The flux decrease in intense storms at the geostationary orbit is

essentially triggered by the “Dst effect.” Apart from this, the minimum IMF Bz

and northward IMF Bz before turning southward add to the flux decrease. These

results hold true for the electron depletions occurring only during intense

geomagnetic storms and may alter otherwise.

KEYWORDS

radiation belt, solar wind, solar drivers, geomagnetic storms, electron flux depletion

Introduction

The outer radiation belts are very much vibrant in the sense that they undergo many

dynamic processes such as particle acceleration (Summers et al., 1998; Friedel et al., 2002;

Elkington et al., 2003; Meredith et al., 2003; Horne et al., 2005; Reeves et al., 2013),

transport (Lyons & Thorne, 1973; Baker et al., 2007), and loss (Iles et al., 2002; Onsager
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et al., 2002; Reeves et al., 2003; Bortnik et al., 2006; Millan &

Thorne, 2007; Baker et al., 2016). Among these processes, the true

loss of radiation belt particles is of prime concern because they

can cause significant spacecraft operational anomalies (Baker

et al., 1987; Allen, 2002; Baker et al., 2004), sometimes causing

permanent damage to space systems (Baker et al., 2018) and

posing a threat to the climate through instances of highly

energetic electron precipitation into the atmosphere (Clilverd

et al., 2016; Tsurutani et al., 2016; Baker et al., 2018). These

reasons make it necessary to thoroughly study the outer belt

particle losses, especially of the highly energetic electrons.

Many researchers have given special attention to understand

the mechanism behind the true loss of these electrons. The

observed loss of electron flux is attributed to adiabatic losses

(McIlwain, 1966; Kim and Chan, 1997) or real losses either by

magnetopause shadowing (Shprits et al., 2006; Baker et al., 2016;

Herrera et al., 2016; Zhang et al., 2016) or precipitation into the

atmosphere (Thorne & Kennel, 1971; Green et al., 2004; Turner

et al., 2014; Shprits et al., 2016; Tsurutani et al., 2016; Pham et al.,

2017) by resonant wave–particle interaction. Li et al. (1997) used

multi-satellite observations during geomagnetic storms to

suggest adiabatic losses in the inner part of the belt, whereas

nonadiabatic losses in the outer part. Later, Onsager et al. (2002)

also came to a similar conclusion by using multi-spacecraft

observations. Bortnik et al. (2006) suggested that at high

L-shells (L > 5), the dropout is independent of energy and

caused due to magnetopause shadowing in addition to radial

diffusion, whereas at L < 5, the dropout is strongly energy

dependent and caused due to electromagnetic ion cyclotron

(EMIC)–driven pitch angle scattering. Contradicting results

have been obtained by Xiang et al. (2017), suggesting the

importance of µ and K dependence of electron phase space

density (PSD) in understanding the dropout mechanism.

Very few studies have focused on the influence of different

interplanetary parameters on the loss of radiation belt electrons.

Borovsky and Denton (2010) studied the solar wind effect on

electron flux dropouts during geomagnetic storms, using

superposed epoch analysis. Similar studies have been

undertaken by Meredith et al. (2011) for high-speed solar

wind (HSS)–driven storms and by Yuan and Zong (2013).

They concluded that the southward interplanetary magnetic

field (IMF) and high pressure led to the strongest dropouts.

Gao et al. (2015) also came to a similar conclusion by studying

the dropouts occurring during both storm and non-storm

periods for >2 MeV electrons. Boynton et al. (2016, 2017)

carried out an error reduction ratio analysis to explore the

nonlinear relationship between electron dropouts and solar

wind, as well as other geomagnetic indices. Ni et al. (2016)

from their study of the dynamic response of the Earth’s radiation

belts during periods of solar wind dynamic pressure pulse based

on normalized superposed epoch analysis suggested that deeper

earthward magnetopause erosion provides favorable conditions

for the prompt occurrence of dropout at lower L-shells (L < 5).

Pinto et al. (2018) by using GOES 8 and 10 electron flux data of

energy >2 Mev studied the role of interplanetary parameters on

the relativistic flux enhancements and persistent depletion

events. These studies have established the role of solar wind

conditions in favoring the radiation belt electron losses. From

their study on the interplanetary shock properties and

preconditions, Yue and Zong (2011) concluded that the

perpendicular shock can produce more intense geomagnetic

disturbance under the same IMF precondition. They also

suggested that the interplanetary shocks can intensify the

southward IMF precondition by a factor of 3–6. This study

suggests that the orientation of the shocks and

preconditioning are also important while considering their

impact on the magnetosphere. As the Sun is the ultimate

source of any change seen in the interplanetary medium, it

thereby causes the magnetosphere to alter. This fact highlights

the importance of studying the effect of various solar drivers on

the radiation belt electron flux decrease. There are very few

studies which have attempted to understand the effect of different

solar structures on the radiation belt electron fluxes. Benacquista

et al. (2018) studied the impact of two different solar structures,

that is, the corotating interaction region (CIR) and interplanetary

coronal mass ejection (ICME), on the variations of radiation belt

electron fluxes. Their study revealed that the ICMEs are effective

at all L-shells, whereas the CIRs have much less access to the

innermost parts of the belts. Recently, Turner et al. (2019)

showed that storms driven by coronal mass ejection (CME)

sheaths or CME ejecta only are capable of producing

prolonged depletions of multi-MeV electrons throughout the

outer belt. By contrast, storms driven by full CMEs and stream

interaction regions are prone to enhanceMeV electrons. All these

studies suggest the complexity and diversity of the radiation belt

response to a space weather event at a given point of time. There

has been ample research on the loss mechanism of the outer belt

energetic electrons and also on the solar wind conditions which

favor these losses. But, there are very few studies which have

established a link between the solar structures and outer radiation

belt response. Different heliospheric structures interact with the

magnetosphere differently through variable forcing (Kilpua et al.,

2009). All these in turn affect the response of the radiation belt

electron flux. Not only the conditions within these structures are

important but also in a broader way, the impacts these structures

have can be different. There are still few open questions that need

to be answered: 1) how differently do solar structures affect the

energetic electron population of the outer radiation belt? 2) Why

do two similar solar structures have different impacts on the

magnetosphere? 3) Can we anticipate the response of the

radiation belt if we know a particular solar structure is

heading towards the Earth? 4) Is there any variation in the

radiation belt flux from one solar cycle to another? In the

present study, we try to investigate the response of the

energetic electrons in terms of flux depletion to different solar

structures. The long-term data set also provides an opportunity
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TABLE 1 List of events considered in this study along with the GOES spacecraft, the energy channel used, and the type of solar structure associated.

Sr. No. Date Spacecraft Energy channel Type
of solar structure

1 23 October 1996 GOES 8 >0.6 MeV CIR

2 21 April 1997 GOES 8 >0.6 MeV MC

3 15 May 1997 GOES 8 >0.6 MeV MC

4 11 October 1997 GOES 8 >0.6 MeV MC

5 07 November 1997 GOES 8 >0.6 MeV EJ-S

6 23 November 1997 GOES 8 >0.6 MeV MC

7 18 February 1998 GOES 8 >0.6 MeV MC

8 10 March 1998 GOES 8 >0.6 MeV CIR

9 04 May 1998 GOES 8 >0.6 MeV S

10 26 June 1998 GOES 8 >0.6 MeV EJ

11 06 August 1998 GOES 8 >0.6 MeV EJ

12 27 August 1998 GOES 8 >0.6 MeV EJ

13 25 September 1998 GOES 8 >0.6 MeV EJ

14 19 October 1998 GOES 8 >0.6 MeV MC

15 08 November 1998 GOES 8 >0.6 MeV EJ

16 09 November 1998 GOES 8 >0.6 MeV S

17 13 November 1998 GOES 8 >0.6 MeV MC

18 13 January 1999 GOES 8 >0.6 MeV MC

19 18 February 1999 GOES 8 >0.6 MeV EJ

20 22 September 1999 GOES 8 >0.6 MeV EJ

21 22 October 1999 GOES 8 >0.6 MeV EJ-S

22 13 November 1999 GOES 8 >0.6 MeV MC

23 12 February 2000 GOES 8 >0.6 MeV S

24 07 April 2000 GOES 8 >0.6 MeV EJ-S

25 24 May 2000 GOES 8 >0.6 MeV EJ

26 16 July 2000 GOES 8 >0.6 MeV MC-S

27 11 August 2000 GOES 8 >0.6 MeV EJ

28 12 August 2000 GOES 8 >0.6 MeV MC

29 17 September 2000 GOES 8 >0.6 MeV MC-S

30 05 October 2000 GOES 8 >0.6 MeV EJ

31 14 October 2000 GOES 8 >0.6 MeV MC

32 29 October 2000 GOES 8 >0.6 MeV MC

33 06 November 2000 GOES 8 >0.6 MeV MC

34 29 November 2000 GOES 8 >0.6 MeV EJ

35 20 March 2001 GOES 8 >0.6 MeV MC

36 31 March 2001 GOES 8 >0.6 MeV MC-S

37 11 April 2001 GOES 8 >0.6 MeV EJ

38 18 April 2001 GOES 8 >0.6 MeV MC

39 22 April 2001 GOES 8 >0.6 MeV MC-S

40 17 August 2001 GOES 8 >0.6 MeV EJ

41 26 September 2001 GOES 8 >0.6 MeV EJ

42 01 October 2001 GOES 8 >0.6 MeV MC

43 03 October 2001 GOES 8 >0.6 MeV MC

44 21 October 2001 GOES 8 >0.6 MeV EJ

45 28 October 2001 GOES 8 >0.6 MeV EJ

46 06 November 2001 GOES 8 >0.6 MeV EJ

47 24 November 2001 GOES 8 >0.6 MeV MC-S

(Continued on following page)
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TABLE 1 (Continued) List of events considered in this study along with the GOES spacecraft, the energy channel used, and the type of solar structure
associated.

Sr. No. Date Spacecraft Energy channel Type
of solar structure

48 24 March 2002 GOES 8 >0.6 MeV MC

49 20 April 2002 GOES 8 >0.6 MeV MC

50 11 May 2002 GOES 8 >0.6 MeV EJ

51 23 May 2002 GOES 8 >0.6 MeV MC

52 02 August 2002 GOES 8 >0.6 MeV MC

53 21 August 2002 GOES 8 >0.6 MeV EJ

54 04 September 2002 GOES 8 >0.6 MeV CIR

55 08 September 2002 GOES 8 >0.6 MeV EJ

56 01 October 2002 GOES 8 >0.6 MeV MC

57 04 October 2002 GOES 8 >0.6 MeV EJ

58 07 October 2002 GOES 8 >0.6 MeV CIR

59 14 October 2002 GOES 8 >0.6 MeV CIR

60 21 November 2002 GOES 8 >0.6 MeV CIR

61 30 May 2003 GOES 8 >0.6 MeV EJ

62 18 June 2003 GOES 10 >0.6 MeV S

63 12 July 2003 GOES 10 >0.6 MeV CIR

64 18 August 2003 GOES 10 >0.6 MeV MC

65 30 October 2003 GOES 10 >0.6 MeV MC

66 30 October 2003 GOES 10 >0.6 MeV MC

67 20 November 2003 GOES 10 >0.6 MeV MC

68 22 January 2004 GOES 10 >0.6 MeV EJ

69 04 April 2004 GOES 10 >0.6 MeV MC

70 25 July 2004 GOES 10 >0.6 MeV MC

71 27 July 2004 GOES 10 >0.6 MeV EJ

72 30 August 2004 GOES 10 >0.6 MeV MC

73 08 November 2004 GOES 10 >0.6 MeV MC

74 18 January 2005 GOES 10 >0.6 MeV EJ

75 15 May 2005 GOES 10 >0.6 MeV MC

76 30 May 2005 GOES 10 >0.6 MeV EJ

77 13 June 2005 GOES 10 >0.6 MeV MC

78 24 August 2005 GOES 10 >0.6 MeV S

79 31 August 2005 GOES 10 >0.6 MeV CIR

80 11 September 2005 GOES 10 >0.6 MeV EJ

81 15 December 2006 GOES 10 >0.6 MeV MC

82 06 August 2011 GOES 15 >0.8 MeV EJ

83 26 September 2011 GOES 15 >0.8 MeV EJ-S

84 25 October 2011 GOES 15 >0.8 MeV MC

85 09 March 2012 GOES 15 >0.8 MeV MC

86 24 April 2012 GOES 15 >0.8 MeV MC

87 15 July 2012 GOES 15 >0.8 MeV EJ

88 01 October 2012 GOES 15 >0.8 MeV MC-S

89 09 October 2012 GOES 15 >0.8 MeV MC

90 14 November 2012 GOES 15 >0.8 MeV MC

91 17 March 2013 GOES 15 >0.8 MeV MC-S

92 01 June 2013 GOES 15 >0.8 MeV MC-S

93 29 June 2013 GOES 15 >0.8 MeV S

(Continued on following page)
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to compare this response over two solar cycles. We identified the

flux depletions of electrons having energies >0.6 MeV

and >0.8 MeV at the geostationary orbit during 103 intense

geomagnetic storms that occurred between 1996 and 2019,

which comprises solar cycles 23 and 24. We performed the

epoch analysis to understand the contribution of different

solar wind and interplanetary conditions. We have divided the

events as per the solar structure which drives the changes in the

magnetosphere. Firstly, the solar structures are characterized as

CME or CIR. When it is CME, then depending on the ICME

structure, they are further divided into magnetic cloud (MC),

ejecta (EJ), sheath (S), magnetic cloud with sheath (MC-S), and

ejecta with sheath (EJ-S).

Materials and methods

The intense geomagnetic storms (Dst ≤ −100 nT) that have

occurred during solar cycles 23 and 24 were identified from the

World Data Center (http://wdc.kugi.kyoto-u.ac.jp/dst_final/

index.html). A total of 103 intense geomagnetic storms had

been identified from 1996 to 2019. In order to check the

electron depletions during all the selected events, the electron

flux data of energy >0.6 MeV was obtained from the

Geostationary Operational Environmental Satellite (GOES)

8 and 10 till 2006. From 2011 onward, we have made use

of >0.8 MeV channel from GOES 15 spacecraft. The list of

the energy channels and spacecraft used is given in Table 1.

TABLE 1 (Continued) List of events considered in this study along with the GOES spacecraft, the energy channel used, and the type of solar structure
associated.

Sr. No. Date Spacecraft Energy channel Type
of solar structure

94 19 February 2014 GOES 15 >0.8 MeV EJ-S

95 17 March 2015 GOES 15 >0.8 MeV MC-S

96 23 June 2015 GOES 15 >0.8 MeV MC

97 07 October 2015 GOES 15 >0.8 MeV CIR

98 20 December 2015 GOES 15 >0.8 MeV MC

99 01 January 2016 GOES 15 >0.8 MeV MC

100 13 October 2016 GOES 15 >0.8 MeV MC

101 28 May 2017 GOES 15 >0.8 MeV MC

102 08 September 2017 GOES 15 >0.8 MeV MC

103 26 August 2018 GOES 15 >0.8 MeV MC

FIGURE 1
Number of storms that occurred due to different structures and substructures during solar cycles 23 and 24 (first and middle panels). A total of
103 storms are considered in this study, divided according to the solar drivers (last panel).

Frontiers in Astronomy and Space Sciences frontiersin.org05

Gokani et al. 10.3389/fspas.2022.952486

170

http://wdc.kugi.kyoto-u.ac.jp/dst_final/index.html
http://wdc.kugi.kyoto-u.ac.jp/dst_final/index.html
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.952486


These data can be found at https://www.ngdc.noaa.gov/stp/

satellite/goes/dataaccess.html. We made use of the OMNIWeb

data (https://omniweb.gsfc.nasa.gov/form/dx1.html) to identify

solar structures and substructures. The same set of data was used

to examine the interplanetary conditions during the flux

depletion events. Figure 1 shows the number of geomagnetic

storms that occurred during solar cycles 23 and 24, which are

further divided into solar structures such as CME and CIR. A

total of 81 intense geomagnetic storms occurred during solar

cycle 23, out of which 73 were associated with CME and 8 were

associated with CIR. As we all know, solar cycle 24 was mild. It

consisted of only 22 intense geomagnetic storms, out of which

21 were associated with CME and only 1 was associated with CIR.

The CMEs were further divided into ICME substructures such as

MC, MC-S, EJ, EJ-S, and S.

The identification of CMEs that occurred in solar cycle

23 was done using the catalog by Gopalswamy et al. (2010)

along with the list provided by Richardson and Cane (2010). The

identification of CMEs that occurred in solar cycle 24 was done

by running movies of coronagraph images available at https://

cdaweb.gsfc.nasa.gov. Few of the CMEs were identified using the

list provided by Richardson and Cane (2010). The storms which

were not associated with CME were checked for any CIR

association. Such storms were identified using WIND and

ACE observations. Furthermore, the substructures of CMEs

were identified by their signatures in interplanetary data. The

magnetic clouds (MC) were thought to have one or more of the

following signatures: 1) strong magnetic field, 2) smooth

latitudinal rotation of the field, and 3) low proton

temperature or plasma β (Selvakumaran et al., 2016).

Whereas, ejecta (EJ) had 1) a comparatively weaker magnetic

field, 2) higher proton temperature or higher plasma β, 3) no
clear rotation in the magnetic field, and 4) an enhanced Nα/Np

ratio (Gopalswamy et al., 2010). During sheaths, no particular

change was observed in plasma β, and there was no smooth

rotation of the magnetic field. Major events were taken from the

MC list provided by Gopalswamy et al. (2015). Other events were

identified by ourselves. The respective number of storms in each

category is presented in Figure 1. The storms that occurred due to

MC are dominant in both solar cycles, making 45 out of a total of

103 storms, followed by 29, 9, 6, and 5 storms associated with EJ,

MC-S, S, and EJ-S, respectively.

Epoch analysis was carried out to understand the effect of

different solar drivers on the relativistic electron flux decrease at a

geostationary orbit. The time of minimum Dst was taken as the

epoch. The flux decrease (ΔF) was calculated by subtracting the

minimum flux from the pre-depletion value. To do this, the flux

was normalized by the pre-depleted flux value. For easy

understanding, we present these values in terms of the order

of magnitude. We took care of the flux depletions that occurred

on the same day but not during the storm period, that is, we

strictly chose the depletions that occurred during the main phase

of the geomagnetic storm.

Observations and results

A total of 103 intense geomagnetic storms were considered in

this study that had occurred from 1996 to 2019, comprising two

solar cycles. The reason behind choosing only intense storms is

that not all storms produce electron flux depletions (Reeves et al.,

2003). The main motive of this study was to check the

dependence of electron flux decrease on different solar drivers.

We calculated the level of flux decrease for each of the storms

after performing superposed epoch analysis and tried to find any

relationship that it may have with different solar drivers.

Epoch analysis

With the time of minimum Dst as an epoch, the epoch

analysis was performed on various interplanetary conditions for

different solar drivers. The magnetopause standoff distance was

also considered in the analysis, which was calculated by using the

model given by Shue et al. (1997). We chose a time window of

1 day before and after the epoch to examine full depletion till its

recovery. Figure 2 represents the mean value of A) IMF Bz (nT);

B) solar wind speed, Vsw (km/h); C) solar wind density, Np (n/

cc); D) solar wind dynamic pressure, Pdy (nPa); E) electric field

(V/m); F) Sym-H (nT); G) magnetopause stand-off distance, R0

(RE); and H) GOES >0.6 MeV electron flux (e cm−2 s−1 sr−1) for

the different abovementioned ICME structures, shown using

different colors. From the figure, it can be seen that the level

of electron flux decrease is independent of the Sym-H values.

This analysis reveals that the storms which are associated with

sheath (MC-S, EJ-S, and S) show more flux decrease (ΔF) than
non-sheath drivers (MC and EJ). The highest flux decrease (in

the order of magnitude) of ~3.0 ± 0.6 was seen for the storms

associated with sheath, followed by ~2.7 ± 0.6 for EJ-S, ~2.4 ±

0.55 for MC-S, ~1.9 ± 0.4 for MC, and ~1.6 ± 0.35 for EJ. At none

of the times was the magnetopause pushed beyond 6.2 RE.

Figures 3A–H are in a similar format as Figures 2A–H, but

for solar structures such as CME and CIR. From the figure, it can

be seen that the flux decrease is more, with ΔF ≈ 2.2 ± 0.35 order

of magnitude for the storms that are associated with CIR. The

storms associated with CME show comparatively lesser flux

decrease with ΔF ≈ 1.7 ± 0.41 order of magnitude, even

though the Sym-H is high for CME-related storms.

A similar analysis was carried out for the storms that

occurred during solar cycles 23 and 24, as shown in Figures

4A–H. It is in the same format as Figures 2, 3. Though the

number of intense storms had decreased drastically, almost by

~57% in solar cycle 24 when compared to solar cycle 23, no

difference is seen in the level of electron flux decrease

(Figure 4H). It is ~1.69 ± 0.35 for solar cycle 23 and ~1.77 ±

0.4 for solar cycle 24. However, it can be noticed that the overall

flux level is significantly lower for the storms that occurred in

solar cycle 24 than for those that occurred in solar cycle 23.
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Effect of solar wind parameters

Some differences in maximum values of interplanetary

conditions such as solar wind speed, pressure, density, and

electric field are seen for different solar structures and

substructures after performing epoch analysis, as seen in

Figures 2, 3, respectively. Some previous studies had also

examined the role of IMF Bz and solar wind dynamic

pressure on radiation belt electron flux (Borovsky and

Denton, 2010; Meredith et al., 2011; Yuan and Zong,

2013; Gao et al., 2015). Boynton et al. (2016)had carried

out an error reduction ratio analysis and concluded that the

solar wind dynamic pressure coupled with solar wind density

are the main driving factors for the loss of electrons at

energies 128 ≤ E ≤ 925 keV and the solar wind dynamic

pressure coupled with southward IMF at energies 1.3 ≤ E ≤
2 MeV at the geostationary orbits. We also tried to look at the

role of solar wind dynamic pressure, speed, density, and

electric field on flux depletions. The effect of IMF Bz is

studied separately in the next section. We used maximum

values of solar wind dynamic pressure, speed, density, and

electric field obtained after epoch analysis to check its

influence on the level of flux decrease described in terms

of the order of magnitude, as shown in Figure 5 for different

solar structures and substructures. Seen superimposed on it

is an IMF Bz, which is divided into two groups, viz., IMF

Bz < −20 nT (big circles) and IMF Bz > −20 nT (small

circles). From the figure, it is evident that most of the flux

depletion is accompanied by strong southward IMF Bz. All

the CIR-related storms are produced by IMF Bz > −20 nT. It

FIGURE 2
Superposed epoch analysis performed on the various interplanetary conditions: (A) IMF Bz (nT), (B) solar wind speed, Vsw (km/h), (C) solar wind
density, Np (n/cc), (D) solar wind dynamic pressure, Pdy (nPa), (E) electric field (V/m), (F) Sym-H (nT), (G) magnetopause stand-off distance, R0 (RE),
and (H)GOES >0.6 MeV electron flux (e cm−2 s−1 sr−1) for different solar substructures such asmagnetic cloud (MC), magnetic cloudwith sheath (MC-
S), ejecta (EJ), ejecta with sheath (EJ-S), and sheath (S) represented by different colors.
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can also be seen that there is no significant difference in the

values of Vmax, Nmax, Pmax, and Emax for the storms

associated with different solar drivers. The average values of

Vmax, Nmax, Pmax, and Emax along with flux decrease (ΔF)
for different solar drivers are given in Table 2. Figure 6 is

similar to Figure 5, with R0 superimposed instead of IMF Bz.

Here, R0 is categorized in two groups, viz., R0 < 6 (small

circles) and R0 ≥ 6 (big circles). From the figure, it can be seen

that in most of the cases, the magnetopause did not move

inward beyond the geostationary orbit. This suggests that

essentially, the flux decrease is governed by the ‘Dst effect’

(McIlwain, 1966). Having said that, one cannot neglect the

effects of wave–particle interactions during such events.

Table 3 shows the number of events for R0 < 6 RE and

R0 ≥ 6 RE. It can be seen that during the storms that are

associated with sheaths (MC-S, EJ-S, and S), mostly the

magnetopause is pushed inward with R0 < 6. During such

cases, the magnetopause shadowing effect may dominate.

The sheath passages also favor ULF waves to grow and

therefore deplete the particles under the influence of pitch

angle scattering.

Dependence of IMF Bz

Apart from solar wind parameters, IMF Bz has been observed

to show peculiar features during electron flux depletions. Gao

et al. (2015) have shown that the strong southward IMF Bz is

solely capable of significant relativistic electron depletions.

Figure 2 shows that in some cases, IMF Bz is seen to turn

northward before turning southward during the course of flux

decrease. To check the effect in detail, we plotted ΔF against IMF

Bz for A) MC, B) MC-S, C) EJ, D) EJ-S, and E) S, as shown in

Figure 7. The IMF Bz and flux values are of 1 min resolution and

are mean values taken after performing epoch analysis during the

course of flux depletion. From the figure, it can be noted that the

storms that are associated with MC-S, EJ-S, and S show more

positive IMF Bz values (fourth quadrant), for which the flux

FIGURE 3
Superposed epoch analysis performed on the various interplanetary conditions: (A) IMF Bz (nT), (B) solar wind speed, Vsw (km/h), (C) solar wind
density, Np (n/cc), (D) solar wind dynamic pressure, Pdy (nPa), (E) electric field (V/m), (F) Sym-H (nT), (G) magnetopause stand-off distance, R0 (RE),
and (H) GOES >0.6 MeV electron flux (e cm−2 s−1 sr−1) for different solar structures such as CME (black curve) and CIR (red curve).
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decrease is seen to be comparatively high. Also, we can see that

the storms associated with these drivers have a minimum Bz

exceeding −20 nT, whereas the storms associated with the other

two categories have a minimum Bz < −15 nT. A similar trend is

observed for storms triggered by CIR when compared to CME, as

shown in Figure 8. Here also, the fourth quadrant for CIR-related

storms is dominant, highlighting the importance of northward

IMF Bz before turning southward. A similar analysis is carried

out for the storms of both solar cycles (Figure 9). However, no

difference is seen either for positive IMF Bz values or minimum

IMF Bz between the two, which may have led to no significant

change in the level of flux decrease.

Discussion

By performing epoch analysis on the interplanetary

conditions and GOES electron flux data, we tried to examine

the effect of different solar drivers on the loss of radiation belt

electron flux at geostationary orbit during intense geomagnetic

storms. Reeves et al. (2003) analyzed the response of relativistic

electrons to 276 moderate and intense (Dst < −50 nT)

geomagnetic storms. They observed that 56% of the storms

showed an overall increase in the trapped flux, only 19%

exhibited a decrease, while there was no flux change during

28% of the storms. This suggests the complexity in the response

of relativistic electron flux to geomagnetic storms, and it is a

delicate balance between acceleration and loss of the particles. As

our focus was to analyze only the flux depletion and its

dependence on various solar drivers, we chose the days of

intense geomagnetic storms, which guaranteed only flux

decrease. A total of 103 intense (Dst ≤ −100 nT) geomagnetic

storms occurred during 1996–2019, which are considered in the

present study, and the change in relativistic electron flux for E >
0.6 and > 0.8 MeV at geostationary orbit is observed using GOES

electron flux measurements. A decrease of more than one order

FIGURE 4
Superposed epoch analysis performed on the various interplanetary conditions: (A) IMF Bz (nT), (B) solar wind speed, Vsw (km/h), (C) solar wind
density, Np (n/cc), (D) solar wind dynamic pressure, Pdy (nPa), (E) electric field (V/m), (F) Sym-H (nT), (G) magnetopause stand-off distance, R0 (RE),
and (H)GOES >0.6 MeV electron flux (e cm−2 s−1 sr−1) for the storms those occurred during solar cycle 23 (black curve) and solar cycle 24 (red curve).
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of magnitude is seen in the electron flux for all the events. The

flux decrease is observed to start with the main phase of the

geomagnetic storm. Many different mechanisms, right from the

adiabatic process (“Dst effect”), magnetopause shadowing, and

scattering of electrons into the loss cone by resonant

wave–particle interaction, either alone or in combination act

on these particles. There are numerous studies to find the exact

mechanism behind electron flux depletion (Bortnik et al., 2006;

Shprits et al., 2006; Kim et al., 2010; Turner et al., 2012; Turner

et al., 2014; Yuan and Zong, 2013; Baker et al., 2016; Tsurutani

et al., 2016; and references given in Millan and Thorne, 2007);

however, very few studies have focused on the solar drivers and

interplanetary conditions on facilitating electron depletions. In

this study, we exclusively focus on the role of different solar

structures, such as CME and CIR, and different substructures,

such as magnetic cloud, magnetic cloud with sheath, ejecta, ejecta

with sheath, and only sheath, in favoring the depletions. The

space weather depends mainly on the condition of the Sun and its

emissions that hit the Earth, thereby making it necessary to

analyze any effect/process happening in the magnetosphere due

to changes in solar drivers. As the radiation belt electron flux

response is different for shocks, sheaths, and MCs, it is necessary

to understand their short- and long-term effects along with their

occurrence (Kilpua E. et al., 2017). We make use of superposed

FIGURE 5
Variation of decrease in the electron flux (ΔF in orders of magnitude) with maximum solar wind speed (Vmax in km/s), density (Nmax in n/cc),
pressure (Pmax in nPa), and electric field (Emax in V/m) for different solar drivers. Superimposed on that is the IMF Bz in two groups: IMF Bz > −20 nT
(small circles) and IMF Bz < −20 nT (big circles).

TABLE 2 Average values of maximum solar wind speed (Vmax in km/s), density (Nmax in n/cc), dynamic pressure (Pmax in nPa), electric field (Emax in
V/m), and electron flux decrease (ΔF in the order of magnitude) for different solar drivers after performing epoch analysis.

Type Vmax (Km/s) Nmax (n/cc) Pmax (nPa) Emax (V/m) ΔF (ord.
of mag.)

MC 521.7 15.53 7.306 9.113 1.2727

MC-S 793.6 24.46 27.1 22.48 1.8726

EJ 577.2 16.62 11.67 7.996 1.0932

EJ-S 640.4 37.82 26.09 15.97 1.5395

S 656.5 23.8 17.71 16.56 2.2656

CIR 593.7 26.67 9.818 6.19 1.5901
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epoch analysis to see the effect of the aforementioned solar

drivers on the radiation belt electron loss. Gopalswamy et al.

(2010) found that the CMEs with magnetic cloud (MC)

structure are more geoeffective than the ejecta (EJ). We also

found a higher degree of flux depletion for MC-related storms

than for those related to EJ. We observed (from Figure 2) more

flux depletion in the case of storms that are related to sheaths

(MC-S, EJ-S, and S) than for the ones which are not (MC and

EJ). Yermolaev et al. (2010) found that the geoeffectiveness of

MC with sheath was the highest at 61%, that for EJ with sheath

was 21%, and for the one without sheath had the lowest

geoeffectiveness—only about 8%. The remaining contribution

comes from only sheath and CIR-related storms. The sheath

properties, which include high dynamic pressure (Palmroth

et al., 2007; Myllys et al., 2016), enhanced ULF wave power in

turn enhancing the viscous interactions at the magnetosphere

(Borovsky and Funsten, 2003), and also stronger compression

of the plasma and field caused by high Alfven Mach numbers

(Borovsky and Brin, 2014; Myllys et al., 2016) all positively

contribute toward the solar wind–magnetosphere coupling

(Klipua et al., 2017b). However, the total energy input into

the magnetosphere is larger during ICMEs without sheath due

to their long encounters. The strong depleting tendency of the

sheath-associated storms are presented in Figure 2 that may

come from the pitch angle scattering and radial diffusion in

combination with the highly compressed dayside

magnetopause, due to enhanced ULF power and high

dynamic pressure.

Though the storms associated with CME have been observed to

be more geoeffective than the storms associated with CIR, we found

that the radiation belt electron depletion is more in the latter case

(Figure 3). Turner et al. (2019) observed enhancements of MeV

electrons at higher L-shells (L > 4.5) after the initial depletion during

the main phase of the storm. They also observed higher flux

depletions for CME-related storms. However, our results

FIGURE 6
Variation of decrease in the electron flux (ΔF in orders of magnitude) with maximum solar wind speed (Vmax in km/s), density (Nmax in n/cc),
pressure (Pmax in nPa), and electric field (Emax in V/m) for different solar drivers. Superimposed on that is the R0 in two groups, R0 < 6 RE (small
circles) and R0 ≥ 6 RE (big circles).

TABLE 3 Number of events with R0 < 6 and R0 ≥ 6 for different solar
drivers.

Type R0 < 6 R0 ≥ 6 Total

MC 6 39 45

MC-S 6 3 9

EJ 10 19 29

EJ-S 3 2 5

S 3 3 6

CIR 1 8 9
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FIGURE 7
Variation of ΔF (in the order of magnitude) with IMF Bz (nT) for storms associated with (A) MC, (B) MC-S, (C) EJ, (D) EJ-S, and (E) S.

FIGURE 8
Variation of ΔF (in the order of magnitude) with IMF Bz (nT) for storms associated with CME (black) and CIR (red).
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contradict both these observations. We see a comparatively higher

flux decrease for CIR-related storms. Also, we do not observe any

flux enhancements after the initial depletion. Miyoshi and Kataoka

(2005), after applying the superposed epoch analysis, also found that

the CIRs tend to cause a much higher increase in the flux than

ICMEs at the geosynchronous orbits. Benacquista et al. (2018) also

supported the idea of flux increase on a large range of L* and

decrease by only a limited number of CIR storms. Koskinen and

Kilpua (2022) supported the idea of relativistic flux decrease during

SIRs. The observations shown here are strictly during intense

geomagnetic storms. Our results urge a reinvestigation of the

comparison of flux decrease during CME- and CIR-driven

intense geomagnetic storms.

We did not find any significant change in the level of flux

decrease for the storms that occurred during the two solar cycles

23 and 24 (Figure 4), although the occurrence of intense

geomagnetic storms had drastically decreased in solar cycle

24 (Figure 1). Selvakumaran et al. (2016) from their study on the

comparison of moderate geomagnetic storms during solar

cycles 23 and 24 observed a reduced magnetospheric energy

transfer during solar cycle 24. Gopalswamy et al. (2015) from

their study on the properties and geoeffectiveness of magnetic

clouds during solar cycles 23 and 24 concluded that the

geoeffectiveness was comparatively reduced during solar

cycle 24 because of the anomalous CME expansion through

its course in the interplanetary medium. Our results from

Figure 4 show that the reduced geoefficiency or reduced

magnetospheric energy transfer in solar cycle 24 has very

less or no impact on the dynamics of radiation belt electron

flux depletions.

The interplanetary and solar wind conditions also play an

important role in causing radiation belt energetic electron flux

decrease. We tried to understand the variations in the degree of

flux decrease with different interplanetary properties such as solar

wind pressure, speed, density, and electric field as shown in Figure 5

(which includes IMF Bz) and Figure 6 (which includes magnetopause

distance). The high flux decrease is seen for the events when IMF Bz

is < −20 nT. In most of the cases, the magnetopause did not cross the

geostationary orbit, eliminating the possibility of magnetopause

shadowing. For CIR-related storms, the influence of IMF Bz being

comparatively less andR0≥ 6 suggest the importance ofwave–particle

interaction-driven pitch angle scattering as a cause for the flux

decrease. As mentioned earlier, here the magnetopause distance is

calculated using Shue et al. (1997) model. This model is widely and

effectively used by many researchers like Turner et al. (2012), Gao

et al. (2015), and Herrera et al. (2016). But, it should be kept in mind

that the model values can have uncertainties and can vary from the

actual values. Recently, Staples et al. (2020) constructed a database of

~20,000 spacecraft crossings of the dayside magnetopause and

concluded that when the magnetopause is compressed below 8 RE,

the averagemeasured location is>1RE inside themagnetopause. They

also suggested that even extreme magnetopause events rarely reach

the outer radiation belt. Our result that the magnetopause does not

move beyond the geostationary orbit (~6 RE) is in-line with the

conclusions drawn by Staples et al. (2020). The solar wind pressure

and speed seem to have an almost similar effect on the flux decrease.

FIGURE 9
Variation of ΔF (in the order of magnitude) with IMF Bz (nT) for storms that occurred during solar cycle 23 (black) and solar cycle 24 (red).
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Previous studies have only focused on the role of solar wind dynamic

pressure, IMF Bz, and, up to some extent, solar wind speed. From

their study on the correlation between relativistic electrons at GEO

andproperties of solarwinddrivers during the solarminimumperiod,

Blake et al. (1997) found that solar wind speed and density increase

along with the southward turning of IMF leading to the enhancement

of relativistic electrons. Many other studies have also found a positive

correlation between the relativistic flux and solar wind speed (Baker

et al., 1979; Paulika and Blake, 1979). Li et al. (2001) found solar wind

speed to be the most important factor in their prediction model of

electron fluxes at geostationary orbits. Some other studies have

favored the role of high solar wind dynamic pressure and

southward IMF Bz in reducing the relativistic electrons in the

outer radiation belt (Borovsky and Denton, 2010; Meredith et al.,

2011; Yuan and Zong, 2013; Gao et al., 2015).

The role of IMF Bz in the depletion of electron flux is analyzed

separately as can be seen from Figures 7, 8, 9. We found two distinct

features: 1) the flux decrease is more when there are more positive

IMF Bz values and 2) the flux decrease is also more when the

minimum negative Bz value is comparatively lesser. These two

features are true for the cases of MC-S, EJ-S, S (Figures 7B,D,E),

and CIR (Figure 8). Both of the features are absent in the case of

comparison between solar cycles 23 and 24 where we do not observe

much difference between the level of the flux. Gao et al. (2015), by

analyzing the electron flux dropout events during storm and non-

storm periods, found that when IMF Bz was southward, both the

flux of precipitating electrons and the ratio between the precipitating

electrons and trapped electrons were much larger. Our results show

that the northward turning of IMF Bz before southward contributes

positively toward more flux decrease. This can be visualized in the

following way: during the course of positive Bz, the magnetosphere

gets compressed and triggers the diffusion of the electrons to higher

L-shells. Once the Bz turns southward, the magnetopause becomes

eroded significantly due to enhanced magnetic reconnection. Souza

et al. (2017) have studied the recovery of the relativistic radiation belt

electrons and argue that the whistler mode chorus wave power is

enhanced when IMF Bz is negative, on average, which in addition to

amplification of magnetic integrated power in the ULF range

accelerates the outer radiation belt electrons. Our study deals

with the depletion of the electrons and suggests that the flux

decrease is strengthened when IMF Bz turns southward after a

significant positive course. Gao et al. (2015) suggested that the more

stretchedmagnetic field during large solar wind dynamic pressure or

southward IMF Bz intensifies the ring current. Then, the relativistic

electrons are scattered as a result of deviation of the first adiabatic

invariant. Our study not only stresses the importance of southward

IMF Bz but also gives insight into the northward turning of IMF Bz

before turning southward during a geomagnetic storm. We also

suggest that the lesser negative Bz minimum leads to more flux

decrease which can be attributed to maximum energy transfer

during lesser southward IMF Bz (Selvakumaran et al., 2016).

By studying the depleting effects of ICME-driven sheath regions

on the outer electron radiation belt, Hietela et al. (2014) suggested that

under magnetospheric compression, the sheaths increase the radial

diffusion that enhances the chances of magnetopause shadowing

effects producing higher flux decrease. It is also believed that the

fluctuating IMF Bz can launchmagnetosonic waves, which propagate

into themagnetosphere and can scatter the electrons into the loss cone

by virtue of the resonant wave–particle interaction. Kilpua E. et al.

(2017) has also claimed the dominating tendency of sheath passages in

depleting the electrons. The results presented in this study suggest the

importance of considering solar driver properties while anticipating

the electron flux changes in the radiation belts. The detailed analysis of

electron flux decrease at different L-shells using long-term data will be

pursued in the future to add to the knowledge gained.

Summary and conclusion

A superposed epoch analysis is performed to investigate the effect

of different solar structures and substructures on the depletion of

relativistic electron flux at the geostationary orbit during the cases of

intense geomagnetic storms. Our analysis found some interesting

results:

1) Sheath-related storms (MC-S, EJ-S, and S) produce more flux

decrease than the non-sheath ones (MC and EJ).

2) The increase in the solar wind pressure and speed increases

the flux decrease.

3) Either northward IMF Bz before turning southward or rapidly

fluctuating IMF Bz causes a higher flux decrease.

As the main aim of space weather studies is to know what,

when, and how it will happen, our results presented here may

provide a positive input to radiation belt modeling studies, while

predicting the dynamics under particular solar and solar wind

conditions.
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Further investigation of the effect
of upstream solar-wind
fluctuations on solar-wind/
magnetosphere coupling: Is the
effect real?

Joseph E. Borovsky*

Center for Space Plasma Physics, Space Science Institute, Boulder, CO, United States

There is a general consensus that fluctuations in the solar wind magnetic field

and/or the Alfvenicity of the solar wind drive a solar wind-magnetosphere

interaction. 11 years of hourly-averaged solar wind and magnetospheric

geomagnetic indices are used to further examine this hypothesis in detail,

confirming that geomagnetic activity statistically increases with the amplitude

of upstream fluctuations and with the Alfvénicity, even when solar-wind

reconnection driver functions are weak and reconnection on the dayside

magnetopause should vanish. A comparison finds that the fluctuation-

amplitude effect appears to be stronger than the Alfvénicity effect. In

contradiction to the generally accepted hypothesis of driving an interaction,

it is also demonstrated that many solar wind parameters are correlated with the

fluctuation amplitude and the Alfvénicity. As a result, we caution against

immediately concluding that the latter two parameters physically drive the

overall solar-wind/magnetosphere interaction: the fluctuation amplitude and

Alfvénicity could be acting as proxies for other more-relevant variables. More

decisive studies are needed, perhaps focusing on the roles of ubiquitous solar-

wind strong current sheets and velocity shears, which drive the measured

amplitudes and Alfvénicities of the upstream solar-wind fluctuations.

KEYWORDS

magnetosphere, solar wind, geomagnetic activity, reconnection, viscous interaction,
turbulence, Alfvenicity

1 Introduction

The impact of upstream solar-wind fluctuations on the driving of the Earth’s

magnetosphere has been of interest for decades [cf. the recent review by D’Amicis

et al., (2020)]. Early interest was on the association between low-frequency Alfvénic

magnetic-field fluctuations in high-speed-stream solar wind with high-speed-stream-

driven geomagnetic activity, so-called “HILDCAA” events (Tsurutani and Gonzalez,

1987; Tsurutani et al., 1995; Tsurutani et al., 1999; Gonzalez et al., 1999; Diego et al., 2005).

During the high-speed streams coordinated few-hour periodicities are seen in the
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properties of the solar-wind fluctuations and in the behavior of

geomagnetic indices (e.g., Tsurutani and Gonzalez, 1987; Diego

et al., 2005). For these high-speed-stream driving events the

underlying physical mechanism driving the Earth was

hypothesized to be enhanced dayside reconnection during the

southward–IMF portions of the low-frequency magnetic

fluctuations (Gonzalez et al., 1999; Tsurutani et al., 1999).

This hypothesis is consistent with the observed Russell-

McPherron-effect variation of magnetospheric activity during

high-speed stream driving (Borovsky and Steinberg, 2006a;

McPherron et al., 2009). Voros et al., (2002) proposed a

further hypothesis that the fluctuating direction of the solar-

wind magnetic field gives rise to patchy reconnection on the

dayside magnetosphere.

Jankovicova et al., (2008a), Jankovicova et al., (2008b)

focused their solar-wind/magnetosphere data-analysis research

on the correlations between geomagnetic activity and 1) the

solar-wind fluctuation kurtosis and 2) the solar wind “Shebalin

angle” θ. The Shebalin angle is directly related to the normalized

fluctuation amplitude ΔB/B of the solar wind fluctuations, where

ΔB is the vector fluctuation amplitude of the magnetic-field

vector ΔB � < (B
–

− < B
–
> )2 > 1/2 where <> denotes

averaging over an hour of measurements and where

B � < |B
–
|> : the Shebalin angle θ (in degrees) is

approximately 85–23.6ΔB/B, which is a linear-regression fit to

expression (2) of Jankovicova et al., (2008b) with parameters m =

0.4 and c = 0.01. Jankovicova et al., (2008a), Jankovicova et al.,

(2008b) suggested that turbulent fluctuations in the solar wind

created an increase in favorable reconnection geometries on the

dayside magnetopause.

Beyond reconnection driving of the magnetosphere,

evidence has been found of an enhanced driving associated

with the amplitude of solar-wind upstream magnetic-field

fluctuations (Borovsky and Funsten, 2003; Borovsky and

Steinberg, 2006b; Borovsky, 2006; Borovsky, 2013), even

during intervals of strongly northward IMF when dayside

reconnection should not be occurring (Borovsky and

Funsten, 2003; Borovsky and Steinberg, 2006b; Osmane

et al., 2015). The increase in the amplitude of the solar-wind

fluctuations was correlated with about a 100-nT increase in the

AE index. In analogy with the “freestream turbulence effect” in

wind tunnels (Kwok and Melborne, 1980; Sullerey and Sayeed

Khan, 1983; Blair, 1983a; Blair, 1983b; Hoffmann, 1991;

Hoffmann and Mohammadi, 1991; Wu and Faeth, 1994;

Volino, 1998; Pal, 1985; Thole and Bogard, 1996; Volino

et al., 2003), Borovsky and Funsten (2003) hypothesized that

the beyond-reconnection driving mechanism was an enhanced

eddy viscosity in the solar wind plasma associated with the

enhanced fluctuations [see Figure 1 of Borovsky (2006)]: the

enhanced eddy viscosity would more-efficiently transfer

momentum from the solar wind to the magnetosphere. A

specific freestream-turbulence driver function was derived

for the supersonic solar wind (cf. Section 2).

D’Amicis et al., (2007), D’Amicis et al., (2009), D’Amicis

et al., (2010) focused their solar-wind/magnetosphere data

analysis on the driving of the Earth’s magnetosphere by

highly Alfvénic fluctuations during high-speed streams,

finding clear evidence of the relationship between Alfvénic

fluctuations in the solar wind and elevated values of the AE

index activity.

Osmane et al., (2015) examined the relation between the

occurrence distributions of AL-index values as functions of the

mean spectral power of solar-wind Bz fluctuations for both

average southward and average northward IMF. That study

found effects of the magnetic-field fluctuations impacting the

AL index at levels up to 200 nT.

An important question is whether this enhanced (beyond

reconnection) driving of the Earth’s magnetosphere correlated

FIGURE 1
For times when the value of Rquick is in 10-percent intervals,
300-point running averages of the one-hour-lagged AE index is
plotted as a function of the amplitude ΔB/B of the upstream solar-
wind turbulence.
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with solar-wind fluctuations is real in the sense that the solar-

wind fluctuations are physically doing something to the Earth’s

magnetosphere. An alternative is that the properties of the solar-

wind fluctuations are acting as a proxy for other solar-wind

variables that are in fact causally affecting the rate of driving.

Determining cause and effect has been difficult in solar-wind/

magnetosphere data studies for a number of reasons: 1) the solar

wind that hits an upstream monitor at L1 is not the solar wind

that hits the Earth leading to errors in the solar-wind variables

(Borovsky, 2018a; Borovsky, 2022a; Walsh et al., 2019;

Burkholder et al., 2020; Sivadas and Sibeck, 2022), 2)

geomagnetic indices are imperfect measures of solar-wind

driving 3) there are strong intercorrelations of all pertinent

solar-wind variables (Borovsky, 2018b; Borovsky, 2020a), 4)

noise in the measurement values change the best-data-fit

answers for solar-wind driver functions (Borovsky, 2022b;

Borovsky, 2022c), and 5) there is a math-versus-physics

dilemma in fitting solar wind data to magnetospheric data

(Borovsky, 2021a).

Table 1 lists some of the variables that the fluctuation

amplitudes ΔB and ΔB/B and the Alfvénicity |A| are

correlated with. Most relevant, ΔB, ΔB/B, and |A| are all

positively correlated with the solar-wind speed vsw, which is

known to be a strong driver variable of the magnetosphere. Also

relevant is the fact that ΔB is strongly correlated with the solar-

wind magnetic-field strength B, another strong driving variable

for the magnetosphere.

Three key questions are as follows. 1) Is the fluctuation effect

on geomagnetic activity real? 2) If it is real, by what mechanisms

do the fluctuations affect the coupling of the solar wind to the

magnetosphere? 3) Or, is the fluctuation amplitude a proxy for

something else in the solar wind that affects the coupling? Prior

publications on the fluctuation effect largely did not consider

these three issues.

This paper is organized as follows. Section 2 contains new

and improved data analysis of the connections between upstream

fluctuation amplitudes, Alfvénicity, and geomagnetic activity.

Section 3 summarizes the new statistical findings and draws

conclusions. Section 4 discusses (a) the potential role of solar-

wind current sheets and velocity shears, (b) the fluctuation effect

in the different major types of solar-wind plasma, (c) a

reconnection-clock-angle effect, and (d) a connection between

the solar-wind driving of the magnetosphere and the standard

model for MHD turbulence in the solar wind. Section 5 suggests

needed future work to discern whether or not the upstream-

fluctuation effect is real.

2 Solar-wind/magnetosphere data
analysis

Figure 1 uses 1-hr-averaged OMNI2 data (King and

Papitashvili, 2005) to demonstrate the suspected effect of

upstream solar-wind fluctuations on the magnetosphere

independent of the rate of dayside reconnection. Here the 1-

hr-lagged (from the solar wind) AE index (AE1) is plotted as a

function of the fluctuation amplitude ΔB/B in the upstream solar

wind. ΔB/B is effectively the rms wiggle angle (in radians) of the

magnetic-field direction averaged for that hour of solar-wind

data. To gauge the magnitude of the dayside reconnection rate

the function Rquick is used, where

Rquick �6.9mp
1/2nsw

1/2vsw
2 sin 2 θclock/2( )MA

−1.35

1 + 680MA
−3.30

[ ]

−1/4 (1)

(e.g., Borovsky and Birn, 2014; Borovsky and Yakymenko,

2017), where nsw is the solar-wind number density, mp is the

proton mass, θclock is the (GSM) clock angle θclock = arccos (Bz/

(By
2+Bz

2)1/2), and MA is the solar-wind Alfvén Mach number.

Rquick was derived to be the solar-wind controlling factor for the

reconnection rate at the nose of the dayside magnetopause. Each

of the curves plotted in different colors in Figure 1 pertains to a

subset of 10% of the data categorized into the subsets according

to the magnitude of Rquick in each hour of data. For example, the

dark-red curve at the bottom of the plot is for the times when the

value of Rquick is in the lowest 10% of its values, the red curve is

for the second lowest 10% of the Rquick values, the orange curve is

TABLE 1 Correlation coefficients between relevant variables and
ΔB = <(B- <B>)2 > 1/2, ΔB/B, and Alfvénicity |A|. The Alfvénicity is calculated
using the ACE data in the years 1998–2008, other correlations use the
OMNI2 dat in the years 1998–2012.

Variable rcorr
with ΔB

rcorr with
ΔB/B

rcorr with
|A|

vsw +0.31 +0.22 +0.35

N +0.30 +0.08 −0.30

Tp +0.46 +0.26 +0.24

Bmag +0.55 −0.16 −0.01

ΔB +1.00 +0.62 +0.14

ΔB/B +0.62 +1.00 +0.19

Alfvénicity |A| +0.14 +0.19 +1.00

MA −0.20 +0.31 −0.20

Newell driver +0.26 −0.05 +0.05

Rquick driver +0.41 −0.01 +0.07

S(1)(9b) +0.42 +0.09 +0.05

AE1 +0.36 +0.07 +0.10

Kp1 +0.54 +0.18 +0.16

Dst2 −0.25 +0.02 −0.08

E(1)(9a) +0.42 +0.12 +0.04
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for the third lowest 10% of the Rquick values, etc. Only the first six

of the 10 intervals are plotted: the two highest-Rquick intervals

have a trend that reverses in the plot. As the Rquick values increase

from subset to subset in Figure 1, the dayside reconnection rate

increases and the curves shift to higher values of AE1. In Figure 1

the individual hourly values of AE1 are not plotted, rather for

each subset of data a 300-point running average of AE1 versus

ΔB/B is plotted to show the underlying trend in the scatter of

points. The Pearson linear correlation coefficient rcorr between

AE1 and ΔB/B is indicated on the plot for each data subset: this

rcorr value pertains to the individual hourly data points not to the

running averages. In each data subset there are about

27,000 hourly data points so rcorr values that are |rcorr| >
0.012 are statistically significant (i.e., inconsistent with

random). As can be seen in Figure 1, AE1 increases

systematically with increasing amplitudes ΔB/B of upstream

solar-wind fluctuations, whether or not dayside reconnection

is expected on the basis of solar-wind conditions.

Figure 1 is similar to Figure 6 of Borovsky and Steinberg

(2006b) where the solar-wind driver function vswBz was used to

sort the data: Rquick used in Figure 1 is a superior variable to use

for sorting the data according to the expected dayside

reconnection rate.

The reversal of the ΔB/B correlation with AE1 for strong

values of Rquick can be seen in the red curve with circular

points in Figure 2 where correlation coefficients rcorr between

several solar-wind variables and AE1 are plotted for each of

the 10 bins of Rquick, with low values of Rquick to the left in the

plot and large values of Rquick to the right. In Figure 2 attention

should be paid to the Rquick bins to the left where the ΔB/B
effect is not overwhelmed by the Rquick reconnection driving.

Note that with this Rquick sorting there are other solar-wind

variables that have higher correlation coefficients with AE1
than ΔB/B does: in particular nv2 (green curve) and vsw (dark-

red curve). In constructing viscous-interaction driver

functions that act in addition to dayside-reconnection

driving, these two variables are prominent (Borovsky,

2013), including when an “eddy-viscosity” driver function

is derived (cf. expression (2a) below). As can be seen in

expressions (2a), (2b), and (2c) below, this derived eddy-

viscosity driver function depends linearly on the amplitude

of the solar-wind magnetic-field fluctuations ΔB, and also on

various powers of the solar-wind number density and the

solar-wind velocity and it depends on algebraic functions of

the solar-wind Mach number and the angle between the solar-

wind magnetic field and the Sun-Earth line.

As stated above, for very large values of Rquick the AE-versus-

ΔB/B trend reverses. For strong Rquick, the ΔB/B effect is a small

fraction of the total driving and difficult to analyze: any effect that

causes the strong reconnection rate to vary could dominate over

the ΔB/B effect. Without specifically studying these cases, one

can only speculate. The decrease at strong Rquick might be owed

to the fact that the strong-driving cases sometimes involve

magnetic clouds (often the strongest-driving times) and ΔB/B
is small in clouds (e.g., Richardson and Cane, 2010): the selection

of small ΔB/B in that case is then picking out strong driving by

clouds.

The two panels of Figure 3 repeat the process of Figure 1, but

sort on two other solar-wind variables besides Rquick. The left panel

sorts the data into 10 bins of vsw values and the right panel sorts the

data into 10 bins of ram pressure nv2 values. In both panels the

relationship between ΔB/B and AE is much weakened from

Figure 1 with correlation coefficients rcorr that are in general a

small fraction of those in Figure 1 where Rquick sorting was used.

This validates the interpretation of Figure 1 that the ΔB/B affect is

in addition to the reconnection driving described by Rquick.

Figure 4 is similar to the plots of Figure 1, but a composite

“Earth index” is used rather than a single geomagnetic index. The

composite index E(1)(9a) is given by eq. (9a) of Borovsky and

Denton (2014) and it is comprised from nine measures of

magnetospheric activity: the standard geomagnetic indices AE,

AU, AL, PCI, Kp, and Dst, plus a 1-hr-resolution midnight

boundary index MBI (Gussenhoven et al., 1983), plus two ULF

indices Sgrd and Sgeo (Borovsky and Denton, 2014). The

mathematical method used to derive the composite index

E(1)(9a) is canonical correlation analysis (CCA) and the method

also derives a solar-wind driver function S(1)(9b) that corresponds

to E(1)(9a). To make Figure 4, only times when the driver function

S(1)(9b) is in its first (lowest) ten percentiles are used. The first 10%

choice is for simplicity and is meant to sort for times when dayside

reconnection is low. Then, for those times, a running average of

E(1)(9a) as a function of ΔB/B is plotted. As can be seen, there is a

clear trend where the Earth index E(1)(9a) systematically increases

as the amplitude of the solar-wind fluctuations increases. For the

FIGURE 2
Correlation coefficients rcorr between several solar-wind
variables and AE1 are plotted for each of the 10 bins of Rquick

(binned as in Figure 1).
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hourly points used in Figure 4 (not the running average), the

Pearson linear correlation coefficient rcorr between E(1)(9a) and ΔB/
B is rcorr = 0.16, again a definite correlation.

Figure 5 is similar to Figure 1 but it uses only the lowest 10% of

the Rquick values and it examines geomagnetic activity as functions of

other non-reconnection solar-wind drivers. Again, the choice of the

first 10% is for simplicity and is meant to sort for times when dayside

reconnection is low. The blue curves replot AE1 [panel (a)] andHp601
[panel (b)] as a function of ΔB/B for the upstream solar-wind

fluctuations. (Hp60 is a 60-minute-resolution version of the Kp

index now available at ftp://ftp.gfz-potsdam.de/pub/home/obs/Hpo;

Hp601 is the Hp index lagged by 1 h from the solar-wind-at-Earth

measurements.) Again running averages of the individual hourly

points are plotted. The red curves in both panels of Figure 5 plot

geomagnetic activity as a function of vsw for the times with the lowest

10% of Rquick values, with vsw intercorrelated with ΔB/B (cf. Table 1).

The green curves in both panels of Figure 5 plot geomagnetic activity

as a function of the Mach-number-dependent theoretical eddy-

viscosity-based coupling coefficient F for the super-sonic solar

wind [cf. Eqs. 4d, (61), and (63) of Borovsky (2013)]

F � nsw
1/2vsw

11/6 ΔB1/2 C−1 G
(2a)

G�C2/3 1+C( )1/4 1−0.5 1−C−2
( )sin 2 θBn( )[ ]

1/4

(2b)
C � 2.44 × 10−4 + 1 + 1.38loge MA( )[ ]

−6
{ }

−1/6

(2c)
where nsw is the solar-wind number density, vsw is the solar-wind

speed, ΔB � < (B
–

− < B
–
> )2 > 1/2 is that amplitude of vector

fluctuations of the solar wind magnetic field, C is the

compression ratio of the bow shock, MA is the solar-wind

Alfvén Mach number, and θBn is taken to be a nominal

Parker-spiral angle of 45°. The black curves in Figure 5 plot

geomagnetic activity as a function of a Mach-number-dependent

Bohm-diffusion viscous-coupling coefficient B for the super-

FIGURE 3
(left panel) For times when the value of vsw is in 10-percent intervals, 300-point running averages of the one-hour-lagged AE index is plotted as
a function of the amplitudeΔB/B of the upstream solar-wind turbulence. (right panel) For timeswhen the value of the solar wind rampressure nv2 is in
10-percent intervals, 300-point running averages of the one-hour-lagged AE index is plotted as a function of the amplitude ΔB/B of the upstream
solar-wind turbulence.
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sonic solar wind (cf. Eqs. 4d, (33), and (39) of Borovsky (2013)

and eq. (7) of Borovsky (2008a))

B � nsw
1/2vsw

5/2 C−1/2 W1/2 (3a)
W � βs C

−1/2 (1 + 0.5MA
−2)1/2 (1 + βs)−1/2 (3b)

βs � MA/6( )

1.92 (3c)

where βs is the plasma-beta value of the magnetosheath plasma

at the nose of the magnetopause. Simpler non-Mach-number

dependent Bohm viscosity coefficients for non-super-sonic

solar wind have been derived by Eviatar and Wolf (1968)

and by Vasyliunas et al., (1982). Again, for F and B only the

running averages are plotted in Figure 5. Note that the

horizontal axis of Figure 5 has been approximately

“normalized” for all variables ΔB/B, vsw, F, and B so that the

running-average curves each extend from ~0 to ~1 for easy

visual intercomparison. Figure 5 shows systematic increases in

AE1 [panel (a)] and Hp601 [panel (b)] for increasing values of

each of the drivers. Pearson linear correlation coefficients rcorr
are also indicated for the hourly points in Figure 5. The

significance levels for the correlation coefficients (with

~15,600 hourly data points for each variable) is |rcorr| >
0.016. Recall that the data points used for Figure 5 were

only the times when the Rquick values were in the lowest

10 percentiles, i.e., during weak dayside reconnection.

Whereas in Figure 5 the variation of ΔB/B corresponds to an

increase in AE1 of about 75 nT and to an increase of Hp601 of

about 1, the other driver variables seem to account for much

larger increases, about 200 nT in AE1 and up to 3.5 values of

Hp601. The values of AE1 increase seem reasonable, but the

values of Hp601 increase seem large if this is a “subtle” as-yet-

unconfirmed drivingmechanism. TheHp601 changes in Figure 5

are from ~0.5 to ~4; note that Hp60 is a logarithmic index so

changes of Hp at small values of Hp involve smaller changes in

activity than do changes of Hp at large values of Hp.

The effect of the solar-wind Alfvénicity is explored in

Figures 6–10. The Alfvénicity |A| of the solar wind is

FIGURE 4
For times when the solar-wind composite driver function
S(1)(9b) is in its lowest 10% of values, a 101-point running average of
the Earth index E(1)(9a) is plotted as a function the upstream
fluctuation amplitude ΔB/B.

FIGURE 5
For times when the value of Rquick is in its lowest 10%, 101-
point running averages of AE1 [panel (A)] and Hp601 [panel (B)] are
plotted as functions of four “drivers”: ΔB/B (blue), vsw (red), F
(green), and B (black).
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calculated using measurements from the ACE spacecraft at

L1 with 64-s averaged values from the Magnetic Field

Instrument (MFI) (Smith et al., 1998) and proton flow

measurements with 64-s time resolution from the Solar

Wind Electron Proton Alpha Monitor (SWEPAM)

(McComas et al., 1998), both data sets from the “Merged

IMF and Solar Wind 64-s Averages” (available from the ACE

Science Center at http://www.srl.caltech.edu/ACE/ASC/

level2/index.html). The |A| value of the fluctuations for

each hour of data at 128-s is calculated, where

A| | � |δ v
–
•δ B

–
|/|δ v

–
||δ B

–
| (4)

with δ v
–
(t) � v

–
(t + 64s) − v (t − 64s) and

δ B
–
(t) � B

–
(t + 64s) − B

–
(t − 64s). As described in Borovsky

et al., (2019), calculations of the solar-wind Alfvénicity are

contained in the Level 3 “ACE Hourly Data Parameters for

Magnetospheric Driving” data set available at http://www.ssg.

sr.unh.edu/mag/ace/HourlyParms/HourlyParms.html in the

ACE Science Data Center. The downloadable data file THA.

out contains a fluctuation analysis for each 1-h interval of the

ACE for the years 1998–2008.

Three occurrence distributions for the Alfvénicity |A| are

plotted in Figure 6: for all times (green curve), for times when the

Rquick values are low (the first ten percentiles) (blue curve), and

for times when the solar-wind driver function S(1)(9b) is low (the

first ten percentiles) (red curve). High Alfvénicity is high

velocity-field correlation, so Alfvénic wind in Figure 6 will be

taken as |A| > 0.75 and non-Alfvénic wind will be taken to be |

A| < 0.75. As can be discerned by the distribution shapes of

Figure 6, the Alfvenicity tends to be high (>75%) or modest

(<75%). The Alfvenicity is rarely unity. The flat-shaped

distribution of Alfvenicity values in Figure 6 (which should

extend from |A| = 0 to |A| = 1) is consistent with

uncorrelated (random, non-Alfvenic) values of δB and δv
changes, i.e., non-Alfvenic regions of solar wind [cf.

Figure 11B of Borovsky et al., (2019)].

In the two panels of Figure 7 the relation of Alfvénic wind

(red curves) versus non-Alfvénic wind (blue curves) to

geomagnetic activity as measured by the AE index [panel

(a)] and by the Kp index [panel (b)] is explored. Data for all

FIGURE 6
Occurrence distributions of the Alfvénicity |A| are plotted for
all times (green), for times when the value of Rquick is in the lowest
10% of its values (blue), and for time when the value of S(1)(9a) is in
the lowest 10% of its values.

FIGURE 7
201-point running averages of AE1 [panel (A)] and of Kp1
[panel (B)] are plotted as functions of the solar-wind driver Rquick

separately for times when the solar wind was non-Alfvénic (blue, |
A| < 0.75) and for times when the solar wind was Alfvénic (red,
|A| > 0.75).
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times in 1998–2008 is used. The individual hourly data points

are not plotted: instead 201-point running averages of the

individual hourly points are plotted to show the trends

underlying the scatter of points. Pearson linear correlation

coefficients rcorr for the hourly data points (not the running

averages) are indicated on the plots. Both panels of Figure 7

indicate a change in the geomagnetic activity for weak driving

(low Rquick values) between Alfvénic wind (red) and non-

Alfvénic wind (blue), with elevated geomagnetic activity in

the Alfvénic wind. A “relationship” between Alfvénicity and

geomagnetic activity is seen, but an important question focuses

on whether or not the relationship is cause and effect? One

might worry because the Alfvénicity |A| of the solar wind is

correlated with several other variables and a “correlative”

relationship could be created by |A| acting as a proxy for a

more-causal variable. In Table 1 some Pearson linear

correlation coefficients between the Alfvénicity |A| and other

solar-wind and magnetospheric variables are collected. Note in

the solar wind a somewhat robust correlation of |A| with vsw
(+0.35) and weaker correlations of |A| with ΔB and ΔB/B
(+0.14 and +0.19). These positive correlations in part are

probably associated with the high Alfvenicity of coronal-

hole-origin plasma, which has tends to have high velocities

[cf. Figures 8, 11 of Borovsky et al., (2019)].

In Figure 8 the relation of Alfvénic wind (red curve) versus

non-Alfvénic wind (blue curve) to geomagnetic activity as

measured by the E(1)(9a) composite magnetospheric-activity

index is explored. As in the prior figures, the individual

hourly data points are not plotted: instead a 201-point

running average of the individual hourly E(1)(9a) values are

plotted to show the trends underlying the scatter of points.

Pearson linear correlation coefficients rcorr for the hourly

data points (not the running averages) are indicated on the

plot. Contrary to AE and Kp in Figure 7, there is very little

systematic difference between the values of E(1)(9a) for

FIGURE 8
201-point running averages of the Earth index E(1)(9a) are
plotted as functions of the solar-wind composite driver S(1)(9b)
separately for times whe n the solar wind was non-Alfvénic (blue, |
A| < 0.75) and for times when the solar wind was Alfvénic (red,
|A| > 0.75).

FIGURE 9
For times when the solar-wind driver Rquick is in its lowest 10%
of values, 101-point running averages of AE1 [panel (A)] and of
Hp601 [panel (B)] are plotted as functions of the Alfvénicity |A|.
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Alfvénic versus non-Alfvénic solar wind. At this point, no

explanation for the reduced effect on E(1)(9a) is available: two

inconclusive research efforts intersect on this point. 1) In the

present research the effect of solar-wind fluctuations is being

examined and 2) in other active research efforts (e.g.,

Borovsky and Denton, 2018; Borovsky and Osmane, 2019;

Borovsky, 2021b) the properties of the composite index are

being examined, with no full understanding on either issue.

Figure 9 is similar to Figure 5 using the lowest 10% of the

Rquick values, examining geomagnetic activity as measured by AE

[panel (a)] and Hp60 [panel (b)] as functions of the value of the

Alfvénicity |A| for the weak Rquick driving of the magnetosphere.

Again running averages of the individual hourly points are

plotted. Both panels of Figure 8 indicate increases in

geomagnetic activity associate with Alfvénic wind (|A| > 0.75),

with almost 100 nT of AE increase and about half a unit of

Hp60 increase. For the times when the Rquick value is in the

lowest 10%, the Pearson linear correlation coefficient rcorr
between |A| and the two geomagnetic indices are indicted on

the two plots of Figure 9.

Figure 10 is similar to Figure 9, but it looks at the effect of

the solar-wind Alfvénicity |A| on the composite

magnetospheric-activity index E(1)(9a) when the

magnetospheric driving by the solar-wind variable S(1)(9b) is

at its lowest 10% of values. A distinct relation is seen in

Figure 10 between Alfvénic wind (|A| > 0.75) and an

increase in E(1)(9a), but compared with the vertical range of

values of E(1)(9a) seen in Figure 8, the ~0.15 increase in E(1)(9a)

is quite small. The correlation between |A| and E(1)(9a) for the

lowest 10% of S(1)(9b) driving is also quite weak (+0.05).

Figure 11 explores the combined effects of ΔB/B and

Alfvénicity |A|. For times when the value of Rquick is in the

lowest 20% of its values, the 1-h lagged AE1 index and the 1-h-

lagged Hp601 index are binned according to the values of ΔB/B
and the Alfvénicity |A| in each hour of data. Figure 11A denotes

the mean value of AE1 in each bin: red (AE1 > 100 nT), yellow

(75 < AE1 < 100), green (50 < AE1 < 75), and blue (AE1 < 50 nT).

FIGURE 10
For times when the solar-wind composite driver S(1)(9b) is in its
lowest 10% of values, 101-point running averages of the Earth
index E(1)(9a) is plotted as a function of the Alfvénicity |A|.

FIGURE 11
For times when Rquick is in the lowest 20% of its values, the AE
index and the Hp60 index are binned according to the values of
ΔB/B and the Alfvénicity |A|. Panel (A) denotes the mean value of
AE1 in each bin: red (AE1 > 100 nT), yellow (75 < AE1 < 100)
green (50 < AE1 < 75), and blue (AE1 < 50 nT). Panel (B) denotes the
m an value of Hp601 in each bin: red (Hp601 > 2), yellow (1.5 <
Hp601 < 2), green (1 < Hp601 < 1.5), and blue (Hp601 < 1).
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Figure 11B denotes the mean value of Hp601 in each bin: red

(Hp601 > 2), yellow (1.5 < Hp601 < 2), green (1 < Hp601 < 1.5),

and blue (Hp601 < 1). Both large ΔB/B and strong |A| seem

geoeffective: the highest activity levels are approximately in the

upper-right corners of the plots where ΔB/B and |A| are largest.

The two plots seem to indicate that stronger geomagnetic activity

can occur for strong ΔB/B, even if |A| is weak. However, the

opposite is not true: if ΔB/B is weak there is no strong activity if |

A| is weak. The interpretation of Figure 11 is not definitive, but it

seems to indicate that ΔB/B is more important than Alfvénicity

for driving geomagnetic activity.

3 Summary and conclusions

There are three key questions. 1) Is the fluctuation effect on

geomagnetic activity real? 2) If it is real, by what mechanisms do

the fluctuations affect the coupling of the solar wind to the

magnetosphere? 3) Or, is the fluctuation amplitude a proxy for

something else in the solar wind that affects the coupling? Related

to question 2) are two further questions: (A) do the solar-wind

fluctuations change the dayside reconnection rate? or (B) do the

solar-wind fluctuations create or enhance a viscous coupling of

the solar wind to the magnetosphere?

In this report statistical data-analysis evidence is gathered

that is consistent with an effect of the amplitude of solar-wind

magnetic-field fluctuations on geomagnetic activity, supporting a

number of prior studies. This report also gathers statistical data-

analysis evidence consistent with a connection between the

FIGURE 12
Geomagnetic activity is plotted as a function the
reconnection driver function Rquick separately for the four types of
solar-wind plasma. Panel (A) plote AE1 and panel (B) plots Kp1. Only
running averages of the individual hourly data points are
plotted.

FIGURE 13
The occurrence distribution of ΔB/B [panel (A)] and
Alfvénicity |A| [panel (B)] are plotted for the four types of solar-
wind plasma.
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Alfvénicity of solar-wind fluctuations and geomagnetic activity,

supporting prior studies. Evidence that argues against a change-

in-dayside-reconnection-rate effect is 1) an effect of the

amplitude of fluctuations on geomagnetic activity for strongly

northward IMF in the studies of Borovsky and Funsten (2003),

Borovsky and Steinberg (2006b), Borovsky (2006), and Osmane

et al., (2015) and 2) the effect of the amplitude of fluctuations on

geomagnetic activity for very weak values of Rquick throughout

the present study. On this second issue (Rquick being weak) there

are two worries. First, Rquick is not a perfect description of the

control of geomagnetic activity by the solar wind. For instance, in

Figure 7A the linear correlations between Rquick and AE1 are rcorr
~ 0.75, so the amount of variation of AE1 not described by a

knowledge of the Rquick value is 1 - rcorr
2 = 44%. Second, Rquick

can change quickly mostly owing to frequent clock-angle changes

and there is persistence to geomagnetic activity (cf. Lockwood,

2022), so an hour of weak Rquick could have been preceded by an

hour of strong Rquick and the geomagnetic activity from that prior

hour of driving could still persist. When ΔB/B is larger, temporal

changes in Rquick are likely to be larger (Note that the analysis of

Figure 5 of Borovsky and Steinberg (2006b) attempted to guard

against this persistence phenomenon and when persistence was

eliminated the relationship between ΔB/B on geomagnetic

activity was lessened.).

The Bohm-viscosity driver function B without direct

information about the fluctuation amplitudes ΔB does about

as good a job as does the freestream-turbulence driver function F

that contains information about ΔB, as seen by comparing the

black and green curves in each of the two panels of Figure 5. This

might be an indication of a proxy effect for ΔB/B.

In the present data analysis the effect of the fluctuation

amplitudes ΔB/B on the composite whole-magnetosphere

activity index E(1)(9a) is found to be small compared to the

effect of ΔB/B on AE or Kp. There is no idea as to why. The

driver function S(1)(9b) used in the present data-analysis study

does not have direct information in it about ΔB (cf. eq. (9b) of

Borovsky and Denton (2014)). Note that in other constructions

of composite solar-wind driving functions using the CCA

methodology, if the ΔB variable is offered to the process it

will be accepted into the solar-wind driving function S(1);

examples are eq. (14) of Borovsky (2014) and Eq. 1b of

Borovsky and Osmane (2019). Interpreting the CCA process,

the acceptance of the ΔB variable indicates that it may carry

unique information that is needed to better describe geomagnetic

activity in terms of solar-wind variables.

In summary, evidence is found that supports definitive

relationships 1) between the solar wind ΔB/B and

geomagnetic activity and 2) between solar-wind Alfvénicity

and geomagnetic activity. The ΔB/B relationship seems to be

stronger than the Alfvénicity relationship. No clear evidence is

found that precludes these relationships from being physical

cause-and-effect, although that is still an outstanding question.

Needed future work is discussed in Section 5: meanwhile

researchers should be cautious.

4 Discussion

The potential roles of solar-wind current sheets, the coupling

in different types of solar-wind plasma, and the role of averaging

of solar-wind magnetic clock angles are discussed.

4.1 Solar-wind current sheets and velocity
shears

The amplitude measure ΔB of the magnetic-field fluctuations

in the upstream solar wind is dominated by the ubiquitous strong

current sheets (discontinuities) in the solar-wind plasma (Siscoe

et al., 1968; Borovsky, 2010); the amplitude measure ΔB does not

represent randomly-phased waves (or eddies) at diverse

wavelengths (Borovsky, 2022b). The magnetic-field Fourier

power spectral density (amplitude and shape) of the solar

wind reflects the properties (sizes, occurrence distribution,

thickness, and thickness profile) of the solar-wind current

sheets [cf. Table 1 of Borovsky and Burkholder (2020)]. The

strong current sheets have thicknesses of about 1,000 km

(Vasquez et al., 2013) and pass the Earth at a rate of several

per hour (Borovsky, 2008b); their orientations are such that the

normals to the current sheets tend to be perpendicular to the

Parker-spiral direction (Borovsky, 2008b). If the current sheets

are not time resolved in the time series, the time series still

contains the information about the jump sizes in vector-B across

FIGURE 14
The functions sin(θclock/2) (green), sin2(θclock/2) (red), and
sin3(θclock/2) (blue) are plotted as functions of time for the steady
90o clock angle and for the sinusoidally oscillating clock angle 90o

+ 45osin(t). The table in the figure lists the average values for
the steady 90o clock angle and for the sinusoidal 90o + 45osin(t)
clock angle.
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the current sheets and about the temporal occurrence

distribution of the current sheets. In Figure 3 of Borovsky

(2010) it is demonstrated that the Fourier power (amplitude)

of the solar wind at frequencies lower than the time resolution is

captured by using only 64-s information about the properties

(size and occurrence distribution) of the current sheets seen in

the ACE 64-s data for 9 years of measurements. This is the

amplitude of ΔB that OMNI2 contains in its ΔB values, which are

the fluctuation amplitudes for every UT hour measured with a

time resolution that is a small fraction of an hour. Hence,

OMNI2 contains a proper measurement of the amplitude of

solar-wind fluctuations driven by the solar-wind current sheets.

If the current sheets are fully time resolved in the measurements,

then the Fourier power above the first high-frequency Fourier

breakpoint is captured, in addition to the lower-frequency

Fourier amplitude in the inertial range. This capture of high-

frequency power when current sheets are resolved is

demonstrated in Figures 7, 8 of Borovsky and Podesta (2015)

and in Figure 11 of Borovsky and Burkholder (2020).

It is worth speculating whether the passages of the strong

current sheets have an impact on the net driving of the Earth’s

magnetosphere by the solar wind. It is well known that some

solar-wind current sheets can produce dayside transients as

the current sheets encounter the Earth’s bow shock [e.g.,

Sibeck et al., 1999; Sibeck et al., 2000; Zesta and Sibeck,

2004]. The passage of a strong current sheet represents a

sudden strong change in the orientation of the solar-wind

magnetic-field vector: this produces a temporal “on-off”

driving of the magnetosphere via dayside reconnection. A

question is: does the on-off driving produce a stronger overall

coupling than does steady driving? The change in the

reconnecting IMF can produce a twist to the

magnetosphere requiring a re-orientation of some

magnetospheric current systems. A second question is: does

the suddenness of the changes between on-off driving result in

enhanced overall coupling? The sudden change of the

magnetic-field orientation across a current sheet also

produces a sudden change in the IMF clock angle θclock
and a shift in the level of driving via dayside reconnection

and probably a change in the location of the reconnection site

on the dayside magnetopause. A third question is whether

jumps in the location of the dayside reconnection site

somehow results in enhanced overall coupling? Arguments

against these three speculations lie in the fact that the ΔB/B
effect persists under strongly northward IMF when there

should be little reconnection between the solar wind and

the magnetosphere.

Solar-wind strong current sheets (which drive the amplitude

of the measured solar-wind magnetic-field fluctuations) are often

accompanied by intense abrupt velocity shears, particularly in the

“Alfvénic” solar wind. The Alfvénicity measure of the solar wind |

A| = |δv•δB/|δv||δB| is also dominated by the strong current

sheets (“discontinuities”) of the solar wind and their co-located

strong velocity shears [cf. Figure 12 of Borovsky and Denton

(2010)]. The impacts of intense velocity shears on the

magnetosphere have been investigated by Borovsky (2012a),

Borovsky (2018c) via data analysis and global MHD computer

simulations. A common feature seen in the global simulations are

comet-like disconnections of the Earth’s magnetotail, although

these are not likely to produce an enhanced coupling as seen in

geomagnetic indices. Other effects seen in the global simulations

(Borovsky, 2012a) are temporary enhancements or decreases in

the cross-polar-cap potential, the production of ULF waves

interior to the magnetosphere, and abrupt changes in the

wind-sock orientation of the magnetosphere.

In general Δv is strongly correlated with ΔB in the solar wind

[e.g., Figure 14 of Borovsky (2012b)] and particularly in the

Alfvénic coronal-hole-origin plasma Δv/vA (where vA is the

Alfvén speed of the solar wind) is highly correlated with ΔB/B
[e.g., Figure 13B of Borovsky and Denton (2010)]. Hence, it is

undoubtedly true that geomagnetic activity is correlated with Δv
and Δv/vA of the solar wind. Future studies should explore the

connection between the solar-wind velocity-fluctuation

amplitude and geomagnetic activity.

4.2 Different types of solar wind

Xu and Borovsky (2015) developed a categorization scheme

at one AU that separates the solar wind at 1AU into four types,

depending on the regions of the solar surface from which the

different plasma types originate. The four types are coronal-hole-

origin plasma, streamer-belt-origin plasma, sector-reversal-

region plasma, and ejecta. The four types of solar wind have

systematically different properties, including the properties of the

magnetic-field and velocity fluctuations in the plasmas (Xu and

Borovsky, 2015; Borovsky et al., 2019). Figure 12 plots

geomagnetic activity as a function of the reconnection driver

function Rquick as given by expression 1): in panel (a)

geomagnetic activity is measured with the 1-h-lagged AE

index and in panel (b) geomagnetic activity is measured with

the 1-h lagged Kp index. For the plots of Figure 12, the 1-hr-

resolution OMNI2 data was separated into the four categories of

solar-wind plasma and a 101-point running averages of the data

for each type is plotted. Both panels of Figure 12 show a trend

that for weak reconnection driving (low values of Rquick) coronal-

hole-origin plasma (red curves) exhibits higher levels of

geomagnetic activity than do the other types of plasma. The

four types of plasma have systematically different properties: as

noted in Table 5 of Xu and Borovsky (2015) and Table 1 of

Borovsky et al., (2019): coronal-hole-origin plasma tends to have

higher values of the solar-wind speed vsw, lower values of the

solar-wind number density nsw, higher values of the magnetic-

field-vector fluctuation amplitude ΔB/B, higher values of the

flow-vector fluctuation amplitude Δv/vA, and higher values of the
Alfvénicity |A|. The occurrence distributions of ΔB/B [panel (a)]
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and Alfvénicity |A| [panel (b)] are shown in Figure 13 separately

for the four types of solar-wind plasma: the elevated values of ΔB/
B and |A| for coronal-hole-origin plasma (red curves) are clearly

seen. In Figure 12A at low driving (low Rquick values), the mean

AE1 values of the coronal-hole-origin plasma are about 60 nT

larger than they are for the three other plasma types. In

Figure 13A, the median ΔB/B value of coronal-hole-origin

plasma is 0.443 and for all other plasma types combined the

median value is 0.315, meaning that ΔB/B is increased by about

0.128 for coronal-hole-origin plasma. In Figure 1 for weak

driving (lower curves), an increase of ΔB/B by about

0.13 would correspond to an increase of AE by only about

10 nT. This sheds doubt on the increase of AE (and Kp) for

low driving in the two panels of Figure 12 being caused by a

systematic increase in the fluctuation amplitude in coronal-hole-

origin plasma. If one zooms in on the low-driving portions of the

plots in the two panels of Figure 12 one finds that geomagnetic

activity, as measured by both AE and Kp, increases systematically

from sector-reversal-region plasma (purple), to streamer-belt-

origin plasma (green), to ejecta (blue), to coronal-hole-origin

plasma (red): one solar-wind variable that systematically

increases in that order from plasma type to plasma type is the

solar-wind speed vsw (cf. Figure 8C of Xu and Borovsky (2015)

and Figure 2A of Borovsky et al., (2019) with the same color

scheme). As noted in Table 1, ΔB/B is positively correlated with

vsw and the correlation of geomagnetic activity with ΔB/B could

be a proxy for a cause-and-effect correlation between vsw and

geomagnetic activity in addition to the driving described by

Rquick, which is itself a function of vsw. Here, the use of

information transfer (cf. Section 5) may be able to discern

causal versus correlative connections between the two solar-

wind variables ΔB/B and vsw versus geomagnetic activity.

4.3 The reconnection-clock-angle effect

The dayside reconnection rate is thought to vary as sina

(θclock/2) where the exponent a = 2 in the Rquick driver

function (Borovsky and Birn, 2014) and a = 8/3 in the Newell

driver function (Newell et al., 2007). For various geomagnetic

indices the optimal value of the exponent a varies (Borovsky,

2022c). A question is: does the time-variable clock angle θclock
produce a stronger overall coupling than does steady driving?

This is examined in Figure 14, where steady driving with a steady

clock angle of 90° (Parker-spiral orientation at the solstice) is

compared with a sinusoidally varying clock angle that varies with

time t as 90° + 45osin(t). In Figure 14 sin (θclock/2), sin2 (θclock/2),
and sin3 (θclock/2) are each plotted as a function of time for the

steady 90° clock angle (flat lines) and for the sinusoidally

oscillating clock angle. In the black-font table in Figure 14 the

time averages of these quantities is listed. As can be seen in

Figure 14 the average value of the clock angle θclock is the same for

the steady 90° angle as it is for the sinusoidally varying angle. As

can be seen in Figure 14 (and the table within) the average value

of sin (θclock/2) (blue curves) is lower for the sinusoidally varying
clock angle than it is for the steady clock angle. For sin2 (θclock/2)
(red curves in Figure 14) the time-averaged value is the same for

the steady and the varying clock angle. For sin3 (θclock/2) (green
curves in Figure 14) the time-varying clock angle yields a larger

mean value than does the steady clock angle. Hence, if the

physical reconnection driver function has a dependence sina

(θclock/2) with exponent a >2, then one could expect the

fluctuations in the solar-wind clock angle to produce an

enhanced solar-wind reconnection coupling than would a

steady clock angle, giving one possible explanation to the

observed statistical increase of coupling with an increase in

the amplitude of upstream solar-wind magnetic fluctuations.

In this case the enhanced coupling driven by the solar-wind

fluctuations would be an enhanced average dayside reconnection

rate. The Newell coupling function has sin8/3 (θclock/2), which
would result in an enhance coupling with fluctuations; the Rquick

coupling functions has sin2 (θclock/2) which would not result in

an enhanced coupling with fluctuations.

When considering this clock-angle effect, it must be kept in

mind that the amplitude of the ΔB/B effect persists under

strongly northward IMF [e.g., Figure 4 of Borovsky and

Funsten (2003) or Figure 5 of Borovsky and Steinberg

(2006a), Borovsky and Steinberg (2006b)] where dayside

reconnection should be a very weak effect and modulating it

should not produce much geomagnetic-activity change. The fact

that the baseline level of geomagnetic activity is low when Rquick

is low (cf. the dark-red, red, and orange curves in Figure 1)

confirms that there is very little reconnection driving when θclock
~ 0° (strongly northward).

4.4 The “freestream turbulence” effect

In previous publications this is enhanced-geomagnetic-

activity affect was referred to as a “turbulence” effect (e.g.,

Borovsky and Funsten, 2003; Borovsky and Steinberg, 2006b;

Borovsky, 2006; Jankovicova et al., 2008a; Jankovicova et al.,

2008b; D’Amicis et al., 2007; D’Amicis et al., 2009; D’Amicis

et al., 2010; D’Amicis et al., 2020). As noted in Section 4.1 the

measured amplitudes of ΔB in the solar wind are primarily owed

to strong current sheets in the solar wind, with several sheets

passing a spacecraft per hour. The origin of those current sheets is

not understood (Neugebauer and Giacalone, 2010; Neugebauer

and Giacalone, 2015; Li and Qin, 2011; Owens et al., 2011; Tu

et al., 2016; Telloni et al., 2016; Viall and Borovsky, 2020): some

could be associated with active turbulence (Greco et al., 2009;

Zhdankin et al., 2012; Vasquez et al., 2013) but it is known that

some are fossils from the corona (Borovsky, 2020b; Borovsky,

2021c; Borovsky and Raines, 2022). In this report the author

chose to focus on the term “fluctuations” rather than

“turbulence”.
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If the fluctuations in the solar wind are purely turbulence,

then the ΔB/B effect analyzed here would have an interesting

interpretation. The “standard model” for MHD turbulence in the

solar wind (based on the shape of the magnetic power spectral

density plot for the solar wind) is that energy in large scale-scale

passive structures feeds the turbulence cascade (Matthaeus et al.,

1994; Matthaeus et al., 2015). The magnetic power spectral

density of the solar wind typically has a mild breakpoint at a

frequency of about 1 h (Tu andMarsch, 1995; Bruno et al., 2019).

In the standard model lower-frequency power (1 h and longer) is

attributed to the passive “energy-containing” scales and higher

frequency power (1 h and shorter) is denoted as the “inertial

range” of active turbulence. When hourly averaging the solar

wind data, the hourly-averaged data describes the energy-

containing structure: when looking at ΔB/B measured during

1 h one is looking at the inertial range fluctuations. Hence, from a

turbulence point of view, an interpretation of the ΔB/B effect is

that the Rquick driving is a driving of the Earth by the energy-

containing structures in the solar wind and the additional ΔB/B
geomagnetic activity represents driving of the Earth by active

solar-wind turbulent fluctuations. Getting away from a

turbulence point of view one could say that the Rquick driving

is owed to larger-scale structure in the solar wind and that the

ΔB/B effect is owed to the ubiquitous strong current sheets within

that structure.

5 Future work

A number of mechanisms have been suggested for

upstream solar-wind fluctuations to act to increase the

coupling of the solar wind to the Earth’s magnetosphere: 1)

reconnection with the southward-IMF portion of fluctuations

(Tsurutani and Gonzalez, 1987; Tsurutani et al., 1999), 2)

patchy magnetopause reconnection (Voros et al., 2002), 3)

fluctuations increase favorable geometry for dayside

reconnection (Jankovicova et al., 2008a; Jankovicova et al.,

2008b), 4) fluctuations produce a global-scale eddy viscosity

(Borovsky and Funsten, 2003; Borovsky, 2013), 5) current

sheets or velocity shears play a role (suggested in Section 4.1),

and 6) averaging of fluctuating sinx (θclock/2) functions

suggested in Section 4.3). An alternative explanation is that

the fluctuation amplitude acts as a proxy for some other more-

relevant solar-wind variable. This presents an outstanding

problem for space physics.

Further advancements in computer simulations are

needed to help quantify and understand the effect of

upstream solar-wind fluctuations on the Earth’s

magnetosphere. These simulations can be local (focusing on

perhaps one region around the magnetopause) or global,

encompassing the upstream solar wind, the bow shock and

magnetosheath, and the entire magnetosphere and

magnetotail. Localized kinetic simulations indicate that the

presence of magnetic-field fluctuations can lead to an

enhanced growth of Kelvin-Helmholtz waves on the

magnetopause (Nakamura et al., 2020), presumably

producing a stronger coupling of the solar wind to the

Earth’s magnetosphere. Adding Alfvénic fluctuations to the

upstream solar wind in global MHD simulations of the

magnetosphere found that ULF waves could be driven

inside the magnetosphere McGregor et al., (2014): certainly

if geomagnetic activity were to be measured by a ULF index

(e.g., Romanova et al., 2007; Kozyreva et al., 2007; Romanova

and Pilipenko, 2009), an increase in geomagnetic activity

associated with the added Alfvénic fluctuations would be

seen in the simulation. For solar-wind-fluctuation coupling

studies, global MHD simulations have good aspects and bad

aspects. Two good aspects are that the simulations can analyze

the reaction of the global coupled magnetospheric system to

the solar wind and that the simulations can correctly account

for multiple simultaneous timelags for the diverse reactions. A

bad aspect is the fact that MHD simulations can be dominated

by high-derivative numerical errors at steep boundaries such

as the magnetopause [cf. eq. (23) of Raeder (2003) or cf. Sect.

37.3 of Raeder et al., (2021)]. and at those critical locations

physical conservation laws can be violated. This is not a

resolution problem: it happens at the ideal-MHD grid scale

whatever that scale is. This numerical-error problem leads to

coupling related questions such as: Is the reconnection rate

correct in the simulation? Are the viscous mechanisms correct

in the simulation? Are the plasma-entry mechanisms correct

in the simulation? Another drawback to present-day global

MHD simulations is that the spatial resolution in the solar-

wind portions of the simulation domain are very coarse so that

small-spatial-scale (higher-frequency) solar-wind fluctuations

cannot be included in the simulations. The field of solar-wind/

magnetosphere coupling research looks forward to higher-

Reynolds-number global-MHD simulations and to much-

needed advancements in global hybrid and global Vlasov

simulation methods.

Going beyond correlation studies with the use of

information theory (information transfer, transfer

entropy, etc.) is clearly a pathway that needs to be utilized

in the future (e.g., March et al., 2005; Materassi et al., 2011;

Balasis et al., 2013; Wing et al., 2016; Runge et al., 2018; Wing

and Johnson, 2019; Manshour et al., 2021). For the

outstanding question of whether or not the observed

relationships between the solar-wind fluctuations and

geomagnetic activity are cause-and-effect relationships,

information theory can provide critical and more-clear

evidence than simple correlations do.

As pointed out by D’Amicis et al., (2007), D’Amicis et al.,

(2009), D’Amicis et al., (2010) in regard to the relationship

between solar-wind fluctuations and geomagnetic activity,

there are different types of solar-wind fluctuations such as

Alfvén waves, convected magnetic structures, MHD
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turbulence, etc. The work by D’Amicis et al., (2007), D’Amicis

et al., (2009), D’Amicis et al., (2010) (and the work in the present

study) of sorting Alfvénic versus non-Alfvénic wind for the

coupling studies is a starting point for sorting the solar-wind

data according to the type of fluctuations. In future, this sorting

could be further progressed by inspection of the solar-wind time

series and categorizing individual structures as they pass the

solar-wind monitor.

Related to the sorting of the fluctuation type, it is

recommended that analysis and thinking be focused on

the specific effects of solar-wind current sheets and

solar-wind velocity shears on geomagnetic activity. As

noted in the discussion of Section 4, 1) the magnetic-

field fluctuation-amplitude measure of the solar wind and

2) the Alfvénicity measure of the solar wind are both

dominated by the ubiquitous strong current sheets of the

solar wind.

A leading candidate mechanism underlying the viscous

interaction is the Kelvin-Helmholtz instability on the Earth’s

magnetopause (Miura, 1997; Nykyri and Otto, 2001; Masson

and Nykyri, 2018) transporting magnetosheath momentum

into the magnetosphere, transporting magnetosheath plasma

into the magnetosphere, and enhancing reconnection between

solar-wind magnetic-field lines and magnetospheric field

lines. The “effective diffusion coefficient” related to the

Kelvin-Helmholtz non-linear phase is able to explain the

mass transport in different IMF configurations and taking

into account the complex three-dimensional dynamics at the

magnetopause (cf. Nakamura and Daughton, 2014; Borgogno

et al., 2015; Sisti et al., 2019; Nykyri et al., 2021; Nakamura

et al., 2022). It has been argued that the growth rate and

effectiveness of the Kelvin-Helmholtz instability is enhanced

when the level of velocity fluctuations in the magnetosheath is

higher (Nykyri et al., 2017), and the level of fluctuations in the

magnetosheath may be related to the level in the upstream

solar wind. An investigation of the impact of solar-wind

current sheets and their abrupt velocity shears on the

Kelvin-Helmholtz physics might be fruitful.
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1Department of Physics, University of Texas at Arlington, Arlington, TX, United States, 2Department of
Physics, Umeå University, Umeå, Sweden

On the bow shock in front of Earth’s magnetosphere flows a current due to the
curl of the interplanetary magnetic field across the shock. The closure of this
current remains uncertain; it is unknown whether the bow shock current closes
with the Chapman-Ferraro current system on the magnetopause, along magnetic
field lines into the ionosphere, through the magnetosheath, or some combination
thereof. We present simultaneous observations from Magnetosphere Multiscale
(MMS), AMPERE, and Defense Meteorological Satellite Program (DMSP) during a
period of strong By, weakly negative Bz, and very small Bx. This IMF orientation
should lead to a bow shock current flowing mostly south to north on the shock.
AMPERE shows a current poleward of the Region 1 and Region 2 Birkeland currents
flowing into the northern polar cap and out of the south, the correct polarity
for bow shock current to be closing along open field lines. A southern Defense
Meteorological Satellite Program F18 flyover confirms that this current is poleward
of the convection reversal boundary. Additionally, we investigate the bow shock
current closure for the above-mentioned solar wind conditions using an MHD
simulation of the event. We compare the magnitude of the modeled bow shock
current due to the IMF By component to the magnitude of the modeled high-
latitude current that corresponds to the real current observed in AMPERE and by
Defense Meteorological Satellite Program. In the simulation, the current poleward
of the Region 1 currents is about 37% as large as the bow shock Iz in the northern
ionosphere and 60% in the south. We conclude that the evidence points to at least
a partial closure of the bow shock current through the ionosphere.

KEYWORDS

bow shock current, closure, MMS, LFM, DMSP, FAC

1 Introduction

When the supersonic and super-Alfvénic solar wind encounters the Earth’s magnetic field,
it abruptly slows and becomes subsonic, creating the bow shock. Both the solar wind plasma
and the interplanetary magnetic field are compressed across the shock. This compression of the
magnetic field is associated with a curl of B⃗ and therefore, by Ampere’s law, a current flows on
the shock.

Because of the difference in density between the solar wind plasma and the plasma in
the magnetosheath, a pressure gradient force points away from the bow shock back into the
solar wind. This force does work on the incoming solar wind, converting flow energy into
thermal energy. The current due to the compression of the IMF also plays a part in extracting
energy from the solar wind flow. The bow shock is always a dynamo or generator, meaning that
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⃗J ⋅ E⃗ < 0. Although the direction of the bow shock current clearly
depends on the orientation of the incoming IMF, the current is always
oriented in such a way relative to electric field in the frame of the shock
so that mechanical energy is always extracted from the solar wind and
converted into magnetic energy (Lopez et al., 2011).

The bow shock can also at times be the primary location in the
system where force is exerted against the solar wind (Siscoe et al.,
2002) and energy is extracted from the solarwind flow.As discussed by
Lopez et al. (2010), when the magnetosonic Mach number is high, the
pressure gradient force dominates and solar wind energy at the shock
is primarily converted to thermal energy; on the other hand, when
the Mach number is low, the ⃗J× B⃗ force dominates, and the energy
extracted from the solar wind flow is dominated by the magnetic
energy downstreamof the shock. In this lowMach number regime, the
⃗J× B⃗ force exerted on the shocked solar wind in the magnetosheath by
the interior portion of the Chapman-Ferraro current on closed field
lines is balanced by an oppositely directed force from the exterior
Chapman-Ferraro current on open field lines (Lopez and Gonzalez,
2017). Since under such conditions there is no net outward force at the
magneotopause, the force on the solar wind must be mainly provided
by the ⃗J× B⃗ force associated with the bow shock current (Lopez and
Gonzalez, 2017).

The location of the primary force on the solar wind has
consequences for energy transfer throughout the geospace system.
Magnetopause reconnection and other load processes require energy
to proceed. Lopez et al. (2011) found that for conditions of low Mach
number and strongly negative Bz the dynamo that can exist at high
latitudes near the cusps disappears. Yet reconnection occurs at the
magnetopause for strong southward IMF, which is a load. During low
Mach number conditions, then, the bow shock is the main dynamo
in the system and must be the energy source for magnetospheric
processes (Siebert and Siscoe, 2002; Lopez and Gonzalez, 2017).
This conclusion is supported by the work of Tang et al. (2012), who
found that for strong IMF Bz the high latitude magnetopause current
decreased while the bow shock current increased.

Poynting flux associatedwith the bow shock current carries energy
away from the shock, so the closure of this current relates to the
system of loads and generators in the magnetosphere (Lopez, 2018).
The magnetopause is an obvious place for the bow shock current
to close, but various studies have used global MHD simulations to
investigate the question and found that the Chapman-Ferraro current
is most likely not the only current in the system which can close
bow shock current. Lopez et al. (2011) presented evidence that current
in the magnetosheath with Region 1 polarity was connected to the
bow shock, supporting the argument made by Siscoe et al. (2002) that
the Region 1 field-aligned or Birkeland currents are partially closed
by the bow shock current, which was first suggested by Fedder et al.
(1997). A study by Guo et al. (2008) showed that under strong
southward IMF a significant fraction of the Region 1 field-aligned
currents (FACs) could originate from the bow shock. Tang et al.
(2009) found that the bow shock current could also contribute to the
cross-tail current and power nightside reconnection. In addition to
these modeling studies, analysis of MMS (Magnetosphere Multiscale)
bow shock crossings by Hamrin et al. (2018) presented observational
evidence consistent with closure of the bow shock current across the
magnetosheath.

Except for Hamrin et al. (2018), there remains a significant lack of
observational studies relating to bow shock current closure. Modeling
has suggested a connection between current at the bow shock and

current in the ionosphere, but the nature of this possible closure path
has been virtually unexplored using real data. This paper presents
a set of observations consistent with closure of bow shock current
into the ionosphere on open field lines, for a single event. MMS
crossings of the bow shock provide direct measurement of the shock
current itself during a time of strong negative By and weakly negative
Bz . During this period, AMPERE data show unipolar field-aligned
currents, of the right polarity to close the observed bow shock current,
while supporting observations from a DMSP flyover in the south pole
confirm the existence of Birkeland current poleward of the open-
closed boundary. Results from a simulation of the event using the
Lyon-Fedder-Mobarry (LFM) global MHD model (Lyon et al., 2004)
tell the same story. In the simulation, the unipolar, high-latitude
Birkeland current corresponding to the current seen in the AMPERE
observations is 37%–60% as large as the current on the modeled bow
shock. Taken together, these data and model results give evidence that
the bow shock current could be closing through the magnetosheath
and also in part through the polar ionosphere.

2 Materials and methods

2.1 Data

The following is a brief description of the datasets used in this
study. Solar wind data was compiled from ACE and from THEMIS
C (Angelopoulos, 2008). ACE (Advanced Composition Explorer)
orbits the first Lagrange point and provides solar wind observations.
The ACE IMF data are provided by the Magnetic Field Experiment
(MAG), another pair of fluxgate magnetometers (Smith et al., 1998),
and the plasma data are from the Solar Wind Electron, Proton, and
Alpha Monitor (SWEPAM) (McComas et al., 1998), two electrostatic
analyzers measuring ions and electrons separately. THEMIS C is one
of the two spacecraft in the ARTEMIS mission and orbits the Moon;
magnetic field data are taken by the Fluxgate Magnetometer (FGM)
(Auster et al., 2008), while plasma data come from the Electrostatic
Analyzer (ESA) instrument (McFadden et al., 2008). Wind is another
upstream solar wind monitor and has orbited at the L1 point since
2004; magnetic field data come from the Magnetic Field Instrument
(MFI), a pair of fluxgate magnetometers (Lepping et al., 1995), and
plasma data from the Solar Wind Experiment (SWE) instrument, an
electron ion spectrometer (Ogilvie et al., 1995). We considered the
Wind data but did not use it, as described later.

The MMS (Magnetosphere Multiscale) mission is a constellation
of four spacecraft on an elliptical orbit around Earth designed to
study magnetic reconnection (Burch et al., 2016). MMS magnetic
and electric field data were observed by the suite of instruments on
the FIELDS investigation (Torbert et al., 2016) and ion moments are
from the Fast Plasma Investigation (Pollock et al., 2016). Field-aligned
currents are from AMPERE (Active Magnetosphere and Planetary
Electrodynamics Response Experiment), a data product from
Johns Hopkins University Applied Physics Laboratory that derives
ionospheric currents using the magnetic perturbation data from
the Iridium communications satellite constellations (Anderson et al.,
2014). DMSP (Defense Meteorological Satellite Program) satellites
fly on separate polar orbits and provide the Department of Defense
with environmental information (Redmann, 1985). This study utilizes
data from the plasma driftmeter to determine where the reversal
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FIGURE 1
Combined ACE and THEMIS C data, propagated forward 62 min to the nominal bow shock. All data shown here are from ACE except the proton densities,
which are from THEMIS C and have been time-shifted to correspond with the ACE data. The period of interest is from about 11:45 UT to shortly before
13:00. (A–C) show the X, Y, and Z components in GSE coordinates of the IMF. (D–F) show the X, Y, and Z components in GSE coordinates of the solar wind
bulk velocity. (G) shows the solar wind proton density and (H) shows the solar wind ion temperature. (Data provided at https://cdaweb.gsfc.nasa.gov/).

of ionospheric convection from sunward to antisunward occurs,
magnetometer data to indicate the location of Birkeland currents, and
precipitating particle data from the SSJ/4 instrument to determine the
location of the open-closed field line boundary. Detailed information
about the spacecraft and instruments may be found at the websites for
the missions listed in the Acknowledgements where the data sources
are specified.

2.2 The Lyon-Fedder-Mobarry model

The MHD model used in this study was the Lyon-Fedder-
Mobarry (LFM) global MHD model (Lyon et al., 2004), and the

version of LFM used in this study was LFM-MIX (Magnetosphere-
Ionosphere Coupler Solver) (Merkin and Lyon, 2010) coupled to
the Thermosphere-Ionosphere-Electrodynamics General Circulation
Model (TIEGCM). TIEGCM is a first-principles model of the
ionosphere-thermosphere system (Dickinson et al., 1981; Roble et al.,
1988; Qian et al., 2014). LFM solves the ideal MHD equations on
a logically orthogonal, distorted spherical meshed grid. There is a
higher density of grid points in areas of special interest, such as
where the magnetopause and bow shock are typically located. The
grid point separation in these areas is about 0.25 RE. In the areas of
the distant magnetotail and upstream of the bow shock, where the
solar wind enters the grid space, the grid separation is about 1.25
RE. The grid space extends from −30RE < X < 350RE (in GSE) and
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FIGURE 2
MMS observations of the bow shock. The spacecraft encountered the shock between 12:54:10 and 12:54:20 UT. (A) Ion energy-time spectrogram, (B–D)
magnetic field components in GSE coordinates, (E) GSE components of J, each integrated with respect to time, (F) ion density, (G) the magnitude of the ion
velocity, and (H) the Alvén (MA) and magnetosonic (Ms) Mach numbers.

is cylindrically wrapped to Y,Z < 130RE. The run in this study had a
spatial resolution of 106 × 96 × 128 cells, known as “quad” resolution
(e.g., Liu et al., 2021). At the inner boundary, MIX calculates the field-
aligned currents from the curl of B and maps them to ionospheric
altitudes, where the height-integrated electrostatic equation is solved
for the ionospheric potential. The ionospheric electric field is then
mapped back to the MHD grid to provide a boundary condition
for Faraday’s Law and for the perpendicular velocity. The MIX grid
for this run is 1° × 1° in magnetic coordinates and the TIEGCM
grid is 5° × 5° in latitude and longitude. The simulation run was
completed at NASA’s Community Coordinated Modeling Center
(CCMC).

3 Observations

3.1 Solar wind conditions during the event

TheOMNIdata in the period of interest, namely, 11:00UT to 14:00
UT on 13 November 2015, was taken from Wind observations, but
these data have significant gaps at important times. For this reason, we
considered the event with reference to ACE observations, which were
more complete except for a total lack of proton density measurements.
ACE and Wind were around 80 RE apart in X, less than 40 RE apart
in Y, and roughly 8 RE apart in Z. The exact location of ACE was
(236.3, 35.3, 11.6) RE. THEMIS C was relatively close to the Earth-sun

Frontiers in Astronomy and Space Sciences 04 frontiersin.org204

https://doi.org/10.3389/fspas.2023.1098388
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Dredger et al. 10.3389/fspas.2023.1098388

FIGURE 3
AMPERE derived Birkeland currents. The northern hemisphere is on the left and the southern hemisphere is on the right. In both hemispheres, red currents
are coming out of the ionosphere and blue currents are going in. The southern hemisphere plot uses a “glass-Earth” projection. We see high latitude
unipolar current (indicated) in the afternoon sector in the north and in the morning sector in the south, both with the right polarity to be bow shock current
closing into the ionosphere. Potential contours are not available for the southern hemisphere on this day. (Plots from http://ampere.jhuapl.edu/).

FIGURE 4
F18 observations: difference of Bperp and horizontal ion drift velocities.
After the ion velocities turn negative shortly after 12:53 UT, marking the
convection reversal boundary, we see some magnetic field
perturbations, indicative of current flowing on open field lines. F18 is
here moving poleward. (Data provided at http://cedar.openmadrigal.org/
list/).

line during this period, at (56.6, 18.3, 4.6) RE. Based on a comparison
between ACE and THEMIS magnetic field data, THEMIS C seemed
to be seeing the same solar wind that ACE saw but approximately
48 min later. We determined that the delay was 48 min between the
two sets of observations using the average solar wind velocity and the
distance between the two spacecraft; we then confirmed that initial
estimation by comparing plots of the two datasets. We were therefore

able to replace the missing ACE densities (between 0950 UT and 1300
UT) with those observed by THEMIS C (time-shifted by 48 min),
after which we propagated the combined dataset forward 62 min, to
line up with available OMNI data. The resulting combined solar wind
data time series is shown in Figure 1 and this solar wind time series,
which was used to drive the LFM simulation at the CCMC, can be
replicated using the information provided here and the archived ACE
and THEMIS C data.

The coordinates used in this paper for all the spacecraft, with
the exception of DMSP-F18, are Geocentric Solar Ecliptic (GSE)
coordinates, where the X-axis points from Earth to the Sun, the Y-
axis is in the ecliptic plane, and the Z-axis is perpendicular to both,
pointing northward.The solar wind conditions for the event are shown
in Figure 1. Between 11:45 and 13:15 UT on 13 November 2015, IMF
Bx was close to zero, while Bz was weakly negative. By was between −5
and −8 nT but was overall pretty steady during this period. Solar wind
velocities were steady, as were the temperature and pressure. The fact
that By dominated the IMF during the eventmeans that the bow shock
current should have beenflowingmostly south to north, as determined
by the curl of B⃗ across the shock.

3.2 MMS observations of the bow shock

Figure 2 shows MMS data from 12:53:00 to 12:55:30 UT, near
the end of the period described above. Shortly before 12:51 UT
(not shown), the MMS constellation crossed the bow shock into
the magnetosheath, where it remained for roughly three and a half
minutes before crossing back into the solar wind right after 12:54
UT, as shown. This encounter with the shock occurred at (X, Y, Z)
= (9.7, 5.2, −0.9) RE, relatively close to the nose. The compression
of the magnetic field (panels b, c, d), the decrease in the ion density
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FIGURE 5
F18 particle precipitation data over the southern polar cap. The red line indicates when the spacecraft crossed the convection reversal boundary at 12:53
UT. (Plot from http://sd-www.jhuapl.edu/Aurora/spectrogram/).

FIGURE 6
Spectrum of the particle precipitation seen at 12:53:37 in figure. The
accelerated Maxwellian seen in the electron spectrum indicates
electrons being pushed upward in a current. (Plot from http://
sd-www.jhuapl.edu/Aurora/spectrogram/).

(panel f), and the increase in the ion velocity (panel g) across the shock
are consistent with the data from ACE at the observed magnetosonic
Mach number (panel h). This agreement means that the solar wind
data we infer from ACE and THEMIS C are indeed the real conditions
directly upstream of the bow shock, a fact that becomes crucial
when we simulate the event with an MHD model using these data
as input. Panel e of Figure 2 shows the current density components

integrated along the spacecraft path; the dominant component is
Jz with some contribution from Jy. These currents were calculated
using the curlometer; for more information on this technique, see
Dunlop et al. (2021). Thus, MMS observed a tilted south to north
current as the spacecraft crossed the bow shock.

3.3 AMPERE and DMSP observations of
field-aligned currents

The AMPERE-derived Birkeland currents are shown in Figure 3;
red indicates current coming out of the ionosphere (upward) and blue
current is flowing into the ionosphere (downward). The projection
is known as “glass-Earth,” so that the view in both cases is from the
perspective of an observer above the north pole; the southern polar
cap view is as if the observer were looking through a transparent Earth.
In each view noon is at the top of the figure, dawn to the right, and
dusk to the left. We can see the Region 1 current flowing into the
ionosphere (blue) in the dawn sector and out (red) in the dusk sector,
while at lower latitudes are the Region 2 currents, of opposite polarity
to Region 1. The convection pattern is rotated towards the afternoon,
consistent with the negative IMF By (Heppner and Maynard, 1987).
At the time of MMS’s encounter with the bow shock, AMPERE data
show a unipolar current region poleward of the Region 1 Birkeland
current patterns in both northern and southern hemispheres, with
the northern hemisphere current primarily in the postnoon sector
and the southern hemisphere current in the prenoon sector, again
consistent with the overall convection pattern for negative IMF By
(Heppner and Maynard, 1987). This current flows into the northern
polar cap and out of the south at high latitudes. These FACs are of
the right polarity—downward (blue) in the north and upward (red)
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FIGURE 7
MMS1 data (black) and LFM output along the MMS1 track (blue) for the hour around the crossing time on 2015 November 13. Although the modeled satellite
did not encounter the bow shock exactly at 12:54 UT or during the earlier crossings shown, the modeled bow shock was near the MMS position, as shown
by several predicted encounters with the boundary (marked in red) around 13:05 and 13:15 UT. The periods spent out in the solar wind are shaded red. From
the top, the plotted quantities are the magnetic field components Bx, By, Bz, proton bulk velocity components Vx, Vy, Vz, the proton number density, and the

components of the current Jx, Jy, and Jz. Vector quantities are in GSE coordinates. The current from LFM is in μA
m2

and the current from MMS is in nA

m2
× 10−6

(see explanation in text).

in the south—to close the south-north bow shock current observed
by MMS, if those currents are on open field lines. It seems likely
that if currents originating outside the magnetosphere, like the bow
shock current, do connect to the Birkeland currents, they would close
along open field lines, which reach out into the magnetosheath, rather
than closed field lines. The critical point, then, is to find the position
of these Birkeland currents relative to the open-closed field line
boundary.

For this event, we can determine the location of the open-closed
boundary at least in one hemisphere by means of ion driftmeter
data from DMSP. During the period in which MMS crossed the
bow shock, F18 was making an overpass of the southern polar cap
and flew right through the high latitude upward current seen by
AMPERE and discussed above. The top panel of Figure 4 shows the
difference between the observed magnetic field and the International
Geomagnetic Reference Field (IGRF) model perpendicular to the

flight track of F18, which gives an estimate of the magnetic
perturbation resulting from Birkeland currents (Alken et al., 2021).
The bottom panel is a plot of the horizontal ion drift velocities,
from which we can determine the convection reversal boundary by
noting where the plasma velocities turn negative. Negative velocities
correspond to open field lines being dragged toward the nightside
and the plasma flowing with them, whereas positive velocities are
associated with closed field lines and plasma moving toward the
dayside, as expected for the magnetospheric convection pattern.
By this reasoning, we can say that F18 encountered the open-
closed boundary a few seconds after 12:53, flying poleward. From
the magnetic field perturbations observed after the satellite passes
through the boundary, we infer that part of the upward current
through which F18 flew was flowing on open field lines. The particle
precipitation data in Figure 5 shows a clear auroral oval with an open
polar cap, consistent with southward IMF. Just after 12:52 we see an
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FIGURE 8
MIX currents for the time of the MMS crossing. Red current is flowing out of the ionosphere and blue is flowing in. The southern hemisphere is once again
in a “glass-Earth” projection. The black tracings indicate the polar cap boundary and the regions circled in grey contain the currents possibly closing the
bow shock. The model broadly reproduces the AMPERE-derived currents.

intense downward flux of low energy electrons that corresponds to
an upward Birkeland current. We identify this downward electron
flux as an upward current because electrons are the main current
carriers for Birkeland currents, since ions are much heavier and
therefore slower to respond to electromagnetic forces. Additionally,
the particle detectors on DMSP satellites only look upward, so they
cannot measure any upward-moving ions that might contribute to a
downward current. We do see some precipitating ions, but after F18
crosses the open-closed boundary at 12:53 the ions disappear. Only a
distinct electron population remains; the spectrum of this population,
shown in Figure 6, can be compared to the spectrum shown in
Figure 1 in Newell et al. (1996), which is identified as an accelerated
electron distribution. The spectrum shown here is not as sharply
peaked as the spectrum in Newell et al. (1996), with much weaker
acceleration and therefore much weaker field-aligned potential, but
the two spectra have similar characteristics otherwise.This is therefore
the signature of electrons carrying an upward current, with a field-
aligned potential accelerating the electrons downward to the velocity
required to carry the current, which in this case was on open field
lines. In short, the DMSP observations confirm that in the southern
hemisphere there was current at the location seen by AMPERE and of
the same orientation, poleward of the convection reversal boundary
and therefore on open field lines.

4 Results from the MHD simulation

As mentioned above, we are confident, because of the MMS
observations right outside the bow shock, that the solar wind
conditions seen by ACE/THEMIS C, propagated forward to a nominal
shock position, accurately represent the real conditions at the bow
shock during the event and thus are the correct input to the simulation

for the event. We used the propagated ACE/THEMIS C dataset
described in Section 3.1 to drive LFM at quad resolution. The model
more or less correctly predicts the location of the bow shock at the
time of the crossing by MMS, since the satellite’s location during real
crossing at 12:54 UT was only about 0.1 RE from its location during
the modeled crossing at 13:01 UT, less than the separation of the grid
points in this region. Figure 7 shows themodeled conditions along the
MMS1 track for the hour around the time of the event; the closeness of
the MMS constellation, compared to the LFM spatial resolution in the
magnetosheath,means that we can choose any of the four spacecraft to
compare to the simulation. Although the model output in Figure 7 is
of a lower temporal resolution than the actual data, i.e., every minute
as opposed to seconds, we can see that the simulated bow shock
passes over the satellite shortly after 13:00 UT; both magnetic field
and plasma parameters change rapidly from magnetosheath values
to values corresponding to the solar wind input conditions at the
time. The predicted By and Bz approach the IMF values reported
in the OMNI data at that time, while Vx decreases to −400 km/s
and Vy, along with Vz , decreases to nearly zero. Correspondingly,
the proton density decreases by more than half as the simulated
MMS1 satellite encounters the bow shock. The modeled crossing is
about 7 min after the real crossing. In addition, before the 12:54 UT
crossing MMS encountered the bow shock a handful of times in
quick succession, which are not predicted by the model. However,
the simulated boundary is near the MMS position at the time of the
crossing under consideration, since the modeled satellite measures
very similar magnetosheath values to the real MMS observations,
except for the current. Any minor discrepancies could be a result of
local disturbances on the bow shock, the physics of which are not
necessarily included in the MHD simulation. The discrepancies could
also be a result of uncertainties in solar wind timing and the spatial
resolution of LFM versus the actual thickness of the bow shock. In the
magnetosphere domain the temporal resolution of LFM is on the order
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FIGURE 9
The equatorial plane in the LFM simulation at 12:54 UT, colored by the X
component of the ion velocity. The bow shock was identified by eye
using a plot like this for the integration of the Jz on the bow shock
described in Section 4. (Plot generated by the CCMC).

of a second, although the code typically writes the MHD variables to a
data file with a 1-min cadence. The MMS data used for this study are
fast survey mode data, and the resolutions are 16 s−1 (magnetic field)
and 32 s−1 (electric field) (Torbert et al., 2016); ion data are taken at
4.5 s per sample (Pollock et al., 2016). Because of the high temporal
resolution of the model, small discrepancies between the data and the
model are better attributed to the spatial resolution of the MHD code
than to the temporal resolution. Broadly speaking, however, the bow

shock was in the right position at the right time in the simulation
output.

Although the directly measureable quantities such as B⃗ and V⃗ in
the simulation match the corresponding MMS quantities reasonably
well, the current in LFM is significantly smaller than the current in
the MMS dataset. This can be explained by the fact that ⃗J, the current
per unit area, is a derived quantity, determined from an approximation
of Ampere’s law in both MMS data and LFM calculations, which
necessarily involves a term like ΔB

ΔR
, where R is the distance between

either two spacecraft or two points in the simulation. Because of the
much higher spatial resolution in theMMS current calculation than in
LFM, MMS ⃗J is often of much greater magnitude than the simulated ⃗J.
However, the total current at the bow shock, which is determined by
the compression of the magnetic field across the shock, is very similar
for both observations and simulation, as can be seen in Figures 1,
2, 7. There can also be noise and processes such as physical waves
contributing to the measured ΔB that are not actually associated with
currents, yet they can contribute to the calculation of ⃗J.The calculation
methods additionally assume a linear change in B⃗ between the two
spacecraft, which may not be true. For the very small ΔR in the
case of MMS, errors in the estimate of ΔR can have a large impact
on the calculation of the current. For these and additional caveats
associated with the calculation of ⃗J, the magnitude difference between
the MMS current and the LFM current is not surprising and it is more
instructive to compare the variations of the two parameters than their
magnitudes.

The simulated field-aligned currents from MIX are shown in
Figure 8; red currents are upward and blue currents are downward
(matching AMPERE). Like the AMPERE images, dawn is on the
right in both hemispheres. The simulated FACs are generally similar
to observations, including the tilt in the patterns due to IMF By;
in particular, the model produces FACs at high latitude, resembling
those seen by AMPERE in Figure 3, that are flowing along open
field lines. The modeled currents are similar in magnitude, though
a bit larger than the AMPERE-derived currents, but it is known that
MIX tends to overestimate the cross polar cap potential, which would
explain this discrepancy (Wiltberger et al., 2012). The scale sizes of
some FAC features are much smaller than the MIX resolution, so the
currents in theMIX plots appear smoother than those in the AMPERE
plots.

Figure 8 also shows the polar cap boundaries for both
hemispheres as calculated by the model. The high latitude upward
current in the southern hemisphere on the dawn side, indicated
by the arrow in Figure 3, is flowing on open field lines, both in
DMSP observations and in the simulation results. Moreover, the
AMPERE plot for the northern hemisphere includes the potential
contours from the MIX model, using real data and run separately
from the MHD code; it can be seen that the northern counterpart of
the southern hemisphere current discussed above was in a region
of antisunward plasma flow, poleward of the convection reversal
boundary. Therefore, the global simulation of the event and the
observations are in agreement that the high latitude Birkeland current
with polarity consistent with bow shock current closure was flowing
on open field lines.

To more quantitatively compare the current on open field lines
in the ionosphere and the south-north current flowing on the bow
shock, we integrated the modeled currents in both locations. If the
bow shock current is closing at least partially into the ionosphere, the
integrated current on open field lines which we identify as possible
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bow shock current should be less than or equal to the integrated Z-
component of the current density on the bow shock in the equatorial
plane. Identifying the bow shock in the LFM output by eye in a plot
of the equatorial plane (e.g., Figure 9), using the discontinuity in the
solar wind density across the shock, we find that the dayside bow shock
current flowing from south to north in the simulation is 2.3 ±0.4 MA.
This value was calculated by taking the value of the current per square
meter in each grid cell identified as containing the bow shock, for X
> 0 RE in the equatorial plane; these values were multiplied by the
area of the X-Y face of the cell and then summed. Since identifying
the bow shock by eye introduces some uncertainty, the process was
repeated with slightly different selections of cells and the results were
averaged. In Figure 8, the areas in each polar cap enclosed by the grey
contours represent the regions of possible bow shock current, based
on overlap with the Region 1/Region 2 current pattern. The integrated
current in the northern region is 0.84 ± 0.08 MA and in the southern
region 1.4 ± 0.2 MA. In the southern hemisphere, part of the upward
current on open field lines was omitted from the calculation as it
seemed to belong more properly to the Region 1 FACs, assuming a
more or less regular “banana shape” for the Region 1 current, so the
southern hemisphere value represents in some sense a lower limit for
that calculation. Conversely, the downward current on open field lines
is more difficult to separate into Region 1 current and possible bow
shock current, so the northern hemisphere value is more of an upper
limit. For both cases the identification of possible bow shock current
in the ionosphere and, consequently, the calculated values are certainly
not exact, yet we have provided themhere as estimates.The integration
of the current in the northern (southern) hemisphere was performed
multiple times, including oncewith all of the dayside blue (red) current
inside the polar cap boundary, and the results were averaged. The
uncertainties stated above are the standard deviations for each set
of calculations. Regardless of the uncertainties, in both the northern
and the southern hemisphere, the integrated currents on open field
lines are a fraction of the estimated south-north current on the bow
shock.

5 Discussion and conclusion

In this paper, we have presented a set of coordinated observations
of the bow shock and low altitude Birkeland currents on 13 November
2015, during a period when the IMF was dominated by the By
component.TheMMSdata show the primarily south-to-north current
at the bow shock, while DMSP and Ampere show upward Birkeland
current in the southern hemisphere at high latitudes in the MMS
local time sector. Moreover, the DMSP data show that some of the
Birkeland current was flowing in the polar cap on open field lines,
and as such would connect to currents in the magnetosheath. These
observations are consistent with the hypothesis that, in this case, some
of the bow shock current was closing across the magnetosheath into
the ionosphere.

The event has been simulated with the LFM global magnetosphere
model. The simulation puts the bow shock in the right place at
essentially the right time. The Birkeland current pattern in the
simulation is generally similar to the pattern derived by AMPERE,
particularly with respect to the high latitude Birkeland current that is
of the correct polarity to close part of the bow shock current.Moreover,

the model results indicate that some of this Birkeland current is on
open field lines, poleward of the Region 1 currents. Given observations
of the predicted bow shock current, a Birkeland current on open field
lines of the correct polarity and magnitude to close the bow shock
current at least partially, and support from a global MHD simulation
showing the same results, we believe that the evidence is strongly in
favor of the closure through the polar cap ionosphere of at least part
of the bow shock current.

Many questions remain about bow shock current closure. If the
bow shock current is closing in part through the ionosphere with the
Birkeland currents, where does it cross the magnetosheath? Does it
flow back towards the nightside first, or does it begin to flow along
open field lines on or close to the dayside? The relationship of the
bow shock current with the Chapman-Ferraro current, and what
role the magnetopause plays or does not play in bow shock current
closure, should also be investigated. It is probable that the nature
of this closure depends largely on prevailing conditions. The IMF
clock angle dictates the direction of the bow shock current and thus
clearly regulates its closure. The magnetosonic Mach number may be
particularly important, since it affects the location of the primary force
exerted on the solar wind and the main dynamo in the system. In
addition, ionospheric conductance must influence the ability of the
bow shock current to close into the polar cap. The fraction of the
bow shock current that closes into the ionosphere could also vary,
depending on the state of the magnetosphere. Further study is needed
to examine the interconnected system of currents, conductance, and
solar wind conditions.
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Sunspot records reveal that whilst the Sun has an approximately 11 year cycle of
activity, no two cycles are of the same duration. Since this activity is a direct driver of
space weather at Earth, this presents an operational challenge to quantifying space
weather risk. We recently showed that the Hilbert transform of the sunspot record
can be used to map the variable cycle length onto a regular “clock” where each
cycle has the same duration in Hilbert analytic phase. Extreme geomagnetic storms
rarely occur within the quiet part of the cycle which is a fixed interval of analytic
phase on the clock; there is a clear active-quiet switch-off and quiet-active switch-
on of activity. Here we show how the times of the switch-on/off can be determined
directly from the sunspot time-series, without requiring a Hilbert transform. We
propose amethod-charting-that can be used to combine observations, and reports
of societal impacts, to improve our understanding of space weather risk.

KEYWORDS

solar cycle, space weather, geomagnetic storms, Hilbert transform, sunspot record,
Gleissberg cycle

1 Introduction

Extreme space weather storms can disrupt power distribution, communication, aviation
and satellites. They are directly driven by solar activity, but the severity of the technological
and societal impact of a geomagnetic storm depends on many factors, from the amplitude of
structure emitted from the corona, to how it propagates from Sun to Earth, how it interacts
with the magnetosphere of the Earth (Yermolaev et al., 2013; Hathaway, 2015; Baker and
Lanzerotti, 2016), and where geographically the maximum ground induced currents occur
(Thomson et al., 2010). The largest events can result in significant societal impact and financial
loss (Oughton et al., 2016; Oughton et al., 2017; Hapgood, 2019).

Decision making for mitigating the effects of space weather is supported by 1) forecasts
of individual events that use modelling to map forwards in time a prediction of how a given
space weather event will evolve in time and 2) risk estimates, that is, probabilistic estimates
of the likelihood of occurrence of events of a given severity. The first of these supports real-
time operational decisions, whereas the latter provides guidance on planning and preparedness
which necessarily must balance resilience against cost. It is the latter that is the topic of this
paper.

Risk estimates for extreme space weather events are usually aggregated over
multiple solar cycles, (Siscoe, 1976; Silbergleit, 1996; Silbergleit, 1999; Thomson et al.,
2011; Riley, 2012; Riley and Love, 2016; Chapman et al., 2020a), which improves the
statistical sample size at the expense of averaging over different levels of solar activity.
Risk estimates suggest that geomagnetic storms are more likely in the active phase
of the cycle (Tsubouchi and Omura, 2007) and this solar cycle modulation appears
to be stronger for the more extreme events (Tsurutani et al., 2006; Chapman et al.,
2020b). However, extreme events are rare, so that statistical quantification of the solar
cycle variation of their occurrence probability is challenging (Riley and Love, 2016).
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Each solar cycle differs in its duration and amplitude [see
e.g., (Hathaway, 2015; Russell et al., 2019)] and overall geomagnetic
activity tracks this variation both within and between solar cycles
(Chapman et al., 2018b; Lockwood et al., 2018; Bergin et al., 2022).
Quantifying the solar cycle dependence of the risk of extreme
space weather events therefore requires timing the start and
end of each 11 year cycle. Sunspot data can be used to time
solar cycles [e.g., Owens et al. (2011)] to facilitate comparison of
long-term observations across multiple cycles. Cycle terminators
(McIntosh et al., 2014; McIntosh and Leamon, 2014; McIntosh et al.,
2019) have been identified based on multiple observations of coronal
magnetic activity, they coincide with a rapid “switch-on” of activity.
Recently Chapman et al. (2020b) used the Hilbert transform of
smoothed sunspot number (SSN) to map the non-uniform duration
solar cycle onto a uniform interval 2π of analytic phase. This
provides a regular clock for the solar cycle which can be used to
organise long-term observations of solar and geomagnetic activity.
From the solar clock, a clear quiet interval in the solar cycle can
be identified, with a switch-on of activity at the terminators, and
a switch-off that occurs at an analytic phase ∼4π/5 earlier, which
would correspond to a duration of the quiet interval of 4.4 years in an
exactly 11 year cycle. This switch-on and switch-off can be identified
as sharp changes in multiple indicators of solar and geomagnetic
activity (Chapman et al., 2020b; Leamon et al., 2022), suggesting that
there is a clear demarcation between active and quiet phases of the
cycle.

In this paper we will map back from the phase of the solar
cycle clock to the time domain. This provides a cycle-by-cycle chart
which can be used to integrate heterogeneous information. On
the one hand, long-term observations, such as the time-series of
geomagnetic indices, can form the basis of statistical quantification
of risk (i.e., event return times). On the other hand, information
that is partially qualitative, such as reports of technological impacts,
historical auroral sightings, and lists of the most severe storms
based on a variety of indicators [e.g., Knipp et al. (2021); Cliver
and Svalgaard (2004)], contain valuable information about the
potential hazard [e.g., Mitchell-Wallace et al. (2017)], of extreme
space weather events. Charting provides a method to combine this
information.

Extreme events have occurred in quiet conditions so that their risk
is never zero (Thomson et al., 2010).There have been several instances
where extreme storms have occurred under relatively quiet conditions,
that is, not at solar maximum. The most notable of these are the 1903
event (Hayakawa et al., 2020) and the 2012 Carrington class storm
that missed the Earth (Baker et al., 2013). We will see that these are
examples of events that did not occur during the quiet interval, but
that can occur just before/after the switch-off/on of activity.

Quantifying, and potentially predicting, the switch-off and switch-
on of activity is thus of key importance to space weather resilience
planning. It has the potential to translate an overall awareness of a solar
cycle modulation of risk, into a quantitative estimate of the specific
time intervals when the risk is high or low. Whilst it is possible to
directly extrapolate the analytic phase forwards to make a prediction
(Leamon et al., 2020), the well known edge effects of the Hilbert
transform [e.g., Boashash (1992)] can introduce subtle systematic
errors (Booth, 2021; Leamon et al., 2021). In this paper we show how
the switch-on and switch-off can be directly estimated from the SSN
time-series, without recourse to a Hilbert transform.

The organization of the paper is as follows. Section 2 introduces
the data and provides a brief summary of how the Sun clock is
constructed using Hilbert transform of the sunspot number (SSN)
record. Section 3.1 details how the solar cycle switch-on and switch-
off times can be directly read-off the SSN time-series. Section 3.2
discusses charting as a method to integrate heterogeneous data. This
is followed by a summary.

2 Methods

2.1 Data

We will determine the activity switch-on and switch-off times
direct from the SILSO SSN version 2.0 record. Monthly sunspot
observations are available since 1749 and daily sunspot number
are available since 1818; data downloaded to 28 August 2022. To
identify active times we will use geomagnetic indices definitive and
preliminary data. The aa index is available since 1868, downloaded
to 28 August 2022 and the Dst index is available since 1957,
downloaded to 31 December 2021. The aa index (units, nT) (Mayaud,
1980) is discretized in amplitude (Bubenik and Fraser-Smith, 1977;
Chapman et al., 2020a) so that throughout this paper we will consider
days within which the aa exceeds a given threshold as an activity
indicator, rather than the peak aa value. Other data and lists of events
will be introduced as they are used.

2.2 Solar clock via Hilbert transform

A time-series S(t) can be expressed in terms of a time-varying
amplitude A(t) and phase ϕ(t) by obtaining its analytic signal (Gabor,
1946; Boashash, 1992) A(t) exp [iϕ(t)] = S(t) + iH(t) where H(t) is the
Hilbert transformof S(t). It is routinely used to test for synchronisation
[e.g., Chapman et al. (2018a)] and for amplitude-frequency (Palŭs and
Notovna, 1999) and mode-mode (Vecchio et al., 2017) relationships.
Here it maps the variable duration of each solar cycle into a
corresponding uniform 0 to 2π phase interval.

In this paper we will use both daily and monthly sunspot
number for S(t). After 1818, we construct the solar cycle clock using
daily sunspot number as described in Chapman et al. (2020b), again
workingwith the 180 days smoothed daily sunspot number. Post 1749,
we work with the 13 month smoothed monthly sunspot number. For
both these time-series we obtain the slow trend by performing a robust
local linear regression which down-weights outliers (“rlowess”) using
a 40 year span (or window). The procedure is shown in Figure 1 for
the monthly sunspot number record. Panel (a) plots the monthly
sunspot number (black dots), its 13 month running mean (red line)
and the 40 year slow trend (blue). We found previously [Figure 13
of (Chapman et al., 2021)] that this slow trend simply tracks the
Gleissberg cycle (Gleissberg, 1967). The results are robust for a
reasonable range of the spans over which the running mean and slow
trend are obtained, the times of occurrence of the terminators obtained
from themonthly sunspot number vary within ±2months for running
mean span in the range 6–25 months and for slow trend span in the
range 30–60 years.

For the analytic signal to be meaningful we require an oscillatory,
albeit irregular, signal that crosses zero every half cycle as input. We
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FIGURE 1
Analytic signal of the monthly sunspot record time-series. Monthly sunspot number (black dots) and its 13 month running mean (red) are plotted: (A) with
the slow trend (blue), the 40 year window local linear regression of monthly sunspot number. (B) with the slow trend subtracted. This is Hilbert transformed
to obtain the analytic signal with amplitude (C) and phase (D). In (D), solar maxima and minima are indicated by the red and green circled asterisks
respectively, terminators by yellow diamonds. Zero phase is set at the average of the terminator times from McIntosh et al. (2019). Horizontal lines are at
phases zero (terminator, red) and −4π/5 (pre-terminator, green).

therefore work with the SSN smoothed sufficiently to remove fast
fluctuations from which a slow trend is then subtracted [see e.g.,
Chapman et al. (2018a); Boashash (1992); Chapman et al. (2020b)].
Panel (b) plots the slow trend subtracted 13 month running average
smoothed SSN. This is Hilbert transformed and panel (c) and (d)
plot the analytic signal amplitude A(t) and phase ϕ(t) respectively.
We can plot any other quantity on these plots for which we have
an occurrence time, here, we plot the solar maxima and minima
(red/green circles around black asterisks). The yellow diamonds
indicate cycle terminators identified in (McIntosh et al., 2019); we set
zero phase at the average of these.

The switch-off (pre-terminators) and switch-on (terminators)
[see Chapman et al. (2020b)] are at analytic phases −4π/5 and zero,
indicated by horizontal green and red and lines respectively on Panel
(d) of Figure 1. These bracket the quiet intervals of each solar cycle.
They are identified by inspection of the solar cycle clock as shown
here in Figure 2 [see Chapman et al. (2020b) for a statistical analysis].
The Figure 2 solar cycle clock summarizes the rationale for these

particular values of analytic phase; it is a composite of results presented
in (Chapman et al., 2020b) which has also been updated with current
data. The clock plots as its angular coordinate the analytic phase
with time increasing clockwise. It has been constructed from the
daily SSN since 1818 and can overplot observations from the last
18 Schwabe cycles. The maxima and minima of these 18 cycles are
shown in red and green circles respectively, along with their average
phases (black lines). The terminators, identified for the last 12 cycles
by McIntosh et al. (2019) are plotted (blue circles) with their average
(red line). The terminator average phase estimates the switch-on of
activity.

We plot long-term observations on the clock; binned occurrences
of solar flares (6 month binned GOES X-ray flux catalog, four cycles),
the F10.7 index time-series [daily solar radio flux at 10.7 cm, six
cycles (Tapping, 2013)] (blue dots). Activity in the aa index (14
cycles) is indicated by plotting black dots arranged on concentric
circles at any day when aa > 100,200,300,400,500,600 nT so that
extreme events appear as outward radiating “spokes”. We can then
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FIGURE 2
Solar cycle clock. Increasing time (analytic phase) is read clockwise. The clock shown is obtained from the daily sunspot number record since 1818. Analytic
phases of the maxima and minima of the last 18 solar cycles are indicated by red and green circles respectively and the blue circles indicate terminators for
the last 12 solar cycles (McIntosh et al., 2019). Black lines indicate the average analytic phase for the maxima and minima. A red line indicates the average
analytic phase of the terminators. The pre-terminator (green line) is at a phase −4π/5 w.r.t. the terminator. Black dots arranged on concentric circles where
increasing radius indicates aa values which in any given day exceeded 100, 200, 300, 400, 500, 600 nT. Blue dots overplot daily F10.7 and overplotted red,
blue and green histograms show counts in non-overlapping (normalized) 3-month long bins for X-class, M-Class and C-class flare occurrence (scaled
relative to each other in ratio 75:500:2000).

see that there is an increase (switch-on) in activity just following
the terminator. By inspection, activity declines (switch-off) around
the pre-terminator (green line) which we simply identified as being
−4π/5 in phase w.r.t the terminator, this locates the switch-off and
switch-on at approximately ±2π/5 either side of the average phase of
the minimum [see (Chapman et al., 2020b)]. Both the switch-on and
switch-off provide approximatemarkers that bracket the quiet interval
of the cycle which we now map back into the time domain.

3 Results

3.1 Activity switch-off/on direct from
the sunspot record

The occurrence times of the pre-terminators (switch-off) and
terminators (switch-on) are essentially read off Panel (d) of Figure 1
across the entire monthly sunspot record from 1750. To improve
accuracy, the 13 month smoothed SSN was up-sampled by a factor
of 10 in time resolution by linear interpolation in determining these
occurrence times. The times of the pre-terminators (switch-off) are
when the analytic phase crosses −4π/5 and all the terminators (switch-
on) are at phase zero.

In Figure 3 the pre-terminators (switch-off) and terminators
(switch-on) are mapped back onto the SSN time-series. Panel (a)

and (b) of Figure 3 show that the terminators (red lines/circles)
occur just before the 13 month smoothed monthly SSN up-crosses
its slow trend. The pre-terminators (green lines/circles) occur after
the corresponding down-crossing. This immediately suggests a
straightforward method to roughly estimate these occurrence times
direct from the SSN record, without first performing a Hilbert
transform to obtain the analytic phase. In Panel (c) of Figure 3, the
black crosses provide a rough estimate of the switch-on as occurring
when the smoothed SSN up-crosses the slow trend, and the switch-
off as occurring 12 months after the SSN down-crosses the slow trend.
We can see that these rough estimates correspond quite closely to the
actual terminator and pre-terminator occurrence times found from
the analytic phase via Hilbert transform. For example, the terminator
that ends cycle 24 and starts cycle 25 is found from the Hilbert
transform to be at decimal year 2021.3, whereas the up-crossing is at
2021.5 We emphasise that the analytic phase determined by Hilbert
transform is relative, to plot a phase value we have chosen a reference,
here we set the phase to zero at the average phase of the terminators
found by (McIntosh et al., 2019). The times at which the terminators
and pre-terminators occur are independent of how the reference phase
is chosen.

In identifying the pre-terminators (switch-off) and terminators
(switch-on) times directly from the SSN time-series we exploited the
fact that they occur close to the down-and up-crossings respectively
of the slow trend by the smoothed SSN. We would expect a linear
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FIGURE 3
Switch-on and switch-off times overplotted on the monthly sunspot record. The 13 month running mean of the monthly sunspot number (red) and its
40 year (lowess) slow trend (blue) are overplotted on the quiet intervals (grey shading) between each pre-terminator and terminator. (A) also plots the
monthly sunspot number (black dots) and vertical lines indicating the pre-terminators (green) and terminators (red) at the start and end of each quiet
interval. (B) overplots circles on the 13 month running mean of the monthly SSN when the pre-terminators (green circles) and terminators (red circles)
occur, that is, when the analytic phase is at −4π/5 and zero respectively. (C) is the same as (B) except that it also overplots (black crosses) estimates of the
pre-terminators and terminators based solely on the monthly sunspot record; these are at the value of the 13 month smoothed SSN 12 month after the SSN
down-crosses the slow trend (for the pre-terminators) and at the time when the SSN up-crosses the slow trend (for the terminators).

FIGURE 4
The slow trend predicts the smoothed sunspot number at the switch-off and switch-on of activity. Linear regression of 13 month smoothed sunspot
number on its slow (40 year rlowess) trend (left) at the pre-terminators and (right) at the terminators. Best fit line (solid black line) and 95% confidence
bounds (dashed black lines) are overplotted on the data (blue circles). The R2 of each fit is indicated.

relationship between smoothed SSN and SSN slow trend to hold if
we are sufficiently close to the times where they cross each other
and share the same value. In Figure 4 we test to what extent the
pre-terminators and terminators are within this linear regime. We
performed a linear regression of the 13 month smoothed sunspot

number on the slow trend for values determined at the pre-
terminators (left panel) and terminators (right panel). The coefficients
with 95% confidence bounds for the line y = a (x− b) are for the
terminators: a = 0.89(0.85,0.93); b = −0.60(−3.75,2.56) and the pre-
terminators a = 0.70(0.56,0.84); b = 12.13(−1.07,25.34).The values of
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FIGURE 5
Charting solar cycle dependence of space weather impacts. The analytic phase of the monthly, and after 1818, daily SSN is plotted versus time. In all panels
horizontal lines for phase −4π/5 (green) and zero (red) indicate the switch-off (pre-terminators) and switch-on (terminators) of activity. The black crosses
are estimates of the switch-on/off times obtained directly from the monthly SSN as in Figure 3. (A): Solar maxima and minima are plotted as red and green
circled black asterisks respectively. Extreme space weather events are plotted on the chart. These are as follows. (A, B): Red 5-pointed stars plot days when
Dst <−250 nT. Diamonds plot days when the aa index has exceeded 300, 400, 500, and 600 nT (green, orange, cyan, and black). (A, C): Blue and green
circles from Table 1 and Table 2 of Knipp et al. (2021). Red 6-pointed star: a moderate December 2006 event discussed by Knipp et al. (2021). Green
squares: Tables I, III, IV, and VII of Cliver and Svalgaard (2004). Red squares: Table 1 of Love (2021). Black 6-pointed star: July 2012 Carrington class event
that missed the Earth Baker et al. (2013).

the coefficient of determination, R2 of 0.83 and 0.99 for the pre-
terminators and terminators respectively, suggest that they are indeed
both within this linear regime. The linear relationship is stronger
for the terminators as they are closer to the up-crossings than the
pre-terminators are to the down-crossings. These linear relationships
between smoothed and slow trend SSN then could form the basis
of a method to translate forward predictions of the SSN into a
prediction of when the next switch-off or switch-on of activity will
occur. A forward prediction of the SSN would provide a prediction

of both the slow trend and the 13 month smoothed SSN, when these
two values satisfy the linear relationships in Figure 4, they predict
the next switch-on or switch-off (where the 13 month smoothed
SSN up-crosses or down-crosses the slow trend respectively). The
uncertainties of this prediction are given by the 95% confidence
bounds on the linear fit coefficients stated above, and can be read off
the 95% confidence bounds plotted in Figure 4. These uncertainties
would need to be combined with that of the underlying prediction of
the SSN.
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3.2 Charting

Both quantitative observations of geomagnetic activity, and
qualitative indicators of space weather impacts, contain useful
information in assessing risk, and relating it to hazard. Charting offers
a method to combine this information on a cycle-by-cycle basis.
Figure 5 charts the last 24 Schwabe cycles. Each of the panels plots
analytic phase versus time for the monthly, and overplotted, the daily
SSN. Solar cycle maxima and minima are plotted in Panel (a) for
reference. The analytic phases zero and −4π/5, that is, the switch-on
and switch off obtained via Hilbert transform of the SSN as described
above, are indicated with horizontal red and green lines respectively.
Estimates of the switch-on and switch-off times, obtained directly
from the SSN timeseries as detailed in Figure 3, are indicated by black
crosses. These bracket the quiet interval of activity.

In Panel (b) we plot indicators of extreme space weather activity
obtained directly from geomagnetic index time-series. Red 5-pointed
stars plot days when Dst < −250 nT. This may plot more than one star
for an intense storm that lasts several days. Days when the aa index
has exceeded 300,400,500,600 nT are plotted as diamonds, coloured
green, orange, cyan, and black respectively. There is one extreme event
during the quiet interval in 1986 [the event noted by Thomson et al.
(2010)] and two more moderate events in 1944 and 1963.

We can instead plot notable storms that have been identified using
a variety of different criteria. In Panel (c) we plot the following notable
storms. The green squares plot events from Tables I, III, IV, and VII of
Cliver and Svalgaard (2004). These range from storms seen in a single
ground based magnetometer station that correlate with preceeding
solar flares, to low latitude aurorae. The red squares plot the most
intense storms in each solar cycle from cycle 14 on, identified from
ground magnetograms and the Dst index in Table 1 of Love (2021).
Blue and green circles are Table 1 (low latitude aurorae) and Table 2
(CSAGI list, storms which were associated with disruptive technology
effects) respectively of Knipp et al. (2021). None of these events occur
in the quiet interval.

We overplot all of the events in Panels (b) and (c) on Panel (a).
These are heterogeneous data which could not be readily combined in
a statistical study to quantify risk. Importantly, the effective “coverage”
is not uniform in time, it depends on availability of observations, and
in assessing impact, the nature and prevalence of technology which
has evolved significantly over the last two centuries. Nevertheless,
the chart provides a useful method to bring together and summarize
these distinct classes of information. We can see that extreme events
within the quiet interval are quite rare, but importantly, some of the
most intense events can occur right at the boundaries of the quiet
interval. For example, the “quiet time” 1903 event Hayakawa et al.
(2020) which is an aa > 600 nT event (black diamond) and which
features in multiple Tables of notable events is just at the switch-on.
The black 6-pointed star plots the July 2012 Carrington class event that
missed the earth Baker et al. (2013) in Panel (a) and although it is not
at solar maximum, it is within the active interval.

The chart shown in Figure 5 focuses on the most extreme events.
These are more clearly organised by the Schwabe cycle than more
moderate events (Tsurutani et al., 2006; Chapman et al., 2020b). The
27-days recurrence (solar rotation) seen in the aa index has a Hale
cycle dependence (Sargent, 1985; 2021).This can be clearly resolved as
a Hale cycle modulated declining phase in the approximately 22 year

Hale cycle clock (Chapman et al., 2021). The occurrence of extreme
events, as identified in geomagnetic index time-series, show the same
solar cycle ordering as solar flare occurrence as can be seen in Figure 3
[see also (Chapman et al., 2020b)], albeit over four cycles of X-ray
flux observations. This is consistent with the idea that more moderate
events are more likely to be associated with Hale cycle modulated high
speed streams. Further work is needed to develop a chart appropriate
for more moderate events; important since these can be disruptive
to technology. An example is indicated in Panel (a) of Figure 5 by
the red 6-pointed star which is a December 2006 event discussed by
Knipp et al. (2021) which, whilst having moderate Dst = - 147 nT had
technological impact.

4 Summary and discussion

This paper is focused on how rare, extreme space weather storms
are ordered by the Schwabe solar cycle. No two Schwabe cycles are of
the same duration, but the Hilbert transform of the sunspot number
(SSN) record can be used tomap the non-uniform cycle duration onto
a uniform 0 to 2π interval of analytic phase. The quiet interval of the
solar cycle is located at a fixed phase interval of this solar cycle clock
(Chapman et al., 2020b). In this paper the switch-off and switch-on of
activity that bracket the quiet interval of the cycle are mapped from
the clock (their analytic phases) back into the time-domain, to create
a cycle-by-cycle chart of activity.

Once the chart is constructed from the SSN record, any event
which has a known time of occurrence can be plotted on the chart.
It thus provides a method to combine heterogeneous information.
Space weather risk is routinely estimated from the statistics of
events identified in long-term geomagnetic indices (Siscoe, 1976;
Silbergleit, 1996; Silbergleit, 1999; Thomson et al., 2011; Riley, 2012;
Riley and Love, 2016; Chapman et al., 2020a). Information on space
weather hazard on the other hand is embodied in narratives around
impacts on technological systems, economic, and societal impacts
(Knipp et al., 2016; Knipp et al., 2021; Hapgood, 2019; Oughton et al.,
2016; Oughton et al., 2017). It is well understood that the relationship
between these is non-trivial, and solar cycle charting has the potential
to yield new insights by combining this information.

When lists of the most notable storms are charted, none are found
to occur in the quiet interval. Extreme events identified in geomagnetic
indices only rarely occur in the quiet interval but the chance is
not zero. There are examples of extreme events previously noted
as occurring away from solar maximum, which when charted are
found to be outside the quiet interval. One example is the Carrington
class 2012 event that missed the Earth (Baker et al., 2013). Another
is the 1903 event (Hayakawa et al., 2020) which occurred just at the
switch-on. The fact that some of the most extreme events are found
just at the boundary of the switch-off/on of activity underlines the
need to quantify, and ideally predict, the switch-off and switch on
times.

This paper shows how the switch-off and switch-on times can
be extracted direct from the SSN time-series, without recourse to a
Hilbert transform. They can be located with reference to the times
at which the smoothed SSN crosses its (40 year smoothed, Gleissberg
cycle tracking) slow trend. A rough approximation is that the switch-
on is when the smoothed SSN up-crosses its slow trend, and that
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the switch-off occurs 12 months after the down-crossing. There is no
unique method for predicting the next activity switch-off/on from
the SSN. The appropriate method will depend on the time horizon
required for the prediction. If this time horizon is several years in
advance of the times where the smoothed SSN up- or down-crosses
its slow trend, then a full prediction of the non-linearly varying SSN
is required. However, for a prediction horizon of perhaps less than
a year, a simple linear extrapolation of the smoothed SSN and the
slow trend may suffice. The linear relationships found here between
smoothed SSN and slow trend at the switch-off/on would form part of
this prediction. As extreme events have occurred close to the switch-
off and switch-on times, these linear relationships could also be used to
add a safetymargin to any prediction based on forwards extrapolation.
Determining the optimal methodology for such a prediction, and
quantifying its accuracy and skilfulness is the topic of future
work.

Finally, the locations of the switch-on and switch-off are estimated
to be at particular fixed values of the analytic phase of the
smoothed SSN, based on an 11 year Schwabe cycle (Chapman et al.,
2020b). Whilst this orders the most extreme events, more moderate
events have a Hale cycle dependence in their occurrence likelihood
(Chapman et al., 2021). A variety of indicators of solar output are
found to exhibit sharp changes at the switch-off (pre-terminator)
and switch-on (terminator) of activity (Chapman et al., 2020b;
Leamon et al., 2022), offering new insights into the physics of
the solar cycle of activity. The estimated switch-on and switch-
off times may change when our physical understanding is more
complete.
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