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Editorial on the Research Topic 


Advances in mathematical and computational oncology, volume III


Despite significant advances in the understanding of the principal mechanisms leading to various cancer types, less progress has been made toward developing patient-specific treatments. Advanced mathematical and computational models could play a significant role in examining the most effective patient-specific therapies. Tumors, for example, undergo dynamic spatio-temporal changes, both during their progression and in response to therapies. Multiscale advanced mathematical and computational models could provide the tools to make therapeutic strategies adaptable enough and to address the emerging targets. Similarly, understanding the interrelationship amongst complex biological processes requires analyzing very large databases of cellular pathways. This Research Topic includes contributions to the state of the art and practice in mathematical and computational oncology addressing some of the challenges and difficulties in this field, as well as prototypes, systems, tools, and techniques.

Atsou et al. provided partial differential equations to represent interactions between immune and tumor cells. Introducing the equilibrium state between cancer cell proliferation and the elimination by immune cells, they invented a numerical method that determines the tumor size at the equilibrium from biological parameters. A sensitivity analysis was performed to find that the elimination rate of tumor cells by immune cells and their combinations with other parameters were the most influential factors. This suggests that the most effective strategy in immunotherapies is to act on the immune system rather than the tumor itself.

Chen et al. describes a study that investigated the tumor microenvironment (TME) characterization in gastric cancer (GC) patients and its association with recurrence, survival, and therapeutic response. The study used gene-expression data and clinical annotations from twelve cohorts of GC patients and evaluated the TME characteristics using three computational algorithms. The study developed a TME-classifier, a TME-cluster, and a TME-based risk score to predict recurrence, survival, and response to chemotherapy and immunotherapy. It found that TME characterization was significantly associated with these outcomes and identified subgroups of patients who benefited from different treatments.

Yan et al. provide a timely to the field review on the application of network control methods in personalized cancer genomics. The authors have focused on methods that can be applied to one or few samples from an individual patient, for personalized medicine. Directions for future research are also highlighted providing a useful resource for researchers in the field.

RNA methylation (m6A) plays a significant role in numerous crucial physiological processes. Huang et al. analyze multi-omics data from 568 soft tissue sarcoma (STS) patients to investigate the relationship between m6A mRNA methylation, metabolic pathways, tumor microenvironment (TME), and patient prognosis. Using machine learning algorithms, they identify two distinct subtypes based on m6A-related metabolism and establish a scoring system (m6A-metabolic Score) to predict patient prognosis and immunotherapeutic responses. Additionally, they identify 11 m6A-related metabolic pathways associated with STS prognosis and demonstrate differences in TME characteristics and stemness features between the subtypes. This study provides insights into the potential for targeting m6A-related metabolism in STS treatment and guidance for personalized immunotherapy.

Chang et al. describes the role of DDOST (a protein involved in N-glycosylation) in gliomas, a type of brain tumor. The authors found that DDOST was overexpressed in gliomas and correlated with poor prognosis, tumor grade, IDH status, 1p19q status and MGMT methylation status. They showed that DDOST was associated with the immune microenvironment of gliomas and negatively related to tumor-infiltrating B cells and CD4+ T cells and positively related to CAFs and tumor-associated macrophages. They suggested that DDOST could be an important biomarker for diagnosing and treating gliomas.

Immunotherapy has provided new treatment options for cancer patients, with particular success against melanoma and lung cancer (1). However, response to treatment can vary dramatically, and there are no reliable biomarkers to predict response in a personalized manner. In this context, Yao et al. aimed at exploring novel immunological classifications associated with immunotherapy response through the Single-sample Gene Set Enrichment Analysis (ssGSEA) algorithm. They established a novel score to evaluate the immune-related risk (IRS). This IRS model was linked to prognosis and other tumor characteristics, predicting overall survival and immunotherapy response in non-small cell lung cancer patients.

Chen et al. examined the gene expression patterns of costimulatory molecule genes in patients with stomach adenocarcinoma (STAD) and developed a predictive signature to aid in therapy selection and outcome prediction. The authors conducted the first complete costimulatory molecular analysis in patients with STAD using 60 costimulatory family genes from prior research. They identified nine costimulatory molecular gene pairs (CMGPs) with prognostic value and developed a costimulatory molecule-related prognostic signature that performed well in an external dataset. The signature was proven to be a risk factor independent of the clinical characteristics. A further connection between the signature and immunotherapy response was discovered, suggesting that high-risk patients may have a better prognosis for immunotherapy.

The action of micro-RNAs (miRs) and their target genes during clear cell renal carcinoma (ccRC) progression was investigated by Zamora-Fuentes et al. To identify miRs that may have different roles during cancer progression, they developed a methodology for constructing miR-gene co-expression networks for each progression stage of ccRC, as well as for adjacent-normal renal tissue. Using these networks, they were able to observe those miR-gene interactions that are shared and unique for all the progression stages. The main finding of their study is that although miR-217 is differentially expressed in all contrasts, its targets were different depending on the ccRC stage.

There is a trend in implementing artificial intelligence methods on predicting cancer immunotherapy. Li et al. employed an auto-encoder workflow to extract features from binary genotype data for cancer prognosis prediction. The compressed transformation could better improve the model’s original predictive performance and might avoid an overfitting problem due to the high dimensional data. Similarly, Shen et al. has demonstrated the efficiency of immunotherapy prediction based on artificial intelligence neural network. Their study enrolled 289 lung squamous carcinoma patients who received immunotherapy at Beijing Chest Hospital. With clinic features fed in the training model, the predicted disease control rate (DCR) can reach 0.95. In the work by Zhu et al. the researchers further characterize the tumor microenvironment (TME) of colorectal cancer based on cuproptosis-related molecular pattern. They derived the cuproptosis-related molecular patterns from 1,274 colorectal cancer samples. Such cuproptosis-related features are likely to strengthen our understanding of TME.

Zabor et al. proposes three randomized designs for early phase biomarker-guided oncology clinical trials. The designs use the optimal efficiency predictive probability method to monitor multiple biomarker subpopulations for futility. A simulation study results suggest that potentially smaller phase II trials can be designed using randomization and futility stopping to efficiently obtain more information about both the treatment and control groups prior to phase III study.

Yang et al. use mathematical modeling to explore the emergence of chemoresistance in a breast cancer cell line (MCF-7) treated with doxorubicin. Starting with logistic growth, they assume that a new subpopulation of irreversibly damaged cells is created after each dose. They fit their model to in vitro data and explore the dependence of model parameters on increasing drug dose, inter-treatment interval, and number of doses. This work suggests that longer delays between doses may promote chemoresistance.

A visual nomogram for cancer-specific survival and overall survival is proposed by Wang et al. Using lung neuroendocrine cancer SEER 18 data, they compute the log of the ratio of the number of positive lymph nodes to the number of dissected, non-positive lymph nodes. They then use multivariable Cox regression analysis to construct nomograms to predict survival, and show that its prognostic ability is an improvement over the existing tumor-node-metastasis staging system.

Zhou et al. introduces a framework for conducting landmark mediation survival analyses that incorporate longitudinal assessment of tumor burden in clinical cancer trials. Zhou et al. compare the predictive performance of different tumor response characterizations, including conventional RECIST criteria and longitudinal tumor burden assessments using functional principal component (FPC) scores and integrated response measures. The framework is applied to two colorectal cancer trials, comparing survival prediction with and without longitudinal analysis. The findings show that longitudinal models utilizing FPC scores yield higher predictive accuracy, particularly when tumor burden exhibits U-shaped trends. In cases without U-shaped trends, binary objective response provides limited information. The study highlights the importance of incorporating longitudinal tumor burden data in treatment survival mediation analysis and suggests the practicality of FPC scores for capturing these patterns.

In recent years, natural killer (NK) cells have also emerged as an alternative to T-cell-based immunotherapy, as in cases of secondary resistance to checkpoint blockade therapy (2). NK cells are known to play a protective role in colorectal cancer (CRC), but most patients show limited intra-tumoral NK cell infiltration. In their new study, Shembrey et al. identified a new NK cell-specific gene signature to predict recurrence in colorectal cancer patients. By prioritising genes based on NK-specificity rather than expression level, they increased precision when determining the NK-specific contribution. High NK score was associated with several clinically useful molecular parameters, as well as with improved survival outcomes in CRC patients.

Developing noninvasive markers to assess the tumor microenvironment signature is of great significance in clinical practice. In the study by Li et al., the correlation between radiomics and immune microenvironment was determined using the preoperative PET/CT imaging data and the immunohistochemical results of the immune microenvironment of the pathological tissue after the operation. The main result of this study is that the radiomics score is related to the survival of patients and the benefit of adjuvant chemotherapy.

Some personalized forms of cancer immunotherapy rely on immunoinformatics tools, such as AI-based predictors of peptide-binding to Human Leukocyte Antigen (HLA) receptors (3). Although powerful, these methods can suffer from biases introduced by the limitations of available training sets, as recently demonstrated by Solanki et al. Their analysis showed that the allele-specific tool NetMHC-4.0 has a statistically significant bias towards predicting highly hydrophobic peptides as strong binders to two HLA alleles with differing hydrophobicity requirements. On the other hand, the pan-allele tool NetMHCpan-4.1 provides more reliable predictions, potentially due to the inclusion of immunopeptidomics on the training data.

Hepatocellular carcinoma (HCC) is a common and deadly cancer. Mou et al. focused on lipid metabolism-related genes differentially expressed between primary and metastatic HCC in single-cell RNA sequencing data. From these genes, they further selected 8 genes with a machine learning technique in TCGA bulk-cell RNA sequencing data and constructed a Cox regression model with the selected genes. Surprisingly, this model was validated with ICGC data. Clinical utility was shown in their monogram and decision curve analysis. This study represents an important step forward in the fight against the devastating disease.

Partin et al. presents a novel approach to improve drug response prediction in patient-derived xenografts (PDXs) using neural networks. The authors propose to combine drug descriptors, gene expressions and histology images as inputs for a multimodal neural network (MM-Net) and to augment the data by homogenizing drug representations and doubling drug-pair samples. They show that their method outperforms unimodal neural networks and baselines in terms of prediction performance. The article demonstrates the potential of data augmentation and multimodal learning for advancing cancer research with PDXs.

Agent-based models (ABMs) are effective tools for capturing intratumoral heterogeneity and integrating various scales of tumor dynamics. However, the computational costs of ABMs become expensive when simulating large cell populations, making parameter exploration and calibration challenging. Jain et al. present a novel method called Surrogate Modeling for Reconstructing Parameter Surfaces (SMoRe ParS), which uses surrogate models as intermediaries between ABM inputs and experimental data. The authors demonstrate the effectiveness of SMoRe ParS using an ABM of 3D vascular tumor growth as the computational model and utilized data obtained from tumor xenograft growth experiments as the real-world data. This application is an illustrative example of how SMoRe ParS can effectively connect the outputs of computational models with empirical data.

Deutscher et al. present a hybrid cellular automaton model describing the cancerization of an area due to carcinogen exposure. They focus on tobacco and alcohol exposure and implement a multi-layer perceptron to infer the resulting gene-related changes potentially leading to cancer development. With this model, they explore mutation and phenotypic evolution due to exposure, the effect of tumor excision, and the heterogeneity of clones in emerging tumors. Their results suggest that partial excision can lead to more aggressive recurrence and that tumors mainly form through polyclonality.

Partin et al. present a comprehensive review of machine learning methods for drug response prediction mainly from omics data, with strong attention to deep learning. This review extensively covers deep learning structures such as CNN, graph neural networks, and transformers, as well as learning schemes such as autoencoders, transfer learning, and multi-task learning. Additionally, the authors provide all other aspects of the method development, including data preparation, cancer models, measures of response, representations of drug compounds, cross-validation schemes, baseline models, and useful development practices. This review will be an essential guide for ones who develop and use machine learning for drug response prediction.

A machine learning methodology for the identification of multi-gene predictive biomarkers for targeted cancer drugs was developed by Shin et al. The methodology was applied to identify highly predictive biomarker panels for Hsp90-targeted treatment in prostate cancer from patient-derived proteomic data. The authors were able to identify 5-protein panel biomarker that can predict cancer drug sensitivity. This is a promising approach, however, additional validation on different tumor types and cancer drugs is needed to further establish the usefulness of the method.

Local and regional recurrence of cancer after surgery is a major problem in cancer management, and the means to identify patients who are more likely to have a shorter recurrence are still lacking (4, 5). To address this issue, Abubakar et al. developed a mathematical model of cancer development using Moran and branching processes. The model is fit to historical data on disease-free survival in 27 difference cancer types and is used to estimate the cell turnover rate per month, relative fitness of pre-malignant cells, growth rate and death rate of cancer cells in each cancer type.
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Background

The tumor microenvironment (TME) is crucial for tumor recurrence, prognosis, and therapeutic responses. We comprehensively investigated the TME characterization associated with relapse and survival outcomes of gastric cancer (GC) to predict chemotherapy and immunotherapy response.



Methods

A total of 2,456 GC patients with complete gene-expression data and clinical annotations from twelve cohorts were included. The TME characteristics were evaluated using three proposed computational algorithms. We then developed a TME-classifier, a TME-cluster, and a TME-based risk score for the assessment of tumor recurrence and prognosis in patients with GC to predict chemotherapy and immunotherapy response.



Results

Patients with tumor recurrence presented with inactive immunogenicity, namely, high infiltration of tumor-associated stromal cells, low infiltration of tumor-associated immunoactivated lymphocytes, high stromal score, and low immune score. The TME-classifier of 4 subtypes with distinct clinicopathology, genomic, and molecular characteristics was significantly associated with tumor recurrence (P = 0.002), disease-free survival (DFS, P <0.001), and overall survival (OS, P <0.001) adjusted by confounding variables in 1,193 stage I–III GC patients who underwent potential radical surgery. The TME cluster and TME-based risk score can also predict DFS (P <0.001) and OS (P <0.001). More importantly, we found that patients in the TMEclassifier-A, TMEclassifier-C, and TMEclassifier-D groups benefited from adjuvant chemotherapy, and patients in the TMEclassifier-B group without chemotherapy benefit responded best to pembrolizumab treatment (PD-1 inhibitor), followed by patients in the TMEclassifier-A, while patients in the C and D groups of the TMEclassifier responded poorly to immunotherapy.



Conclusion

We determined that TME characterization is significantly associated with tumor recurrence and prognosis. The TME-classifier we proposed can guide individualized chemotherapy and immunotherapy decision-making.





Keywords: tumor microenvironment, gastric cancer, recurrence, prognosis, chemotherapy, immunotherapy, classifier (classification tool)



Introduction

Gastric cancer (GC) is the fifth most common malignancy and the third leading cause of cancer-related deaths in the world (1). Despite significant advances in early diagnosis and treatment, the 5-year overall survival (OS) rate for patients with local GC remains around 40% in western countries (2, 3). Furthermore, most patients with GC die of tumor recurrence or metastasis (1–3). It has been reported that about 40% of GC patients relapse within 2 years after surgery, which has often been found in peritoneal, hematogenous, and nodal metastases (4, 5). Moreover, the median survival time from recurrence to death is approximately 4–6 months (5, 6). Additionally, with early diagnosis of GC, radical surgery is being performed more frequently, which has resulted in a rapid increase in relapse. Worse yet, there are no effective therapies for GC recurrence (1–7). Therefore, the prediction of GC recurrence in clinical practice seems to be of great importance.

The widespread application of genomic sequencing technology in tumor studies has provided us with possibilities for us to dissect the potential characteristics of the tumor microenvironment (TME) in GC (8–10). The TME, composed of the extracellular matrix, signaling molecules, and non-tumor cells, is heterogeneous. A growing body of evidence has suggested that TME is crucial in tumor progression and therapeutic responses (11–14). For instance, different compositions of tumor-associated cells infiltrating, namely, cytotoxic T cells, follicular helper T cells, natural killer cells, dendritic cells, tumor-associated macrophages, and cancer-associated fibroblasts, in TME are associated with diverse clinical outcomes, chemotherapy benefits, and immunotherapy responses (12–16). Thus, a more in-depth understanding of TME is indispensable and urgent. However, to date, the comprehensive landscape of TME characteristics in tumor recurrence has not been elucidated.

Evaluation of tumor recurrence in GC presents a major challenge. Traditional imaging modalities, such as X-ray, computed tomography (CT), Positron Emission Tomography-Computed Tomography (PET-CT), or ultrasonography, yield unsatisfactory predictions of GC recurrence (17). Additionally, these techniques could only detect metastases after their occurrence, thus delaying treatments. Using liquid biopsy, such as circulating tumor DNA, and radiomics, are the emerging means for detecting recurrence (18, 19). However, both are technically demanding and prone to interference currently. Thus, assessment of GC recurrence-associated TME characteristics and identification of patients at high risk of relapse after definitive therapy have great significance. Increased surveillance and early intervention may improve the quality of life and survival for these patients.

The heterogeneous nature of GC results in diverse clinicopathological and molecular features, which generates greater challenges to individualized diagnosis and treatment (20). Although chemotherapy and immunotherapy have improved survival in some GC patients, they are associated with unavoidable side effects (4, 21). However, only 9% absolute benefit is observed from adjuvant chemotherapy compared with the surgery-only group, and only 10–26% objective response rate is achieved in GC patients treated with immune checkpoint blockade (ICB), such as anti-programmed cell death protein 1 (PD-1) and anti-programmed death-ligand 1 (PD-L1) (4, 21–23). A considerable number of patients do not benefit from these treatments, suggesting that they could be spared from excessive intervention. Therefore, it is rewarding to identify patients with a response or resistance to specific treatments before initiation.

Recently, several molecular classification systems have been proposed for individualized diagnosis and treatment based on whole-genome and transcriptome data (8, 24–26). The Asian Cancer Research Group (ACRG) divided GC into 4 subtypes: microsatellite instability (MSI), mesenchymal transition (EMT), microsatellite stability/the tumor protein 53-active (MSS/TP53+), and microsatellite stability/the tumor protein 53-inactive (MSS/TP53−) (24). Alternatively, the Cancer Genome Atlas (TCGA) proposed four molecular subtypes: Epstein–Barr virus (EBV)-positive, microsatellite instability (MSI), genomically stable (GS), and chromosomal instability (CIN) (25). Subsequent studies defined other classification models based on tumor-associated infiltrating cells or mesenchymal–epithelial phenotypes (8, 24). However, the association between TME and GC recurrence has not been thoroughly explored in these studies.

The widely used algorithms, namely, CIBERSORT, MCPcounter, and ESTIMATE, have enabled us to explore the relationship between TME and tumor recurrence, survival, and therapeutic responses from bulk gene expression data recently (27–29). However, there are some differences in the cell compositions and data types calculated using different algorithms. Thus, a combination of multiple algorithms can complement each other and strengthen the conclusion, which may provide a better characterization of the TME.

In this work, we systematically evaluated the cellular component and prognostic landscape of the TME associated with GC relapse using three proposed computational algorithms (27–29). We next proposed a TME classifier composed of 4 subtypes associated with tumor recurrence and then validated its prognostic value for disease-free survival (DFS) and overall survival (OS) in multiple independent cohorts with 2,411 patients. Moreover, a novel classification system was observed with distinct clinicopathology, molecular, genomic, and epigenetic characteristics. Furthermore, we developed a TME-based risk score to predict DFS and OS, and confirmed that a TME-cluster of 3 phenotypes could predict DFS. Importantly, the TME classifier of the 4 subtypes we proposed could predict chemotherapy and immunotherapy responses.



Materials and Methods


Gastric Cancer Datasets and Clinical–Genomic Information

We conducted a systematic search for GC gene expression dataset, which were publicly accessible and had complete clinical annotations. Cases without survival information were excluded from further analysis. Totally, we achieved eleven cohorts of 2,411 patients with GC for this study: GSE62254/ACRG, GSE26253/SMC, GSE13861/YUHS, GSE26899/KUGH, GSE26901/KUCM, GSE15460/SGP, GSE28541/MDACC, GSE29272/TYB, GSE57308/CGH, GSE84437/KOREA, and TCGA-STAD. Raw data for the microarray datasets generated by Affymetrix or Illumina platform were screened from the Gene-Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/), and processed for background adjustment, quantile normalization, and final summarization by Perl software and limma packages. The corresponding clinical information was downloaded or manually registered from the item page in the GEO dataset website. For some series whose clinical data could not be obtained through the aforementioned methods, we retrieved the exact clinical information from the supplementary materials of relevant published papers (26, 30, 31). Level 4 gene-expression profile (FPKM normalized) and corresponding clinical data of The Cancer Genome Atlas (TCGA) were downloaded from the Genomic Data Commons (https://portal.gdc.cancer.gov/). Missing or updated clinical–genomic data was replenished from the UCSC Xena browser (GDC hub: https://gdc.xenahubs.net) and cBio Cancer Genomics Portal (cBioPortal: https://www.cbioportal.org/). DFS was defined as the time to recurrence at any site. OS was defined as the time to death from any cause. Among them, relapse information was recorded for six cohorts of ACRG, SMC, YUHS, KUGH, KUCM, and TCGA-STAD.

All patients except for the SGP cohort were reported with or without an operation note. Most patients were classified according to the American Joint Committee on Cancer (AJCC) 6th edition or 7th edition (32, 33). We redefined patients into the AJCC 8th edition based on the status of tumor-node-metastasis (TNM) available when necessary, with accuracy as the first criterion (34). Under these circumstances, we defined four meta-cohorts (A, B, C, and D) using cases with specific characteristics from the aforementioned eleven cohorts. The meta-cohort A (1,193 patients) included stage I–III patients with relapse records after potential radical surgery based on the AJCC 8th edition. The meta-cohort B (1,365 patients) included stage I–IV patients from six cohorts of ACRG, SMC, YUHS, KUGH, KUCM, and TCGA-STAD. The meta-cohort C (1,046 patients) included stage I–IV patients from five cohorts of SGP, MDACC, TYB, CGH, and Korea. The meta-cohort D (2,411 patients) consisted of meta-cohorts B and C. Adjuvant chemotherapy was mainly fluorouracil-based and was available in six cohorts: ACRG, SMC, YUHS, KUGH, KUCM, and MDACC.



Gastric Cancer Dataset With PD-1 Inhibition Treatment

The original paired gene sequence and corresponding clinical information of the PRJEB25780 cohort (pembrolizumab treatment) were downloaded from the European Bioinformatics Institute (EMBL-EBI) database (https://www.ebi.ac.uk/). The adapter and low-quality sequences were removed from the raw data using Trim Galore software. The quality of the samples after filtration was checked and adjusted by the FastQC software. Clean reads were compared with the human genome (HG38 version) using HISAT2 software, and then a read count of gene expression was generated using FeatureCounts software. Finally, the gene expression profile was normalized by the limma package.



Tumor Microenvironment Infiltrating Cells Dissecting

To quantify the composition of tumor-associated infiltrating cells in the GC samples, two proposed computational algorithms, CIBERSORT and Microenvironment Cell Populations-counter (MCPcounter), were conducted (27, 28). Based on the gene expression profiles, the CIBERSORT algorithm was employed to quantify the proportions of tumor-infiltrating immune cells using standard reference files at parameter settings of LM22 signature and 1,000 permutations (27). A total of 22 types of immune cells, namely, naive B and memory B cells, CD8+ T cells, naive CD4+ T cells, resting memory CD4+ T cells, activated memory CD4+ T cells, T follicular helper cells (Tfh), regulatory T cells (Tregs), resting natural killer (NK) cells, activated NK cells, M0 macrophages, M1 macrophages, M2 macrophages, resting dendritic cells (DC), activated DC, resting mast cells, activated mast cells, plasma cells, gamma delta T cells, monocytes, neutrophils, and eosinophils, were obtained through this algorithm (27). Additionally, the absolute abundance of ten kinds of immune-stromal associated cells, including two stromal cells (tumor-associated fibroblasts and endothelial cells) and eight immune cells (CD3 T cells, CD8 T cells, cytotoxic lymphocytes, B cell lineage, NK cells, monocytic lineage, myeloid dendritic cells, and neutrophils), was estimated by the MCPcounter algorithm (28).



Discovery and Validation of the TME-Classifier

The tumor-associated immune and stromal scores representing TME characterization were calculated based on the normalized gene-expression matrix using the ESTIMATE algorithm for each GC sample (29). Subsequently, for each dataset, the expression of the immune-stromal score was transformed into a z-score. We then classified patients into a high-immune group and a low-immune group or a high-stroma group and a low-stroma group using a score of 0 as the cutoff, as described in our published paper (11). Furthermore, we developed a TME-classifier of 4 subtypes based on the aforementioned results: TMEclassifier-A (low-immune and low-stroma score), TMEclassifier-B (high-immune and low-stroma score), TMEclassifier-C (low-immune and high-stroma score), and TMEclassifier-D (high-immune and high-stroma score). Finally, the TME-classifier of 4 subtypes was validated in 12 independent cohorts and 4 meta-cohorts to assess GC recurrence, clinical–genomic characteristics, components of tumor-associated infiltrating cells, DFS, OS, chemotherapy, and immunotherapy responses.



TME-Cluster and TME-Based Risk Score Developing

To further dissect the association between TME characteristics and GC recurrence, we employed an unsupervised consensus clustering algorithm on 22 tumor-associated infiltrating immune cells and 2 tumor-associated infiltrating stromal cells, whose values had been standardized by Z-score and defined the robust subgroup of patients (35). Next, given the diverse prognostic value of the immune and stromal scores described previously, we integrated them into a comprehensive TME-based risk score. The TME risk score was calculated using the following equation: TME risk score = tumor-associated stromal score − tumor-associated immune score. Both the TME-cluster and TME-based risk scores were used to evaluate DFS and OS. Similarly, the TME-cluster of 3 subtypes was used to predict chemotherapy and immunotherapy responses.



Functional Enrichment Analysis

Gene annotation enrichment analysis was performed to gain an in-depth understanding of tumor microenvironment characteristics using the R package clusterProfiler (36). An adjusted P-value of <0.05 was identified as significant. Considering the quantity, quality, completeness, and representativeness of the datasets, gene set enrichment analyses (GSEA) were performed in the TCGA-STAD and KOREA cohorts.



Prediction of Chemotherapy and Immunotherapy Response

We next evaluated the predictive performance of our TME-classifier and TME-cluster on chemotherapy and immunotherapy responses in a meta-cohort of 903 GC with chemotherapy information and the PRJEB25780 cohort with anti-PD-1 treatment. Specifically, Kaplan–Meier curves for overall survival were performed to decide which subgroup of TME-classifier and TME-cluster could benefit from chemotherapy. Moreover, the rate of immunotherapy response, including an objective response rate (ORR), was calculated to be observed in which subgroups of TME-classifier and TME-cluster could benefit from immunotherapy. Meanwhile, the area under the receiver operating characteristic curve (AUC) was used to assess the predictive power.



Statistical Analysis

Continuous variables were compared among groups using the t-test, Mann–Whitney U test, or Kruskal–Wallis test. Enumeration data were compared among groups by the Chi-square or Fisher exact test. All statistical analyses were performed using R software (version 3.5.3), origin software (version 2019b) and SPSS statistical software (version 24.0). A two-sided of P <0.05 was considered statistically significant.




Results


Tumor Microenvironment Characterization Associated With Cancer Recurrence

A total of 2,456 patients from 12 cohorts were included in this study. The clinicopathological and treatment information is presented in Table 1 and Table S1. After preprocessing, 1,193 stage I–III patients with relapse records after potential radical surgery were identified from 6 cohorts, which included ACRG (n = 257), SMC (n = 365), YUHS (n = 55), KUCM (n = 102), KUGH (n = 85), and TCGA-STAD (n = 329). These cohorts and an integrated meta-cohort were used to assess the association between the TME characteristics and tumor recurrence. On the whole, our data showed that patients without recurrence at the last follow-up had an active immune response and inactive immunosuppression (Figures S1, S2). Specifically, significantly higher infiltration of CD4 activated cells, NK activated cells, plasma cells, but significantly lower infiltration of M2 macrophages in patients without recurrence in cohorts of ACRG, TCGA-STAD, SMC, KUCM, and KUGH, separately (Figure S3A). Additionally, patients with recurrence exhibited a significantly higher abundance of tumor-associated stromal cells, including fibroblasts and endothelial cells, in all cohorts, especially ACRG, SMC, KUCM, and KUGH (Figures S2, S3B). Importantly, and believably, a higher stromal score and a lower immune score were found in patients with recurrence (Figures S3C, D).


Table 1 | Clinicopathologic and treatment information of patients with gastric cancer in eleven public cohorts.





TME-Classifier Can Predict Disease-Free Survival and Overall Survival Independent of the TNM Staging

Next, we developed the TME-classifier, which divided patients into 4 subtypes based on the low-high immune and low-high stromal scores (Figures 1A, B). Table S2 contains the exact information of the TME-classifier for 11 cohorts. Most importantly of all, we demonstrated that the TMEclassifier was a robust prognostic biomarker for DFS and OS in multiple cohorts of ACRG, SMC, YUHS, KUGH, KUCM, TCGA, KOREA, SGP, CGH, MDACC, TYB, meta-cohort A, meta-cohort B, meta-cohort C, and meta-cohort D (Figures 1C–J and 2A–H). Although statistical significance was not found in some cohorts due to a small sample or short follow-up period, there was a similar tendency in prognosis: the TMEclassifier-B showed the best prognosis, followed by the TMEclassifier-A, TMEclassifier-D, and then TMEclassifier-C. Tables S3–13 contain a summary of these findings. More importantly, when integrated into a meta-cohort A, a meta-cohort B, a meta-cohort C, and a meta-cohort D, a more robust outcome for TMEclassifier to predict DFS (P <0.001) and OS (P <0.001) in univariate and multivariate Cox analyses was confirmed (Table S14 and Table 2), as demonstrated by the Kaplan–Meier curves (Figures 1, 2).




Figure 1 | Patients were divided into 4 subtypes of TME-classifier, based on the immune score and stromal score (A, B). Kaplan–Meier curves for disease-free survival of patients with stage I–III gastric cancer after potential radical surgery based on TME-classifier in the ACRG (C), SMC (D), YUHS (E), KUGH (F), KUCM (G), and TCGA (H) cohorts. Kaplan–Meier curves for disease-free survival (I), and overall survival (J) of 1,193 patients with stage I–III gastric cancer after potential radical surgery based on TME-classifier in the meta-cohort A.






Figure 2 | Kaplan–Meier curves for overall survival of patients with stage I–IV gastric cancer based on TME-classifier in the KOREA (A), SGP (B), CGH (C), MDACC (D), and TYB (E) cohorts. Kaplan–Meier curves for overall survival (F) of 1,365 patients with stage I–IV gastric cancer based on TME-classifier in the meta-cohort B Kaplan–Meier curves for overall survival (G) of 1,046 patients with stage I–IV gastric cancer based on TME-classifier in the meta-cohort C Kaplan–Meier curves for overall survival (H) of 2,411 patients with stage I–IV gastric cancer based on TME-classifier in the meta-cohort D.




Table 2 | Multivariable cox regression analyses for disease-free survival and overall survival in gastric cancer meta-cohort.





Tumor Microenvironment Landscape of the TME-Classifier

Based on the above phenomenon, we confirmed that TME characterization was closely associated with cancer recurrence and survival outcome. We then screened and analyzed the tumor-associated infiltrating immune-stromal cell landscape of the TME-classifier in 1,193 stage I–III patients with relapse information. Generally, compared with patients in the TMEclassifier-C + D group, we found that patients in the TMEclassifier-B group were characterized by a higher abundance of immunoactivating cells and a lower abundance of immunosuppressive cells. For example, a high abundance of CD8+ T cells, T follicular helper cells, memory CD4 T-activated cells, M1 macrophages, cytotoxic lymphocytes, and NK cells, while a low abundance of M2 macrophages, regulatory T cells, and mast cells were observed in patients of the TMEclassifier-B group (Figure 3A and Figure S4). Additionally, compared with patients in the TMEclassifier-B + C + D group, we found that patients in the TMEclassifier-A group presented the lowest abundance of immune-stromal cells, especially calculated by the MCPcounter algorithm, and the lowest immune-stromal score calculated by the ESTIMATE algorithm, which may be associated with immune deficiency (Figure 3A and Figure S4). Furthermore, compared with the TMEclassifier-A + B group, patients in the TMEclassifier-C + D group showed more characteristics of immunosuppression (high abundance of fibroblasts and endothelial cells, and high stromal score), especially in the TMEclassifier-C group (Figure 3A and Figure S4). Moreover, the findings suggested a complete immunosuppression phenomenon in the TMEclassifier-C group, while there was immunosuppression and immune-activation phenomenon (high immune score and limited immunoactivating cells) in the TMEclassifier-D group (Figure 3A and Figure S4). These results may further explain the different survival outcomes in the 4 subtypes of the TME-classifier.




Figure 3 | Unsupervised clustering of TME cells for 1,193 patients. TME-classifier, TME cluster, survival status, cancer recurrence, stage, histologic subtype, tumor site, age, and sex are shown as annotations (A). TME-classifier differences in the TNM staging (B), cancer recurrence (C), tumor site (D), and histologic subtype (E). Mutation count (F) and TMB score (G) stratified by TME-classifier. Alluvial diagram of TME-classifier in groups with different TME clusters (H), ACRG subtypes (I), TCGA subtypes (J), and EM subtypes (K). ***P<0.001.





Assessing the Clinical, Genomic, and Molecular Characteristics Associated With the TME-Classifier

A higher proportion of earlier-stage GC patients was observed in the TMEclassifier-A + B group (Figure 3B). Moreover, the recurrence rate in the TMEclassifier-C + D group was significantly higher than that in the TMEclassifier-A + B group (Figure 3C). In particular, patients in the TMEclassifier-B group had the lowest recurrence rate. Similarly, we found that GC patients with cancer recurrence in 6 cohorts of ACRG, SMC, YUHS, KUCM, KUGH, and TCGA-STAD, had more patients in the TMEclassifier-C and TMEclassifier-D groups, but had fewer patients in the TMEclassifier-A and TMEclassifier-B groups (Figure S5A). Furthermore, when integrated into meta-cohort A, the number and percentage of TMEclassifier-A and TMEclassifier-B samples were still larger in patients without tumor recurrence (Figures S5B, C). In multivariable logistic regression analyses (Table S15), the TMEclassifier remained a significant predictor (P = 0.002) of GC recurrence after adjusting for clinicopathological factors. Likewise, the tumor location distribution among the 4 subtypes of TME-classifier was consistent (Figure 3D). Additionally, patients in the TMEclassifier-C + D group had a higher proportion of diffuse type GC (Figure 3E). Interestingly, the mutational load (mutation count and TMB) in the TMEclassifier-A + B group, especially group B, was significantly higher than that in the TMEclassifier-C + D group, showing an immunogenicity difference (Figures 3F, G). These statistical comparisons are presented in Table S16.

We also performed a comparison between our classification system and several existing molecular subtypes. Our findings showed that TMEcluster-A and -B groups had a higher degree of overlap with TMEclassifier-A and B groups, while almost all TMEcluster-C patients were observed in TMEclassifier-C and D groups (Figure 3H and Figure S6A). The EMT subtype of the ACRG classification with the worst prognosis had not been detected in patients of the TMEclassifier-A + B group, and patients in the TMEclassifier-B group presented the largest proportion of MSI and MSS/TP53+ subtype, followed by TMEclassifier-A (Figure 3I and Figure S6B). Additionally, we found significantly more patients with the EBV or MSI subtype of the TCGA classification in the TMEclassifier-B group, and a higher percentage of GS subtype was found in the TMEclassifier-C + D group (Figure 3J and Figure S6C). Meanwhile, there was almost no detection of any MP subtype in the TMEclassifier-A + B group, and the lowest proportion of EP cases was found in the TMEclassifier-C group (Figure 3K and Figure S6D). These results were highly consistent and significant, which confirmed the credibility and accuracy of our discovery.



TME Cluster and TME-Based Risk Score Are Markers for Prognosis

Furthermore, we developed a TME cluster and a TME-based risk score as per the aforementioned description. The optimal number of clusters was found to be three, with maximal consensus within clusters and minimal ambiguity among clusters. When compared with the TMEcluster-C group, the TMEcluster-A group presented a higher abundance of immunoactivating cells and a lower abundance of immunosuppressive cells (immune-inflamed phenotype), while the TMEcluster-C group presented the highest abundance of stromal cells and the highest stromal score, which may be associated with an immune excluded phenotype. Moreover, the infiltration of both immune and stromal cells in the TMEcluster-B group was weak (immune-desert phenotype) (Figure 4A and Figure S7). We observed that the TME cluster can predict both DFS and OS in multiple cohorts and the meta-cohort as a supplement to the published results (Figures 4B–G and Figure S8). Additionally, patients were divided into low-risk and high-risk TME scores based on the median value. We found that patients with a high TME risk score had a poor prognosis, as shown by DFS and OS (Figures 5A, B).




Figure 4 | Unsupervised clustering of TME cells for 1,193 patients. TME cluster, TME-classifier, survival status, cancer recurrence, stage, histologic subtype, tumor site, age, and sex are shown as annotations (A). Kaplan–Meier curves for disease-free survival of patients with stage I–IV gastric cancer based on TME-classifier in the ACRG (B), SMC (C), YUHS (D), KUGH (E), KUCM (F), and TCGA (G) cohorts.






Figure 5 | Kaplan–Meier curves for disease-free survival (A) of 1,193 patients with stage I–III gastric cancer after potential radical surgery based on TME risk score. Kaplan–Meier curves for overall survival (B) of 2,411 patients with stage I–IV gastric cancer based on TME risk score. Enrichment plots for upregulation (C, E) and downregulation (D, F) pathways of TME low risk group in the TCGA and KOREA cohorts.





Underlying Mechanism of Tumor Microenvironment Characterization

A comprehensive GSEA analysis was performed between the low and high TME risk scores to identify the underlying mechanisms. We observed significant differences in inflammation-related pathways, chemokine pathways, tumor progression-associated pathways, and metabolic pathways between the low and high TME risk score groups. Patients in the low TME risk score group showed a preferable immunogenicity and tumor suppressive response, which was consistent with a better survival outcome. These results were supported by data from the TCGA and KOREA cohorts (Figures 5C–F).



TME-Classifier Can Predict Chemotherapy and Immunotherapy Responses

Considering the important role of chemotherapeutic agents and immune checkpoint inhibitors in clinical application, we next explored patients whose subtype could benefit from chemotherapy and immunotherapy based on our TME-classifier and TME-cluster. Adjuvant chemotherapy resulted in a significant survival benefit for patients in the TMEclassifier-A, TMEclassifier-C, and TMEclassifier-D groups (Figures 6A, C, D), but not for patients in the TMEclassifier-B group (Figure 6B). Furthermore, forty-five GC patients with complete transcriptome matrix and clinical information were used to evaluate the TMEclassifier characterization for further analysis (Table S1). Interestingly, we found that patients in the TMEclassifier-B group (ORR: 62.5%) without chemotherapy benefit responded best to pembrolizumab treatment (PD-1 inhibitor), followed by the TMEclassifier-A group (ORR: 26.7%), while patients in the TMEclassifier-C (ORR: 14.3%) and TMEclassifier-D (ORR: 13.3%) groups responded poorly to immunotherapy (Figures 6E, F) (P <0.05). We further observed that our TMEclassifier integrated with the TMB score, with an AUC of 0.773, could predict immunotherapy response well (Figure 6G). Additionally, patients in the TMEcluster-A group responded well to chemotherapy and immunotherapy, while patients in the TMEcluster-C group responded to chemotherapy, and patients in the TMEcluster-B group responded poorly to both treatments (Figure S9).




Figure 6 | Predictive relevance of the TME-classifier for the benefit of chemotherapy in stage I–III gastric cancer. Patients of TME-classifier (A, C, D) derived a significant survival benefit from adjuvant chemotherapy (A, C, D). However, patients of TME-classifier B did not benefit from adjuvant chemotherapy (B). Patients in TME-classifier B group respond best to pembrolizumab treatment (PD-1 inhibitor), followed by TMEclassifier-A, TME-classifier C, and TME-classifier D groups (E, F). TMEclassifier integrated with TMB score predict immunotherapy response well (G).






Discussion

In this study, we drew the TME landscape of GC recurrence and confirmed that TME characterization was significantly associated with tumor recurrence. Inactive immune responses and active stromal responses were observed in patients with GC recurrence. Subsequently, we proposed a TMEclassifier of 4 subtypes with distinct clinicopathology, epigenetic and molecular characteristics from multiple cohorts of 2,411 patients with GC. The TMEclassifier yielded results that were comparable with the existing molecular classification systems. Importantly, the TMEclassifier remained a robust prognostic biomarker of DFS and OS when adjusted for other clinical factors. We also confirmed that a TME cluster with 3 subtypes can predict DFS as a supplement to the published study. Furthermore, we developed a TME-based risk score and observed that patients with a high TME risk score had a poor prognosis as shown by DFS and OS. More importantly, we found that patients in the TMEclassifier-A, TMEclassifier-C, and TMEclassifier-D groups benefited from adjuvant chemotherapy, and patients in the TMEclassifier-B group without chemotherapy benefit responded best to pembrolizumab treatment (PD-1 inhibitor), followed by the TMEclassifier-A, while patients in the C and D groups of the TMEclassifier responded poorly to immunotherapy.

We observed that the immune-stromal score on the borderline between the subgroups of the TME-classifier was approximate, which made it difficult to classify patients near the cut-off value, a phenomenon common in any clinical marker. To solve this challenge, future studies should integrate multimodal data, such as radiomics. Moreover, a single algorithm, such as CIBERSORT, may have limitations in distinguishing similar cell types. However, our results, which were based on three algorithms, were similar or almost identical and were validated in 13 cohorts of 2,456 patients with GC, which indicated that our conclusion was relatively correct and well-supported.

Recently, an increasing number of studies have indicated that TME is important in tumor progression and therapeutic responses (11–14, 37–39). Furthermore, our previous works have shown that immune signature is an independent predictor for survival and chemotherapeutic benefits in GC (11, 12, 37, 39). Thompson et al. proposed that increasing CD8 cell infiltration was correlated with impaired PFS and OS in GC (40). On the other hand, Grunberg et al. observed that cancer-associated fibroblasts promoted gastric cancer progression (14). Additionally, Sakamoto et al. indicated that tumor-associated macrophages (M2) promoted peritoneal dissemination of GC (13). Compared with previous studies, ours had several following strengths. Firstly, considering a paucity of study examining the tumor recurrence of GC associated with TME or describing one immune-stromal cell simply (13, 14), this study drew the cellular component and prognostic landscape of the TME associated with GC relapse and survival outcome systematically. Secondly, this study included the largest sample, with 2,456 patients from multiple cohorts as validation to date. Thirdly, unlike previous studies, our study combined three independent computational algorithms to confirm that TME characterization was closely related to cancer recurrence.

Cancer recurrence is a fatal complication that compromises the survival and quality of life of patients with GC after comprehensive therapy (41). In a retrospective review of 1,172 GC patients who underwent radical surgery, 42% of patients developed recurrence, and 79% relapsed within two years (5). The median time to death from the time of recurrence was 6 months (5, 41). Currently, the prediction and diagnosis of GC recurrence mainly depends on TNM staging, clinical signs, medical imaging, or even reoperation during follow-up, which may result in delayed diagnosis and treatment (5, 6, 41–43). Our work adds to a growing body of evidence supporting the crucial role of the TME in cancer recurrence. Based on the novel classification model, patients in the TMEclassifier-C and D groups with a high risk of tumor recurrence deserve intensified therapeutic regimens and active surveillance to prevent cancer relapse and improve survival outcomes.

Although chemotherapy and immunotherapy are widely used in clinical practice currently, not all patients with GC can benefit from these treatments (4, 21–23). Disparate clinical outcomes have been observed among patients of the same TNM stage who received similar treatments (44, 45), suggesting that such patients should be given individualized interventions. In this study, we observed that patients in the TMEclassifier-B group with the largest proportion of MSI could not benefit from chemotherapy but had the best response to anti-PD1 treatment. Similarly, several international trials, namely, the MAGIC trial (International Standard Randomized Controlled Trial Number [ISRCTN] 93793971) and the CLASSIC trial (ClincalTrials.gov identifier NCT00411229), reported that patients having tumors with high MSI did not benefit from perioperative or adjuvant chemotherapy (46–48). Moreover, patients with tumors with high MSI, EBV, and mutation burden were more likely to obtain durable responses to immunotherapy (49–51). Our results agree well with these reports. However, a considerable number of patients who were chemotherapy-resistant and showed a response to immunotherapy in the TMEclassifier-B group had MSS or GS tumors, which may be a challenge to the existing hypothesis and needs to be investigated further. Lastly, our results suggested that patients in the TMEclassifier-A, C, and D groups were sensitive to chemotherapy and insensitive to immunotherapy. This indicated that our novel classification system could identify patients who had no therapeutic benefits to avoid the side-effects of adjuvant treatments, and conversely, other patients would receive aggressive regimens and frequent surveillance to prevent cancer recurrences and improve survival outcomes. We also observed that the TME-cluster could predict the response to chemotherapy and immunotherapy. However, these findings were based on a small sample size and a long treatment duration, which may have limited the quality of the observation. Future research is needed to confirm these discoveries.

Despite these findings, this study still has several limitations. Firstly, the primary point is its retrospective nature. Secondly, although multiple cohorts of 2,411 patients are included in this study, validation from our center is lacking and patients are waiting for it. Thirdly, because the immune-stromal data were generated from gene expression profiles, further in-depth data from immunohistochemistry, cell, or animal experiments are required to validate the present findings. Fourthly, patients on the borderline between the two groups are classified into a particularly distinct group, which should be verified with multimodal data in the future. Fifthly, the sample of patients who underwent chemotherapy and immunotherapy is small, and thus a large validation cohort is needed.

In conclusion, we drew a TME landscape on GC recurrence and confirmed that TME characterization was significantly associated with tumor recurrence. We then proposed a TMEclassifier of 4 subtypes with distinct clinicopathology, genomic and molecular characteristics from multiple cohorts of 2,411 patients with GC. Importantly, the TMEclassifier remained a robust prognostic biomarker of DFS and OS when adjusted for clinical factors. We also confirmed that a TME cluster with 3 subtypes and a TME-based risk score can predict DFS and OS. More importantly, we found that patients in 4 subtypes of TMEclassifier had different responses to chemotherapy and immunotherapy.
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Due to rapid development of high-throughput sequencing and biotechnology, it has brought new opportunities and challenges in developing efficient computational methods for exploring personalized genomics data of cancer patients. Because of the high-dimension and small sample size characteristics of these personalized genomics data, it is difficult for excavating effective information by using traditional statistical methods. In the past few years, network control methods have been proposed to solve networked system with high-dimension and small sample size. Researchers have made progress in the design and optimization of network control principles. However, there are few studies comprehensively surveying network control methods to analyze the biomolecular network data of individual patients. To address this problem, here we comprehensively surveyed complex network control methods on personalized omics data for understanding tumor heterogeneity in precision medicine of individual patients with cancer.
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Introduction

Increasing studies on cancer genomics data have revealed that individual heterogeneity of cancer patients is one of the main reasons for no substantive breakthrough in cancer treatment methods. With the recent development in high-throughput omics technology, data resources have become available for cancer research, such as genomic and transcriptomic data (1, 2). Personalized omics data of individual patients should be analyzed for understanding the tumor heterogeneity of cancer diseases. The key challenges are how to integrate multi-level omics data, such as genomic and transcriptomic data, for understanding the regulatory mechanism in individual patients, and how to identify cancer-related drug targets (3). Therefore, it is of great theoretical significance and clinical application value for designing computational methods through integration of the omics data of individual patients and screening for drug targets related to phenotype transitions of these patients.

Modern medical studies have shown that cancer is generally an outcome of the dysfunction of related dynamic systems. From the system biology perspective, cancer can be driven by the state transition of key driver genes, which can lead to the dysfunction of molecular networks (e.g., gene regulation networks or signal transduction networks) that regulate molecular pathways and cellular processes. Moreover, the state of biomolecules (e.g., gene expression value) with complex dynamic characteristics in individual patients changes with time and environmental conditions (Figure 1). To understand the dynamics of individual patients, the regulatory mechanism of molecular networks needs to be understood from the perspective of network control theory. This theory considers the state variables of a high-dimensional dynamic system as a complex network and studies how to effectively control the state of driving variables through control signals in the system with optimal control objectives (such as minimum number of controllers or minimum energy), thus changing the network state to the desired stable state (4).




Figure 1 | Overview of our review. The contents of our review consist of three parts. Firstly, we summarized the works to construct personalized gene interaction network from genomics of individual patients. Then on the personalized gene interaction networks, we pointed out how to identify personalized driver gene by using network control tools. Finally, we described how to discover synergistic drug combinations by targeting personalized driver genes.



Although traditional control theory (5) has been studied extensively, it is not suitable for a biological network system with numerous nodes (e.g., genes). Network control methods provide the technology for analyzing biomolecule networks with complex dynamic characteristics and quantifying their ability to intervene the biomolecule system of individual patients through proper control signals (6, 7). Moreover, researchers have made progress about network control principles. However, few studies comprehensively surveyed network control methods to analyze the biomolecular network data of individual patients. Considering these facts, this study provided a comprehensive survey for complex network control methods on the multi-omics data of individual patients including methods for personalized gene interaction network construction, network control principles, driver gene prediction, and drug combination identification (Figure 1), which aims to reveal the molecular mechanism and regulation law of personalized biomolecular systems for the diagnosis, prevention, and treatment of individual patients.



Datasets

With the development of cancer genomics technology, many data resources are available for understanding the cancer mechanism. In the past decade, a large amount of cancer genome data from large-scale cancer genomics projects facilitated the development of computational methods for mining personalized omics data of individual patients and understanding tumor heterogeneity in cancer precision medicine. Among these cancer genomics projects, The Cancer Genome Atlas, an important database for mining cancer omics data (2), has created a genomic panorama of different cancers. It currently contains 33 cancer types and more than 20,000 samples. The Cancer Cell Line Encyclopedia is a compilation of gene expression, chromosomal copy number, and massively parallel sequencing data from 1457 cell lines. It provides the pharmacological activities of 24 anticancer drugs in 504 cell lines (8, 9). Gene Expression Omnibus (GEO) is a public repository of functional genomics data currently storing approximately 23,002 public series submitted directly by 168,607 laboratories. This series comprises 4,851,647 samples derived from more than 1600 organisms (10).

BioGPS (11) is an online gene annotation database integrating 150 resources. It can query gene name information, chromosome location, gene function, transcript information, encoded protein information, and related protein names. However, this database cannot provide a detailed gene annotation list, and therefore, users find it difficult to annotate the genes for a large number of samples. The cancer gene census (CGC) data (12) offers a detailed list of driver genes that have been experimentally verified as cancer driver genes (13–15). The Network of Cancer Genes (NCG) (16) is a database that collects and annotates cancer genes from a large amount of cancer sequencing data. This database contains 2372 genes, including experimentally verified cancer driver genes.



Construction of Personalized Gene Interaction Network

A biological system is a complex dynamic multi-scale system involving different time, space, and functions. Cells contain genes that store information, proteins, and metabolites and perform biological functions for forming basic functional modules. A complex biological system is composed of multiple functional modules. In system biology, the key to constitute a biological system is not its components (e.g., genes, proteins, and small biological molecules), but their interactions with components having different properties. These interactions constitute the regulatory network controlling different biological functions.

The rich information can be obtained from the high-dimensional data of samples of individual patients. However, the individual genomics data of these patients are often limited and incomplete. Therefore, methods to ensure complete use of personalized genomics data for designing effective gene interaction network construction algorithms of individual patients must be developed. The personalized gene interaction network represents which gene pairs are involved in the disease development for each patient. Because the principles of the personalized network dynamics are hidden, it is important to reconstruct the personalized state transition networks with the personalized genetic data (e.g., expression profiles). It is a key challenge to unravel the dynamic nature of gene regulation during a biological process in systems biology.

Current gene interaction network construction methods, such as Gene Network Reconstruction tool (GNR) (17), dynamic cascaded method (DCM) (18), and Hotnet2 (19), use gene expression data of population cancer patients. Although these gene regulation networks can reflect the gene interaction mechanism of the disease, they cannot describe the gene interaction relationship of individual patients. Numerous single-sample gene interaction network construction methods have recently been proposed. Several common techniques including Single Sample Network construction method (SSN) (20), Paired Single Sample Network construction method (Paired-SSN) (21), Single Pearson Correlation Coefficient calculation method (SPCC) (22, 23), and Cell Specific Network construction method (CSN) (24), and Linear Interpolation to Obtain Network Estimates for Single Samples (LIONESS) (25) were introduced as follows. In Table S1 of Supplementary Tables, we gave a summary of these methods including brief descriptions and input data for constructing personalized gene interaction network.

	1) SSN

	SSN is a statistical method to construct an individual-specific network based on statistical perturbation analysis of a single sample against a group of given control samples (20). For the SSN method, the co-expression network of the tumor sample network or normal sample network for each patient is constructed based on statistical perturbation analysis of one sample against a group of given reference samples (e.g., choosing the normal sample data of all of the patients as the reference data).

	2) Paired-SSN

	For the paired-SSN method (21), the co-expression network of the tumor sample network and normal sample network for each patient is firstly constructed in the same way as for the SSN method. Then, the personalized differential co-expression network between the normal sample network and tumor sample network can be constructed in which the edge will exist if the P-value of the gene pair is less than (greater than) 0.05 in the tumor network but greater than (less than) 0.05 in the normal network for their corresponding patient.

	3) SPCC method

	To overcome the difficulty in obtaining correlations or edges from one sample, the SPCC approach (22, 23) was developed by decomposing each PCC measurement into multiple additive elements that form a new vector embedding correlation-like information of two variables for one sample.

	4) LIONESS

	LIONESS does not rely upon differential analysis between the tumor sample and a group of normal samples, and it reconstructs the individual specific network in a population of tumor samples as the personalized gene state transition network for each tumor sample (25). LIONESS constructs the state transition network by calculating the edge statistical significance between all the tumor samples and the tumor samples without a given single sample.

	5) CSN

	The CSN method is derived from a theoretical model based on statistical dependency (24), which can be viewed as data transformation from the “unstable” gene expression data to the “stable” gene association data. CSN designs a statistic for gene pairs and can obtain the P-value corresponding to the edge between genes by the statistic.



We should note that conditional or partial sample-specific correlation network can be generally used to eliminate the indirect co-expressions between genes (26, 27). Furthermore, the reference reliable gene/protein interaction network are generally used to take overlapped edges from the original gene co-expression edges, forming the final personalized gene interaction networks for the above methods. However, the current single-sample gene regulation network construction methods ignore temporal data of individual patients (28), and their accuracy and stability need improvement.



Network Control Principles

A core concept in network science is to control and intervene on network dynamics (4). Network control methods have recently received extensive attention (29–36). Therefore, network control methods are better than the traditional control concept in revealing the dynamic characteristics of biological networks with a lot of noise in edge weight. In particular, considering the gene expression profiles in normal and tumor samples as the respective state of a given patient, network control tools aim to detect a small number of driver nodes by the input signals related with the state transition of individual patient depending on adequate knowledge of the network structure. The input signals may be oncogene activation signals such as gene mutation or metabolites changes in specific tissue. The “controllers” in network control problem for molecular networks mean the genetic or environment factors which produce the oncogene activation signals. As per our best understanding, current methods can be classified as directed and undirected network control methods.

	i) For the control methods of directed networks, Liu et al. (37) studied the structural control of directed networks and proposed Maximum Matching Sets-based controllability methods by referring to the structural controllability theory of linear systems, which has greatly inspired the promotion of research of network control methods and applications. Although these network control tools have been applied to biomolecular systems, some interesting properties of biological systems have also been discovered. For example, driving mutant genes (38) and drug targets (39) were found in cancer datasets, and driving metabolites were detected in human liver metabolic networks (40). However, these tools only describe the linear dynamic behavior of the network and are not sufficient for completely characterizing the complex nonlinear dynamic system. Recently, a Feedback Vertex Set (FVS)-based control method based on the framework of feedback vertex set control theory (FC) that can be used to study network systems with nonlinear dynamics was proposed. However, for the FVS-based control method, not only the network structure needs to be known but also the functional form of the governing equation must satisfy certain properties (41, 42). Zanudo et al. applied FVS-based control to directed networks (43). By comparing FVS predictions with those of MMS-based controllability methods, they identified topological features underlying different observed phenomena.

	ii) For the control methods of undirected networks, Yuan et al. proposed an accurate control method (44) that can identify the minimum set of driver nodes in the undirected networks. Because the precise control method only describes the linear dynamic behavior of biological networks, it cannot be used to accurately describe their nonlinear dynamic behavior. To overcome the aforementioned problems, some researchers proposed minimum dominating set (MDS)-based control methods (45). These methods, however, have a strong assumption on control signals, that is, these signals can independently control their neighborhood nodes. However, most controllers cannot satisfy the strong conditions; therefore, FVS-based methods of undirected networks (namely NCUA) based on the framework of feedback vertex set control theory (FC) have been proposed (46). Since most current methods are designed based on the time-invariant network system, temporal networks can accurately describe the characteristics of cancer omics data. Thus, more accurate network control methods need to be further developed to accurately understand the dynamic characteristics of the network.



To easier understand these network control methods, we gave the concept comparisons including the network types and targeted states and input and network dynamics between different network control method including MMS, MDS and DFVS and NCUA (Table S2 of Supplementary Tables). In Figure 2, we intuitively explained these methods. We summarized some key points of different structure network control methods as follow:

	i) The MMS control methods investigate the controllability of directed structural networks with linear or local nonlinear dynamics through a minimum set of input nodes and they only give an incomplete view of the network control properties for a system with nonlinear dynamics.

	ii) MDS control method studies the controllability of undirected networks by assuming that each driver node in the MDS model can control its associated edges independently in the undirected networks. Since MDS works with the strong assumption that the controllers can control its outgoing links independently, it requires higher costs in many kinds of networks which may underestimate the structural control analysis of undirected networks;

	iii) NCUA and DFVS study the structural network control of undirected and direct networks respectively based on the framework of FC (42). Therefore NCUA and DFVS methods ultimately depict the structure-based network control of the large-scale system with nonlinear dynamics. Since FC assumes that the functional form of the governing equations must satisfy some continuous, dissipative, and decaying properties, DFVS and NCUA may be only suitable some specialized nonlinear systems.






Figure 2 | The principles of different network control methods. (A) Concept demonstration of network control methods. Network control tools aim to detect a small number of driver nodes which form the input matrix and are injected by the input signals for driving the state transition of high dimension networked system depending on adequate knowledge of the network structure. (B) MDS based control methods. If the connected edges of MDS are removed, there will be no edges in the network. By assuming that the driving node can independently control all neighbor nodes, the minimum dominating set (MDS) in the undirected network is taken as the set of driver nodes, and the red node represents the minimum driving node. (C) DFVS based control methods. The red nodes represent the minimum set of feedback nodes (FVS), that is, if the connected edges of FVS are removed, there will be no loops in the network. For FVS based control methods, by controlling the nodes in FVS, the whole system can be transformed from one stable attractor to another attractor. (D) MMS based control methods. The directed network is transformed into a bipartite graph. For the bipartite graph, the upper side represents the out degree of the original network, while the bottom side represent the in degree of the original network nodes. If there is an edge from one node to another node in the original network, an edge connecting these two nodes is added to the bipartite graph. According to the maximum matching of bipartite graph, the maximum matching (i.e., red edges) can be obtained, and 6 unmatched nodes (i.e., red nodes) can be found in the bottom side of bipartite graph. By controlling these 6 nodes, the system structure can be completely controllable for MMS based control methods. (E) NCUA based control methods. Firstly, the original undirected network is transformed into a bipartite graph, in which the upper side represents the nodes of the original network and the bottom side represent the edges of the original network respectively. Then, the nodes covering the nodes on the bottom side (i.e., red nodes) are obtained in the bipartite graph and are considered as driver nodes for the NCUA method. The red edges represent the links between the driver nodes and the nodes of bottom side in the bipartite graph.





Driver Gene Prediction

Using new methods, researchers have recently made some progress in predicting cancer driver genes of population cohorts. These methods are based on mutation frequency, machine learning, and complex network. (1) In gene mutation frequency-based methods, the mutation frequency of driver genes is usually assumed to be significantly higher than that of other genes (13, 47–51). However, due to the tumor heterogeneity, it is difficult to build a reliable background mutation model. In addition, these methods cannot be used to detect the low-mutated frequency and non-mutated cancer driver genes, because a part of driver genes is mutated at high frequencies (>20%), while most of cancer mutations occur at intermediate frequencies (2–20%) or even lower (52), and even many genes that play important roles in tumorigenesis are not altered on the DNA sequences, and these genes are dysregulated through various cellular mechanisms (53). (2) Machine learning-based methods (49, 51, 54–56) usually train the classifier (e.g., random forest, support vector machine) by extracting various kinds of features from different types of cancer data to predict new cancer driver genes. Although machine learning-based methods can effectively predict some cancer driver genes, because of the incomplete database, some key driver genes may be ignored, thus generating false-positive results. (3) Complex network-based methods usually assume that driver genes have obvious structural characteristics at the biological network level (19, 57, 58). Although these methods have been successfully used for detecting cancer driver genes, they are still limited to incomplete and unreliable interactions in biological network (59).

The aforementioned algorithms focus on how to identify driver genes in population cohorts but cannot be directly applied to the data of individual patients because of the following reasons. On the one hand, TCGA provides 33 cancer types with more than 10,000 samples and 3,000,000 mutation data, while the sample size for individual patients is typically very small. On the other hand, the functional characteristics of cancer mutations in population cohorts are different from those observed in individual cancer patient data with complex and unclear dynamics. Therefore, considering that network techniques such as random walk with restart (RWR) (60), network diffusion (19, 61), subnetwork enrichment analysis (62), matrix completion (63) and network structure control (6, 64–66) to predict cancer driver genes at the biological network level by incorporating the knowledge of pathways, protein-protein interactions, can deal with high-dimensional data having a small sample size, researchers proposed some network algorithms for predicting personalized driver genes of individual patients (14, 15, 67). Although these algorithms can predict personalized driver genes with important biological functions, they do not consider dynamic changes in the structure of the personalized gene interaction network, thereby leading to false-positive results and affecting the accuracy of driver gene identification. Therefore, dynamic changes in the structure of the personalized gene interaction network must be considered for inferring the evolution trajectory of driver genes and accurately understanding the cancer development mechanism.



Drug Combination Identification

Computational methods for predicting combination drugs have recently attracted extensive attention (68). These methods can predict a large number of combination drugs with enhanced efficacy and reduced adverse effects (69), which are beneficial for providing efficient clinical treatments (70). At present, drug combination prediction methods mainly include complex network- and machine learning-based methods. (1) The complex network-based methods generally use some network optimization algorithms to predict drug combinations (71–73). However, their predictive performance relies on prior knowledge of drug targets and disease-related networks and is generally only suitable for a few specific diseases. (2) The machine learning-based methods use drug attribute information and cell line experimental data to predict combination drugs (74). The drug characteristics include chemical structure (75, 76), physical and chemical properties of the substructure and toxic modules (77), drug targets (78), and single drug dose response (79, 80). The cell line data include gene expression profile (81), transcriptome (76), pathway network (82), gene interaction network (83), microRNA expression and protein abundance (84), gene variation information, and copy number variation (78). The machine learning algorithms for drug combination prediction mainly include logistic regression (76), Bayesian network (85), random forest (86), multi-decision assemble (87), deep neural network (77), and deep residual neural network (88).

The existing methods ignore the heterogeneity of combination drugs among individual patients, and thus cannot predict effective drug combinations for individual patients. Therefore, an appropriate and effective drug combination prediction method needs to be designed by considering the information of individual patients. However, because personalized genomics data are generated from a small sample size and have a high dimension, these drug combination methods based on large samples cannot be used to accurately identify individual drug combinations from such data. Several studies have attempted to provide such recommendations through predictive models that can predict the efficacy of a drug for an input genomic profile. For instance, Sheng et al. (89) proposed an algorithm on a cell line (or a patient profile) based on similarity of the input drug and cell line to those in Genomics of Drug Sensitivity in Cancer (GDSC) and Cancer Cell Line Encyclopedia (CCLE). Recently, Drug Recommendations by Integrating Multiple Biomedical Databases (DruID) (90) utilized a Prescriptive Analytics framework based on Integer Programming on multiple public well known databases (91) for personalized drug recommendations. These methods require genomics data from cell lines and a list of genes with mutations, from a single patient, as input which ignore the personalized gene interaction for identifying personalized drug combinations. In our previous work, we used the network control theory to design a personalized drug combination prediction model, aiming to identify personalized synergistic drug combinations by targeting personalized driver genes of individual patients (6, 7). In fact, the model neglected the individual dynamic characteristics of drug activity and toxic concentration in drug combination therapy, and thus could not provide precise personalized drug combination. Therefore, a more effective personalized drug combination prediction model needs to be designed considering more information of individual patients’ omics data.



Future Directions

Due to the complex dynamics of cancer data, some of the future directions for designing network control methods are as follows:

	i)Designing Boolean network control methods. Although network control methods can analyze the dynamics of a biomolecular network, the positive and negative sign characteristics of interactions are currently ignored. For example, in a gene interaction network, the activation or inhibition regulatory relationship between genes is indicated as a connection with positive and negative signs (92). These signs of the gene interaction network become important when the network is controlled in a particular manner, whereas most current network control methods for personalized genome omics data only assume that their state of interactions are non-zero and do not make any assumptions about the sign of interactions. Therefore, designing Boolean network control methods considering the positive and negative sign characteristics of network interactions is an important future direction.

	ii) Designing temporal network control methods. Driver genes influence the cell state through a combination of molecular interactions that may change dynamically during cancer progression (93, 94). At present, most network control methods are designed based on the static time-invariant network structure. However, the network structures of cancer patients differ at different cancer stages, which needs to be considered (95). Therefore, how to design reasonable temporal network control methods for inferring the evolutionary trajectory of driver genes in cancer patients needs to be determined.

	iii) Predicting biomarker for individual patients based on network observability. Individual early diagnosis has become essential in precision medicine, which has thus made biomarker prediction increasingly important in drug development (96–102). Therefore, more effective methods are required to describe transitions in cancer status and to identify more biologically significant biomarkers. Network observability is dual with network controllability for network with linear dynamics (103, 104). It focuses on how to select key sensor nodes in the network to reconstruct the state of the entire network. Therefore, developing effective biomarker prediction algorithms for individual patients based on network observability is another crucial future direction.

	iv) Designing network control methods on personalized single-cell data. With the development of biological sequencing technology, single-cell data provides a powerful resource for revealing the gene interaction of a single cell and understanding the tumor heterogeneity of individual patients with cancer (105). Therefore, how to design effective network control methods on the single-cell data of individual patients to predict biomarkers, driver genes, and drug targets for such patients is another important research direction.

	v) Designing deep learning techniques for network controllability. Over the past decade, deep learning has become a focal topic in artificial intelligence and machine learning (106, 107).In fact, deep learning techniques have been developed for predicting the controllability robustness according to the input network-adjacency matrices (108). However, there are no related works to apply deep learning techniques especially graph based deep learning techniques (107) for studying controllability of personalized gene interaction network. Therefore, how to utilize deep learning methods to analyze controllability of personalized gene network is another interesting and important topic in the future.





Conclusions

The genomic profiles of cancer patients are diverse and heterogeneous. These profiles are believed to be responsible for heterogeneity of drug response in cancer patients. The current main challenge in cancer precision medicine is to develop effective computational methods for finding personalized biomarkers, driver genes, and drug targets for individual patients. These personalized biomarkers, driver genes, and drug targets would help improve the outcome of cancer patients, especially those with drug resistance. As the number of samples of an individual patient is usually limited, the accuracy and reliability of statistical methods based on a large sample size (109, 110) will greatly be reduced for mining personalized omics data of individual patients. Therefore, considering the multi-omics data of individual patients, this study discusses cancer datasets, construction of gene regulation network, network structure control method, driver gene prediction, and drug combination prediction for individual patients in order to understand tumor heterogeneity in precision medicine.
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Among the most common types of brain tumor, gliomas are the most aggressive and have the poorest prognosis. Dolichyl-diphosphooligosaccharide protein glycosyltransferase non-catalytic subunit (DDOST) encodes a component of the oligosaccharide transferase complex and is related to the N-glycosylation of proteins. The role of DDOST in gliomas, however, is not yet known. First, we performed a pan cancer analysis of DDOST in the TCGA cohort. The expression of DDOST was compared between glioma and normal brain tissues in the GEO and Chinese Glioma Genome Atlas (CGGA) databases. In order to explore the role of DDOST in glioma, we analyze the impact of DDOST on the prognosis of glioma patients, with the CGGA 325 dataset as a test set and the CGGA 693 dataset as a validation set. Immunohistochemistry was performed on tissue microarrays to examine whether DDOST has an impact on glioma patient survival. Next, using single-cell sequencing analysis, GSEA, immune infiltration analysis, and mutation analysis, we explored how DDOST affected the glioma tumor microenvironment. Finally, we evaluated the clinical significance of DDOST for glioma treatment by constructing nomograms and decision curve analysis (DCA) curves. We found that DDOST was overexpressed in patients with high grade, IDH wild type, 1p19q non-codel and MGMT un-methylated, which was associated with poor prognosis. Patients with high levels of DDOST, regardless of their clinical characteristics, had a worse prognosis. Immunohistochemical analysis confirmed the results of the above bioinformatics analysis. Mechanistic analysis revealed that DDOST was closely associated with the glioma microenvironment and negatively related to tumor-infiltrating B cells and CD4+ T cells and positively related to CAFs and tumor-associated macrophages. In conclusion, these findings suggested that DDOST mediated the immunosuppressive microenvironment of gliomas and could be an important biomarker in diagnosing and treating gliomas.




Keywords: DDOST, glioma, progression, microenvironment, prognosis



Introduction

Gliomas are the most common malignant primary intracranial tumors that arise from glial or precursor cells, accounting for approximately 24.5% of all primary brain and other central nervous system (CNS) tumors and 80.9% of CNS malignancies (1). According to the 2021 fifth edition World Health Organization (WHO) classification, gliomas are categorized into four grades, WHO 1–4 (2). WHO 1 and WHO 2, with a relatively good OS, are defined as low-grade gliomas, and WHO 3 and WHO 4, which are related to a poor prognosis, are defined as high-grade gliomas. The 5-year survival rate has a large variation from 94.7% for pilocytic astrocytoma (WHO 1 grade) to 6.8% for glioblastoma (WHO 4 grade) (1). More recently, molecular biomarkers, such as isocitrate dehydrogenase (IDH), telomerase reverse transcriptase (TERT), and O-6-methylguanine-DNA methyltransferase (MGMT), have gained importance in providing diagnostic, prognostic, and therapeutic information (3). The leading change in the 2021 fifth edition WHO classification is advancing the role of molecular diagnostics, which could provide the most accurate classification of CNS neoplasms and guide clinical management and prognosis of gliomas (2). Thus, the investigation of biomarkers is a pivotal area in the research of gliomas.

Glycosylation, one of the important posttranslational modifications of proteins, is involved in various cell biological processes, and is closely related to many pathological processes, such as tumorigenesis and inflammatory responses (4). Glycosylation modifications are classified into O-glycosylation, N-glycosylation, C-glycosylation, and glycosylphosphatidylinositol anchor linkage based on the glycosylation site, among which O-glycosylation and N-glycosylation are the most common. Alterations in glycosylation could produce tumor-associated polysaccharides or glycoproteins that can serve as tumor-related markers and correlate with tumor development and prognosis (5). Dolichyl-diphosphooligosaccharide protein glycosyltransferase non-catalytic subunit (DDOST) encodes a component of the oligosaccharide transferase (OST) complex and is related to the N-glycosylation of proteins. Some researchers found that patients with skin squamous cell carcinoma with highly expressed DDOST showed a worse prognosis (6).  Moreover, studies have shown that DDOST is an independent prognostic factor in patients with liver cancer, and its expression is positively correlated with the level of Th2 cell infiltration, but negatively correlated with the level of cytotoxic cell infiltration (7). However, no studies have been conducted on DDOST in gliomas.

In this project, we investigated the expression and significance of DDOST in gliomas by bioinformatics and immunohistochemical staining, and preliminarily discussed its impact on the glioma microenvironment. Furthermore, these results were verified by different databases.



Materials and Methods


Data Acquisition

Pan cancer analysis data, TCGA Pan Cancer, were obtained from University of California, Santa Cruz (UCSC) (https://xenabrowser.net/). Microarray data of glioma expression profile, GSE4290 (8) and GSE50161 (9), were downloaded from the GEO database. From the TCGA database, gene expression and clinical information files of LGG and GBM were downloaded. Additionally, we analyzed the Chinese Glioma Genome Atlas (CGGA) to obtain RNA profiles and clinical features of gliomas and single-cell sequence information (10). All gene expression data were standardized and batch-processed using the limma R package. In the analyzed dataset, we retained only the gliomas with complete clinicopathological data and survival data, excluding patients with unknown or incomplete data. Single-cell sequencing data were normalized and quality controlled by the Seurat R package.



Pan Cancer Analysis

We performed differential analysis of DDOST on the pan cancer expression profile data downloaded from UCSC by Wilcoxon rank sum and signed rank tests. Then, the data were subjected to Cox proportional hazards regression models to determine the effects of DDOST on overall survival (OS).



DDOST Differential Expression in Glioma and Normal Brain Tissue

Firstly, we compared the expression of DDOST in gliomas and normal brain tissues by Wilcoxon rank sum test in CGGA, GSE4290, GSE50161, TCGA, and GTEx databases. Then, the CGGA 325 cohort was used as the test set and the CGGA 693 cohort was used as the validation set. We compared the expression of DDOST in gliomas with different clinical characteristics, such as age (age<42, age≥42), gender (female, male), grade (WHO 2, WHO 3, and WHO 4), IDH (mutant, wild type), 1p19q (codel, non-codel), and MGMT (methylated, un-methylated) status.



Prognostic Analysis

Kaplan–Meier survival analysis was used to determine the survival prognosis for gliomas. Patients were grouped into the “high” or “low” group based on the median value of DDOST expression. According to the above clinical characteristics, we analyzed the survival subgroups of glioma patients, including different age, gender, grade, and molecular characteristics. The CGGA 325 cohort was used as the test set and the CGGA 693 cohort was used as the validation set. The results were displayed by hazard ratio (HR), 95% confidence intervals (95% CI), and log-rank p-value (significant threshold <0.05).



Tissue Microarray and Immunohistochemistry

Shanghai Outdo Biotech Co., Ltd. (China) provided the tissue microarray applied for this research. The detailed procedure and scoring criteria of immunohistochemistry were referred to previously published articles from our team (11). A mouse monoclonal anti-DDOST antibody at a dilution of 1:100 was purchased from Santa Cruz (sc-74408). This semi-quantitative analysis was done by two independent assessors without prior knowledge of the patient outcome.



Single-Cell Analysis

Gene alteration information could be obtained from single-cell data in a more detailed way. The processed single-cell data containing 6,148 cells were downloaded from the CGGA database (12). The Seurat R software package was performed to reduce the dimensions of cells and generate t-SNE diagram for cell-type visualization. In order to study the role of DDOST in tumors, we compared the expression differences of DDOST between different cell types.



Database for Annotation, Visualization, and Integrated Discovery and Gene Set Enrichment Analysis

Differentially expressed genes (DEGs) between gliomas with high vs. low DDOST expression in the CGGA 325 cohort were identified using the limma package on R using |logFC0| > 1.5 and FDR < 0.05 as cutoffs. To further explore its possible mechanism, we conducted GO and KEGG pathway analysis using DAVID 6.8 (https://david.abcc.ncifcrf.gov/) (13). To further explore the possible mechanism, the GSEA 4.0.2 software was used (14). A normalized enrichment score (NES) >1 and false discovery rate <0.05 were considered significant.



Evaluation of the Effect of DDOST on the Glioma Microenvironment

The fraction of immunocytes in gliomas was estimated using single-sample gene set enrichment analysis (ssGSEA) and CIBERSORT as previously published (11). Mass cytometry data from immune cells can be analyzed in a standardized manner using the Estimate the Proportion of Immune and Cancer cells (EPIC) web-based analytical and discovery platform (15).



Gliomas Were Clustered According to Immune-Related Genes by NMF

First, we download the list of immune-related genes from the ImmPort database (16). Non-negative matrix factorization (NMF) is an effective dimensionality reduction method that is widely used for molecular pattern recognition of high-dimensional genomic data and provides a powerful approach for class discovery. We extracted immune-related gene expression quantities from the CGGA 325 database and then performed NMF clustering analysis. The optimal number of clusters was calculated according to the values obtained from cophenetic.



Molecular Characteristic Specific for Low and High DDOST Groups

The TCGA database was used to collect single-nucleotide variants (SNVs) of LGG and GBM. Based on the expression values of DDOST, gliomas were divided into high and low groups. Wilcoxon rank sum test was used to compare gene mutations between the two patient groups. Waterfall plots were utilized to demonstrate the mutation type and mutation expression relationship with DDOST for the top 15 mutations.



Construction of a Predictive Nomogram

Nomograms referred to quantitative analysis plots representing the functional relationship between multiple variables with a cluster of mutually disjoint segments in plane coordinates. Clinical features such as age, gender, grade, and molecular characteristic of IDH, 1p19q, MGMT, and DDOST were used to build a nomogram. The probability of 1-, 3-, and 5-year OS of patients with glioma was determined using the rms R package. Decision curve analysis (DCA) curves assessed the value of DDOST for prognostic assessment.




Results


Characteristics of Patients With Gliomas

We obtained gene expression data from 1,572 gliomas and 41 normal brain tissues by screening publicly available databases, as well as a single-cell sequencing dataset comprising 6,148 cells. Tissue microarray included 121 cases of glioma and 3 cases of normal brain tissue. The CGGA 325 cohort served as the test set and the CGGA 693 cohort served as the validation set. In Table 1, the clinical characteristics and molecular characteristics are listed.


Table 1 | Clinicopathological characteristics of glioma patients from the GEO, TCGA, and CGGA database and tissue microarray.





Pan Cancer Analysis Revealed That DDOST Was Highly Expressed in a Subset of Tumors and Associated With Poor Prognosis

We calculated the expression difference between normal and tumor samples in each tumor via the R software, using unpaired Wilcoxon rank sum and signed rank tests for differential significance analysis. Results showed that significant upregulation of DDOST was observed in 19 tumors, such as GBM (tumor: 7.37 ± 0.46, normal: 6.15 ± 0.07, p = 2.0e-4) and CESC (tumor: 7.51 ± 0.53, normal: 6.95 ± 0.13, p = 0.03), while DDOST was downregulated in only 2 tumors, namely, THCA (tumor: 7.32 ± 0.47, normal: 7.69 ± 0.36, p = 3.6e-11) and KICH (tumor: 6.18 ± 0.56, normal: 6.97 ± 0.31, p = 2.1e-21) (Figure 1A). Cox proportional hazards regression models were performed to analyze the prognostic relationship between gene expression and prognosis within each tumor. High expression of DDOST was associated with poor prognosis in 11 tumor types (Figure 1B).




Figure 1 | Pan cancer analysis of DDOST expression. (A) Analysis of DDOST expression in 33 tumors on TCGA. *, **, ***, **** indicate p < 0.05, p < 0.01, p < 0.001, and p < 0.0001, respectively; ns, not significant (Wilcoxon test). (B) Risk plot of correlation between DDOST levels and OS.





Gliomas With High DDOST Expression Showed Poor Prognosis

We further performed an expression analysis about DDOST in gliomas using sequencing analysis data from CGGA, GEO, TCGA, and GTEx databases. Results showed that DDOST expression was significantly higher than that in normal brain tissues (Figures 2A–E). In addition, the relationship between DDOST expression and different clinical features was also analyzed. Significantly higher expression of DDOST was identified in those clinical features known to confer worse prognosis, such as age ≥ 42, high grade, IDH wild type, 1p19q non-codel, and MGMT methylation (Figure 3). In the CGGA 693 cohort, which was used as an external validation dataset, we reached the same conclusion (Supplementary 2). Next, we investigated the impact of DDOST on survival of gliomas using the CGGA 325 and CGGA 693 datasets. The high/low expression of DDOST was determined by the median value. Kaplan–Meier survival analysis revealed that patients with high DDOST expression had significantly worse OS than those with low expression (HR = 5.11, 95% CI: 3.76–6.95, p ≤ 0.001, Figure 4A). Stratification analysis was carried out on DDOST to assess its impact on glioma prognosis. Patients with glioma were divided into different groups based on different clinical characteristics for age (age<42, age≥42), gender (female, male), grade (WHO 2, WHO 3, and WHO 4), IDH (mutant, wild type), 1p19q (codel, non-codel), and MGMT (methylated, un-methylated) status. Survival analysis showed that patients with high expression of DDOST had a poor prognosis in various subgroups (Figures 4B–N). However, in the 1p19q codel group, we observed only patients with low expression of DDOST. We obtained similar results from the external validation set (Supplementary 3). Immunohistochemistry of tissue microarray was used to analyze and confirm the relationship between DDOST expression and prognosis. As shown in Figures 5A–C, DDOST expression was significantly positively correlated with WHO grade, with a strong positivity in WHO 4, a moderate positivity in WHO 3, and a weak positivity in WHO 2. Brain tissue from normal individuals had no evidence of DDOST expression (Figure 5D). Survival analysis showed that the OS was significantly poorer in cases with high DDOST expression (HR = 5.01, 95% CI: 2.23–11.26, p < 0.001, Figure 5E). All of the above results strongly suggest that DDOST can accurately predict the prognosis of glioma patients.




Figure 2 | Expression difference of DDOST between glioma and normal tissue. (A) The expression of DDOST was different between glioma and normal brain tissue in the CGGA cohort. (B, C) In the GSE4290 and GSE50161 cohort, DDOST expression was significantly higher in glioma patients than in normal brain. (D, E) In the TCGA and GTEx, the expression of DDOST in LGG and GBM was significantly higher than that in normal tissue. *p < 0.05, ***p < 0.001.






Figure 3 | Expression difference of DDOST between different clinical characters in patients with glioma in the CGGA 325 cohort. The expression of DDOST in different age (A), gender (B), PRS type (C), grade (D), IDH (E), 1p19q (F), and MGMT status (G). *p < 0.05, ***p < 0.001. ns, not significant.






Figure 4 | Prediction of outcome of the DDOST in stratified patients in the CGGA 325 dataset. Survival curve was used to analyze OS in the low- and high-DDOST groups in CGGA 325 set (A). Survival analysis of the signature in patients stratified by age (B, C), gender (D, E), grade (F, H), IDH (I, J), 1p19q status (K, L), and MGMT promoter (M, N).






Figure 5 | The expression of DDOST in gliomas and its prognostic significance were analyzed by immunohistochemistry. (A–C) showed that DDOST is strongly, moderately, and weakly positive in gliomas, respectively. (D) shows the expression of DDOST in normal brain tissue. High DDOST expression in glioma was related to poor OS (E).





DDOST Was Heterogenous in the Tumor Immune Microenvironment

In 6,148 cells from 13 gliomas, cells were mainly divided into 5 types, namely, astrocytes, macrophages, epithelial cells, monocytes, and T cells (Figure 6A). Based on single-cell analysis, the expression of DDOST was significantly different in different clusters (Figure 6B). DDOST expression was increased in some clusters, especially in astrocytes, macrophages, and monocytes (Figure 6C).




Figure 6 | The expression of DDOST in glioma by single-cell analysis. (A) By dimensionality reduction analysis of CGGA single-cell data, 6,148 cells were divided into astrocytes, epithelial cells, macrophages, monocytes, and T cells. (B) Scatter plot of DDOST distribution in glioma. (C) The scatter plot shows the expression of DDOST in astrocytes, epithelial cells, macrophages, monocytes, and T cells. ***p < 0.001.





DDOST Was Associated With Cancer-Promoting Pathways

There were 1,279 DEGs, of which 613 were upregulated and 666 were downregulated (Figure 7A and Supplementary 4). DAVID analysis was conducted on the above differential genes to identify functional enrichments. The results showed that the differential genes were significantly enriched in neuroactive ligand–receptor interaction, cAMP signaling pathway, calcium signaling pathway, epithelial–mesenchymal transition, KRAS, inflammatory response, and other pathways (Figures 7B, C). Enrichment results of GSEA did not depend on differential genes, and their results together with those of DAVID could better predict the underlying mechanisms of DDOST. Our GSEA analysis identified pathways associated with glucose metabolism, and oncogenic and tumor microenvironment (TME) as being enriched (Supplementary Figures 3A, B).




Figure 7 | GO and KEGG functional enrichment analysis of the role of DDOST in glioma. (A) The volcano map shows the differential genes between high- and low-DDOST groups by the CGGA 325 cohort (A). KEGG (B) and GO (C) were used to analyze the relevant mechanisms.





The Expression of DDOST Was Related to the Infiltration of Immune Cells in the Tumor Microenvironment of Gliomas

The infiltration of immune cells was assessed using ssGSEA. The immune cell infiltration status of the patients was used to categorize them into low and high immunity groups. Results showed that the expression of DDOST in the group with more immune cell infiltration was significantly higher than that with lower immune cell infiltration (Figure 8A). The expression level of DDOST was negatively correlated with tumor purity (r = −0.333, p < 0.001, Figure 8B). However, it was positively correlated with stromal score (r = 0.318, p < 0.001, Figure 8C), ESTIMATE score (r = 0.333, p < 0.001, Figure 8D), and immune score (r = 0.322, p < 0.001, Figure 8E). Furthermore, we analyzed the relationship between DDOST and infiltrating B cells, CAFs, CD4+ T cells, CD8+ T cells, macrophages, NK cells, and other cells through EPIC. The expression of DDOST was negatively correlated with the infiltrating B cells (r = -0.587, p < 0.001) and CD4+ T cells (r = -0.498, p < 0.001). However, it was positively correlated with the infiltrating CAFs (r = 0.589, p < 0.001) and macrophages (r = 0.463, p < 0.001). However, there was no significant correlation between the expression of DDOST and NK cells and other cells. Scatter plots of the association of DDOST with these immune cells are shown in Figures 9A–G. Then, we obtained 2,483 immune-related genes from the website (Supplementary Table 3). NMF clustering analysis was performed according to the expression of these genes. According to the values of the cophenetic, we clustered gliomas into 2 categories, Cluster 1 and Cluster 2 (Figure 10A). Survival analysis showed that patients in group C2 had a significantly worse survival than those in group C1 (Figure 10B). Interestingly, we also found that the expression of DDOST was significantly higher in group C2 than in group C1 (Figure 10C).




Figure 8 | Immune infiltration patterns of low- and high-DDOST analyzed by ssGSEA methods in glioma from the CGGA dataset. (A) Heatmap revealing the scores of immune cells in low and high immunities. (B–E) Scatter plot showing the correlation between DDOST and tumor purity, stromal, ESTIMATE, and immune scores.






Figure 9 | The relationship between the expression of DDOST and immune cells were analyzed by EPIC. The scatter plot shows the correlation between DDOST and B cells (A), CAFs (B), CD4+ T cells (C), CD8+ T cells (D), macrophages (E), NK cells (F), and other cells (G).






Figure 10 | The relationship between DDOST and tumor immune infiltration was analyzed by NMF cluster analysis of glioma patients with immune-related genes. (A) According to the cophenetic value and the expression of immune-related genes, glioma patients were divided into two clusters, C1 and C2. (B) The survival curve was used to analyze the survival difference between C1 and C2 groups. (C) The expression differences of DDOST in C1 and C2 clusters were compared. ***p < 0.001.





Different DDOST Expression Exhibited Distinct Molecular Features

We detected 509 and 153 samples containing mutations in LGG and GBM. According to the expression of DDOST, gliomas were divided into high- and low-expression groups. Waterfall plots show the differences of the first 15 mutation genes. We found that IDH mutations exist in 80.6% of LGG, and high expression of DDOST had less IDH mutation. However, gene alteration of CIC and FUBP1 in the low-expression DDOST group was significantly higher than that in the high-expression group (Supplementary Figure 4A). In GBM, TP53 had the highest rate of gene mutation, but the difference between the two groups was not significant. In the low-expression group, the mutation rate of PTEN was higher (Supplementary Figure 4B).



DDOST Could Better Improve the Predictive Model

Nomograms are powerful tools that can be used to determine individuals’ risk in a clinical setting based on the integration of multiple factors (17). A nomogram incorporating DNA repair genes, age, PRS, grade, IDH, 1p19q, and MGMT status was created to predict the probability of 1-, 3-, and 5-year OS. As illustrated in Figure 11A, a score was assigned to each of the above features. We predicted patient 1-, 3-, and 5-year survival by calculating the sum of the scores for each glioma patient. For example, a patient with an overall score of 393 would have a 5-year survival of 19.7%, a 3-year survival of 37%, and a 1-year survival of 76.5%. According to calibration curves, actual and predicted survival were very close (Figure 11B). The DCA curve showed that DDOST combined with other clinical traits can bring benefits to predict the prognosis of glioma patients (Figure 11C).




Figure 11 | Nomogram for the prediction of prognostic probabilities in the CGGA dataset. (A) The nomogram for the prediction of OS was developed using the CGGA dataset. (B) The calibration plots for predicting 1-, 3-, and 5-year survival. (C) Decision curve analysis for the DDOST nomogram and the clinicopathological nomogram to estimate the OS.






Discussion

Malignancies of the brain account for 1.6% of new cancers and 2.5% of deaths annually worldwide (18). Gliomas account for 80% of brain malignancies. To date, surgery remains to be the first-line treatment for gliomas, and maximal safe resection is the mainstay and the most effective therapeutic option. Conventional radiotherapy combined with chemotherapy based on temozolomide and PCV (procarbazine, lomustine, and vincristine) after maximal safe resection is the standard adjuvant treatment in high-grade glioma and some WHO 2 gliomas, and tumor treating fields (TTFields) are newly recommended for glioblastoma according to the 2021 NCCN guideline (https://www.nccn.org/professionals/physician_gls/pdf/cns.pdf). Unfortunately, the prognosis is still unsatisfactory, especially for glioblastoma, which has a 5-year survival rate of 3%. Evidence shows that genetic alterations are involved in the development of gliomas (3). The leading change in the 2021 fifth edition WHO classification is the recommendation of molecular diagnostics, which could provide the most accurate classification of CNS neoplasms and guide clinical management and prognosis of gliomas. For example, the presence of combined 1p/19q loss and/or IDH1 mutations predicts a favorable prognosis, and could get benefit from PCV chemotherapy.

A glycosylated protein is an important form of protein modification in eukaryotes, occurring in more than 50% of all proteins (19). Moreover, evidence shows that the glycosylation of proteins is closely related to the biological behavior of tumors. In particular, OST-mediated protein glycosylation is a key factor of signal transduction, protein folding, and degradation. Some studies have also shown that it is closely related to the immune escape of tumor cells (20). A subunit of the OST complex, DDOST, plays a vital role in N-glycosylation (21). It has been shown that DDOST also plays an important role in tumors and can serve as a marker for HCC and is closely associated with the TME (7). Numerous studies on glycomics and glycoproteomics have established a strong link between glycosylation and gliomas (22, 23). In this study, we firstly analyzed the expression and significance of DDOST in pan cancer. Results showed that DDOST expression was upregulated in most tumors compared with the corresponding normal tissues including gliomas, and tumors that expressed high levels of DDOST displayed poor prognosis. IHC analysis of tissue microarray confirmed our data, and DDOST expression was significantly positively correlated with WHO grade, with a strong positivity in WHO 4, a moderate positivity in WHO 3, and a weak positivity in WHO 2, and negative in brain tissue from normal individuals. We further found that DDOST was overexpressed in patients with worse molecular features, which predicted poor survival, such as IDH wild type, 1p19q non-codel, and MGMT un-methylated. Patients with high expression of DDOST had worse prognosis than those with lower levels in gliomas. These results were in accordance with a previous study by Shapanis et al., who discovered that in cervical and oropharyngeal cancer, an increased expression of ANXA5 and DDOST was associated with a shorter time to metastasis and decreased survival (6). It suggests that DDOST may be a candidate oncogene and an independent factor for predicting poor prognosis in gliomas.

It is widely known that tumors consist not only of cancerous cells but also of non-cancerous cells containing a significantly altered surrounding stroma including immune cells, endothelial cells, fibroblasts, and molecules produced and released by them, which is called the TME. Evidence shows that the tumor cells could interact with TME by releasing extracellular signals, promoting tumor angiogenesis, and inducing immunity tolerance to influence tumorigenesis, tumor progression, therapeutic response, and clinical outcome (24). Now, TME has become a therapeutic target in cancers. For example, anti-VEGF and EGFR agents could induce tumor vascular normalization, and immunotherapy drugs including anti-PD-1 (programmed death-1) and anti-PD-L1 could remodel the immuno-microenvironment by regulating the immune cells to treat tumors (25).

Gliomas are a group of immunosuppressive tumors with a complicated TME. Although immunotherapy has achieved remarkable survival benefits in multiple cancers, due to the blood–brain barrier (BBB), the effectiveness of target and immunotherapy drugs is dramatically reduced in gliomas. Furthermore, gliomas have a high heterogeneity, and show differences in grade of malignancy and molecule characteristics. Researching the molecular biomarkers and unique immunological status of gliomas has a profound effect on cancer diagnosis and therapeutic strategies. New studies have found that some biomarkers, such as ITGA-5 and Tenascin-C, could predict glioma prognosis, and are closely related to the immunosuppressive microenvironment, particularly for the clinical application of immunotherapy in glioma (26, 27). New studies also reported that DDOST could interact with the microenvironment of gliomas and was negatively related to tumor-infiltrating B cells and CD4+ T cells and positively related to CAFs and tumor-associated macrophages (TAMs). B lymphocytes form the major immune cell population in the TME and contribute to tumor progression (28). In recent studies, however, it has been found that the density of B and Th1 cells was closely correlated to improving patient survival (29). Our data showed that higher levels of DDOST expression were associated with fewer tumor-infiltrating B cells and CD4+ T cells in glioma, which meant that less tumor-infiltrating B cells were unable to activate a powerful antitumor immune response and induce immune escape, which, in turn, led to a poorer prognosis. CD4+ T cells play an anti-tumor role in the TME. Our results showed that DDOST expression was inversely correlated with CD4+ T cells and further illustrated that DDOST may contribute to the immunosuppressive microenvironment of gliomas, which affected the effective of immunotherapy drugs. Many studies have demonstrated that CAFs are not individual cells that surround tumors, but rather interact with cancer cells to promote tumor growth and survival and maintain their malignant propensity (30). TAMs are a key component of the cancer microenvironment, and contribute to tumor growth and progression (31). Based on our immunoinfiltration analysis, we concluded that DDOST was associated with an immunosuppressive microenvironment in gliomas. Lastly, based on the above data, we constructed a nomogram incorporating DNA repair genes, age, PRS, grade, IDH, 1p19q, and MGMT status to predict the probability of 1-, 3-, and 5-year OS. One-, 3-, and 5-year OS could be predicted by calculating the sum of the scores for each glioma patient. For example, a patient with an overall score of 393 would have a 5-year survival of 19.7%, a 3-year survival of 37%, and a 1-year survival of 76.5%. The DCA curve showed that DDOST combined with other clinical traits can bring benefits to predict the prognosis of glioma patients.

These results were mainly based on the data of bioinformatics; therefore, large-sample immunohistochemistry data, Western blot, and RT-PCR of glioma tissues are urgently needed to confirm the above results. We will also further detect and confirm these results in in vivo and in vitro experiments in glioma.

In the present study, we found that DDOST could be used as an accurate predictor for patients with gliomas. The immune infiltration analysis showed that DDOST was closely related to the TME and might mediate the suppressive immune microenvironment of glioma. Finally, DDOST and clinical features were used to construct a nomogram that could accurately assess the prognosis of patients. Our results preliminarily suggest that DDOST could serve as a potential target for the treatment of glioma patients, and an independent factor for predicting prognosis in gliomas, but further detailed mechanisms need to be explored in future research.
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Supplementary Figure 1 | Expression difference of DDOST between different clinical characters in patients with glioma in the CGGA 693 cohort. The expression of DDOST in different age (A), gender (B), PRS type (C), grade (D), IDH (E), 1p19q (F), and MGMT status (G).

Supplementary Figure 2 | Prediction of outcome of the DDOST in stratified patients in the CGGA 693 dataset. Survival curve was used to analyze OS in the low- and high-DDOST groups in CGGA 325 set(A). Survival analysis of the signature in patients stratified by age (B, C), gender (D, E), grade (F–H), IDH (I, J), 1p19q status (K, L), and MGMT promoter (M, N).

Supplementary Figure 3 | The role of DDOST in glioma was analyzed by GSEA. GO(A) and hallmark(B) gene sets were performed to explore the mechanism of DDOST in glioma.

Supplementary Figure 4 | Waterfall diagram shows the relationship between DDOST expression and gene mutation in LGG (A) and GBM (B).

Supplementary Table 1 | Clinicopathological characteristics of glioma patients from the GEO, TCGA, CGGA database and tissue microarray.

Supplementary Table 2 | The differential genes between high- and low-DDOST groups by CGGA 325 cohort.

Supplementary Table 3 | Immune-related genes.
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When it comes to improving cancer therapies, one challenge is to identify key biological parameters that prevent immune escape and maintain an equilibrium state characterized by a stable subclinical tumor mass, controlled by the immune cells. Based on a space and size structured partial differential equation model, we developed numerical methods that allow us to predict the shape of the equilibrium at low cost, without running simulations of the initial-boundary value problem. In turn, the computation of the equilibrium state allowed us to apply global sensitivity analysis methods that assess which and how parameters influence the residual tumor mass. This analysis reveals that the elimination rate of tumor cells by immune cells far exceeds the influence of the other parameters on the equilibrium size of the tumor. Moreover, combining parameters that sustain and strengthen the antitumor immune response also proves more efficient at maintaining the tumor in a long-lasting equilibrium state. Applied to the biological parameters that define each type of cancer, such numerical investigations can provide hints for the design and optimization of cancer treatments.
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1 Introduction

The immune system plays a major role in the control of tumor growth. This has led to the concept of immune surveillance and cancer immunoediting composed of three phases (1–3): the elimination, when tumors are rapidly eradicated by the immune system, the equilibrium, a latency period when tumors can survive but remain on a controlled state, and the escape, the final outgrowth of tumors that have outstripped immunological restraints. In this later phase, immune suppression is prevailing and immune cells are also subverted to promote tumor growth. Numerous cancer immunotherapy strategies have been designed and assessed to counteract immune suppression and restore effective and durable elimination of tumors (4–8). They show improved efficacy over conventional anticancer treatments but only a minority of patients respond. The challenge to face now is to identify key biological parameters which will convert a fatal outcome into a chronic, manageable state, the durable maintenance of cancer in a viable equilibrium phase controlled by immunity. Reaching such immune-mediated tumor mass dormancy is indeed the first key step for successful control of tumor growth and a goal for immunotherapy (9). The equilibrium state is however difficult to apprehend experimentally because the tumor mass at equilibrium is below detectable limits (3). Mathematical modeling of the tumor-immune system interactions offers useful information about the features of the equilibrium phase during primary tumor development, and such tools could be used to guide the design of optimal anticancer therapies (10–13).

We previously (10) introduced a specific multiscale mathematical model based on partial differential equations (PDE), intended to describe the earliest stages of tumor-immune system interactions. We conjecture that the space heterogeneities of the distribution of active and resting immune cells, which are subjected to several interaction mechanisms with the tumor cells, plays a critical role in the efficiency of the immune response, and the ability in reaching the equilibrium phase. This, in turn, motivates the appeal to PDEs descriptions and can complete the already established modeling based on ordinary differential systems, on which there exists a wide literature, see for instance (11, 14–19) Extension to the PDE framework has permitted to bring out the role of space organisation (20–23). The reader can find further details and references about the mathematical modeling of tumor-immune system interactions, based on different viewpoints and addressing several issues of the efficacy of the immune response, in the reviews (24–29). The original model developed in (10) thus accounts for both the growth of the tumor, by natural cell growth and cell divisions, and the displacement of the immune cells towards the tumor, by means of activation processes and chemotaxis effects. The most notable finding from (10) was that an equilibrium state, with residual tumor and active immune cells, can be observed. Moreover, mathematical analysis provides a basis for the explanation of the formation of the equilibrium. How the biological parameters shape this equilibrium is the main question investigated in the present article. Indeed, the equilibrium can be mathematically interpreted by means of an eigenproblem coupled to a stationary diffusion equation with constraint. This observation permits us to develop an efficient numerical strategy to determine a priori the shape of the equilibrium — namely, the size distribution of the tumor cells and the residual tumor mass — for a given set of biological tumor and immune cell parameters. Consequently, the equilibrium state can be computed at low numerical cost since we can avoid the resolution of the evolution problem on a long time range. The use of this simple and fast algorithm allows us to address the question of the sensitivity of the residual mass to the parameters and to discuss the impact of treatments. This information can be decisive to design clinical studies and choose therapeutic strategies that will revert to an equilibrium phase. Our work therefore provides hints for cancer treatment management.


1.1 Quick Guide to Equations: A Coupled PDE Model for Tumor-Immune System Interactions

The modeling approach imposes to select a few phenomena, considered as the leading effects for the situation under consideration; other effects are just roughly described by tuning some parameters or are simply disregarded. Choices for designing the mathematical model are also dictated by the difficulty in attributing numerical values to the parameters of the equations, due to a lack of experimental measurements: the poor knowledge of driving quantities leads to keep a description as simple as possible, with a reduced number of unknown parameters. The principles of the modeling adopted in (10), summarized by Figure 1, led to couple an evolution equation for the size-distribution of the tumor cells, and a convection-diffusion equation for the activated immune cells. The two-way coupling arises from the death term induced by the action of the immune cells on the tumor cells, and by the activation and the attraction of immune cells towards the tumor, which are determined by the total mass of the tumor. The model is intended to describe the earliest stages of the tumor formation, when the size of the tumor is relatively small. The tumor is located at the center of a domain Ω (there is no displacement of the tumor). The model distinguishes two distinct and independent length scales: the size of the tumor cells, described by the variable z≥0 , is considered as “infinitely small” compared to the scale of displacement of the immune cells, described by the space variable x ∈ Ω .




Figure 1 | Schematic view of the geometry of the mathematical model. The tumor cells are located at the center of the domain where they are subjected to growth and division mechanisms. Immune cells are activated from baths of resting cells; their motion is driven by diffusion combined to a convection field, due to chemotactic mechanisms and directed towards the tumor.



The unknowns are

	The size density of tumor cells ( t, z )↦n( t, z ) so that the integral   gives the volume of the tumor occupied at time t by cells having their size z in the interval (a, b);

	The concentration of activated immune cells which are fighting against the tumor ( t, x )↦c( t, x ) ;

	The concentration of chemical signal that attracts the immune cells towards the tumor microenvironment ( t, x )↦φ( t, x ).



The specific biological assumptions made to construct the model are fully described in (10). Figure 2 offers an overview of the interaction mechanisms embodied in the equations and of the role of the parameters of the model.




Figure 2 | Schematic view of the interaction mechanisms described by the system (1a)-(1e).



Immune cells, once activated from a bath of resting cells, are subjected to natural diffusion and to a chemotactic drift, induced by the presence of the tumor. The strength of this drift, as well as the activation of immune cells, directly depends on the total mass of the tumor, proportional to the quantity

	

The immune system-tumor competition is described by the following system of PDEs

 

 

 

 

 

The features of the growth-division dynamics for the tumor cells (1a) are embodied into the (possibly size-dependent) growth rate z↦V( z )≥0 and the cell division operator Q(n). We refer the reader to (30–37) for further details on this evolution equation (with m (n, c) =0) for cell growth and division, and its application to cancer modeling. What is crucial for modeling purposes is the principle that cell-division does not change the total mass: the operator Q satisfies  . However, the total number of cells in the tumor increases since   (we refer the reader to (10) and Appendix A for further details). In what follows, we restrict to the mere symmetric binary division operator

 

with z↦a(z )≥0 the division rate. It simply describes the situation where cells are cut into two cells having half the size of the original cell. Further relevant examples of division operators can be found in (32) (see Appendix A). The specific case where the division rate a in (2) is a positive constant makes the model simpler, and is often used. It is however likely relevant to incorporate more complex behaviors through the size-dependence; for instance divisions can be prohibited below a certain size threshold. Similarly, it can be convenient to assume that the growth rate V is a positive constant, but more intricate laws can take into account some important phenomena. For instance, logistic or Gompertz law can incorporate size limitation effects, and roughly describe difficulties in accessing nutrients or necrotic effects (38–40); a detailed study of growth laws can be found in (41). As mentioned above, though, using such complex laws, also raises the issue of determining more parameters. The boundary condition for n in (1d) means that no tumor cells are created with size 0.

Despite the fact that there exists several types of immune cells – at least T-cells and NK cells – fighting against the tumor, they are all described here through the single concentration c. It also means that coefficients of the equation – the death rate γ>0, the chemotactic strength χ>0 , and the diffusion coefficient D – correspond to an averaged behavior of all these cells. By the way, working with a constant diffusion coefficient D > 0 is again a simplification, neglecting the architecture of the tumor environment, which might induce directional effects. The effector immune cells that effectively fight against the tumor, are activated from a “reservoir” of resting cells, described in the right hand side of (1b) by ( t,x )↦R( t,x ) . This given function, possibly time and space dependent, stands for the space distribution of the influx rate of activated effector immune cells. It takes into account the sources of resting immune cells that can be activated in the tumor microenvironment or in the draining lymph nodes into cells fighting the tumor. At early stages of tumor growth, the rate of the activation process is supposed to be directly proportional to the tumor mass μ1. Again, more complex activation law, for instance based on Michaelis-Menten kinetics can incorporate relevant limitation mechanisms. The Dirichlet boundary condition for c in (1d) means that the immune cells far from the tumor are non-activated. Immune cells are directed towards the tumor by a chemo-attractive potential φ, induced by the presence of the tumor cells. Through (1c), the strength of the signal is proportional to the total mass of the tumor, and it is shaped by a form function x↦σ( x ) which will be a function peaked at the tumor location. The potential is thus defined by the diffusion equation (1c), that involves a positive coefficient K>0 (that could be matrix valued), and the Neumann boundary condition in (1d), where v stands for the unit outward normal vector on ∂Ω. Finally, the activated immune cells are able to destroy tumor cells, as described by the death term in (1a)

 

where δ≥0 is another form function, also peaked in the vicinity of the tumor. For the numerical experiments, we shall work with the Gaussian profiles



where the positive parameters A,Aσ and θ,θσ can be used to tune the amplitude and spreading of these functions, and thus the strength and radius of influence of the related phenomena. We refer the reader to (10) for further details and comments about the model. Note that this model neglects the possible additional protumoral effects that can take place and are crucial to swing to the escape phase. Such protumor effects can have different forms: they can directly enhance the tumor growth, and make antitumor immune cells exhausted, a state where they are hyporesponsive and cannot kill the tumor, see (42) on these issues. Remarkably, the model (1a)-(1e) is able to reproduce equilibrium phases where the tumor growth is controlled by the immune response.




2 Materials and Methods


2.1 Development of Numerical Methods Predicting Parameters of the Equilibrium in Immune-Controlled Tumors

According to (2, 3, 9), the equilibrium phase corresponds to a long-lasting period of immune-mediated latency, also known as tumor mass dormancy, prior to the emergence of clinically detectable malignant disease, with a residual tumor which has not be fully destroyed by the immune system, maintained under the control of immunity. The simulations of the initial-boundary value problem (1a)-(1e) performed in (10) revealed that such a behavior can be reproduced by the model. Here, we wish to study the features of the equilibrium phase in immune-controlled tumors and, in particular, we want to predict, for given biological parameters (see Section 2.2 below), the total mass of the residual tumor and its size distribution. To this end, we developed specific numerical procedures based on the mathematical interpretation of the equilibrium.


2.1.1 Equilibrium States

The definition of the equilibrium relies on the following arguments. When disregarding the immune response, the cell-division equation

 

admits a positive eigenstate, which drives the large time behavior of the solution. To be more specific, there exists λ>0 and a non negative function   satisfying



The existence-uniqueness of the eigenpair   can be found in (32, 34). Furthermore, when the tumor does not interact with the immune system, the large time behavior is precisely driven by the eigenpair: the solution of (5) behaves like

	

where μ0 >0 is a constant determined by the initial condition, see (33, 34). Consequently, in the immune-free case, the tumor population grows exponentially fast, with a rate λ>0 , and, as time becomes large, its size repartition obeys a certain profile  . In the specific case where V is constant and Q is the binary division operator (2), with a constant division rate a, we simply have λ=a and the profile   is explicitly known (43, 44). However, for general growth rates and division kernels the solution should be determined by numerical approximations; we are going to detail a numerical procedure to effectively compute the pair  .

Coming back to the coupled model (1a)-(1e), we infer that the equilibrium phase corresponds to the situation where the death rate – the integral of the immune cells concentration with weight δ, denoted as   in (3) – precisely counterbalances the natural exponential growth of the tumor cell population. In other words, at equilibrium we expect that

• The size distribution of tumor cells is proportional to the eigenstate  . The proportionnality factor is related to the total mass by the relation  .

• The concentration of immune cells is defined by the stationary equation



• Where Ф is the solution of

	

• Endowed with the homogeneous Neumann boundary condition, together with the constraint

 

This can be interpreted as an implicit definition of the total mass μ1 to be the value such that the solution of the boundary value problem (7) satisfies (8): in other words, it defines implicitly the mass of the residual tumor μ1 to be the value such that the solution of the stationary boundary value problem for C defines a death rate that exactly compensates the exponential growth rate of the growth division equation. The existence of an equilibrium state defined in this way is rigorously justified in (10, Theorem 2).

Theorem 2.1. Let x↦R( x )∈L2 ( Ω ) be a non negative function. If λ>0 is small enough, there exists a unique μ1 ( λ )>0 such that the solution C μ1 ( λ ) of the stationary equation (7) satisfies (8).

Theorem 2.1 requires a smallness assumption; for (2) with constant growth rate V and division rate a, this is a smallness assumption on a. Numerical experiments have shown different large time behaviors for the initial-boundary value problem (1a)-(1e) (an example will be presented later on):

	When the source term R is space-homogeneous, the expected behavior seems to be very robust. The immune cell concentration tends to fulfill the constraint   as time becomes large, and the size repartition of tumor cells tends to the eigenfunction  . The total mass μ1 tends to a constant; however the asymptotic value cannot be predicted easily.

	When R has space variations, the asymptotic behavior seems to be much more sensitive to the parameters of the model, in particular to the aggressiveness of the tumor (characterized by the cell division rate a). On short time scale of simulations, we observe alternance of growth and remission phases, and the damping to the equilibrium could be very slow.



These observations bring out the complementary roles of different type of cytotoxic cells (45). The NK cells could be seen as a space-homogenous source of immune cells, immediately available to fight against the tumor, at the early stage of tumor growth. In contrast, T-cells need an efficient priming which occurs in the draining lymph nodes, and their sources is therefore non-homogeneously distributed. Eventually, NK and CD8+ T-cells cooperate to the anti-tumor immune response.

Numerical experiments thus show that the model (1a)–(1e) is able to reproduce, in the long-time range, cancer-persistent equilibrium, but the features of the equilibrium, and its ability to establish, are highly sensitive to the parameters. To discuss this issue further, we focus here on the mass at equilibrium considered as a critical quantity that evaluates the efficacy of the immune response. Indeed, it is known that a tumor gains in malignancy when its mass reaches certain thresholds (45, 46). The smaller the tumor mass at equilibrium, the better the vital prognosis of the patient. In doing so, we do not consider transient states and time necessary for the equilibrium to establish. The interest of the interpretation of the equilibrium by means of an eigenproblem relies on the fact that the equilibrium state can be determined a priori, at least through numerical simulations, without running the initial boundary value problem over long time ranges: given a set of biological parameters it can be obtained by solving the eigenvalue problem for   and the constrained stationary drift-diffusion equation for C, see Figure 3. In turn, since the equilibrium state can be computed at low numerical cost, a wide range of parameters can be considered and the role of the parameters can be investigated in details. The determination, on numerical grounds, of the equilibrium state relies on a two-step process, as schematised in Figure 3. First, we compute the normalized eigenstate of the tumor cell equation, second, we find the tumor mass which makes the coupled death rate fit with the eigenvalue. To this end, we have developed a specific numerical approach.




Figure 3 | Connection of the equilibrium state with the eigenstate of the growth-division equation, and interpretation of the residual tumor mass.





2.1.2 The Eigen-Elements of the Growth-Division Equation

The numerical procedure is fully detailed and analyzed in Appendix A; it is inspired from the spectral analysis of the equation: λ is found as the leading eigenvalue of a conveniently shifted version of the growth-division operator. In practice, we work with a problem where the size variable is both truncated and discretized. Hence, the problem recasts as finding the leading eigenvalue of a shifted version of the underlying matrix, which can be addressed by using the inverse power method [(47), Section 1.2.5]. We refer the reader to (48, 49) for a thorough analysis of the approximation of eigenproblems for differential and integral operators, which provides a rigorous basis to this approach. It is also important to check a priori, based on the analysis of the equation (32), how large the shift should be, and that it remains independent on the numerical parameters. As already mentioned, for some specific division and growth rates, the eigenpair   is explicitly known, see (32). We used these formula to validate the ability of the algorithm to find the expected values and profiles.



2.1.3 Computation of the Equilibrium Mass

Having at hand the eigenvalue λ, we go back to the convection-diffusion equation (7) and the constraint (8) that determine implicitly the total mass μ1 of the residual tumor. For a given value of μ1, we numerically solve (7) by using a finite volume scheme, see (10, Appendix C). Then, we use the dichotomy algorithm to fit the constraint:

	The chemo-attractive potential Ф is computed once for all.

	Pick two reference values 0 < μa < μb; the mass we are searching for is expected to belong to the interval (μa, μb).

	Set   and compute the associated solution C μ  1  of (7) (the subscript emphasizes the dependence with respect to μ1). Evaluate the discrete version of the quantity I=∫​ δC μ1   dx−λ

	 If I < 0, then replace μa by μ1, otherwise replace μb by μ1.

	We stop the algorithm when the relative error  is small enough.



It is also possible to design an algorithm based on the Newton method. However, this approach is much more numerically demanding (it requires to solve more convection-diffusion equations) and does not provide better results.




2.2 Identification of Biological Parameters

In order to go beyond the qualitative discussion of (10), the model should be challenged with biological data. The PDE system (1a)-(1e) is governed by the set of parameters collected in Table 1. Most parameter values were retrieved from previously published experimental results and we propose an estimation of the remaining parameters R, a, V based on the experimental study performed in (59) where the development of chemically-induced cutaneous squamous cell carcinoma (cSCC) is investigated.


Table 1 | Key model parameters and their biophysical meaning.



Calibrating the parameters of the equations is an issue due to the lack of direct measurements, and the fact that experimental data are obtained at the price of the sacrifice of mice. Consequently, beyond the cost of the experiments, it also means that a time evolution of the quantities of interest is usually not affordable. Therefore, a specific procedure should be developed in order to estimate the parameters from the experimental data points. Since the informations on the parameters are quite poor, we restrict to the case where the coefficients a, V, R are constant, which is also a reasonable assumption when dealing with the earliest stages of the tumor development. In order to identify the parameters, we shall use a degraded version of the equations.

Neglecting the immune response, the tumor growth is driven by (5). As explained above, this leads to an exponential growth of the tumor mass, see (32–34, 44). Let  , the total number of tumor cells, and 

Integrating (9) with respect to size variable, with integration by parts, and bearing in mind that the cell division operator is mass preserving, we thus get 

 

Next, assuming space homogeneity of the immune cells concentration and neglecting the displacement and the natural death rate of the immune cells, the immune cells concentration is driven by

 

Based on this simplified dynamics, reduced to (9)-(10), we used the Nonlinear Mixed Effects Modeling (NMEM) in order to estimate the parameters a, V, R from the experimental data. Let N denote the number of mice within the population and   the vector of longitudinal measurements for the ith mouse:   is a typical observation of the mouse i for a given measurement type k ∈ { 0,1,2} (with (0, 1, 2) referring to ( μ0 ,μ1 ,c ) respectively) at time   for i ∈ { 1, … ,N } and i ∈ { 1, … ,N } . We suppose that the statistics of the measurements obeys, for   

 

where   is the evaluation of the model at time   is the vector of the parameters describing the individual i and   the residual error model. The inter-individual variability is described by the combination of fixed effects , which, by definition, are constant within the population and along time, and random effects   which explain the inter-individual variability among the mice. The positivity of the parameters is ensured by assuming that the individual parameters follow a log-normal distribution. In other words, the random effects are normally distributed with mean zero and a variance-covariance matrix W. For instance W=diag( ω0 ,ω1 ,ω2 ) where the ωk’s stand for the variance of the parameters a, V, R. Therefore, we have

 

for k∈{ 0,1,2 } . The error model is assumed to be proportional to the model evaluation and is defined as follows:

 

Where ε ij ∼N( 0,1 ) represents the statistical model residual errors and b (k) is the proportionality factor measuring the relative amplitude of the errors.


2.2.1 Estimation of the Model Parameters

According to the experimental procedure in (59), 5× 105 mSCC38 were injected to each mouse at time t0 = 0. Therefore we fixed the initial number of tumor cells to μ0 ( 0 )=5× 105 cells. Assuming that each tumor cell is spherically shaped with a radius 15 μ m, we set μ1 ( 0 )=7.1mm3. The initial concentration of immune cells is fixed to c0 = 0: we suppose that initially there is no effector immune cells (or at least it means that the initial concentration of activated immune cells is negligible compared to the concentration of resting cells). Some data points were censored due to the sacrifice of the individual for flow cytometry cell counting. The censored data points have been handled by Limit Of Quantification (LOQ) censoring (60). Let   be the finite or infinite censoring interval for mouse i, measurement k and time   and

	

where   is the conditional distribution of   given  . Let us collect in a vector α=( apop,Vpop, Rpop, ωa, ωV, ωR, ba, bV, bR) the parameters of the model; they are estimated by maximizing the observed likelihood function

 

To this end, we used the Stochastic Approximation of the Expectation Maximization algorithm (SAEM) implemented in the MONOLIX R API (61). Furthermore, the individual parameter estimators   are computed in MONOLIX (61) by means of the Empirical Bayes Estimate (EBE) of   which corresponds to the mode of the conditional distribution   (where   corresponds to estimated parameters).

A preliminary estimation procedure indicates a significant correlation between the parameters a and R ( t-test p-value 2.6× 10 −6) . Hence, introducing this correlation into the variance covariance matrix of the random effects by setting covar ( a,R )=ρ aR ωa ωR , where ρ aR represents the correlation coefficient between a and R, enhances the goodness of fit. The estimated value of ρ aR is 0.8 with a relative standard error of 13%. The parameters in a were estimated with reasonable standard errors (computed using the stochastic approximation) and relative standard errors (max (R.S.E) = 30.6 and min (R.S.E.) = 3) which indicate that the model parameters are identifiable. The ShapiroWilk test reinforces the normality hypotheses on the random effects   (the p-values for ηa ,ηV  and ηR are respectively 0.83, 0.61, 0.2). Pictures indicating the fits are provided in Figure 4, and detailed parameter estimates are given in Table 2.




Figure 4 | Model fitting to the in vivo experimental cSCC tumor growth data. Here, we are using 34 data points from an in vivo experimental cutaneous squamous cell carcinoma (cSCC) tumor growth mouse model (59). (A) Number of tumor cells kinetics; (B) Tumor volume kinetics (μm3); (C) Concentration of immune cells kinetics. The solid lines represent the model prediction using the mean estimated parameters, the dashed lines represent the model predictions using the 5th and 95th percentiles of the parameters distribution.




Table 2 | Estimated value of the parameters with their Standard Error (S.E.) and Relative Standard Error (R.S.E).






2.3 Materials


2.3.1 Mice

FVB/N wild-type (WT) mice (Charles River Laboratories, St Germain Nuelles, France) were bred and housed in specific-pathogen-free conditions. Experiments were performed using 6-7 week-old female FVB/N, in compliance with institutional guidelines and have been approved by the regional committee for animal experimentation (reference MESR 2016112515599520; CIEPAL, Nice Côte d’Azur, France).



2.3.2 In Vivo Tumor Growth

mSCC38 tumor cell line was established from DMBA/PMA induced sSCCs and maintained in DMEM (Gibco-ThermoFisher Scientific, Courtaboeuf, France) supplemented with 10% heat-inactivated fetal bovine serum (FBS) (GE Healthcare, Chicago, Illinois, USA) penicillin (100 U/ml) and streptomycin (100 μg/ml) (Gibco-ThermoFisher Scientific, Courtaboeuf, France). 5× 105 mSCC38 were intradermally injected in anesthetized mice after dorsal skin shaving. Tumor volume was measured manually using a ruler and calculated according to the ellipsoid formula: Volume=Length(mm )×Width( mm )×Height( mm )×π/6.



2.3.3 Tissue Preparation and Cell Count

mSCC38 were excised and enzymatically treated twice with collagenase IV (1mg/ml) (Sigma-Aldrich, St Quentin Fallavier, France), and DNase I (0.2 mg/ml) (Roche Diagnostic, Meylan, France) for 20 minutes at 37°C . Total cell count was obtained on a Casy cell counter (Ovni Life Science, Bremen, Germany). Immune cell count was determined from flow cytometry analysis. Briefly, cell suspensions were incubated with anti-CD16/32 (2.4G2) to block Fc receptors and stained with anti-CD45 (30-F11)-BV510 antibody and the 7-Aminoactinomycin D (7-AAD) to identify live immune cells (BD Biosciences, Le Pont de Claix, France). Samples were acquired on a BD LSR Fortessa and analyzed with DIVA V8 and FlowJo V10 software (BD Biosciences, Le Pont de Claix, France).



2.3.4 Mathematical and Statistical Analysis

Computations were realized in Python and we made use of dedicated libraries, in particular the gmsh library for the computational domain mesh generation, the packages optimize (for the optimization methods using the Levenberg-Marquard mean square algorithm; similar results have been obtained with the CMA-ES algorithm of the library cma) from the library scipy, the MONOLIX R API and application for the model calibration to the experimental data (61), the library Pygpc for the generalized Polynomial Chaos approximation (62) and the library Salib for the sensitivity analysis (63).





3 Results


3.1 Validation of the Method

For all the simulations discussed here, we adopt the same framework as in (10): the tumor is located at the origin of the computational domain Ω, which is the two-dimensional unit disk. Otherwise explicitly stated, we work with the lower bound of the parameters collected in Table 1. When necessary, the initial values of the unknowns are respectively μ0 (0) = 1 celln, ue μ1 (0) = 14137.2 μm3, c(0,x) = 0.

To start with, we perform a simulation of the initial-boundary value problem (1a)-(1e). Figure 5 illustrates how the equilibrium establishes in time: as time becomes large, the effective concentration of active immune cells, that is denoted

	




Figure 5 | (A) Time evolution of the diameter of the tumor (bold black line) and concentration of active immune cells (dotted gray line). The predicted asymptotic value for the latter is represented by the horizontal dotted line. (B) Comparison of the tumor cell-size distribution at t = 1000 days with the positive eigenstate of the cell division equation (x-axis: size of the tumor cells, y-axis: number of tumor cells at the final time). For this simulation Ω={ ∥ x ∥≤1 } , the data are given by the lower bound of the parameters collected in Table 1 and ( a,V,R )=( 0.072, 713.61, 1.74× 10 −7 ).



tends to the eigenvalue of the cell-division equation, the total mass μ1(t) tends to a constant and the size distribution of tumor cells takes the profile of the corresponding eigenstate. This result has been obtained by setting ( a,V,R )=( 0.072, 713.61, 1.74× 10 −7 ) . We observe a non symmetric shape of the size distribution of tumor cells, peaked about a diameter of 23 μm, which is consistent with observational data reporting the mean size distribution of cancer cells (64, 65).

For the simplest model of growth-division with a and V constant, we know an expression of the eigenstate  ; however, we do not know an explicit evaluation of the residual mass. Nevertheless, we can compare the results of the inverse power-dichotomy procedure that predicts the residual mass, to the large time simulations as performed in (10). Let   be the asymptotic value of the total mass given by the large time simulation of the initial-boundary value problem (and checking that the variation of the total mass has become negligible) and let   be the mass predicted by the power-dichotomy procedure. We set

	

The results for several cell division rates a are collected in Table 3: the numerical procedures finds the same equilibrium mass as the resolution of the evolution problem, which is a further validation of the method.


Table 3 | Comparison of the large time tumor mass and the predicted tumor mass for several values of a.



Further validation concerning the ability in finding the leading eigenstate are presented in Appendix A. The method has been successfully employed to predict equilibrium state when dealing with complex growth rate and division operator in (42).



3.2 Numerical Simulations Show How Parameters Influence Equilibrium

The numerical methods were next used to assess how the parameters influence the equilibrium. In particular, we wish to assess the evolution of the tumor mass at equilibrium according to immune response and tumor growth parameters.

For the numerical simulations presented here, we thus work on the eigenproblem (6) and on the constrained system (7)-(8). Unless precisely stated, the immune response parameters are fixed to the lower bounds in Table 1. The tumor growth parameters are set to = 0.1 day-1, V = 713.61 μm3 day-1 and  .

The main features of the solutions follow the observations made in (10), which were performed with arbitrarily chosen values for the parameters. We observe that   tends to the division rate a, which in this case corresponds to the leading eigenvalue of the cell-division equation. It is important to note that the predicted diameter of the tumor at equilibrium — see Figure 5 — is significantly below modern clinical PET scanners resolution limit, which could detect tumors with a diameter larger than 7mm (66). This is consistent with the standard expectations about the equilibrium phase (3), but, of course, it makes difficult further comparison of the prediction with data.

The aggressiveness of the tumor is characterized by the division rate, the variations of which impact the size of the tumor at equilibrium: the larger a, the larger the residual tumor, see Figure 6A. Increasing the immune strength A increases the efficacy of the immune response, reducing the size of the residual tumor see Figure 6B. Similarly, increasing the mean rate of influx of effector immune cells in the tumor microenvironment R, decreases the tumor size at equilibrium, see Figure 6C. On the contrary, increasing the death rate of the immune cells γ reduces the efficacy of the immune response and increases the equilibrium tumor size see Figure 6D.




Figure 6 | Evolution of the tumor diameter at equilibrium, with respect to (A) the division rate of tumor cells a, (B) the strength of the effector immune cells A, (C) the influx rate of effector immune cells R, (D) the natural death rate γ of the effector cells.



Moreover, as mentioned above, not only the parameters determine the equilibrium mass, but they also impact how the equilibrium establishes. Figures 7A–C shows what happens by making the tumor cell division rate a vary. There are more oscillations along time, with larger amplitude, as a increases. Similar observations can be made when reducing the strength of the immune system A (likely out of its realistic range), see Figures 7D–F. The smaller A, the weaker the damping of the oscillations and the longer the periods. We notice that the decay of the maximal tumor radius holds at a polynomial rate. In extreme situations, either the damping is very strong and the equilibrium establishes oscillation-free or the equilibrium does not establish on reasonable observation times, and the evolution can be confounded with a periodic alternance of growing and remission phases. Such scenario illustrates that the relevance of the equilibrium can be questionable depending on the value of the parameters. In what follows, we focus on the details of the equilibrium itself, rather than on the transient states.




Figure 7 | Large-time simulation of the PDE system: evolution of the tumor diameter (bold black line, left axis), and of the concentration of immune cells   (dotted grey line, right axis), for several values of the division rate a: (A) a = 0.1 day-1, (B) a = 0.3 day-1, (C) a = 0.4 day-1 and for several values of the immune strength A: (D)  , (E)  , (F)  . The horizontal dotted line represents the predicted asymptotic value for  . The solid line gives the envelope of the oscillations, indicating a polynomial damping rate. The equilibrium needs more time to establish as the strength of the immune system decreases.





3.3 Global Sensitivity Analysis on the Equilibrium Mass Identifies the Key Parameters to Target in Cancer Therapy

Since the equilibrium state can be computed for a reduced numerical cost (it takes about 1/4 of a second on a standard laptop), we can perform a large number of simulations, sampling the range of the parameters. This allows us to discuss in further details the influence of the parameters on the residual mass and, by means of a global sensitivity analysis, to make a hierarchy appear according to the influence of the parameters on this criterion. Ultimately, this study can help in proposing treatments that target the most influential parameters.

Details on the applied methods for the sensitivity analysis can be found in Appendix B. Among the parameters, we distinguish:

	The tumor cell division rate a which drives the tumor aggressiveness,

	The efficacy of the immune system, governed by the mean influx rate of activated effector immune cells R, the strength of the immune response A, the chemotactic sensitivity χ, the death rate γ of the immune cells, and the strength of the chemical signal induced by each tumor cell Aσ

	Environmental parameters such as the diffusion coefficients D (for the immune cells) and K (for the chemokine concentration).



We assume that the input parameters except a and R are independent random variables. Due to the lack of knowledge on the specific distribution of most of the parameters, the most suitable probability distribution is the one which maximizes the continuous entropy (67), more precisely, the uniform distribution over the ranges defined in Table 1. Therefore, the uncertainty in the parameter values is represented by uniform distributions for the parameters ( A,χ,D,Aσ ,γ,K ) and by log-normal distributions for the parameters a and R. In what follows, the total mass at equilibrium, μ1, given by the power-dichotomy algorithm, is seen as a function of the uncertain parameters:

 

To measure how the total variance of the output μ1 of the algorithm is influenced by some subsets i1 ⋯ip of the input parameters i1 ⋯ip ( k≥p being the number of uncertain input parameters), we compute the so-called Sobol’s sensitivity indices. The total effect of a specific input parameter i is evaluated by the total sensitivity index  , the sum of the sensitivity indices which contain the parameter i. (Details on the computed Sobol indices can be found in Appendix B). The computation of these indices is usually based on a Monte Carlo (MC) method [see (68, 69)] which requires a large number of evaluations of the model due to its slow convergence rate   where N is the size of the experimental sample). To reduce the number of model evaluations, we use instead the so-called generalized Polynomial Chaos (gPC) method [see (70)]. The backbone of the method is based on building a surrogate of the original model by decomposing the quantity of interest on a basis of orthonormal polynomials depending on the distribution of the uncertain input parameters θ( ω )=( a,A,R,χ,D,Aσ ,γ,K ), where ω represents an element of the set of possible outcomes. Further details on the method can be found in (71). For uniform distributions, the most suitable orthonomal polynomial basis is the Legendre polynomials. The analysis of the distribution of μ1 after a suitable sampling of the parameters space indicates that μ1 follows a log-normal distribution. This distribution is not uniquely determined by its moments (the Hamburger moment problem) and consequently cannot be expanded in a gPC [see (72)]. Based on this observation, to obtain a better convergence in the mean square sense, we apply the gPC algorithm on the natural logarithm of the output μ1. Typically, ln(μ1) is decomposed as follows:

 

where ε corresponds to the approximation error,   and p represents the highest degree of the expansion. Hence, the dimension of the polynomial basis is given by  . We reduce the number of model evaluations to 642 runs by constraining also the parameters interaction order to 2. For our purpose, a degree p = 5 gives a better fit (see Figures 8A, B to the original model and the goodness of fit of the gPC algorithm is measured by a Leave One Out Cross Validation (LOOCV) technique (73). The resulting LOO error indicates 0.4% prediction error. The Sobol’s sensitivity indices are then computed from the exponential of the surrogate model (16) by using Monte Carlo simulations combined with a careful space-filling sampling of the parameters space [see (68, 74)]. For the computations, a sample with N=1.8× 106 points has been used in order to get stable second order Sobol indices. Indeed, the sensitivity indices that are needed to discriminate the impact of the input parameters are the first and total Sobol’ sensitivity indices. Here, the analysis revealed a significant difference between some first order Sobol’ indices and their corresponding total Sobol indices, which indicated the importance of computing also the second order Sobol’ indices.




Figure 8 | (A) comparison between the pdf of In (μ1) from the gPC approximation and the pdf from the original model. (B) Comparison between the value of μ1 generated by the power-dichotomy algorithm and the gPC approximation. (C) First (empty, left scale) and total (dashed, right scale) order Sobol indices for μ1. (D) Second order Sobol indices for μ1.



It is important to stress that the obtained results, and the associated conclusions, could be highly dependent on the range of the parameter values. This observation makes the measurement/estimation of the parameters a crucial issue which can be dependent on the type of cancer analyzed.


3.3.1 Efficacy of the Immune Response

The first order Sobol indices represented in Figure 8C indicate that the parameters which impact the most the variability of the immune-controlled tumor mass at equilibrium are:

	The strength of the lethal action of the immune cells on the tumor cells A, by far the most influential, and three additional parameters

	The influx rate of activated effector immune cells into the tumor microenvironment R.

	The natural death rate γ of the effector immune cells,

	And the division rate a of the tumor cells.



This result is consistent with the observations made from the numerical experiments above and in (10), showing a prominent role of the immune response which can be enhanced by increasing either A or R, and decreasing γ. That A is the most influential parameter is not that surprising but it is remarkable how far its importance exceeds that of the other parameters. It is also puzzling to see that the chemotactic sensitivity χ, like the strength of the chemical signal induced by each tumor cell Aσ, the space diffusion coefficient of the effector immune cells D and the diffusion coefficient of the chemokines K , have a negligible influence on the immune-controlled tumor mass, see Figure 8C, whether individually or in combination with other parameters. This result is consistent with the necessity for immune cells to be able to effectively kill the tumor cells once they reach the tumor site. The second order Sobol’ indices indicate that the leading interactions are the pairs (A, R), (A,γ), (R, γ), (a,A), (a, R) and (a, γ). Accordingly, in order to enhance the immune response, an efficient strategy can be to act simultaneously on the immune strength A together with the influx rate of activated immune effector cells R. Increasing such influx into the tumor microenvironment by enhancing the activation/recruitment processes leading to the conversion of naive immune cells into activated immune cells potentiate anti-tumor immune responses. Besides, the natural death rate γ of the effector immune cells combined to A and R have an impact, as well as A combined with the division rate of the tumor cells, a.



3.3.2 The Tumor Aggressiveness

The tumor aggressiveness is mainly described by the cell division rate a. The first order Sobol indice indicates that a influences significantly the tumor mass at equilibrium, and we observe that the total Sobol index of a is higher than the individual one. This indicates that this parameter has strong interactions with the others. By taking a look at Figure 8D we remark that a interacts significantly with the parameters A, R, γ. However, the most significant interaction is the one with A. This suggests that combining therapies targeting tumor and immune cells should be more efficient at maintaining immune-mediated tumor mass dormancy (75).



3.3.3 Towards Optimized Treatments

Because equilibrium state can be computed for a reduced numerical cost, it allows a large number of simulation to be performed in a minimal time, so that an extensive sampling of the range of the parameters can be tested. The flexibility of the numerical simulations provides valuable tools to assess the efficiency of a variety of therapeutic strategies and select those that sustain a viable equilibrium and prevent cancer relapses after a surgery or a treatment. Figure 9 illustrates how the equilibrium mass is impacted when combining variations of two parameters, namely the immune strength A combined to the tumor cell division rate a, the mean rate of influx of effector immune cells R or the death rate of effector immune cells γ; and the tumor cell division rate a with the death rate γ. Interestingly, a reduction of the tumor mass at equilibrium can be obtained significantly more easily by acting on two parameters than on a single one. For instance, reducing the tumor cell division rate a from 0.35 to 0.1 cannot reduce the diameter of the tumor below.025 mm, with A = 1; while the final size is always smaller when A = 3.95. This observation highlights the interest of combined treatments having such complementary actions. The interest is two-fold: either smaller residual tumors can be obtained by pairing two actions, or the same final tumor size can be obtained with a combined treatment having less toxicity than a mono-therapy.




Figure 9 | Evolution of the tumor diameter at equilibrium, (A) with respect to the division rate a for several values of the immune strength A, (B) with respect to the immune strength A for several values of the death rate γ, (C) with respect to the immune strength A for several values of the influx rate of effector immune cells R+, and (D) with respect to the division rate a for several values of the death rate γ.







4 Discussion

Controlling parameters that maintain immune-mediated tumor mass dormancy is key to the successful development of future cancer therapies. To understand how equilibrium establishes and how it is influenced by immune, environmental and tumor-related parameters, we evaluate the tumor mass which tends to a constant at equilibrium. In this study, we make use of the space and size structured mathematical model developed in (10) to provide innovative, efficient methods to predict, at low numerical cost, the residual tumor mass at equilibrium. By means of numerical simulations and global sensitivity analysis, we identify the elimination rate A of tumor cells by immune cells as the most influential factor. Therefore, the most efficient therapeutic strategy is to act primarily on the immune system rather than on the tumor itself. We also demonstrate the need to develop combined cancer treatments, boosting the immune capacity to kill tumor cells (increase A), the conversion into efficient immune cells (increase R), reducing natural death rate of effector immune cells (decrease γ) and reducing the ability of tumor cells to divide (decrease a). The combination of such approaches definitely outperforms the performances of a single action; it permits to maintain the tumor in a long-lasting equilibrium state, far below measurement capabilities.

Generally, therapeutic strategies are designed to target preformed, macroscopic cancers. Indeed, patients are diagnosed once their tumor is established and measurable, thus at the escape phase of the cancer immunoediting process (1). The goal of successful treatments is to revert to the equilibrium phase and ultimately to tumor elimination. Experimental evidence and clinical observations indicate that such equilibrium exists but it is difficult to study and measure, the residual tumor mass being below detection limits (1, 2, 3). It is regarded as “a immune-mediated tumor mass dormancy” when the rate of cancer cell proliferation matches their rate of elimination by immune cells. In human, cancer recurrence after therapy and long periods of remission or detection of low number of tumor cells in remission phases are suggestive of such equilibrium phase. Mathematical models can also be used to provide evidence of such state. The system of partial differential equations proposed in (10) is precisely intended to describe the earliest stages of immune control of tumor growth. Remarkably, while being in the most favorable condition, only taking into account the cytotoxic effector immune cells and no immunosuppressive mechanisms, the model reproduces the formation of an equilibrium phase with maintenance of residual tumor cells rather than their complete elimination. Besides suggesting that elimination may be difficult to reach, this finding also brings out the role of leading parameters that shape the equilibrium features and opens new perspectives to elaborate cancer therapy strategies that reach this state of equilibrium.

To decipher tumor-immune system dynamics leading to equilibrium state, we have developed here computational tools. The total mass of the tumor is a critical criterion of the equilibrium and was used to predict parameters that contribute the most to the establishment of the equilibrium. By means of global sensitivity analysis, we identified one leading parameter, A, and three others, R, γ and a that affect the most the variability of the immune-controlled tumor mass; A, R and γ are related to immune cells, and a to tumor cells. Moreover, the influence of the leading parameters is significantly increased when they are paired. This observation supports the development of combined therapeutic treatments which would be more efficient at reducing tumor growth and toxicity. Because the pairs (A, R), (A, γ), (R, γ), (A, a), (a, R) and (a, γ) are the most influential, we predict that a combination of drugs enhancing antitumor immune responses with drugs diminishing tumor aggressiveness will be the most efficient. This is consistent with the clinical benefit obtained when chemotherapies reducing the tumor cell division rate a are combined with immunotherapies increasing A and R (75), The parameter A which governs the efficacy of the immune system to eliminate tumor cells, is the most influential. This finding is consistent with the observation that “hot” tumors infiltrated with immune cells have better prognostic than “cold” tumors (76) and that the immune cells with the strongest positive impact on patient’s survival are the cytotoxic CD8+ T cells (77). It is also in line with the success of ICP which revert immune tolerance triggered by chronic activation and upregulation of exhaustion markers on effector T and NK cells, thus not only increasing the parameter A but also R (78). The leading role of the parameter A is also demonstrated by experimental studies and clinical trials, such as adoptive transfer of CAR-T and CAR-NK cells engineered to attack cancer cells, immunomodulating antibody therapies or cancer vaccines which boost the antitumor immune response (75, 79–81). Finally, our finding that the parameter γ is highly influential is confirmed by the administration of cytokines that stimulate and increase effector T and NK cell survival which are efficient at controlling tumor growth (81). Thus, altogether, these experimental and clinical data validate the numerical method.

Interestingly, besides the dominant role of the parameter A, only two additional parameters related to immune cells R, γ seem to have an influence on the tumor mass at equilibrium. These data predict that to enhance the immune response, it is more efficient to increase the rate of influx and conversion of naive immune cells into effector cells (parameter R) or to increase the lifespan of immune effectors (parameter γ) than to increase chemotaxis as a whole (parameters χ, Aa, K ). The lack of influence of chemotaxis emphasizes that the localization of immune cells within tumors is necessary but not sufficient. Indeed, the leading influence of the parameters A, R, γ stresses the importance of having functional immune cells infiltrating tumors. Overcoming immune suppression is therefore highly relevant in therapeutic strategies.

Targeting Immune-mediated tumor mass dormancy is gaining more and more attention, having been linked to recurrence and metastasis (9, 82). The persistence of undetectable tumor cells after primary tumor resection at the primary site but also their spreading to metastatic niches are major causes of treatment failure. Thus, developing strategies to maintain an equilibrium between these tumor cells and the immune response is crucial. Interestingly, a recent study demonstrated a role of the NK cell reservoir in blocking the reawakening of dormant tumor cells (83). The mechanisms involve IL-15 that drives NK cell proliferation and IFN- γ secreted by NK. Therapies boosting NK cell activity like IL-15 superagonists, or engineered NK cell engagers are therefore promising strategies to sustain NK cell-mediated maintenance of tumor dormancy (83, 84).

It is appropriate to finally comment on the limitations of this work and provide new avenues for future research. Firstly, the analysis focuses on the asymptotic state, taking full advantage of its mathematical interpretation which makes it easily computable. However, the transient states and the rate at which the equilibrium becomes observable are simply disregarded, while they are certainly essential for assessing the biological relevance of the equilibrium state. Further analysis is therefore needed in order to understand how the parameters of the model influence the trend to equilibrium. Secondly, the modeling approach is facing contradictory requests: on the one hand, the lack of knowledge on the parameters motivates working with a reduced set of equations, at the cost of considering an “averaged” behavior (say for instance between different types of immune cells); on the other hand, it might be important to keep under consideration many relevant and competing effects of cellular interactions. These issues can be addressed with a better access to biological data and through the development of dedicated methods of parameter identification. This is of course even more important when describing the effects of treatments. Thirdly, the present analysis is limited to an idealized situation in which many important effects have been overlooked. In particular, the immune response can also promote the tumor growth. Considering such immune actions leads to a much more complex dynamical behavior and the possible establishment of an escape phase, as shown in (42). Finally geometrical aspects and heterogeneity are poorly addressed and restrict the relevance of the description to the earliest stages of the tumor development. More complex models, with a full space structuration, should be elaborated in order to obtain a more accurate description of the tumor microenvironment.



5 Conclusion

In conclusion, clinical trials have been undertaken quite often on assumptions from acquired knowledge on tumor development and immune responses to cancer cells, but without tools to help the decision-making. The numerical methods developed here provide valuable hints for the design and the optimization of antitumor therapies. The approach is in agreement with published experimental findings and clinical evidence. By adapting the range of the parameters to the biological values, one can more precisely adapt the therapeutic strategies to specific types of tumors. We thus conclude that mathematical modelling combined with numerical validation provide valuable information that could contribute to better stratify the patients eligible for treatments and consequently save time and lives. In addition, it could also help to decrease the burden of treatment cost providing hints on optimized therapeutic strategies.



6 Computation of the Eigen-Elements of the Growth-Division Equation

The binary division operator (2) is a very specific case, and for applications it is relevant to deal with more general expressions. Namely, we have



In (21), a( z′ ) is the frequency of division of cells having size z′ , and k( z∣z′ ) gives the size-distribution that results from the division of a tumor cell with size z′. What is crucial for modeling purposes is the requirement

	

which is related to the principle that cell-division does not change the total mass

	

We refer the reader to (32) for examples of such cell-division operators and the analysis of the eigenvalue problem (6) under quite general assumptions of the growth rate V, the frequency a and the kernel k. Our numerical method can handle such general coefficients.

It is important to bear in mind the main arguments of the proof of the existence-uniqueness of the eigenpair   for the growth-division equation. Namely, for Λ large enough we consider the shifted operator

	

Then, we check that the operator SΛ which associates to a function f the solution n of TΛn = f fulfills the requirements of the Krein-Rutman theorem (roughly speaking, positivity and compactness), see (85). Accordingly, the quantity of interest λ is related to the leading eigenvalue of SΛ. In fact, this reasoning should be applied to a somehow truncated and regularized version of the operator, and the conclusion needs further compactness arguments; nevertheless this is the essence of the proof. In terms of numerical method, this suggests to appeal to the inverse power algorithm, applied to a discretized version of the equation. However, we need to define appropriately the shift parameter Λ. As far as the continuous problem is considered, Λ can be estimated by the parameters of the model (32), but it is critical for practical issues to check whether or not this condition is impacted by the discretization procedure. This information will be used to apply the inverse power method to the discretized and shifted version of the problem.


6.1 Analysis of the Discrete Problem

The computational domain for the size variable is the interval [0, R] where R is chosen large enough: due to the division processes, we expect that the support of the solution remains essentially on a bounded interval, and the cut-off should not perturb too much the solution. In what follows, the size step h = zi+1 -zi is assumed to be constant. The discrete unknowns Ni, with i ∈ { 1, … ,I } and h = R/I, are intended to approximate N( zi ) where zi = ih. The integral that defines the gain term of the division operator is approximated by a simple quadrature rule. For the operator (2) the kernel involves Dirac masses which can be approached by peaked Gaussian. We introduce the operator   defined by

 

where Fi =V i+1/2 Ni represents the convective numerical flux on the grid point z i+1/2 =( i+1/2 )h , i ∈ { 1, … ,I } . This definition takes into account that the growth rate is non negative, and applies the upwinding principles. Note that the step size h should be small enough to capture the division of small cells, if any. The following statement provides the a priori estimate which allows us to determine the shift for the discrete problem.

Theorem 1.1. We suppose that

	z↦V( z ) is a continuous function which lies in L∞ and it is bounded from below by a positive constant,

	  remains bounded uniformly with respect to h,

	for any i∈{ 1,...,I−1 } , there exists j∈{ 1,...,I−1 } such that a(zj)k( zi ∣zj )>0,

	there exists Z0 ∈( 0,∞ ) such that, setting  , we have   for any z ≥ Z0.



Let

 

and we suppose that R > Z0 is large enough. Then,   is invertible and there exists a pair μ>0, N∈ℝI with positive components, such that. Moreover  .

Note that the sum that defines   is actually reduced over the indices such that jh≤z ; this quantity is interpreted as the expected number of cells produced from the division of a cell with size z so that the forth assumption is quite natural.

Proof. Let f∈ℝI. We consider the equation

	

We denote   the solution. We are going to show that   is well defined and satisfies the assumptions of the Perron-Frobenius theorem, see e. g. (47, Theorem 1.37 & Corollary 1.39) or (86, Chapter 5).

It is convenient to introduce the change of unknown Ui =Ni V i+1/2 , ∀i∈{ 1,⋯,I } . The problem recasts as

 

The solution is interpreted as the fixed point of the mapping

	

where U is given by U1 = 0 and

	

We are going to show that Ah is a contraction: ∥Ah ξ∥ ℓ∞  ≤k∥ξ∥ ℓ∞  for some k < 1. Multiplying (20) by sign (Ui), we obtain

	

We multiply this by the weight  , where all factors are ≥1 . We get

	

Then, summing over i∈{ 2, ... ,m } yields

	

where actually U1 = 0. It follows that

	

Therefore, Ah is a contraction provided (19) holds. This estimate is similar to the condition obtained for the continuous problem, see (32, Proof of Theorem 2, Appendix B); the discretization does not introduce further constraints.

We are now going to show that   is a M-matrix when (19) holds. Let f ∈ ℝI ∖{ 0 } with non negative components. Let U ∈ ℝI satisfy  . Let i0 be the index such that U i0  =min { Ui , i∈{ 2, ..., I } }. We have 

 

Since f i0  ≥0 , we get

	

which tells us that U i0  ≥0. Suppose U i0  =0 for some i0 >1. Coming back to (21), we deduce that U i0 −1 vanishes too, and so on and so forth, we obtain U1 =⋯U i0  =0 . Finally, we use the irreductibility assumption iii): we can find j0 > i0 such that   and (21) implies  , so that U j0  =0. We deduce that U = 0, which contradicts f≠0 . Therefore the components of U are positive, but U1.

We conclude by applying the Perron-Froebenius theorem to  , (86). It remains to prove that   is positive, with μ the spectral radius of  . To this end, we make use of assumption iv). We set Z0 = i0h. We argue by contradiction, supposing that λ=Λ−1/μ<0. We consider the eigenvector with positive components and normalized by the condition  . We have

	

It follows that, for m≥i0 ,

	

It implies

	

We arrive at

	

a contradiction when R is chosen large enough (but how large R should be does not depend on h). Therefore, we conclude that λ > 0.



6.2 Numerical Approximation of (λ, N) 

We compute (an approximation of) the eigenpair (λ, N) by using the inverse power method which finds the eigenvalue of   with largest modulus:

• We pick Λ verifying (19).

• We compute once for all the LU decomposition of the matrix  .

• We choose a threshold 0 < ε ≪ 1.

• We start from a random vector N(0) and we construct the iterations

	

	

until the relative error   is small enough. Then, given the last iterate N(K), we set 

This approach relies on the ability to approximate correctly the eigenpair of the growth-fragmentation operator. In particular, it is important to preserve the algebraic multiplicity. This issue is quite subtle and it is known that the pointwise convergence of the operator is not enough to guarantee the convergence of the eigenelements and the consistency of the invariant subspaces, see (48) for relevant examples. This question has been thoroughly investigated in (48, 49) which introduced a suitable notion of stability. It turns out that one needs a uniform convergence of the operators. Namely, here, we should check that   as I→∞. In the present framework, a difficulty relies on the fact that the size variable lies in an unbounded domain, which prevents for using usual compactness arguments. For this reason, we introduce a truncated version of the problem, which has also to be suitably regularized. Let us denote by   the corresponding operator, where ϵ represents the regularization parameter. This truncated and regularized perator appeared already in (32). Indeed, we know from (32) that   as R→∞ and ε→0, hence, this implies that   as R→∞ and ε→0 by continuity of the map Π:TΛ ↦ ( TΛ ) −1 . Moreover,   is well-defined, continuous and compact, see (32, Appendix. B). The discrete operators   converge pointwise to  , and the compactness of   ensures that the discrete operator converges uniformly to  , for 0<R<ε and 0<ε<1 fixed (see (49) for more details on this fact). Following (49), we deduce that the numerical eigenelements (λI, NI) converges to ( λ R,ε , N R,ε ), the eigenelements of  , while preserving their algebraic multiplicity. Finally the uniform convergence   as R→∞ and ∈→0 ensures the convergence of ( λ R,ε , N R,ε ), to (λ, N) (32).



6.3 Numerical Results

For some specific fragmentation kernels and growth rates, the eigenpair   is explicitly known, see (32). We can use these formula to check that the algorithm is able to find the expected values and profiles. To this end, we introduce the relative errors

	

where N(K) and N are both normalized by  .

Mitosis fragmentation kernel. We start with the binary division kernel:

 

The associated division operator is described by (2). We assume that a and V are constant. In this specific case the eigenpair is given by

 

with N > 0 an appropriate normalizing constant and ( αn ) n∈ℕ is the sequence defined by the recursion

	

In practice we shall use a truncated version of the series that defines N. For the numerical tests, we use the parameters collected in Table 4.


Table 4 | Data for the numerical tests: binary division kernel.




Table 5 | Binary division kernel: errors for several number of grid points.



With this threshold ε, the approached eigenpair is reached in 43 iterations, independently of the size step. Figure 10 represents the evolution of the error   as a function of h in a log-log scale, see also Table 5: N(K) approaches N at order 1. The rate improves when using a quadrature rule with a better accuracy. For this test, the approximation of the eigenvalue is already accurate with a coarse grid; it is simply driven by the threshold ε and   does not significantly change with h.




Figure 10 | Binary division kernel: convergence rates of (λ(K), N(K)) with respect to h.



Uniform fragmentation. The Uniform fragmentation kernel is defined by:

	

We apply the algorithm for the following two cases:

V(z) = V0 and a(z) = a0z. We have   and

	

We still use the values in Table 4 (especially, a0 = a and V0 = V). The approximated eigenpair is obtained in 84 iterations and, as in the previous test, it does not change with the size step. In this case, both the eigenvalue and the eigenfunction are approached at order 1, see Table 6 and Figure 11.


Table 6 | Uniform fragmentation, ex. 1: errors for several number of grid points.






Figure 11 | Uniform fragmentation, ex. 1: rate of convergence to the exact eigenpair with respect to h.



V(z) = V0z and a(z) = a0zn with n∈ℕ∖{ 0 } . The eigenpair is defined by the following formula:

	

Note that the growth rate V vanishes and Theorem 1.1 does not apply as such. Nonetheless, the algorithm works well and still captures the eigenpair. We perform the test for n = 1 and n = 2 and the results are recorded in Table 7; Figure 12 and Table 8; Figure 13, respectively.


Table 7 | Uniform fragmentation, ex. 2, case n = 1: errors for different number of cells.






Figure 12 | Uniform fragmentation, ex. 2 case n = 1: rate of convergence to the exact eigenpair with respect to h.




Table 8 | Uniform fragmentation, ex. 2, case n = 2: errors for different number of cells.






Figure 13 | Uniform fragmentation, ex. 2: rate of convergence to the exact eigenpair with respect to h.






7 Sensitivity Analysis on the Equilibrium Mass

Having an efficient procedure to predict the residual mass of the equilibrium phase also opens perspectives to discuss the influence of the parameters. This can provide useful hints for the design and the optimization of anti-tumor therapies. We address this issue by performing a global sensitivity analysis on the immune-controlled tumor mass. Sensitivity analysis also provides information on the quantification of uncertainty in the model output with respect to the uncertainties in the input parameters. We remind the reader that the equilbrium mass is seen as a function of the parameters in Table 1:

 

We consider that the input parameters are independent random variables uniformly distributed in an interval [ x1 ,x2 ]⊂( 0,∞ ) :

 

The pillar of the Sobol sensitivity analysis is the decomposition of f into 2n - 1 summands of increasing dimensions:

 

Where

 

 

 

and M i1 ⋯ip  =( M i1  ,⋯M ip  ) . The existence and uniqueness of the above decomposition has been proven in (69), given f a square integrable function. Owing to the orthogonality condition (29), the total variance of f reads:

 

Given (26), V can be decomposed as follows:

 

where the terms V i1 ⋯ip  , called partial variances read:

 

Following the description in (69), the Sobol’ sensitivity indices are defined as follows:

 

They verify

 

Each index S i1 ⋯ip  measures how the total variance of f is affected by uncertainties in the set of input parameters i1 ⋯ip. An equivalent definition of the above indices is given by [see (68)]:

 

The total effect of a specific input parameter i is evaluated by the so-called total sensitivity index  , the sum of the sensitivity indices which contain i:

 

where Ci ={ ( i1 ⋯ip ):∃m∈{ 1,...,p }, im =i }. In practice, the sensitivity indices that are needed to discriminate the impact of the parameters are the first, second and total Sobol’ sensitivity indices. The above indices are computed using Monte Carlo simulations combined with a careful sampling of the parameters space in order to reduce the computational load and the number of model evaluations. For this purpose, the following estimators can be derived using two different N samples A and B, see (68, 74),

 

 

 

 

Here the notation M −( i1 ⋯ip )l stands for the l-th sample line where we get rid of the points corresponding to the indices i1 ,⋯,ip. The total sensitivity (87) is given by:

 

where S-i is the sum of all the sensitivity indices that do not contain the index i. Hence, the total sensitivity index estimator reads:

 

Where
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Background

Ideal biomarkers to predict the response to immunotherapy in lung cancer are still lacking. Therefore, there is a need to explore effective biomarkers in large populations.



Objective

The objective of this study is to explore novel immunological classifications that are associated with immunotherapy response through the ssGSEA algorithm.



Methods

Six independent lung cancer cohorts were collected for analysis including The Cancer Genome Atlas (TCGA), Gene Expression Omnibus (GEO), and the EMBL-EBI database. The ssGSEA algorithm was performed to extract immune terms. Then, TCGA samples were involved as a training group and other cohorts were used as a validation group. After LASSO and Cox regression, prognostic associated immune terms were extracted and an immune-related risk score (IRS) signature was constructed. Furthermore, the association between IRS signature and clinical data, genome features, stemness indices analysis, tumor immune microenvironment, immunotherapy efficiency, and targeted therapy response was also investigated.



Results

A total of 1,997 samples were enrolled in this study including six large lung cancer cohorts. Fifty-four immune terms were calculated through the ssGSEA algorithm in combined cohorts. Then, a nine-immune-term risk score model named IRS signature was established to predict the prognosis in combined cohorts. We classified patients into high-risk and low-risk subgroups according to the cutoff point. Subsequently, analysis of clinical data and genome features indicated that the patients in the high-IRS group tend to have advanced clinical features (clinical stage and T classification), as well as a higher level of copy number variation burden, higher tumor burden mutation, and higher tumor stemness indices. Immune landscape analysis demonstrated that high-IRS groups exhibited lower immune cell infiltration and immune-suppressive state. More importantly, the predicted result of the Tumor Immune Dysfunction and Exclusion analysis showed that high-IRS groups might be more insensitive to immunotherapy. Meanwhile, we have also identified that high-IRS groups were associated with better efficiency of several targeted drugs.



Conclusion

To summarize, we identified a novel IRS model based on nine immune terms, which was quantified by the ssGSEA algorithm. This model had good efficacy in predicting overall survival and immunotherapy response in non-small cell lung cancer patients, which might be an underlying biomarker.





Keywords: NSCLC, immune terms, IRS signature, prognosis, immunotherapy



Introduction

Nowadays, immunotherapy has significantly improved the prognosis of advanced non-small cell lung cancer (NSCLC) (1). Although PD1/L1 inhibitors have changed the treatment landscape of NSCLC, the optimal biomarker to predict the clinical response of immunotherapy is still lacking (2). PD-L1 expression level and tumor mutational burden (TMB) in tumor specimens are two reliable biomarkers in clinical practice so far (3). However, a proportion of PD-L1-negative patients can also benefit from PD1/L1 inhibitors. Thus, it is urgent to explore other effective biomarkers with greater accuracy.

Recently, there are various biomarkers to predict immunotherapy response to lung cancer patients derived from the tumor immune microenvironment, molecular alterations, and serum indexes (4). For example, tumor-infiltrating lymphocytes (T cells and B cells) and the spatial location of these immune cells were already validated to be associated with the benefit of immunotherapy (5, 6). However, controversy still exists. Colt et al. demonstrated that penetration of immune cells into the cancer cells represented a better prognosis compared to those in tumor stroma (7). Nevertheless, Paul et al. revealed that immune cells that were located at the tumor margin exhibited a better response to immunotherapy than those in the stroma or intra-tumor (8). In addition, the prognosis of patients who received immune checkpoint inhibitors was associated with a non-invasive source of pre-treatment serum NLR (neutrophil-to-lymphocyte ratio) (9, 10). Currently, there is still no single satisfactory biomarker to evaluate the efficacy of immunotherapy. Incorporating multiple methods may be the best way (11).

In recent years, immune-related genes have also attracted attention. T cell-inflamed gene expression profile, which consisted of 18 IFN-r associated genes, was also explored and confirmed to exert its clinical prediction value in various types of malignancies (12). Johnson et al. demonstrated that patients with higher HLA-DR obtained better clinical response, prognosis, and progression-free survival compared with lower HLA-DR patients (13). Nevertheless, little is known about the correlation between immune terms and immunotherapy response in NSCLC patients.

Meanwhile, two atypical patterns of treatment responses are particularly correlated with immunotherapy including pseudoprogression and hyperprogression, which occupy a certain amount of patients accepting immunotherapy (14). The underlying molecular mechanism remains unknown so far. In clinical applications even using the somewhat improved immune RECIST (iRECIST) criteria, it is probable that the treatment effect of several patients is misjudged, which could lead to loss of optimal treatment opportunities (15). Patients with improved or stable clinical symptoms may predict effective immunotherapy. Future work is warranted to refine imaging response criteria and explore potential biomarkers that can make treatment recommendations more clear and standardized.

In this study, we collected the expression data from the publicly accessible dataset with 1,997 NSCLC patients. Then, 54 immune terms were extracted through single-sample gene set enrichment analysis (ssGSEA). We identified nine immune terms with prognostic values and constructed an immune-related risk score (IRS) signature. Moreover, the IRS signature can be used as a biomarker to predict the efficacy of immunotherapy. Meanwhile, several targeted drugs were potential candidates for targeting this IRS signature. We hope that our study can provide a reference for the treatment of NSCLC.



Materials and Methods


Data Collection and Preprocessing

Six cohorts with complete clinical information and available expression matrix data were collected (TCGA, GSE37745, GSE50081, GSE68465, GSE73403, and E-GEOD-30219) after a comprehensive search in this study. TCGA-LUAD data and TCGA-LUSC data were retrieved from The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/). In detail, the expression profile data from TCGA were originally in “FPKM” form and then converted to “TPM” form for higher comparability with microarray data. E-GEOD-30219 data were retrieved from the ArrayExpress database (https://www.ebi.ac.uk/arrayexpress/). In addition, four individual Gene Expression Omnibus (GEO) datasets were identified from the GEO dataset (https://www.ncbi.nlm.nih.gov/geo/), including GSE37745 (GPL570), GSE50081 (GPL570), GSE68465 (GPL96), and GSE73403 (GPL6480). Three packages in the R environment, namely, sva, cluster, and oompaBase, were used to combine data and reduce the likelihood of batch effects and magnitude harmonization. The codes used were uploaded in the figshare website (https://figshare.com/articles/software/Code/19995041).



Single-Sample Gene Set Enrichment Analysis and Pathway Enrichment Analysis

The R package “clusterProfiler” was used to perform gene set enrichment analysis (GSEA), Gene Oncology (GO), and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis. The R package GSVA was used to conduct ssGSEA to evaluate the enrichment scores of 54 immune terms. The Hallmark gene set (MSigDB) was selected as a reference set to explore the difference in the oncogenetic pathways. Immune-related features used for ssGSEA quantification were collected from Genomic Data Commons (https://gdc.cancer.gov/about-data/publications/panimmune) and previous studies, which was available at figshare (https://figshare.com/articles/dataset/Untitled_Item/19368023).



Calculation of Immune-Related Risk Score Signature for the Combined Patient Cohort

After removing batch effects, TCGA-LUAD and TCGA-LUSC cohorts were selected as the training cohort and other datasets were used as the validation cohort (GSE37745, GSE50081, GSE68465, GSE73403, and E-GEOD-30219). For the training cohort, univariate Cox analysis was performed to identify prognosis-related immune terms with the criteria p-value <0.05. Then, L1-penalized (LASSO) estimation across 1,000 iterations was used for dimension reduction. Immune terms with a frequency higher than 50 times were then selected for multivariate Cox regression analysis and IRS calculation using the following formula: Immune risk score = term1*coef1 + term2*coef2 + term3*coef3 + … + termN*coefN. R packages “SimDesign” and “tdROC” were used to get the best cutoff value of risk score in training and validation cohorts. The R packages “survival” and “survivalROC” were used to assess the prognostic value of the signature through Kaplan–Meier survival curve and the ROC curve.



Features of Tumor Genomics Between Two IRS Groups

TMB means the number of mutations per megabase (mt/Mb). Somatic mutation data retrieved from the cBioPortal website (http://www.cbioportal.org/datasets, Lung Adenocarcinoma/Lung Squamous Cell Carcinoma, TCGA, PanCancer Atlas) was used to calculate TMB. The R package “maftools” was used to analyze significantly mutated genes with p-value < 0.05 between the two IRS groups and the interaction effect of gene mutations. GISTIC_2.0 (https://cloud.genepattern.org) was applied for copy number variation (CNV) analysis. Based on the output files from GISTIC_2.0, copy number gain burden and loss burden at the focal and arm levels were calculated. One-class logistic regression machine learning (OCLR) algorithm was used to quantify the tumor stemness index, including mRNAsi, mDNAsi, EREG-mRNAsi, and EREG-mDNAsi, whose process is available on https://bioinformaticsfmrp.github.io/PanCanStem_Web/. ESTIMATEScore, StromalScore, and ImmuneScore of each sample were calculated using the R package “ESTIMATE”. A higher score represents a more considerable amount of the corresponding lower tumor purity and higher stromal and immune cells in TMB.



Prediction of Immunotherapeutic and Chemotherapeutic Response

The Tumor Immune Dysfunction and Exclusion (TIDE, http://tide.dfci.harvard.edu) algorithm was used to predict patient immunotherapy response. Each patient with a TIDE score <−0.2 was defined as a Responder, and a patient with a TIDE score >0.2 was defined as a No-responder. Subclass mapping algorithm (https://cloud.genepattern.org/) was used to assess similarities in response to immunotherapies between the 47 patients who responded to immunotherapies and two lung cancer patients from the IRS group. The response to chemotherapy drugs of patients was predicted based on the public pharmacogenomics database Genomics of Drug Sensitivity in Cancer (GDSC, https://www.cancerrxgene.org/), and the R package “pRRophetic” was used to estimate the half-maximal inhibitory concentration (IC50) of twelve commonly used chemo drugs for predicting the sensitivity of chemotherapy drugs.



Statistical Analysis

All statistical analyses were performed with R version 4.0.2 and its appropriate packages. All statistics were two-sided and statistical significance was defined as p-value < 0.05. Data were analyzed with standard statistical tests as appropriate. Spearman correlation was used to estimate the correlations between continuous variables. Independent sample t-test was used to compare continuous variables with normal distribution. Wilcoxon rank-sum test was used to compare continuous variables with skewed distribution.




Results


Immune Terms’ Quantification

The flowchart of the whole study is shown in Figure 1. After a comprehensive search of the public database, six individual NSCLC cohorts met our criteria and were finally included in our analysis (TCGA, GSE73403, GSE68465, GSE50081, GSE37745, and E-GEOD-30219). A significant batch difference was observed between these cohorts (Figure 2A, comp1: 75.7% variance, comp2: 3.9% variance). Then, the sva package was used to remove the batch effect of these six NSCLC cohorts (Figure 2B, comp1: 8.9% variance, comp2: 6.2% variance). The combined expression profile was then used for the 54 immune terms’ quantification based on the ssGSEA algorithm, which is shown in Figure 2C.




Figure 1 | The flowchart of the whole study was shown in Figure 1.






Figure 2 | Combination of NSCLC cohort and quantification of immune terms. (A, B) The sva package was used for reduce the batch difference of individual cohort, including TCGA, GSE73403, GSE68465, GSE50081, GSE37745 and E-GEOD-30219; (C) ssGSEA algorithm was used to quantify the 53 immune terms based on the transcript data.





Identification of the Prognosis-Related Immune Terms

To further identify the immune terms associated with patient prognosis, we first performed a univariate Cox analysis with the threshold of p < 0.05. Then, iterative LASSO regression was used for high-frequency features selection and 18 prognosis-related terms were retained (Figures 3A, B). Nine immune terms were selected for prognosis model construction based on the multivariate Cox analysis, including B-cell receptor score, CD8 T cells, IFNG score, IL13 score, Inflammation promoting, Lymphs PCA, SERUM RESPONSE UP, Tfh cells, and Tgd cells (Figure 3C). Among these, IFNG score, SERUM RESPONSE UP, CD8 T cells, and IL13 score were risk factors, yet Tgd cells, Inflammation promoting, Lymphs PCA, Tfh cell, and B-cell receptor score were protective factors (Figure 3D and Figure S1A). The model IRS was calculated with the following formula: “IRS = B cell receptor score * −0.115 + CD8 T cell * 0.148 + SERUM RESPONSE UP * 0.225 + IFNG score * 0.265 + IL13 score * 0.142 + Inflammation promoting * −0.249 + Lymphs PCA * −0.135 + Tfh cells * −0.128 + Tgd cells * −0.161”. SimDesign and the tdROC package were used to calculate the optimum cutoff values, and the result showed that the 0.98 and 1.38 were the best cutoff of training cohort and validation cohort, respectively (Figures S1B,C). In the training cohort, more death cases could be observed in the high-risk group (Figure 3E). The ROC curve indicated a satisfactory prediction efficiency of our model on patients’ OS (Figure 3F, 3-year AUC: 0.781, 5-year AUC: 0.780, 8-year AUC: 0.767). Moreover, the Kaplan–Meier survival curve showed that the patients in the high-risk group have a worse prognosis (Figure 3G). Meanwhile, time-dependent AUC showed that the risk score combined clinical features tend to have a better prediction efficiency than risk score (Figure 3H). The same trend and great prediction efficiency were also observed in the validation cohort (Figures 3I-L). Univariate and multivariate Cox analysis showed that the IRS is a risk factor independent of other clinical features (Figure S4).




Figure 3 | Identification the immune terms significantly associated with patients prognosis. (A) Iterative LASSO regression was used for high-frequency features selection and 18 prognosis-related terms were retained; (B) Univariate Cox analysis was performed to identified prognosis-related immune terms with the threshold of P < 0.05; (C, D) Multivariate Cox analysis was performed to identify immune terms for prognosis-model construction; (E) Risk plot showed a higher percentage of dead cases in the high IRS group (training cohort); (F) ROC curve showed a satisfactory prediction efficiency of prognosis model; (G) Kaplan-Meier survival curve showed that high IRS patients might have a worse OS; (H) Time-dependent ROC curve showed that IRS signature has stable predictive ability of OS in a different time (training cohort); (I–L) The risk plot, ROC curve, Kaplan-Meier survival curve and Time-dependent ROC curve in validation cohort.





Clinical Correlation and Biological Role of the IRS Model

We further explored the clinical correlation and biological role of the IRS model to explain its prognosis effect. The result showed that patients in the high-risk group might have adverse clinical features, including T classification and clinical stage (Figures 4A-D). Interestingly, the male patients might have a higher IRS than the female patients, indicating their underlying immune microenvironment difference (Figure 4B). The co-expression relationship of nine model immune terms was visualized as a correlation coefficient heatmap to further explore their interactions (Figure 4E). GSEA demonstrated that in the high-risk group, the pathway of bile acid metabolism, KRAS signaling, fatty acid metabolism, xenobiotic metabolism, interferon-gamma response, inflammatory response, IL2-STAT5 signaling, and IL6-JAK-STAT3 signaling were activated, yet the hypoxia, P53 pathway, and DNA repair were downregulated (Figure 4F and Figure S2). GO and KEGG enrichment analysis showed that in the low-risk group, the terms post-translational protein modification (GO:0043687), protein–lipid complex remodeling (GO:0034368), endoplasmic reticulum lumen (GO:0005788), blood microparticle (GO:0072562), lipase inhibitor activity (GO:0055102), immunoglobulin binding (GO:0019865), cholesterol metabolism (hsa04979), and fat digestion and absorption (hsa04975) were enriched (Figure 4G). In the high-risk group, the terms cornification (GO:00702680), antimicrobial humoral immune response mediated by antimicrobial peptide (GO:0061844), intermediate filament (GO:0005882), intermediate filament cytoskeleton (GO:0045111), G protein-coupled receptor binding (GO:0001664), Staphylococcus aureus infection (hsa05150), and Wnt signaling pathway (has04310) were enriched (Figure 4H).




Figure 4 | Clinical correlation and biological effect of IRS model. (A) The patients in high risk group have a higher percentage of more aggressive clinical features compared with the low risk patients, including T stage and clinical stage; (B–D) The IRS level between different group (Male vs. Female, T3-4 vs. T1-2, Stage III-IV vs. Stage I-II); (E) Co-expression immune terms of model immune terms; (F) GSEA analysis was performed to explore the biological pathway difference between high and low IRS group; (G, H) GO and KEGG pathway enrichment in low and high risk patients.





The Correlation Between Genomic Features and IRS in NSCLC

The overview of gene mutation of TCGA-NSCLC is shown in Figure S3. Then, the copy number profile in TCGA-LUAD and TCGA-LUSC patients, including gain/loss percentage and gistic score, was characterized (Figures 5A–D). The result showed that high-risk patients had a higher degree of genomic instability (Figures 5E-H). In detail, CNV burden analysis showed that high-risk patients had a higher level of focal and broad CNV burden in both gain and loss aspects (Figures 5F-H). The overview of the tumor mutation landscape of NSCLC is shown in Figure 6A. Moreover, higher TMB was also observed in the high-risk group (Figure 6B, p = 0.021). Furthermore, considering the intrinsic biological differences, we separately explored the mutant gene in TCGA-LUAD and TCGA-LUSC cohorts. The result showed that in the TCGA-LUAD cohort, TEX15, TP53, SMARCA4, NTRK3, and TTN were the most common mutated genes in the high-risk group, while the MMP16, ZFYVE26, FRMPD4, DIDO1, and OBSCN were the opposite (Figure 6C). In the TCGA-LUSC cohort, PKHD1L1, MUC16, and HERC1 were the most common mutated genes in the high-risk group, while the PTPRB, ASTN1, C6, PCLO, KIAA1109, TPTE, LAMA2, DCDC1, LPHN3, and TENM1 were the opposite (Figure 6E). The co-mutation relationship between these genes was then explored for the underlying interaction (Figure 6D, LUAD; Figure 6F, LUSC). Tumor stemness plays an important role in cancer progression. Therefore, we quantified the tumor stemness in the RNA and DNA level (Figures 7A, B). The result showed that risk score has a significantly positive correlation with mRNAsi and EREG-mRNAsi, but a negative correlation with mDNAsi and EREG-mDNAsi (Figure 7C, mRNAsi, r = 0.21, p < 0.001, EREG-mRNAsi, r = 0.11, p < 0.001; Figure 7D, mDNAsi, r = −0.13, p < 0.001, EREG-mDNAsi, r = −0.09, p < 0.001). Meanwhile, we found a higher mRNAsi and EREG-mRNAsi level in the high-risk group (Figures 7E, F). In addition, a lower mDNAsi and EREG-mDNAsi level was also observed in high-risk patients (Figures 7G, H).




Figure 5 | Copy number variation of TCGA-LUAD and TCGA-LUSC. (A, B) Copy number profiles (gain and loss) and gistic score of TCGA-LUAD; (C, D) Copy number profiles (gain and loss) and gistic score of TCGA-LUSC; (E, F) The copy number burden in focal level between low and high risk patients; (G, H) The copy number burden in arm level between low and high risk patients.






Figure 6 | The TMB difference between high and low IRS group. (A) The overview of TMB in TCGA-pancancer; (B) A higher TMB level was observed in high risk patients compared with the low risk patients; (C, D) The mutated gene in TCGA-LUAD between high and low risk with P < 0.05; (E, F) The mutated gene in TCGA-LUSC between high and low risk with P < 0.05. *P < 0.05, **P < 0.01.






Figure 7 | Association of tumor stemness with IRS. (A) Quantification of tumor stemness in RNA level; (B) Quantification of tumor stemness in DNA level; (C, D) The association between IRS and tumor stemness; (E, F) A higher degree tumor stemness in RNA level was observed in high risk patients; (G, H) A lower degree tumor stemness in RNA level was observed in high risk patients.





The IRS Model Is Closely Associated With Immunotherapy Response

The ESTIMATE algorithm was used to quantify the tumor microenvironment score, including ESTIMATEScore, StromalScore, and ImmuneScore. No significant difference in StromalScore was found in high- and low-risk patients (Figure 8A). However, high-risk patients tend to have a lower ImmuneScore and ESTIMATEScore compared with low-risk patients (Figures 8B, C). Recently, immune checkpoints have gained a lot of interest among the scientific community. Therefore, we performed a correlation analysis between our IRS model and multiple checkpoint modules. The result showed a significant difference in several immune checkpoint modules between high- and low-IRS patients (Figure 8D). CTLA-4, PD-1, PD-L1, and PD-L2 were the immune checkpoint modules with great attention. We found that high-risk patients might have a higher CTLA-4, PD-1, and PD-L1 level, indicating the underlying immunotherapy response difference between low- and high-risk patients (Figures 8E-H). TIDE analysis was performed to explore the effect of IRS on immunotherapy response. The result showed that the patients in the high-risk group might have a higher TIDE score (Figure 9A). The patients with TIDE score < 0 were defined as immunotherapy responders, while patients with TIDE score > 0 were defined as immunotherapy non-responders (Figure 9B). We found that the high-risk group had a higher percentage of immunotherapy non-responders (Figure 9C). Based on the submap algorithm obtained from GenePattern, we found that patients in the low-risk group might be more sensitive to PD-1 immunotherapy (Figure 9D). Next, drug sensitivity analysis was performed to explore the underlying influence of IRS on common chemotherapy drugs (Figures 9E–P). The result showed that high-risk patients might be more sensitive to bosutinib, lapatinib, nilotinib, pazopanib, sunitinib, tipifarnib, temsirolimus, and vorinostat, yet resistant to metformin.




Figure 8 | Exploration of the association of immune checkpoint genes with IRS. (A–C) The stromalscore, immunescore and estimatescore difference between high and low IRS group; (D) Significant differences were observed in multiple immune checkpoint genes between high and low IRS groups; (E–H) The difference of serval important immune checkpoint in high and low IRS patients. *P < 0.05, **P < 0.01, ***P < 0.001.






Figure 9 | Correlation of IRS immunotherapy response rate and drug sensitivity. (A) TIDE analysis was performed in enrolled patients; (B) The patients with TIDE score < 0 were defined as immunotherapy responders, while > 0 were defined as immunotherapy non-responders; (C) The high risk group had a higher percentage of immunotherapy non-responders; (D) The low risk group might more sensitive to PD-1 immunotherapy; (E–P) Drug sensitivity analysis was performed to explore the underlying influence of IRS on common chemotherapy drugs. *P < 0.05, ***P < 0.001.






Discussion

In recent years, PD-1/L1 inhibitors have changed the treatment landscape of advanced lung cancer patients. However, the relatively lower response rate and higher immune-related adverse occurrence rate are hardly satisfactory (16). Thus, it is necessary to explore another precise predictive biomarker for immunotherapy treatment. With the development of bioinformatics analysis, it is feasible for researchers to find another reliable biomarker in large populations.

In our study, we first enrolled 1,997 samples from six independent lung cancer cohorts that contained RNA-seq and clinical data. Then, the ssGSEA algorithm was performed to probe 54 immune terms in a combined expression profile. Furthermore, TCGA-LUAD combined with TCGA-LUSC samples were involved as a training group and other cohorts were classified as a validation group. Subsequently, nine prognostic-related immune terms were explored through univariate Cox regression analysis, LASSO analysis, and multivariate Cox regression analysis. We calculated a prognosis-related immune term signature called IRS based on these nine immune terms. According to the cutoff point, all patients were classified as high-risk and low-risk groups. Our study showed that these immune terms were significantly or marginally significantly associated with the prognosis in NSCLC patients. In addition, high IRS demonstrated aggressive clinical characteristics, worse prognosis, higher level of CNV burden, and higher tumor burden mutation and tumor stemness indices. In addition, the IRS model might effectively predict the response to immunotherapy and targeted therapy in NSCLC patients.

In our study, to enhance trustworthiness and credibility, we collected a total of 1,997 samples from six large lung cancer cohorts. Nine prognosis-associated immune terms were extracted after LASSO and Cox regression analysis. Meanwhile, these nine immune terms that included five protective factors and four risk factors were significantly or marginally significantly associated with the prognosis of lung cancer patients, implying a role in lung cancer progression. For example, Kalli et al. and Papageorgis et al. both indicated that IL13 could promote metastasis of breast cancer cells to lung tissue (17, 18). Moreover, IFN-γ and CD8+T cells serving as risk factors to prognosis could have surprised us because CD8+T cells and IFN-γ secretion were always thought as anti-tumor immune surveillance. We postulated that effector phenotype and exhausted phenotype CD8+T cells both counted through ssGSEA may be the major causes. Exhausted phenotype CD8+T cells represented a dysfunctional state, which negatively regulated the function of tumor cell killing (19). In parallel, IFN-γ might enhance endogenous PD-L1 expression and boost tumor metastasis in the tumor immune microenvironment (20). Therefore, it is critically important to facilitate the transformation towards anti-tumor phenotype (21). Recent studies also showed that intratumor-infiltrating B cells inhibited the early-stage lung cancer progression and predicted better immunotherapy response (22, 23). Moreover, the concordance index indicated that the combination of tumor stage and IRS signature could be a strong predictor of overall survival. These nine immune terms provided essential foundation to further explore the underlying tumor microenvironment and genomics information in NSCLC samples.

Our study showed that this novel model had good prognostic value in both training and validation groups. Then, we found that high IRS was correlated with advanced TNM stage, suggesting possible immune suppression. Pathway enrichment analysis displayed significant upregulation of bile acid metabolism, K-RAS signal, and fatty acid metabolism in high-IRS groups. Previous studies already showed that bile acid metabolism and fatty acid metabolism contributed to the tumor invasion (24, 25). Oncogenic K-RAS signaling that has been studied extensively promotes tumor progression in several cancers. Reck et al. indicated that K-RAS gene mutation was correlated with an immunosuppressive landscape through recruiting myeloid-derived suppressor cells (26). This could explain the different immunotherapy response between high- and low-IRS groups. P53 is a classical tumor-suppressive gene and downregulation of P53 was already verified to facilitate cancer progression in various cancers (27). GO and KEGG analysis demonstrated that programmed cell death signaling, G protein-coupled receptor signaling, humoral immune response, and WNT signaling pathway were mostly enriched pathways in high-IRS groups. Shen et al. reported that G protein-coupled estrogen receptor facilitated lung cancer cell metastasis through the NOTCH pathway (28). Our study indicated that high-IRS groups had worse clinical outcomes in combination with the abnormal activation of the mentioned pathways.

In addition, the high-IRS group demonstrated higher copy number alteration burden in the focal and arm level compared with the low-IRS group. This indicated that high-risk patients had a higher degree of genomic instability. It is generally accepted that genetic phenotypic differences caused by copy number alteration can facilitate tumor initiation and progression (29). Patients with a high level of CNV tend to be associated with decreased levels of immune cell infiltration landscape and elevated tumor proliferation ability (30). Meanwhile, CNVs were verified to be correlated with the prognosis of multiple cancers and the outcome of immunotherapy (31–33). A recent study showed that copy number alteration that can lead to genomic instability was indispensable in the transition from lung carcinoma in situ to invasive lung carcinoma (34). Gene mutation analysis revealed that patients with a high risk score possessed a higher TMB, indicating different potential response to immunotherapy. Our study was consistent with Liu et al., which showed that low TMB and low CNV were associated with better survival. In parallel, Liu et al. also revealed that those patients with high TMB and high CNV were relatively immunotherapy resistant (35). In addition, the probability of SMARCA4, NTRK3, and TEX15 mutation frequency was higher in high-risk LUAD groups. Concepcion et al. recently demonstrated that the SMARCA4 mutation type could decrease the chromatin accessibility and promote the progression of LUAD (36). NTRK was a rare genetic mutation in lung cancer and NTRK fusion inhibitor had already been used in clinical application (37). At the same time, there was a higher incidence of HERC1 and PKHD1L1 mutation in the LUSC group. The role of HERC1 and PKHD1L1 in LUSC was not reported and needed further validation. Furthermore, cancer stemness results showed that risk score has a positive correlation with mRNAsi and EREG-mRNAsi, but a weakly negative correlation with mDNAsi and EREG-mDNAsi (mRNAsi, r = 0.21, EREG-mRNAsi, r = 0.11; mDNAsi, r = −0.13, EREG-mDNAsi, r = −0.09). In the meantime, because mRNAsi was reflective of gene transcription expression, the high-IRS group exhibited higher tumor stemness index compared with the low-risk group (38). The study of Malta et al. showed that a higher tumor stemness index was highly correlated with tumor progression and lower PD-L1 expression level, which was shown in high-risk samples (39).

More importantly, high-IRS group patients had lower immune cell infiltration compared with the low-IRS group through the ESTIMATE algorithm (40). Our study also showed that the high-IRS group harbored a relative low PD-1, PD-L1, and CTLA-4 expression level, which usually means decreased immunotherapy efficacy. Then, results of TIDE and Subclass mapping algorithm showed that the patients with high IRS were not likely to benefit from immunotherapy. This conclusion was consistent with the previous finding. In addition, bosutinib, lapatinib, nilotinib, pazopanib, sunitinib, tipifarnib, temsirolimus, and vorinostat were all potential molecular targeted drugs for the treatment of high-IRS patients. Most of these drugs were already demonstrated to have an effect on lung cancer cells in recent years. Tan and his partners showed that bosutinib could repress the KRAS mutant lung cancer cells (41). Pazopanib blocked tumor growth and reduced the metastatic sites in lung cancer mouse models (42). Metformin acting as a traditional glucose-lowering agent could not inhibit the progression of lung cancer alone (43). Thus, further development of these agents is still warranted.

Nevertheless, some inevitable limitations should be noticed in our analysis. Firstly, this study was a retrospective analysis and simply using bioinformatics analysis were the largest weaknesses. Furthermore, a prospective sequencing data cohort is needed to support our IRS signature. Secondly, our study consisted only of a few Asian individuals available, which accounted for a small proportion of all cohorts. This situation might limit the clinical application of this IRS signature in China. Thirdly, the open-access data used for analysis were all at the mRNA level, and not at the protein level, which hardly reflects the real situation of lung cancer tissue.



Conclusion

According to the prognosis-related immune terms quantified through ssGSEA, we established IRS signature to evaluate the outcome of NSCLC patients and respond to immunotherapy. Moreover, results indicated that high-IRS patients are inclined to bear increased genome instability, cancer CNV, and stemness indices, which mainly accounted for a dismal prognosis and a relatively low efficiency of immunotherapy. In addition, some targeted agents were identified including bosutinib, lapatinib, nilotinib, pazopanib, sunitinib, tipifarnib, temsirolimus, and vorinostat, which might reverse this adversity.
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Although costimulatory molecules have been shown to boost antitumor immune responses, their significance in stomach adenocarcinoma (STAD) remains unknown. The purpose of this study was to examine the gene expression patterns of costimulatory molecule genes in patients with STAD and develop a predictive signature to aid in therapy selection and outcome prediction. We used 60 costimulatory family genes from prior research to conduct the first complete costimulatory molecular analysis in patients with STAD. In the two study groups, consensus clustering analysis based on these 60 genes indicated unique distribution patterns and prognostic differences. Using the least absolute shrinkage and selection operator and Cox regression analysis, we identified nine costimulatory molecular gene pairs (CMGPs) with prognostic value. With these nine CMGPs, we were able to develop a costimulatory molecule-related prognostic signature that performed well in an external dataset. For the patients with STAD, the signature was proven to be a risk factor independent of the clinical characteristics, indicating that this signature may be employed in conjunction with clinical considerations. A further connection between the signature and immunotherapy response was discovered. The patients with high mutation rates, an abundance of infiltrating immune cells, and an immunosuppressive milieu were classified as high-risk patients. It is possible that these high-risk patients have a better prognosis for immunotherapy since they have higher cytolytic activity scores and immunophenoscores of CTLA4 and PD-L1/PD-L2 blockers. Therefore, our signature may help clinicians in assessing patient prognosis and developing treatment plans.
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Introduction

Gastric cancer (GC) is a global public health burden, affecting more than one million individuals and causing an estimated 769,000 deaths (equating to 1 in every 13 deaths globally) each year (1). It is the fourth leading cause of cancer mortality globally (1) despite breakthroughs in surgical methods, radiation, chemotherapy, and neoadjuvant treatment. GC has high molecular and phenotypic diversity. Endoscopic resection is the most common treatment for early GC and surgery for advanced or intermediate staged GC (2). Owing to the low rate of early detection, surgery as a first-line treatment frequently does not yield the desired outcome (3). The combination of immunotherapy and chemotherapy is considered a powerful treatment for advanced GC (4). Patients with GC and/or gastroesophageal junction cancer may respond to targeted treatment based on four molecular indicators: T-DM1 and PD-L1 expression is necessary for trastuzumab and trastuzumab deruxtecan and MSI and HER2 positivity for pembrolizumab (5). Therefore, finding novel biomarkers that can predict patient survival and responsiveness to targeted medicines or immunotherapies is critical.

Multiple clinical studies are combining immune checkpoint inhibition (ICI) therapy with conventional chemotherapy. Success has been documented in non-small- and small-cell lung carcinomas (6, 7), as well as in esophageal (8), urothelial (9), gastric (10), and head and neck malignancies (11). However, the objective response rate is poor, and some patients develop drug resistance and disease progression after ICI therapy. In addition, immunotherapies, such as vaccine therapy and genome editing, are widely used in patients with GC. Initial attempts of other immunotherapies, such as CAR-T therapy, have prompted the advancement of immunotherapy in GC (12). However, the high heterogeneity of GC makes screening for typical biomarkers difficult. Identification of more biomarkers and mobilization of tumor-reactive lymphocytes from patients in a rapid and accurate manner should be the focus of future studies (13). Through genomic profile analysis, The Cancer Genome Atlas (TCGA) identified four distinct subtypes of stomach adenocarcinoma (STAD) in 2014: microsatellite unstable (MSI), genomically stable, Epstein–Barr virus-positive, and chromosomally unstable cancers (14). Consequently, it may be possible to develop new concepts for more precise molecular subtypes and tailored therapies if representative gene sets are selected for tumor classification and if prediction models are constructed. A number of studies have confirmed that costimulatory molecules are closely related to pathological tumor angiogenesis (15–17). Given the importance of angiogenesis in GC, using costimulatory molecules to enable efficient risk classification and identify possible targets for tailored therapeutic approaches appears to be extremely promising. Previous studies have shown that costimulatory molecules have therapeutic potential in various cancers (18). T-cell activation and proliferation are regulated by costimulatory molecules, making them potential targets for the development of novel ICI therapy. Immunological tumor milieu regulation may also be one of these functions (19, 20). However, it is unclear what specific roles these costimulatory chemicals play in the pathogenesis of GC.

In this study, we examined the expression patterns and prognostic significance of costimulatory molecular gene pairs (CMGPs) in patients with STAD. We then created and verified a predictive signature and nomogram for these patients. In STAD, a risk model based on CMGPs showed promise in predicting survival. Furthermore, a nomogram combining a risk model with clinical parameters effectively predicted the prognosis of patients with STAD. Finally, we assessed the potential response to immunotherapy and chemotherapy among several patient groups classified using the CMGP-based signature. Notably, similar data mining, processing, and model building have been achieved in renal cell carcinoma (21, 22), prostate cancer (23), hepatocellular carcinoma (24), etc.



Materials and Methods


Data Collection

The RNA-seq and important clinical features of patients with STAD were downloaded as the modeling cohort from the TCGA database (https://portal.gdc.cancer.gov/), and the dataset was randomly divided into a training cohort and an internal test cohort at a 7:3 ratio. Furthermore, we used data from the Gene Expression Omnibus (GEO) (GEO-GSE15459) database (https://www.ncbi.nlm.nih.gov/geo) as the external validation cohort. In tumor immunotherapy, the tumor immune checkpoint pathways PD-L1/PD-1 and CD86/CTLA4 belong to the B7-CD28 family, and other costimulatory pathways mainly originate from the tumor necrosis factor (TNF) family. At present, 13 molecules are classified as members of the B7-CD28 family, including 8 molecules belonging to the B7 family (CD80, CD86, PD-L1, PD-L2, ICOSLG, B7-H3, B7x, and HHLA2) and 5 molecules belonging to the CD28 family (CD28, CTLA4, ICOS, PD-1, and TMIGD2). The TNF family consists of the TNF ligand superfamily (TNFSF) and the TNF receptor superfamily (TNFRSF) with 47 molecules. Among them, 18 ligands are members of the TNFSF, and the other 29 receptors are members of the TNFRSF. Herein, we identified 60 costimulatory molecule genes (CMGs) from the study by Zhang et al. (25) and downloaded them for further analyses. All the data used in our study are publicly available.



Consensus Clustering Analysis

Consensus clustering was used to further investigate the roles and prognostic importance of the costimulatory molecules in STAD using the “ConsensusClusterPlus” R program (26). The clustering score for the cumulative distribution function curve determined the optimal cluster number. The algorithm first subsampled a proportion of items and features from the data matrix. Thereafter, each subsample was divided into, at most, k groups using an agglomerative hierarchical clustering algorithm. This process was repeated for a specified number of times. The pairwise consensus value, defined as “the running proportion of clusters where two items are together (group),” was computed for each k and stored in the consistency matrix. Agglomerative hierarchical clustering was performed using a consensus value of 1 for each k, which was then pruned into k groups, called consensus clusters.



Comparison of Immune Cell Infiltration and Tumor Microenvironment Between the STAD Subtypes

We calculated the abundance of eight immune cells and two stromal cells using the “MCPcounter” R package (27). The score indicated the degree of infiltration to the immune microenvironment. The tumor microenvironment (TME) scores (stromal, immune, and estimate scores) for the total STAD cohort were calculated using the “ESTIMATE” package (28).



Functional Analyses

The “Limma” (29) R software was used to identify genes whose expression was different between the two groups. The “GSVA” (30) R package was used to reveal how the signaling pathways differed between the two clusters via a gene set variation analysis.



CMGP-Based Prognostic Model Construction and Validation Using the Least Absolute Shrinkage and Selection Operator and Cox Regression Analysis

Sixty costimulatory molecules were pairwise aligned, and 3,540 permutations could be formed according to random permutations; the expression quantity of the gene pairs in each sample in the TCGA database was examined. When the former gene was more highly expressed than the latter, it was labeled as 1; the reverse was marked as 0. When a gene pair was >20% scaled to 1 or 0, it was eliminated. The CMGPs were obtained using pairwise comparisons and gene expression analyses in the same patient, which avoided batch effects associated with multiple platforms and eliminated the need to scale and normalize the data. The CMGPs linked with prognosis were identified using univariate Cox regression analysis (p < 0.001). The least absolute shrinkage and selection operator (LASSO)–Cox regression model was built using the prognostic-associated CMGPs derived from the univariate Cox regression analysis. We then used the LASSO method with penalty parameter tweaking, conducted via 10-fold cross-validation, to exclude the CMGPs that may be substantially associated with other CMGPs. A subset of CMGPs was identified by decreasing the regression coefficient with a penalty proportional to their size. For future multivariate Cox regression analysis, the CMGPs with nonzero regression coefficients were maintained. We compared the predictive CMGP values with the regression coefficients from the multivariate Cox proportional hazard regression analysis (β) to create a risk score model. For the LASSO regression analysis of the prognostic CMGPs, the “glmnet” (31) R package was employed. The median risk score was used to divide the patients into high- and low-risk categories. The “survminer” (32) and “timeROC” (33) R packages were used to create the Kaplan–Meier survival and receiver operating characteristic (ROC) curves of the risk score, which were used to estimate the model’s predictive power. Clinical usefulness was assessed using decision curve analysis (DCA). To compare the two groups in terms of the survival curve, we used the log-rank test and set the statistical significance level at p < 0.05. The GSE15459 cohort was used for external validation, whereas the TCGA cohort was split at a 7:3 ratio into a training cohort and an internal validation cohort.



Correlation Analysis Between the Prognostic Model and TME

The TME scores (stromal score, immune score, estimate score, and tumor purity) were calculated using the “ESTIMATE” package (28), and gene expression data were utilized to determine the infiltrating stromal or immune cells in the tumor tissues. Additionally, we used the Wilcoxon test to compare the four types of scores between the two groups, as well as the Pearson correlation test to examine the link between the risk score and the four TME scores. According to the TCGA database, tumor mutation burden (TMB) was defined as the total number of somatic gene coding mistakes, base substitutions, insertions, and deletions detected per million bases (34). We examined the association between the TMB and odds of survival.



Gene Set Enrichment Analysis Based on the GO and KEGG Datasets

We used cp.kegg.v7.1.symbols.gmt and go.v7.4.symbols.gmt in the “cluster profiler” package (35) to analyze the highly expressed genes both in the low- and high-risk groups as a reference gene set and the function gesaplots to plot the results, filtering significantly enriched pathways with p < 0.05 as a threshold (FDR < 0.25).



Nomogram Construction and Evaluation

We used the “RMS” (36) R package to integrate variables, such as age, tumor stage, and risk score, and the Cox method to establish a nomogram to evaluate STAD prognosis. The “timeROC” (33) R program was used to assess the prognostic performance of the nomogram model based on the time-dependent ROC curves. The concordance index (C-index) was used to measure the likelihood of the projected result matching the actual result. The 45 dotted line indicated the best prediction. Calibration curves were generated to test the discriminative ability of the nomogram.



Chemical Reaction Prediction

We predicted the treatment response for each sample using the world’s largest publicly available pharmacogenomics database, Genomics of Drug Sensitivity in Cancer (https://www.cancerrxgene.org/), and the “pRRophetic” package (37).



Statistical Analyses

To compare two variables, we used the t-test or Wilcoxon test. To assess survival differences, we performed the Kaplan–Meier method and log-rank tests(two-stage test was used when curves crossed (38)). The predictive impact of the CMGs was assessed using univariate and multivariate Cox regression models. To assess variations in the distribution of the clinical variables among the patients with STAD, we performed Pearson’s chi-squared test. The R software was used to perform all statistical analyses in this investigation. The statistical significance level was set at p < 0.05.




Results


Cluster Analysis Based on the CMG Expression Profiles

The workflow of this study is illustrated in Figure 1. We used a consensus clustering technique to stratify the patients with STAD to determine the overall prognostic value of the genes. We discovered that a k value of 2 appeared to be a more stable number between values of 2 and 9 (Figures 2A, B). The Kaplan–Meier curves revealed that the patients in cluster 1 showed worse overall survival (OS) (Figure 2C) and disease-specific survival (DSS) (Figure 2D) than did the patients in cluster 2 in the two molecular subtypes. There is a partial crossover at the end of the survival curve, suggesting that other factors may have an impact on the survival outcome. However, the crossover is located at the end of the curve, and the number of patients is small; thus, it is difficult to analyze hierarchically. Referring to relevant statistical literature, when the survival curves are crossed, the log-rank test is no longer used, but the two-stage test should be used (38). The p-value of the two-stage test is still less than 0.05, indicating that costimulatory molecular genes are indeed an important factor affecting survival, and the overall survival of C2 patients is longer than C1.




Figure 1 | Flowchart of the data analysis.






Figure 2 | Cluster analysis based on the costimulatory molecule gene (CMG) expression profiles. The optimal value for consensus clustering (A, B) was found to be k = 2. Kaplan–Meier curve for the disease-free survival in the stomach adenocarcinoma (STAD) group (C). Kaplan–Meier curve for the total survival in the STAD group (D).





Immune Status in the Two Clusters

Immunological differences between the two molecular subtypes have been investigated in previous immune studies. According to the estimation algorithm, the patients in cluster 2 had substantially higher immune scores (p < 0.001), estimated scores (p < 0.001), and stromal scores (p < 0.001) than those in cluster 1 (Figure 3A). In addition, the abundance of B lineage (p = 1.9e−13) (Figure 3B), CD8+ T cells (p < 2.22e−16) (Figure 3C), cytotoxic lymphocytes (p < 2.22e−16) (Figure 3D), monocyte lineage (p < 2.22e−16) (Figure 3E), myeloid dendritic cells (p = 3.8e−05) (Figure 3F), NK cells (p < 2.22e−16) (Figure 3G), and T cells (p < 2.22e−16) (Figure 3H) was significantly higher in the patients in cluster 2 than in those in cluster 1; meanwhile, no significant difference was detected with respect to the abundance of endothelial cells (p = 0.1) (Figure 3I), fibroblasts (p = 0.78) (Figure 3J), and neutrophils (p = 0.087) (Figure 3K).




Figure 3 | Immune difference between the two clusters. The patients in cluster 2 had substantially higher immunological, estimation, and stromal scores than those in cluster 1 (A). Furthermore, the abundance of B lineage (B), CD8+ T cells (C), cytotoxic lymphocytes (D), monocytic lineage (E), myeloid dendritic cells (F), NK cells (G), and T cells (H) was significantly higher in cluster 2 than in cluster 1, while no significant difference was found for the abundance of endothelial cells (I), fibroblasts (J), and neutrophils (K). Gene set variation analysis of the two clusters (L). Differences in the clinicopathological characteristics between the two clusters (M) (*p < 0.05, **p < 0.01, ***p < 0.001).





Differentially Expressed Genes and Functional Analyses

Differentially expressed genes (DEGs) were identified between the two clusters, and functional investigations were performed to investigate the underlying signaling processes. Cluster 2 had 893 DEGs, 126 of which were downregulated and 767 were upregulated, compared with cluster 1. To evaluate the relationship between the enriched pathways and the prognosis of the patients with STAD, we utilized GSVA analysis to analyze the relative expression differences in the pathways in the two clusters. The heatmap in Figure 3L shows a number of differentially expressed pathways enhanced by the GSVA analysis.



Distribution of the Clinical Features in the Two Clusters

We examined the distribution of the clinical characteristics in the two clusters. The analysis showed that there was a significant difference in grade and stage, but none in age, sex, or other clinical features (Figure 3M).



Development of a Risk Model Based on the CMGs in the TCGA Training Cohort

The univariate Cox proportional hazard regression analysis identified 35 CMGPs that were related to survival. After LASSO regression (Figures 4A, B) and multivariate Cox regression (Figure 4C) analyses, nine CMGPs were selected and utilized to build a prognostic signature as follows: Risk score = (0.54369 *`CD276|LTBR`) + (0.69502 *`CD28|CTLA4`) + (0.58032 *`EDA|VTCN1`) + (−0.53341 *`EDAR|TNFRSF19`) + (−0.66137 *`FASLG|TNFSF8`) + (−0.51890 *`PDCD1|TNFRSF9`) + (−0.43837 *`TNF|TNFSF14`) + (0.47905 *`TNFRSF11B|TNFSF15`) + (−0.49658 *`TNFRSF18|TNFSF9`). We used this method to determine each patient’s risk score and divided 223 individuals into high- and low-risk groups based on the median value of the risk score (0.6378) (Figure 4D). The OS of the high-risk group was lower than that of the low-risk group (p < 0.001), as evidenced by the survival curve (Figure 4E). The risk scores that predicted OS at 1, 3, and 5 years had area under the curve of ROC (AUC) values of 0.756, 0.813, and 0.808, respectively (Figure 4F). The frequency of fatalities increased as the risk score increased, and this trend was more obvious with the increase in the risk score, especially in the very high-risk population (Figure 4G); meanwhile, the DSS rate decreased (Figure 4H). These preliminary findings suggest that stratifying prognosis based on the risk score is useful.




Figure 4 | Multivariate least absolute shrinkage and selection operator (LASSO) regression analysis. Nine costimulatory molecular gene pairs (CMGPs) were identified using Cox regression analysis to create the prognostic signature (A, B). Coefficient of the nine CMGPs (C). The risk score of each patient was generated, and the 223 patients were divided into high- and low-risk groups according to the median risk score (0.6378) (D). Survival curves in the high- and low-risk groups (E). Time-dependent receiver operating characteristic (ROC) curve of the risk model (F). The number of deaths increased as the risk score increased; this trend was more obvious with the increase in the risk score, especially in the very high-risk population. There were significant differences in the clinical outcomes at the symmetrical positions of the left and right sides of the median value, especially when the risk score was <100 and >200 (G). Disease-specific survival (DSS) and risk score correlation (H).





Internal Validation of the Prognostic Model in the TCGA Test Cohort

The prognosis of the high-risk group was considerably poorer than that of the low-risk group in the TCGA test cohort (n = 95) (Figure 5A). The risk scores that predicted OS at 1, 3, and 5 years had AUC values of 0.697, 0.726, and 0.764, respectively (Figure 5B). The risk score had good accuracy in predicting STAD prognosis, based on the findings of the internal validation.




Figure 5 | Kaplan–Meier curves in the TCGA test cohort (A) and the GEO validation cohort (C). TCGA test cohort (B) and GEO validation cohort (C) time-dependent receiver operating characteristic curves for the sensitivity and specificity of the prognosis assessment (D). Gene set variation analysis of the GEO validation cohort (the unit of color bars is log2 (actual expression) +1) (E). In the TCGA dataset, principal component analysis was used to evaluate the distribution patterns of the high- and low-risk patients (F). Prognostic signature decision curve analysis at 1 (G), 3 (H), and 5 years (I). Gene set variation analysis of the entire TCGA cohort (the unit of color bars is log2 (actual expression) +1) (J) (*p < 0.05, **p < 0.01, ***p < 0.001).





External Validation of the Prognostic Model in the GEO Cohort

The GSE15459 cohort from the GEO database was used as an external dataset to validate the prognostic model because of its large sample size (n = 192) and complete clinical data. The risk score for each patient in the cohort was determined using a prior method, and the patients were classified into high- or low-risk groups based on the unified cutoff value (0.6378). The high-risk group had significantly lower OS rates than the low-risk group, consistent with earlier research findings (Figure 5C). AUC values of 0.595, 0.638, and 0.651 were found in the risk score that predicted OS at 1, 3, and 5 years, respectively (Figure 5D). The heatmap in Figure 5E shows the expression patterns of 11 CMGs in the patients with varied risk levels. The external validation revealed that the prognostic model created had a wide range of applications and was very stable in predicting STAD prognosis.



Prognostic Assessment of the Prognostic Model in the Entire TCGA Cohort

For analysis, we included all the study items in a single TCGA cohort (n = 318). In the high- and low-risk groups, principal component analysis revealed different distribution patterns (Figure 5F). In the TCGA cohort, DCA of the nomogram revealed that the nomogram model had a good net benefit for 1-year (Figure 5G), 3-year (Figure 5H), and 5-year (Figure 5I) OS. Accordingly, the nomogram based on the risk score may be utilized as an effective tool for predicting patient prognosis in clinical practice. The heatmap in Figure 5J depicts the expression patterns of 13 CMGs in the patients with varying risk ratings. The risk score may also be used to predict prognosis independently, as revealed in the univariate (Supplementary Figure 1H) and multivariate regression analyses (Supplementary Figure 1I). These findings demonstrated the dependability and consistency of the predictive signature.



Clinical Correlation Analysis of the Prognostic Model

In the TCGA cohort, we examined sex, age, grade, pathological stage, T stage, M stage, and N stage to determine whether there was a link between immunotyping and common clinical characteristics. The results suggested that our prognostic signature was not significantly associated with the clinical factors in STAD (Supplementary Figures 1A–G).



Relationship Between the Prognostic Model and Immune Infiltration

The degree of infiltration of the immune cells varied between the high- and low-risk groups. For example, the high-risk group had significantly more CD4 memory resting T cells (p = 0.003) and eosinophil infiltrates (p = 0.008) than the low-risk group; meanwhile, the low-risk group had significantly more CD8+ T cells (p < 0.001), CD4 memory-activated T cells (p < 0.001), follicular helper T cells (p = 0.002), and M1 macrophages (p < 0.001) than the high-risk group (Figure 6A). These findings suggested that the tumor immune microenvironment (TIME) was related to the risk score. The four genes [CD28 (Figure 6B), CTLA4 (Figure 6C), PDCD1 (Figure 6D), and TNF (Figure 6E)] in the model showed a strong correlation with some immune cells. These findings provide useful information for future research.




Figure 6 | Vioplot of the absolute abundance of 22 immune infiltration cells between the high- and low-risk groups (A). Correlation coefficients between the immune cells and CD28 (B), CTLA4 (C), PDCD1 (D), and TNF (E).





Relationship Between the Prognostic Model and TME

The patients with a lower estimate score (p = 0.047) (Figure 7A) and stromal score (p = 5.9e05) (Figure 7B) and greater tumor purity (p = 0.047) had a better prognosis (Figure 7C) than their counterparts. Patients with a lower immune score (p = 0.79) had no statistical significance. Pearson correlation analysis showed that the estimated score (R = 0.13, p = 0.024) (Figure 7D) and stromal score (R = 0.28, p = 6e−07) (Figure 7F) were positively correlated with the risk score, while tumor purity (R = -0.13, p = 0.024) was negatively correlated with the risk score (Figure 7E). In addition, no correlation was found between the immune score (R = −0.038, p = 0.49) and the risk score. Accordingly, the risk score can be used to analyze the TME.




Figure 7 | The estimate scores (A), tumor purity (B), and stromal scores (C) differed between the high- and low-risk patients. Spearman correlation analysis of the risk scores, estimate scores (D), tumor purity (E), and stromal scores (F). Genetic mutations: types and frequencies (G). Spearman correlation analysis of tumor mutation burden (TMB) and risk score (H). Difference in TMB between the high- and low-risk patients (I). Kaplan–Meier curve for the overall survival of the high- and low-TMB patients (J). Kaplan–Meier curve for the overall survival of the high-TMB/high-risk, high-TMB/low-risk, low-TMB/high-risk, and low-TMB/low-risk patients (K).





Differences in the Genomic Alterations Between the High- and Low-Risk Groups

Genomic mutations are closely associated with tumorigenesis. Therefore, the frequency of alterations in patients with STAD was studied. Among the CMGs, TNFRSF11B had the highest genetic alteration rate (Figure 7G). Furthermore, there was a significant difference in the TMB (p = 0.00022) between high- and low-risk groups (Figure 7I). Using Pearson correlation analysis, we also validated the clearly negative relationship between the risk score and TMB (Figure 7H). The high TMB group had a somewhat higher OS rate than the low TMB group (Figure 7J). The patients were divided into four groups based on their risk score and TMB. We found that the group with the highest TMB and lowest risk score had the best survival rate (Figure 7K).



Gene Set Enrichment Analysis Between the Different Risk Groups

We performed gene set enrichment analysis of the various risk groups to identify probable molecular mechanisms for the prognostic model. The analysis revealed that the gene sets in the high-risk group were mostly abundant in receptor- or metastasis-related pathways, such as the KEGG (ECM–receptor interaction, complement and focal adhesion, coagulation cascades, neuroactive ligand–receptor interaction, and PPAR signaling pathway) (Supplementary Figure 2A) and GO pathways (behavior, cell matrix adhesion, cell substrate adhesion, circulatory system process, and external encapsulating structure organization) (Supplementary Figure 2B). Most of the pathways that presented a significant enrichment in the low-risk group were related to immunology, including the KEGG (autoimmune thyroid disease, graft versus host disease, antigen processing and presentation, allograft rejection, and proteasome) (Supplementary Figure 2C) and GO pathways (activation of immune response, adaptive immunological response based on immunoglobulin superfamily domain-based somatic recombination of immune receptors, B cell-mediated immunity and complement activation, and antigen receptor-mediated signaling pathway) (Supplementary Figure 2D). These findings provide important information for future research on the molecular mechanisms underlying STAD.



Nomogram Construction and Validation

A visual nomogram was created to produce a therapeutically useful tool to determine the prognosis of patients with STAD. The nomogram was built using a training set that predicted the OS. It incorporated age, pathological stage, and risk score as integrated clinicopathological variables (Figure 8A). The predictive value of the nomogram was assessed using ROC analysis and the C-index. In the TCGA dataset, the AUC values of the predictive value of the nomogram for 1-, 3-, and 5-year OS were 0.712, 0.767, and 0.725, respectively (Figure 8B). In terms of the 1-year (Figure 8C), 3-year (Figure 8D), and 5-year OS (Figure 8E) in the TCGA cohort, the calibration plots revealed a sustained concordance between the nomogram-projected probability and actual observation.




Figure 8 | A nomogram was constructed on the basis of age, pathological stage, and risk score (A). ROC curve of the nomogram at 1, 3, and 5 years (B). Calibration plots of overall survival (OS) at 1 (C), 3 (D), and 5 years (E). Differences in PD-1 and CTLA-4 therapy sensitivity between the low- and high-risk populations (F). Differences in chemotherapy sensitivity between the low- and high-risk populations (G).





Relationship Between the Risk Scores for Immunotherapy and Chemotherapy

The immunophenotype score was used to assess the ICI therapy response. In the comparison between the low- and high-risk groups, we discovered that the proportion of CTLA4 and PD1 was somewhat greater in the low-risk group than in the high-risk group (Figure 8F). The low-risk group was more sensitive to the chemotherapy drugs, such as cisplatin, gemcitabine, imatinib, vinblastine, and VX.680, than the high-risk group. In contrast, the high-risk group was more sensitive to bexarotene than the low-risk group (Figure 8G).




Discussion

Currently, GC ranks fifth in incidence and fourth in mortality among cancer cases worldwide (1). Owing to the lack of early diagnosis, patients who are detected to have GC are mostly terminal patients who can only benefit slightly from surgical treatment (39). Complete tumor excision and lymph node dissection in combination with preoperative chemotherapy and postoperative adjuvant radiation and chemotherapy have been found to considerably enhance the postoperative survival time of patients with GC when the effects of surgery are restricted (40). With a few exceptions for patients with tumors of certain molecular subtypes, chemotherapy remains the mainstay of care (41). For patients with HER2+ tumors, trastuzumab, a HER2 targeting monoclonal antibody, is used for chemotherapy (42). PDL1 immunotherapy has recently emerged as a new treatment option for advanced GC because of advances in the research on the immune microenvironment of gastric tissues. Patients with a high MSI-H phenotype or high TMB (>10 mutations per megabase) may benefit from second-line treatment with pembrolizumab, a monoclonal anti-PD-1 antibody. Furthermore, patients with malignancies that express PD-L1 (combined positive score of 1) may also benefit from third-line treatment with this drug (43). Another anti-PD-1 antibody, nivolumab, improves OS as an advanced treatment for unselected patients with STAD and is combined with chemotherapy as a first-line treatment (44).

Clinical investigations have shown that ICI therapy is effective for STAD. Since the clinical use of this method, the identification of biomarkers for cancer diagnosis, efficacy, and prognosis has become a top priority in oncology immunotherapy research. The regulation of tumor immunity relies heavily on costimulatory molecules (45, 46). Monoclonal antibodies that target the PD-1/PD-L1 (B7-H1) or B7-2/CTLA-4 pathways have been shown to be promising in promoting long-term tumor regression in a range of cancers (47, 48). Costimulatory chemicals are responsible for all the therapeutic targets. However, there are few studies on the role of CMGs in the prognosis of STAD.

We obtained 60 members of the B7-CD28 and TNF families from patients with STAD in our study. To investigate the expression level and prognostic significance of the costimulatory molecules in STAD, we selected nine CMGPs (CD276|LTBR, CD28|CTLA4, EDA|VTCN1, EDAR|TNFRSF19, FASLG|TNFSF8, PDCD1|TNFRSF9, TNF|TNFSF14, TNFRSF11B|TNFSF15, and TNFRSF18|TNFSF9). The B7-CD28 family includes B7-H3 (CD276), an essential immunological checkpoint. B7-H3 is a protein produced by antigen-presenting cells and is involved in the suppression of T-cell activity. More importantly, it is overexpressed in a variety of human solid tumors and is often associated with poor prognosis among patients (49). The importance of the members of the B7-CD28 family and their ligands in immune activity has been demonstrated. However, many parts of CD28 biological activity remain unknown, and its translation into immunomodulatory treatments is uneven (50). TNF superfamily ligands have a wide range of biological activities, including cell death, survival, and proliferation, making them ideal therapeutic targets for cancer immunotherapy (51). Several members of the TNF family investigated in our study play pivotal roles in the immunotherapy of multiple cancers. However, these costimulatory molecules are novel and require further investigation in patients with STAD.

With the advancement of immunotherapy, it is critical to find biomarkers and select the most sensitive individuals to increase immunotherapy response rates. To investigate the overall prognostic value, we used a consensus clustering approach based on the 60 CMGs. According to the Kaplan–Meier curves, the patients in cluster 2 had a worse prognosis. These patients also had a high concentration of immune-related pathways, indicating that CMGPs are closely associated with the TIME. Patients classified under cluster 2 may have a poorer prognosis owing to immune system weakness or a limited immunological response.

Risk profiles based on CMGs might provide fresh insights into the clinical care of patients with STAD. In colorectal cancer (52) and lung adenocarcinoma, risk signatures based on CMGs have been developed (25). All these prognostic markers have been shown to be accurate and perform well. However, we were the first to develop a risk profile for patients with STAD based on CMGs. The performance of our prognostic signature was tested using the TCGA and E-MTAB-3267 datasets, both of which yielded positive results. We also discovered that the predictive signature was strongly linked to the clinical parameters, suggesting that it may be used as a complement to help guide treatment. We also selected genes that were substantially associated with the risk score of our prognostic signature, and the functional enrichment analysis revealed that T-cell homeostasis and NF-B signaling were enriched.

To further determine the links between our signature and the TIME, we analyzed immune cell infiltration and tumor mutation patterns in the high- and low-risk groups. In our analysis, the high-risk patients exhibited a much greater immune cell infiltration than did the low-risk patients. In addition, we found that the number of immunosuppressive cells, such as gamma delta T cells, MDSCs, monocytes, immature dendritic cells, macrophages, plasmacytoid dendritic cells, T follicular helper cells, and regulatory T cells, was larger in the high-risk patients than in the low-risk patients, indicating the presence of an immunosuppressive microenvironment. Tumor cells use an immunosuppressive microenvironment to evade immune responses and accelerate disease development. Understanding the immunological microenvironment of each patient will help identify patients who are more likely to respond to immunotherapy and enhance treatment response rates when combined with innovative treatment options.

TMB generally refers to the number of somatic non-synonymous mutations per megabase pair in a specific genomic region. It can indirectly reflect the ability and degree of tumor production of neoantigens and has been proven to predict the efficacy of immunotherapy for a variety of tumors (34, 53). Tumor-specific mutated genes can produce new proteins that are delivered by the major histocompatibility complex as well as their degradation products. They are present on the surface of tumor cells to form tumor neoantigens, which are then recognized by activated CD8+ T cells, thereby triggering tumor-targeted immune responses. Therefore, tumor gene mutations are considered the premise of antitumor immunotherapy (54). In recent years, an increasing number of studies have confirmed that tumors with higher TMB have higher neoantigen loads and are more likely to benefit from ICI therapy (55). To a certain extent, TMB reflects DNA repair damage in tumor cells and is closely related to the ability to generate tumor neoantigens (56). In 2014, TMB was first confirmed to correlate with the efficacy of the CTLA-4 antibody in the treatment of malignant melanoma (57). In 2015, tissue TMB (tTMB) was shown to be associated with the efficacy of PD-1 antibody treatment in patients with non-small-cell lung cancer (58, 59). A meta-analysis conducted in 2017 found that tTMB had a significant predictive effect on the efficacy of immunotherapy for 27 tumor types. There was a significant correlation between tTMB and ORR (p < 0.001), suggesting that tTMB is strongly correlated with the efficacy of PD-1/PDL1 antibodies (60). In this study, we found that the high-risk patients had a higher TMB than the low-risk patients, which may boost immunogenicity and result in a higher immunotherapy response rate. However, clinical trials in actual clinical settings are required to corroborate the above-mentioned outcomes.

This study had certain limitations. The data for this study were gathered retrospectively from public sources. The clinical indicators evaluated in this research were incomplete because of the limited number of datasets, including prognostic data for patients with STAD. Calculating the value of a prognostic signature requires actual prognostic information from patients with STAD. The genes were also limited to costimulatory molecules in this study, although the immunological TME was highly spatially heterogeneous. Consequently, the potency of the predictive signature is restricted. Furthermore, no evidence of CMG expression in the patients with STAD following immunotherapy was observed. Consequently, the risk signature utilized to evaluate immunotherapy response was indirect. Further prospective trials of immunotherapy in patients with STAD are needed to determine the therapeutic applicability of our signature.

In conclusion, we performed the first comprehensive study of costimulatory molecules in patients with STAD and identified nine pairs of genes with prognostic and diagnostic values. We created a costimulatory molecular-based prediction signature for patients with STAD and investigated its molecular underpinnings. With the use of our prognostic signature, the patients with a high mutation frequency, a large quantity of immune cell infiltration, and an immunosuppressive milieu were classified as high-risk patients. Taken together, our signature may help doctors in predicting the prognosis and selecting appropriate therapy for patients with STAD.
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Supplementary Figure 1 | Spearman correlation analysis between the risk score and clinical features, including sex (A), age (B), grade (C), pathological stage (D), T stage (E), N stage (F), and M stage (G). Sex, age, stage, and risk score were all found to be independent predictive variables in the univariate regression analysis (H). Age, stage, and risk score were all found to be independent predictive variables in the multivariate regression analysis (D).

Supplementary Figure 2 | Enriched gene sets in the KEGG pathway in the high- (A) and low-risk patients (B). Enriched gene sets in the GO pathway in the high- (C) and low-risk patients (D).
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Clear cell renal carcinoma (ccRC) comprises a set of heterogeneous, fast-progressing pathologies with poor prognosis. Analyzing ccRC progression in terms of modifications at the molecular level may provide us with a broader understanding of the disease, paving the way for improved diagnostics and therapeutics. The role of micro-RNAs (miRs) in cancer by targeting both oncogenes and tumor suppressor genes is widely known. Despite this knowledge, the role of specific miRs and their targets in the progression of ccRC is still unknown. To evaluate the action of miRs and their target genes during ccRC progression, here we implemented a three-step method for constructing miR–gene co-expression networks for each progression stage of ccRC as well as for adjacent-normal renal tissue (NT). In the first step, we inferred all miR–gene co-expression interactions for each progression stage of ccRC and for NT. Afterwards, we filtered the whole miR–gene networks by differential gene and miR expression between successive stages: stage I with non-tumor, stage II with stage I, and so on. Finally, all miR–gene interactions whose relationships were inversely proportional (overexpressed miR and underexpressed genes and vice versa) were kept and removed otherwise. We found that miR-217 is differentially expressed in all contrasts; however, its targets were different depending on the ccRC stage. Furthermore, the target genes of miR-217 have a known role in cancer progression—for instance, in stage II network, GALNTL6 is overexpressed, and it is related to cell signaling, survival, and proliferation. In the stage III network, WNK2, a widely known tumor suppressor, is underexpressed. For the stage IV network, IGF2BP2, a post-transcriptional regulator of MYC and PTEN, is overexpressed. This data-driven network approach has allowed us to discover miRs that have different targets through ccRC progression, thus providing a method for searching possible stage-dependent therapeutic targets in this and other types of cancer.
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Introduction

The global incidence of renal cell carcinomas (RCC) has notoriously increased since 2008, exerting an important burden in both individuals and health systems (1). A number of basic and clinical endeavors have been implemented to try to alleviate this situation. Important efforts have been made in searching for key regulators in the development of this disease. Oncogenes and tumor suppressors such as VHL (3p26), FH (1q42.1), MET (7q34), or FLCN (17p11.2) genes have been studied in different types of RCC. These have been associated with different syndromes and inheritance patterns (2).

However, up to 70% of RCC cases correspond to the clear cell subtype (ccRC). The progression in this tumor subtype is commonly initiated by mutations in VHL. Some transcription factors are accumulated due to VHL inactivation, which induces the expression of vascular endothelial growth factor (VEGF). Therefore, ccRCCs are often highly vascularized and respondent to anti-angiogenic therapy (3). Subsequent mutations commonly arise in BAP1/PBRM1/SET2/KDM5C, giving rise to DNA repair defects. These genes are then considered as gene drivers for ccRC evolution. Moreover, activation of the PI3K pathway promotes metastases (4). Considering that up to a third of cases will present metastases, the importance of determining with a higher accuracy the molecular factors underlying the progression of ccRC is undeniable. Additionally, there is evidence that VHL inactivation in humans and mice does not directly induce ccRC tumorigenesis (5).

Regarding immune responses, the relationship of the microenvironment with ccRC progression is not clear. However, efforts have been made to find the patterns of macrophages and T cells, characterized by a wide diversity, both in phenotypes and responses (6). To overcome this challenge, efforts have been made to find markers of the different elements of immune response—for instance, in (7), it was found that individuals with inflammatory responses enriched for BAP1 have a worse prognosis. PBRM1 has also been found in both animal models and in human samples with decreased immune infiltration. It has also been observed that PBRM1-knocked-out tumors were more resistant to anti-PD-1 antibody (8).

Tumor microenvironment heterogeneity is indeed just partially responsible for the complexity behind ccRC responses. Regulatory elements and epigenomic modulators are known to be also playing relevant roles—for instance, it has been argued that micro-RNAs (miRs) appear to regulate more than 60% of human genes (9). Furthermore, aberrant expression patterns of miRNA have been reported in many human cancers (10). A number of these genes are considered as key factors in cancer development pathways (11). To mention just a few, miRs such as miR-646, miR-21, and miR-204 have been implicated in the development and progression of renal cell carcinoma (12). miR families, such as miR-200 family, have also been reported to be strongly dysregulated in metastases and met-like primary tumors (13, 14).

The effects of miRNAs over gene regulation are complex and highly context dependent, varying by cell type as well as by the severity and persistence of conditions in cell signaling and other processes, including genomic damage (15). The effects that miRs exert on gene expression are often mostly attributed to the miR–mRNA 3′ untranslated region (UTR) interactions. These interactions lead to target post-translational inhibition or degradation. However, focusing on this mechanism to design miR therapeutics is likely proven to be too simplistic, owing in part to other emerging micro-RNA mechanisms, which include decoy activity and 5′ UTR and direct DNA regulatory activities.

Alternatively, miRNAs can be associated to the development of tumor-suppressive and oncogenic functions, and their ability to modulate different genes may be also context dependent (3). Specifically, miR–gene regulation may repress or promote transcription (non-canonical) or translation (canonical) (15).

It is widely known that a single miR can regulate several mRNAs and that a single mRNA transcript can be targeted by several miRs (16). To broadly understand the intrinsic complexity of a miR–gene interaction, developing integral approaches that combine different sources of information becomes mandatory. Additionally, it is necessary to take into account the complex nature of miR–gene regulation and its many associated mechanisms.

Abnormalities in cell behavior that involve the dysregulation of gene and miR expression have been argued to play relevant roles in triggering carcinogenic processes. Several studies have confirmed, for instance, that overexpression of miRs has the potential to promote cancer development [for a broad review, see (17–19)]—for example, miR-203 has been related to follicular grow factor 2 (FGF2) and CAV1 as a downstream regulator, affecting pathways such as PI3K/AKT/mTOR (20). There is also evidence that miRs such as miR-141, miR-200a, or miR-200b may serve as drivers in the epithelium-to-mesenchymal transition and the complementary process, the mesenchymal-to-epithelium transition, by inhibiting the expression of VIM, ZEB1, or ZEB2 genes (14). Processes such as proliferation, migration, invasion, or apoptosis can be altered by miR-203 by targeting FGF2 (12).

Despite the ever-growing evidence of the role that miRs exert on the oncogenic process, a comprehensive list of oncomiRs or tumor suppressor miRs, particularly for ccRC, is still lacking (11).

Building such a comprehensive catalog is indeed easier said than done. Important steps have been taken, however, in this direction. With the advent of next-generation sequencing, gene expression profiles have been extensively used to discover crucial features based on the expression of certain genes that may drive the reconfiguration of the transcriptional program, often leading to dramatic effects on the phenotype (21–25).

Although the importance of genetic expression in cancer is out of discussion, it is also clear that the gene regulation during the carcinogenic process is strongly altered by several components. Additionally, the gene expression landscape often does not provide information on how those genes are regulated (26).

To overcome the latter challenge, a common approach used for high-throughout-derived datasets is the gene co-expression network (GCN). These networks are commonly inferred by correlating the expression profile of gene couples with multiple samples. GCNs offer a framework that allows the analysis of global changes in a given phenotype, such as cancer. With this approach, the statistical dependency of a given gene can be quantified by the expression of any other gene (27–31).

In relation to ccRC, we recently demonstrated that differential gene expression profiles are quite similar between progression stages; however, the gene co-expression networks observed in those stages resulted different in terms of structure and also the associated biological processes involved in such networks (32).

The evidence of the role of miRs in the rise and development of cancer, in particular for clear cell renal carcinoma, is increasing. miR alterations may be key factors in the development and progression of ccRC to more advanced stages. However, the specific role of miRs during the progression stages of ccRC is still unknown.

In order to evaluate the role of the miRs–gene relationships in ccRC progression, here we implemented a three-step method for constructing miR–gene co-expression networks for the four progression stages of clear cell renal carcinoma as well as for healthy renal tissue, with data obtained from The Cancer Genome Atlas (TCGA)-GDC consortium.

In the first step, we inferred all miR–gene co-expression interactions of each progression stage of ccRC and for the healthy renal tissue. In the second step, we filtered the whole miR–gene networks by differentially expressed miRs and genes. We assessed the differentially expressed genes between non-tumor adjacent-to-tissue control samples and each progression stage. However, to establish the progression between stages with higher accuracy, we calculated the differentially expressed miRs and genes from contiguous stages: stage I vs. control, stage II vs. stage I, and so on.

Once each network was constructed, we conserved the miR–gene interaction whose relationships were inversely proportional (overexpressed miR and underexpressed genes and vice versa); otherwise, we removed them. Finally, we observed the shared genes and interactions between cancer stages and also those genes and interactions that resulted unique for each stage. With this data-driven network sifting, we were able to discover miRs that have different targets through the clear cell renal carcinoma progression, thus providing a method for searching possible therapeutic targets in ccRC and other types of cancer.



Materials and Methods

In order to carry out the research program just outlined, we have implemented a streamlined analytics methodology. A graphical representation of the workflow followed is shown in Figure 1. In the following subsections, we will expound on the different aspects of the workflow just presented.




Figure 1 | Graphical pipeline. Firstly, sequencing data was obtained from the TCGA-GDC consortium. Secondly, a pre-processing phase was performed, where raw counts were filtered and normalized. Differential expression was calculated to retrieve genes and miRs whose expression became altered between contiguous stages. A bipartite co-expression network (miR–gene) for each progression stage was inferred. After that, we conserved those miR–gene interactions with miRs and genes with opposite differential expression. Finally, an enrichment analysis of the relevant genes obtained by the aforementioned pipeline was performed.




Data Acquisition

ccRC RNA sequencing data was obtained from TCGA collaboration (33–35). To obtain the gene expression profiles for each progression stage, we started by downloading RNA-Seq level 3 gene expression files for ccRC samples. Additionally, we downloaded the miR profiles for the same samples; therefore, all samples were paired RNA/micro-RNA, and the corresponding metadata is indeed harmonized. Hence, we compiled two main datasets (1): miR expression quantification (reads per million) and (2) isoform expression quantification, which contains detailed information about the transcribed species (as coordinates mapped) for each transcript. This can be used to get mature micro-RNA information.

The indexes of both datasets were harmonized to match patient codes as a master key for agglomerating RNAseq and micro-RNA raw counts. A summary of pre-processed data can be seen in Table 1.


Table 1 | Number of harmonized cases for each stage of ccRC and NT.





Clinical Information

We processed the clinical information directly from the TCGA-KIRC project. We categorized all samples by its tumor_stage variable. Samples with not-reported stages were removed. The TCGAbiolinks library (V 2.24.1) was used to retrieve data from TCGA.



Pre-processing

We pre-processed gene and miR data as follows: (1) we removed genes without annotation in the BioMart Database, (2) we removed genes with more than 50% of zero counts per sample, and (3) genes with a mean expression of less than 10 counts were also removed. For bias correction, we used the EDASeq R-package (V 2.30.0) (36). In brief, we removed biases in GC content, gene length, and biotype. Finally, in order to correct for possible batch effects, we used the ARSyN method, implemented in R as a function of NOIseq library (V 2.40.0) (37).

After all filters were implemented and the bias removal was performed, the total number of miRs for analysis was 275; meanwhile, the total of genes was 16,224. Those were the entities used to infer miR–gene networks and to perform differential expression analyses. A summary of phenotypes, units of counts, and size of genes and miRs is portrayed in Table 2.


Table 2 | Summary of genes and miRs.





Differential miR and Gene Expression

Differential expression analysis was implemented by using the DESeq R package (V 1.8.3) (38). Here we considered differentially expressed genes (DEGs) with the following filters: |LogF C| > 1.0 and FDR-corrected d p − value < 1e − 5 . Meanwhile for differentially expressed miRs (DEMs), the filters were |LogF C| > 0.5 and p−value < 1e−5. It is worth noticing that the logFC cutoffs depend on the empirical data distributions and the associated dynamic ranges of the measurements of the variables. Even though both RNASeq and miRNASeq were performed with roughly the same technology (Illumina NGS Sequencing), there are indeed differences in the capture rates, the variant calls and annotations, and other issues of the experimental methodologies. Even more important, there are differences in the natural abundance of these two types of transcripts in the samples.

We compared the non-tumor (NT) dataset with all progression stages (stI , stII , stIII , and stIV). Additionally, in order to track down the evolution of the tumor progression, we also performed differential expression analysis between contiguous stages (progression contrast) NT- stI, stI -stII, and so on. To visualize the DEGs and DEMs, we constructed volcano plots for each contrast with the default specifications of EnhancedVolcano (V1.14.0) package (https://github.com/kevinblighe/EnhancedVolcano).

We observed the number of DEGs and DEMs which appeared for each contrast. We also calculated those unique DEGs and DEMs for each contrast as well as those shared DEGs/DEMs in all contrasts. The code to develop these analyses can be found at the following repository: https://github.com/josemaz/kirc-mirna.



Network Inference

To analyze the potential role played by miRs in the gene expression program, we inferred five miR–gene networks, one for tumor-adjacent-healthy-tissue (NT) samples, and one for each tumor progression stage. All networks were inferred by using mutual information (MI) as a statistical dependence measure. MI was calculated over the expression values for all miR–gene couples (275 × 16, 227 ≈ 4.5 × 106 pairwise interactions) for each phenotype. We implemented a multi-thread miR–gene co-expression calculation based on the ARACNe algorithm (27). The code to infer such MI-based networks can be found at https://github.com/josemaz/aracne-multicore.



Network Filtering and Visualization

In order to find dysregulated genes targeted by micro-RNAs, we used both DEGs and DEMs as network filters. Briefly, we conserved the 100,000 highest miR–gene MI interactions to capture the most relevant co-expression relations for any given phenotype. We conserved only those miR–gene interactions in which the micro-RNA and its target have opposite differential expressions: overexpressed miR and underexpressed gene and vice versa looking for canonical miR–gene interactions.

Finally, we analyzed the fraction of conserved miR–gene interactions and the fraction of unique interactions for each phenotype. Network visualizations were performed with Cytoscape 3.8.2 (39).




Results and Discussion


NT and ccRC Contrasts

We performed a multi-group comparison between control and each progression stage. We found a larger number of over-expressed genes and miRs than that of underexpressed ones. Table 3 shows the comparison between miRs and differentially expressed genes between non-tumor (NT) and each progression stage of ccRC (stI, stII, stIII, and stIV). Interestingly, the number of DEGs increases with progression stages; this may suggest that the whole gene regulatory program becomes more disrupted as the tumor evolves to later stages.


Table 3 | DEGs and DEMs for each progression stage as compared with non-tumor adjacent tissue-derived samples.



The large difference of DEGs and DEMs between NT and stI, compared with the rest of contrasts, may be due to the recruitment and accumulation of several different cancer-associated cell types, aside from the intrinsic genomic alterations of cancer cells with respect to normal ones.

Despite the large number of DEGs and DEMs, unique differentially expressed genes or miRs are quite scarce. Table 4 shows the number of unique DEGs and DEMs per contrast. As observed, the number of unique DEGs/DEMs per contrast is almost 40 times lower than the total amount of DEGs/DEMs.


Table 4 | Unique differentially expressed genes and miRs for each non-tumor stage contrast.



These results become of particular interest because it appears that most of the DEGs/DEMs are conserved throughout the whole evolution of the disease. However, as we have previously observed in gene–gene co-expression networks (32), differential expression is not sufficient to explain the evolution of the early stages to the more advanced ones.



DEGs and DEMs Are More Abundant Between Control and Stage I Than in Any Other Contrast

Although the differential expression between control and progression stages provides information regarding those genes and miRs that may exert influence on the acquisition of oncogenic traits, a comparison between contiguous stages can be, in some sense, more revealing since it represents the evolution of the gene expression program along tumor progression.

To further investigate on this, we performed a differential expression analysis between sequentially contiguous stages. In Figures 2, 3, we can observe volcano plots showing the DEGs and DEMs between the consecutive stages of ccRC evolution: NT − stI , stI − stII , stII − stIII, and stIII − stIV. Supplementary Material S1 shows the shared and unique genes/miRs for each contrast.




Figure 2 | Differentially expressed genes for each contiguous stage of ccRC. (A) Contrast between control and stage I; (B) stage I V, stage II; (C) stage II V, stage III; (D) stage III V, stage IV. Red circles represent genes with a |log2FC| >1 and a p-value <1e-5; circles depicted in green take account for those genes with a |log2FC| >1 but p-value <1e-5; those genes with a |log2FC| <1 but a p-value <1e-5 are depicted in blue. Finally, those genes with values lower than those thresholds are depicted in gray. It becomes evident that the contrast with more DEGs is the one between NT and stI.






Figure 3 | Differentially expressed miRs for each contiguous stage of ccRC. (A) Contrast between control and stage I; (B) stage I V, stage II; (C) stage II V, stage III; (D) stage III V, stage IV. The color code is the same as that in Figure 2.



Figure 2 shows the volcano plots for the DEGs. As can be seen, the contrast with the larger number of DEGs is that between NT and stI , with a total of 2,187 overexpressed genes and 1,946 underexpressed ones. The following contrasts had a number of DEGs more than 100 times lower than the first one. Analogously, in Figure 3, we can observe a similar behavior for DEMs. According to these results, in ccRC, the main changes in the gene and miR regulatory programs occur in the initial phase of tumor evolution.

In the latter contrasts, both DEGs and DEMs show specific differences in their expression—for instance, mir-155 (considered as miR regulator of VHL) (40, 41) is overexpressed in the T-stage1 comparison: However, in the following contrasts it is not differentially expressed.

To notice, in the latter contrasts, for both cases of miRs and genes, the list of DEGs and DEMs is different for each contrast. In Supplementary Material S2, we provide all contrasts between NT and all ccRC progression stages as well as between sequentially contiguous stages.

The resulting overexpressed and underexpressed miRs and genes were then used to construct the miR–gene networks for each phenotype (NT and the four stages). We conserved only those miR–gene interactions between DEGs and DEMs with an opposite differential expression trend (potentially corresponding to the canonical mechanisms of miR–gene regulation).



miR–Gene Networks Are Mostly Stage Specific

Figure 4 shows an upset plot of the shared miR–gene interactions for each stage. In stark contrast with the high number of shared genes among DEGs and DEMS, in the case of miR–gene networks, there is only a small subset of interactions that are shared between networks. More than 90% of the miR–gene interactions are unique for each network.




Figure 4 | Intersection of miR–gene co-expression networks. (A) Each bar in the UpSet plot represents the number of interactions in the selected set, represented by linked points below the bars (log scale). Above each bar, the number of interactions is shown. The first five bars account for unique interactions. From the sixth bar onward, each one of them shows the number of shared interactions between two or more networks. At the right side, the set of shared interactions between the four CCRC progression stages (but not NT) is highlighted in yellow. (B) The 33 shared interactions between the four progression stages but not shared with the non-tumor network are depicted. In the figure, the color of the nodes represents the chromosome where miRs and genes are located.



This result was seemingly counter-intuitive at first since the number of shared genes and miRs between contrasts was very high. However, the miR–gene regulatory programs, as represented by high-confidence co-expression networks, are indeed highly specific for each progression stage.

A concomitant result derived from the uniqueness of miR–gene interactions for each progression stage is that there is a small set of shared interactions between cancer stages but not shared with the NT network. Only 33 interactions are common for the four stages and not presented in the non-tumor phenotype.

By looking at those interactions, it can be appreciated that practically all of them correspond to miRs and genes that belong to the same chromosome. Furthermore, they belong to the same cytoband (Supplementary Material S6).

Interestingly, among the most connected miRs corresponding to the miR-196 family are the following: miR-10A and miR-196A-1 (Chr17q21.32), miR-196A-2 (Chr12q13.13), and miR-196B (Chr7p15.2). As can be observed in Figure 4B, those miRs (upper part of the network) are associated with HOX genes which belong to the same location than the said miRs: HOXC9, HOXC10, and HOXC11 are located at Chr12q13.13. Analog is the case of HOXA5, HOXA7, and HOXA10 (Chr7p15.2) or HOXB3, HOXB4, HOXB6, and HOXB8 (17q21.32).

The role of HOX genes in the rise and development of several types of cancer has been extensively reported (42–44). Additionally, the role of the miR-196 family has been also described in different carcinomas (45–47). The fact that the miR-196-HOX genes complexes are shared between all progression stages but absent in the non-tumor network, may indicate the role of these relationships in ccRC progression.

It is worth to noticing, genes shared by non-tumor (control) and stages were: HOXA9, MEST, TENM4, ARPP21, DIO3. As it was mentioned, HOAX genes have an important role in cancer. The loss of imprinting of MEST gene has been linked to certain types of cancer and may be due to promotor switching. However, all those genes play a critical role in mammalian development as a common feature.

Finally, the neighboring location of miRs and genes observed in Figure 4B has been previously described in gene–gene co-expression networks for breast cancer (28, 30, 48), lung cancer (31), and also in clear cell renal carcinoma progression stages (32). In this case, where the inferred networks are obtained by correlating the micro-RNA expression with the gene expression, the effect of loss of long-distance co-expression is not appreciated in the whole networks. However, in the 33 (out of 100,000 for each stage) cancer-shared interactions, we observe not only miR–gene interactions with molecules from the same chromosome but also the same cytoband and, furthermore, contiguous locations in terms of start positions (Supplementary Material S6).

After observing the location of miRs and genes in the shared network, we argue that the appearance of intra-cytoband interactions in cancer-exclusive phenotypes could be related to an anomalous transcriptional event which allows to have similar expression patterns between microRNAs and gene transcripts. Experimental corroboration, however, is needed to fully elucidate the role of those interactions. Additionally, the HOX–miR-196 complex should also be investigated in order to provide a possible explanation of those development-related genes in ccRC progression.



miR–Gene Networks Are Different Between Stages, Both in Size and Composition

As previously stated, we inferred five networks (one for each phenotype), one network for NT, and one network for each ccRC progression stage. To construct all networks, we calculated the mutual information measure between miRs and genes by using the expression matrices for miRs and genes in all stages (see Table 1).

We conserved the top 100,000 miR–gene interactions for each one of the five networks (Supplementary Material S3). From the top 100,000 edge networks, we conserved only those miR–gene interactions between DEGs and DEMs with opposite differential expression trend (overexpressed miR, underexpressed gene, and vice versa). The resulting networks are depicted in Figure 5. The difference in size between the networks of stI and the rest of networks is evident.




Figure 5 | miR–gene networks for each progression stage. In this figure, we can observe networks inferred by mutual information between the expression of miRs and genes for each progression stage. Networks are placed from top to bottom according to the progression stage. The contrast used to depict each network is placed at the left. Red nodes represent overexpressed miRs or genes; meanwhile, underexpressed molecules are depicted in blue. At the left side, networks constructed with overexpressed miRs and underexpressed genes can be found. The right part of the figures contains networks with underexpressed miRs and overexpressed genes. Green squares mark the location of miR-217, the only micro-RNA present in the four networks.





miR-217 Is Differentially Expressed in All Sequentially Contiguous Contrasts Yet Shows Different Target Genes for Each Stage

From Figure 5, it can be appreciated that, in each network, miR-217 appears as one of the DEMs and also has a target gene in all cases. In the contrast between stage I and NT, miR-217 is underexpressed (Log2FC = −1.32). In this stage, this micro-RNA potentially regulates up to 60 target genes (Supplementary Material S4). Among the target genes of miR-217, we can find BIRC7 (Log2FC = 5.988), LAMA4 (Log2FC = 4.024), or E2F2 (Log2FC = 2.266) genes (Table 5).


Table 5 | Expression statistics for miR-217 and its target genes.



For the contrast between stage I and NT, BIRC7 was the most overexpressed gene. BIRC7 has been reported to be crucial in the development of thyroid cancer by inhibiting apoptosis (49) in several cancer types, such as thyroid (50), leukemia (51), or neuroblastoma (52). In particular, for renal cell carcinoma, the overexpression of BIRC7 has been associated to PTEN-related malignancy and poorer prognosis (53) and metastatic behavior (54). Supplementary Material S5 is a Cytoscape session file (a.cys network file) containing all top 100,000 networks as well as those for the differentially expressed miR–genes.

LAMA4 is also strongly overexpressed in stage I compared with NT. Its overexpression has been related305 to metastasis in pancreatic Cancer (55). Additionally, it has been observed that miR-200b306 down-regulated LAMA4 and decreases metastasis of renal cell carcinoma (56).

Regarding the stage II network, GALNTL6 (polypeptide N-acetylgalactosaminyltransferase like 6) is the only target of miR-217 present. This gene is related to the metabolism of proteins and O-linked glycosylation (57). The Gene Ontology (GO) annotations related to this gene include carbohydrate binding and polypeptide N-acetylgalactosaminyltransferase activity. GALNTs typically initiate O-glycosylation in the Golgi apparatus, but in cell culture models these enzymes can translocate to the ER via a process that involves aberrant Src signaling, leading to an increased density of O-glycosylation of MUC1 repeats (58). GALNTL6 has been reported to be amplified in papillary thyroid carcinomas (59).

For the stage III network, the only target of miR-217 is WNK2 (WNK lysine-deficient protein kinase 2). Diseases associated with WNK2 include hypomagnesemia 4 and renal and angiomatous meningioma. Pathways related to WNK2 are the transport of glucose and other sugars, bile salts and organic acids, and metal ions and amine compounds and ion channel transport. The GO annotations related to this gene include transferase activity, transferring phosphorus-containing groups, and protein tyrosine kinase activity.

We should notice that, in stage III network, WNK2 is underexpressed, and miR-217 is upregulated. WNK2 is considered as a tumor suppressor gene because it inhibits cell proliferation (60), negatively regulating epidermal growth factor receptor signaling via the inhibition of MEK1 (61).

Taking these issues into account, the fact that miR-217 resulted overexpressed and its only target in stage III network was WNK2 supports the hypothesis that WNK2 may be a stage-III-specific tumor suppressor gene downregulated by miR-217.

Finally, we found IGF2BP2 as the unique target of miR-217 in the stage IV network. IGF2BP2 is an IGF2 (insulin growth factor 2) post-transcriptional regulator. Other targets of this gene are MYC and PTEN, two crucial participants in pathways associated with tumorigenesis (62). IGF2BP2 was considered as a metabolism regulator. It modulates cellular metabolism in diabetes, obesity, or fatty liver diseases by means of post-transcriptional gene regulation (63). Recently, it has been demonstrated that the overexpression of this gene is a prognostic factor in several types of cancer, such as leukemia (64), breast (65), lung (66), colorectal (67), or hepatocellular carcinoma (68) (Figure 6).




Figure 6 | Possible oncogenic role of miR-217. In cancer transition one (stage I–II), miR-217 allows GALNTL6 overexpression. This protein typically initiates post-translational modifications in the Golgi apparatus. Additionally, in cell culture models, these enzymes affect the ER via aberrant Src signaling. In stages II–III (transition two), miR-217 represses WNK2 expression, a tumor suppressor which inhibits cell proliferation by negatively modulating the activation of the MEK1 pathway. In the last transition (stages III–IV), miR-217 enables IGF2BP2 overexpression. This gene promotes tumor progression in several types of cancer, such as glioblastoma multiforme and gallbladder cancer. IGF2BP2 also promotes tumor cell proliferation through the PI3K-Akt pathway (69).



In the stage IV network, miR-217 is underexpressed, and its only target is IGF2BP2, which is overexpressed (Log2FC = 1.0798). The overexpression of this gene may be due to the underexpression of miR-217 in this stage of ccRC.

It is worth noticing that the differential expression of all aforementioned genes occurs between sequentially contiguous stages, i.e., the contrast between those genes is made by the previous phase of ccRC. These results are remarkable since the “control” dataset is an earlier stage of ccRC; that control gene expression dataset is already altered by cancer. Hence, DEGs and DEMs are “more differentiated” than in the control network, which is the traditionally selected contrast.

As shown in Figures 2, 3, the number of statistically significant interactions in the NT − stI network is much larger than in any other contrast. This implies that the largest alterations occurring between these contiguous progression stages are given by the high number of differentially expressed genes and miRs, allowing the deregulation of several biological processes, which are, in turn, associated with radical changes of the whole phenotype.

On the other hand, the low number of interactions in the subsequent contrasts may also imply that the miR–gene deregulation observed in the advanced stages is a complementary process, which is concomitant to several other phenomena that drive the clear cell renal carcinoma progression.

We want to highlight an apparently counter-intuitive result; this is related to the number of shared differentially expressed genes/miRs in each tumor stage with respect to the shared interactions: the same set of 16,227 genes and 275 miRs was used to construct each network. However, as shown in Figure 4A, the number of shared interactions is very low compared with the unique interactions per network (more than 90,000 out of 100,000 for any given phenotype).

This effect of uniqueness in the network interactions most likely obeys the specificities of regulation by micro-RNAs in each context. Despite the fact that the five networks contain the same genes and miRs, the way in which miRs and genes co-express is exclusive. The progression of CCRC apparently modifies the micro-RNA-mediated genetic regulatory processes.

Notwithstanding, the network composed of the shared interactions between the four CCRC progression stages is also informative. From that network, we can observe that almost all interactions occur between genes and miRs from the same chromosome.

The bias to intra-chromosomal interactions has been previously reported by our group in gene co-expression networks for breast cancer (28, 48, 70–72), lung cancer (31), and also CCRC (32). These results show a clear trend to favor close gene correlations in terms of base pair distance. However, for miR–gene co-expression networks in breast cancer (14, 73, 74), we did not observe a trend to present more intra-chromosomal miR–gene interactions over inter-chromosomal ones. To our knowledge, this is the first time that a bias into the intra-chromosomal miR–gene interactions, in the context of breast cancer, was observed.

The finding of those 31 intra-chromosomal miR–gene interactions may be related to the same mechanism behind the bias favoring local correlations over the long-distance ones.

However, the mechanism for which this phenomenon emerges in cancer, but not in control, networks remains elusive. We have investigated the role of other biomolecular processes such as those in transcription factor binding sites, CTCF binding sites (30), or copy number alterations (75). It is worth noticing that none of them has shown to be significantly related to the loss of inter-chromosomal interactions.

Regarding the differences between progression stage networks, the low number of regulated genes by miRs is intriguing since the reports of genes targeted by miRs in the context of renal carcinoma has grown in the recent years [for a systematic review, see (76)]. The latter could be due to the form in which networks were constructed. These networks were obtained by three different filters: (a) the top 100,000 miR–gene co-expression interactions, (b) those miRs and genes that resulted differentially expressed between contiguous stages, and (c) the co-expression relationships between miRs and genes with opposite sign in their differential expression values.




Concluding Remarks

In this work, we have constructed a set of networks in order to provide a framework for the evolution of the co-expression landscape of micro-RNAs and genes during the progression of clear cell renal carcinoma. As a summary of findings, we may establish the following:

	With this approach we were able to find differentially expressed genes and miRs for each progression stage. At the same time, we were capable of inferring networks filtered to look up for canonical miRs–gene regulatory interactions.

	The largest difference in terms of number of differentially expressed genes as well as in the number of miR–gene interactions occurring between control and stage I.

	Each network behaves differently in terms of miRs and genes involved. Those networks do not share interactions, and the large majority of miR–gene edges are indeed unique for each progression stage network.

	miR-217 is differentially expressed in all networks. It is the only micro-RNA that is differentially expressed in each stage with oppositely expressed gene targets.

	miR-217 correlates with a completely different set of genes depending on the progression stage. Furthermore, the differential expression of all those genes is in agreement with their role as oncogenes or tumor suppressor genes.

	The finding that LAMA4, BIRC7, GALNTL6, WNK2, and IGFBP2 are potential targets of miR-217 at different times of tumor evolution may help to develop stage-specific strategies, taking into account the differential expression of miR-217 in each stage of clear cell renal carcinoma progression.

	To our knowledge, this is the first time that the evolution of the expression patterns of a micro-RNA is tracked down during all steps of carcinoma progression and, at the same time, its ability to regulate different targets according to the tumor evolution is analyzed.



Possible extensions to the work presented here may include the analysis of other -omic sources, such as the methylation profile, the role of long non-coding RNAs, or the copy number alteration profile. The idea of integrating several sources to provide a more realistic model of the transcriptomic regulation in cancer is important for further steps towards an integrative understanding of gene regulatory programs in cancer.

Additional extensions could be related to the classification of samples based on other clinical features and not only in the progression stage, such as age, gender, or survival status.

A number of the hypotheses that this and other studies have generated must be experimentally tested under different conditions in order to fully capture the potential mechanisms and their implications. However, we believe that approaches such as this one could help the biomedical and clinical research in the search for stage-specific micro-RNA-targeted therapies.
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N6-methyladenosine (m6A) methylation, one of the most crucial RNA modifications, has been proven to play a key role that affect prognosis of soft tissue sarcoma (STS). However, m6A methylation potential role in STS metabolic processes remains unknown. We comprehensively estimated the m6A metabolic molecular subtypes and corresponding survival, immunity, genomic and stemness characteristics based on 568 STS samples and m6A related metabolic pathways. Then, to quantify the m6A metabolic subtypes, machine learning algorithms were used to develop the m6A-metabolic Scores of individual patients. Finally, two distinct m6A metabolic subtypes (Cluster A and Cluster B) among the STS patients were identified. Compared to Cluster B subtype, the Cluster A subtype was mainly characterized by better survival advantages, activated anti-tumor immune microenvironment, lower gene mutation frequency and higher anti-PD-1 immunotherapy response rates. We also found that the m6A-metabolic Scores could accurately predict the molecular subtype of STS, prognosis, the abundance of immune cell infiltration, tumor metastasis status, sensitivity to chemotherapeutics and immunotherapy response. In general, this study revealed that m6A-regulated tumor metabolism processes played a key role in terms of prognosis of STS, tumor progression, and immune microenvironment. The identification of metabolic molecular subtypes and the construction of m6A-metabolic Score will help to more effectively guide immunotherapy, metabolic therapy and chemotherapy in STS.
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Introduction

Soft tissue sarcoma (STS) constitutes more than 50 subtypes of malignant tumors that originate from the interstitial connective tissues (1). The main treatment options for patients with STS include surgical resection, radiotherapy, and chemotherapy. However, metastasis or recurrence is reported in approximately 50% of STS patients after treatment (2). Furthermore, the median survival time of patients with metastatic STS is only 8-12 months (3). Immunotherapy is a promising treatment for several solid tumors. The survival benefits of immune checkpoint inhibitors are higher in several cancers compared to chemotherapy and targeted therapy (4). Moreover, immunotherapies such as IL-15 cytokine therapy in combination with TIGIT blockade therapy (5) as well as PD-1 and CTLA-4 inhibitors (6) have made progress in treating patients with STS. However, the complexity and heterogeneity of tumor microenvironment (TME) affects the efficacy of immunotherapies in STS patients. Currently, the immunotherapy response rate in patients with STS is significantly low (7). Therefore, more precise molecular classification is urgently needed to unravel the TME heterogeneity of STS to select patients more suitable for immunotherapy and improve the response rate of immunotherapy.

N6-methyladenosine (m6A) is the most abundant and common epigenetic modification in the eukaryotic mRNAs. The protein machinery involved in m6A recognition, addition, or removal, including m6A methyltransferases (writers), m6A demethylases (erasers), and m6A readers, has been well characterized. Several reports have shown that alterations in m6A mRNA methylation disrupt gene expression and the downstream cellular processes, and play a significant role in the initiation and progression of tumors (8). Dysregulation of m6A mRNA methylation in the cancer cells alters the expression of metabolic genes and the activities of the related metabolic pathways, thereby significantly affecting proliferation, differentiation, invasion, and metastasis of cancer cells (9, 10). Metabolic pathways play a crucial role in tumorigenesis, cancer cell survival, and regulation of the tumor immune microenvironment (TIME) (11). Therefore, characterization of the m6A-related metabolic signatures in the STS tissues can unravel the status of the tumor microenvironment (TME) and help the clinicians to strategize immunotherapy options for individual patients. Recent study has shown that molecular typing of STS tumors is more accurate than the traditional classification of STS tumors based on pathological staging and TNM staging (10). Therefore, in this study, we integrated 568 STS samples from the TCGA-SARC and GSE21050 cohorts, and comprehensively evaluated the association between m6A-related metabolic pathways and immune characteristics of STS using multi-omics data. We also analyzed the different molecular subtypes of STS based on m6A-related metabolism. Furthermore, we established a scoring system based on m6A-related metabolism and evaluated its accuracy in predicting the prognosis and immunotherapy response of STS patients.



Materials and methods


STS dataset acquisition and processing

RNA-sequencing data were downloaded for the STS samples in the TCGA-SARC cohort (https://gdc.xenahubs.net) in the form of normalized Fragments Per Kilobase of transcript per Million mapped reads (FPKM). Then, the FPKM values were then transformed into transcripts per kilobase million (TPM) values. The microarray data for the STS samples from the GSE21050 cohort were downloaded from the Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/). The TCGA and GEO datasets (n=568) were merged and the batch effect biases were corrected using the “ComBat” algorithm based on R package “sva”. All statistical analyses were conducted using R software 4.1.2 (https://www.r-project.org/).



Pre-processing clinicopathological and genomic data

Clinicopathological data, including overall survival rates of the STS patients in the TCGA-SARC and GSE21050 cohorts, were extracted. The baseline clinicopathological characteristics of the STS samples and immune microenvironment tissue classification (12) are shown in Supplementary Table S1. Genomic data, including somatic mutations and copy number alterations (CNA) of the TCGA-SARC cohort, were obtained from the Firehose project (https://gdac.broadinstitute.org/). The mutational landscape of the STS samples was visualized using the “maftools” R package (13). The arm-level and focal-level genome amplifications and deletions were analyzed using the GISTIC 2.0 package based on GenePattern tool (https://cloud.genepattern.org) (14).



Metabolic pathway acquisition and unsupervised clustering

We acquired 114 gene sets related to tumor metabolism from previously published study (15). The single sample Gene Set Enrichment Analysis (ssGSEA) algorithm was used to estimate the enrichment scores of various metabolic pathways based on gene expression profiles. Each sample was assigned a score corresponding to the status of each metabolic pathways. Next, we identified 21 m6A regulators from previous studies (16), including 11 m6A readers (ELAVL1, FMR1, HNRNPA2B1, HNRNPC, IGF2BP1, LRPPRC, YTHDC1, YTHDC2, YTHDF1, YTHDF2, and YTHDF3), 8 m6A writers (CBLL1, KIAA1429, METTL14, METTL3, RBM15, RBM15B, WTAP, and ZC3H13), and 2 m6A erasers (ALKBH5 and FTO). Pearson’s correlation analysis was used to identify m6A-related metabolic pathways using |Pearson’s r| >0.4 and p <0.001 as the criteria. Univariate Cox regression analysis was used to identify the m6A-related metabolic pathways closely related to the prognosis of STS patients. The m6A-related metabolic pathways were ranked according to their degree of importance to STS patient prognosis (nrep = 100 iterations in the Monte Carlo simulation; nstep = 5) using the random survival forest (RSF) algorithm. Then, a network to demonstrate the interactions between the m6A-related metabolic pathways was constructed based on Spearman and distance correlation analyses.

The unsupervised clustering analysis was performed using the Consensus Clustering algorithm to identify clusters based on distinct statuses of the m6A-related metabolic pathways associated with prognosis. The STS samples were classified by k-means, with k from 2 to 10 using the ”ConsensusClusterPlus” R package (17) and 1000 repetitions were performed to ensure clustering stability. The consensus clustering matrix and cumulative distribution function (CDF) curve analysis was used to determine the optimal number of clusters.



Tumor immune microenvironment analysis

The abundance of immune cell types in the TIME was determined using the “immunedeconv” and “gsva” R packages (18, 19), which estimated immune cell infiltration based on seven different algorithms, namely, ssGSEA, TIMER, xCell, MCP-counter, EPIC, quanTIseq, and IPS. “ESTIMATE” R package (20) was then used to determine the immune scores and tumor purity of different molecular subtypes of STS patients.



Gene set variation analysis and functional enrichment analysis

The pathway enrichment profiles of different clusters were evaluated using the “gsva” R package. The enrichment scores of twelve well-defined tumor-related gene sets or pathways (Supplementary Table S2) were calculated for all samples using the GSVA algorithm. Gene ontology (GO) enrichment analysis was performed with the “clusterProfiler” R package (21) using q-value <0.05 as the cutoff.



Calculation of stemness index

The one-class logistic regression (OCLR) machine learning algorithm (22) was used to calculate the mRNA expression-based stemness index (mRNAsi) of the tumor samples. The mRNAsi value indicated the stem cell-like features of the cancer cells in the samples. We then compared the differences in stemness levels (mRNAsi) between the clusters using Wilcoxon test. P values of less than 0.05 were considered statistically significant.



Evaluation of the m6A-metabolic score

Next, we evaluated the m6A-metabolic Score for STS patients. First, we identified the differentially expressed genes (DEGs) using log2 fold change (FC) >1.5 and adjusted P-value <0.05 as the criteria between the between clusters based on the status of the m6A-related metabolic pathways using “limma” R package (23). Then, the unsupervised clustering algorithm consensus clustering was used to assign STS patients into different gene clusters based on the DEGs. The m6A-related metabolism scoring system was developed using the least absolute shrinkage and selection operator (LASSO) algorithm based on the “glmnet” R package with 10-fold cross validation to estimate the penalty parameters (24). The m6A-metabolic Score was calculated using the following formula: m6A-metabolic  , where Exp is the expression value of each selected hub gene from LASSO algorithm. Then, we identified hub genes as independent prognostic factors using multivariate Cox regression analysis. We then developed a clinical nomogram to predict the survival of STS patients by integrating the clinicopathological features and m6A-metabolic scores using the “rms” R package.

The cutoff value was determined based on the correlation between the m6A-metabolic score and prognosis using the “surv-cutpoint” function of the “survminer” R package. The STS patients were classified into groups with high- and low-m6A-metabolic Scores based on the cut-off value.



Immunotherapy response prediction

The expression levels of 14 immune checkpoint-related genes were used to predict the immunotherapy response of each STS patient. Next, the Tumor Immune Dysfunction and Exclusion (TIDE) algorithm was used to predict responses to immune checkpoint blockade therapy (25). The tumor immune evasion characteristics of the pre-treatment tumor profiles were derived by integrating the expression signatures of T cell dysfunction and T cell exclusion in the tumor tissues. Furthermore, the “tumor inflammation signature” (TIS) score consisted of 18 key gene signatures that were estimated to quantify immune response activation in the TIME (26). TIS score was then used to predict response to anti-PD-1 immunotherapy. In general, a lower TIDE score or a higher TIS score correlated with better response to immunotherapy. The correlation between m6A-related metabolism score, TIDE score, and TIS score was analyzed and the differences in the TIDE scores and TIS scores between the high and low m6A-metabolic score groups was compared.

The Subclass Mapping (SubMap) algorithm (27) was used to compare the similarities in the expression profiles of the high- and low-m6A-metabolic Score groups among the STS cohorts and a clinical cohort with 47 melanoma patients treated with immunotherapy (28). The lower the p values, the higher the similarity. Recommended default parameters, 1000 random permutations for Fisher’s statistics, were used. The “complexHeatmap” R package (29) was used to visualize the SubMap results.



Chemotherapy response prediction

The chemotherapy response was predicted for each STS sample using the predictive model for the cell line data from the publicly available Genomics of Drug Sensitivity in Cancer (GDSC) database (https://www.cancerrxgene.org/). A lower half-maximal inhibitory concentration (IC50), estimated by ridge regression, indicates a better sensitivity to a given drug. IC50 of a drug was estimated by ridge regression to determine the degree of sensitivity. The chemotherapeutic response prediction was performed using the “pRRophetic” R package (30).




Results


Eleven prognostic m6A-related metabolic pathways are identified in the STS cohort

The study design and strategy are shown in Figure 1A. To reduce the likelihood of batch effects from non-biological technical biases, the “ComBat” algorithm was used between TCGA-SARC and GSE21050 datasets (Supplementary Figure S1). The ssGSEA algorithm was used to analyze the status of 114 metabolic pathways in the STS samples. The metabolic pathways were assigned scores for every STS sample enrolled in this study. Then, 35 m6A-related metabolic pathways were identified by evaluating 21 m6A regulators (8 writers, 2 erasers, and 11 readers) and the 114 metabolic pathways using Pearson correlation analysis (Supplementary Table S3). Univariate Cox regression analysis showed that 11 m6A-related metabolic pathways were significantly associated with the prognosis of STS patients. These 11 metabolic pathways were used for subsequent analysis. Figure 1B shows the prognostic values of the 11 m6A-related metabolic pathways in the STS patients. A total of 8 m6A regulators (VIRMA, METTL3, LRPPRC, ELAVL1, YTHDC1, ALKBH5, YTHDF2, METTL14) associated with 11 metabolic pathways that play a key role in the prognosis of STS were screened, and their co-expression networks were showed in Figure 1C. These 11 m6A-related metabolic pathways were ranked using the RSF algorithm. Pyrimidine metabolism, fructose and mannose metabolism, and linoleic acid metabolism were the top 3 m6A-related metabolic pathways (Figure 1D).




Figure 1 | Flow diagram and prognostic m6A-related metabolic pathways are identified (A) Flow diagram shows this study’s systematic analysis process. (B) Univariate Cox regression analysis reveals 11 m6A related metabolic pathways significantly correlated with STS prognosis (C) The alluvial diagram displays 8 m6A regulators and 11 m6A-related metabolic pathways. (D) 11 m6A related metabolic pathways were ranked by Random Survival Forests algorithm.





Identification and validation of two distinct molecular subtypes of STS based on m6A-related metabolic pathways

Consensus clustering was performed to identify the molecular subtypes of STS patients based on the prognostic m6A-related metabolic pathways. K=2 was selected as the optimal number of clusters based on consensus matrix and the cumulative distribution function (CDF) plots (Figures 2A, Supplementary Figure S2). STS patients were classified into two subtypes, Cluster A (n=262) and Cluster B (n=306). The graph learning-based dimensionality reduction technique was used to distribute individual STS patients into specific branches based on the expression profiles of the prognostic m6A-related metabolic pathways. This analysis also classified STS patients into two groups that were consistent with the defined molecular subtypes (Figure 2B). Furthermore, clustering analysis was performed separately on the TCGA-SARC and GSE21050 cohorts as the validation datasets. The results again confirmed the stability of the K=2 clusters (Supplementary Figure S3A). Kaplan–Meier survival analysis demonstrated that the overall survival (OS) rates of STS patients in Cluster A was significantly higher than those in Cluster B (Figure 2C). The heatmap in Supplementary Figure S3B shows the differences in the scores of the m6A-related metabolic pathways in the STS patients belonging to clusters A and B. The interaction network between the 11 prognostic m6A-related metabolic pathways and their prognostic value were shown in Figure 2D. These results demonstrated significant differences in the survival rates and the metabolic characteristics of the STS patients belonging to these two molecular subtypes.




Figure 2 | The molecular subtypes based on prognostic m6A-related metabolic pathways (A) The consensus matrix heatmap corresponding to k=2 obtained by consensus clustering. (B) STS patients could be stratified into two subtypes based on m6A-related metabolic pathways; each point represents a patient with colors corresponding to two subtypes. (C) Kaplan–Meier curves for overall survival of 568 STS patients from TCGA-SARC and GSE21050 cohorts. Log-rank test revealed P-value <0.001. (D) The interactions of 11 m6A-related metabolic pathways in STS. The size of the circles indicated the effect of each m6A-related metabolic pathway on prognosis, respectively. Prognostic risk factors were shown in purple and prognostic favorable factors were shown in green. The lines connecting m6A-related metabolic pathways represented the interactions between m6A-related metabolic pathways, and the thickness of the lines represented the correlation strength estimated by Spearman correlation analysis. Red was a positive correlation, and blue was a negative correlation. (E) Differences in immune-related and cancer-related signatures between Cluster A and B. The asterisks represented the statistical p value (*P < 0.05; ***P < 0.001). (F) Violin plot shows the difference of ImmuneScore and tumor purity from ESTIMATE algorithms in Cluster A and B. (G) The proportion of STS patients with metastatic status in TCGA-SARC and GSE21050 cohorts. (H) The box plot shows differences in stemness index (mRNAsi) between Cluster A and B. The statistical difference of clusters was compared through the Wilcoxon test. (I) The difference of expression for eight m6A regulators associated with metabolic pathways between Cluster A and B. Wilcoxon test was used to test statistical difference (***P < 0.001).





STS samples in Cluster A subtype demonstrate higher anti-tumor immunity than those in Cluster B subtype

Next, we investigated the differences in the biological characteristics of the two subtypes to determine the mechanisms underlying the differences in prognosis. The evaluation of 11 cancer-related pathways (CD8+ T effector, Antigen processing machinery, Epithelial-Mesenchymal Transition [EMT], Angiogenesis, Cell cycle, DNA replication, Nucleotide excision repair, DNA damage repair, Homologous recombination, Mismatch repair, Hypoxia) using the GSVA algorithm showed that pathways related to immune activation were significantly up-regulated in the STS samples from Cluster A, whereas, pathways related to EMT, cell cycle, and DNA replication were significantly up-regulated in the STS samples from Cluster B (Figure 2E). Next, the differences in the TIME and the status of immune cell infiltration were analyzed in the STS tissues from the two clusters using seven algorithms, namely, ssGSEA, MCPcounter, xCell, EPIC, TIMER, quanTIseq, and IPS. STS samples in Cluster A showed significantly higher infiltration of antitumor immune cell types such as dendritic cells, CD8+ T cells, and cytotoxic T cells compared to the STS samples in Cluster B (Supplementary Figure S3C). The immune scores were higher for the STS samples in Cluster A compared to the samples in Cluster B, whereas, tumor purity was higher for the STS samples in Cluster B compared to the STS samples in Cluster A (Figure 2F). Cluster B samples also showed higher degree of tumor metastases (Figure 2G) and stemness levels (mRNAsi) compared to the Cluster A samples (Figure 2H). Furthermore, the m6A regulators were up-regulated in the Cluster B samples compared to the Cluster A samples (Figure 2I). Overall, these results showed that STS samples in Cluster A exhibited higher anti-tumor TIME than the STS samples in Cluster B.



Cluster B subtype shows higher genomic mutations and alterations than Cluster A subtype

Next, we investigated the differences in somatic mutations and CNA between the two molecular subtypes of STS. Among the somatic mutations, missense mutations and single nucleotide polymorphisms (C>T) were the most common mutation types in the STS samples. The five most frequently mutated genes were TP53, TTN, ATRX, MUC16, and MUC4 (Figure 3A). The mutation landscape for the two clusters was displayed using the oncoPrint plot. The mutation frequency was significantly higher for the Cluster B samples (72.52%) compared to the Cluster A samples (59.62%) (Figures 3B, C). Among the commonly mutated genes, the mutation frequency of TP53 was highest in both groups. STS patients from both clusters exhibited significant differences in the frequency of deletions at the arm level. Overall, the amplification and deletion frequencies were significantly higher in the Cluster B samples at both the arm-level and the focal-level compared to the Cluster A samples (Figure 3D, E).




Figure 3 | Comparison of somatic mutation and CNA analysis between Clusters. (A) The summary of the overall distribution of mutation in STS. (B, C) The oncoPrint plots show tumor somatic mutation landscape between Cluster A subtype (B) and Cluster B subtype (C). (D, E) Comparisons of arm-level amplification and deletion frequencies and focal-level amplification and deletion levels between Cluster A and Cluster B *P < 0.05.





Cluster A patients show better response to immunotherapy than the Cluster B patients

Since STS samples in clusters A and B show significant differences in TIME, we postulated differential responses to immunotherapy. Therefore, we analyzed the treatment responses of both molecular subtypes to immunotherapy by estimating the gene signatures related to immune checkpoint genes. Cluster A samples showed higher activation levels compared to the Cluster B samples for the immune checkpoint gene set (Figure 4A). This suggested that STS patients in Cluster A group would benefit more from the treatment with immune checkpoint inhibitors compared to the STS patients in Cluster B. Then, we verified these results using the TIS and TIDE scores. TIS score was higher and TIDE score was lower for the STS patients in Cluster A compared to the patients in Cluster B (Figures 4B, C). Finally, we predicted the responses of the two molecular subtypes to PD-1 and CTLA4 immune checkpoint inhibitors by Submap analysis. The results demonstrated that patients in Cluster A were more sensitive to anti-PD-1 therapy compared to the patients in Cluster B (Figure 4D).




Figure 4 | Immune checkpoint inhibitor therapy responses between Clusters (A) The differences in the scores of immune checkpoint gene set between Cluster A and Cluster B were compared. Statistical differences between the two subtypes were compared by Wilcoxon test (***P < 0.001). (B, C) The violin plots demonstrate the difference between TIDE score (B) and TIS score (C) in the Cluster A and Cluster B groups. Wilcoxon test was used to compare the differences between groups (***P < 0.001). (D) Submap analysis shows that Cluster A subtype could be more sensitive to anti-PD-1 treatment (Bonferroni corrected P-value = 0.00).





Analysis of DEGs shows two geneClusters of STS patients

Next, we analyzed the DEGs between the two molecular subtypes by identifying the key genes and determine the potential biological effects. We identified 150 DEGs between the two molecular subtypes by analyzing gene expression profiles using the “limma” package (Supplementary Table S4). The result of the GO enrichment analysis was observed in the genes related to humoral immune response, complement activation, regulation of immune effect process, and some immune diseases (Figure 5A). Subsequently, unsupervised clustering analysis based on the expression patterns of the DEGs identified two molecular subtypes because K=2 was the optimal setting to distinguish the STS samples accurately (Figures 5B, Supplementary Figure S3D). The 568 STS samples were divided into geneCluster A (n=261) and geneCluster B (n=307). The 11 prognostic m6A-related metabolic pathways were significantly different between the two geneClusters (Figure 5C). Furthermore, 150 DEGs were between geneCluster A and geneCluster B were shown in Figure 5D. Kaplan-Meier survival curve analysis showed that the OS rates were higher for patients in geneCluster A compared to the patients in geneCluster B (Figure 5E). Thus, geneCluster A corresponds to the Cluster A phenotype, and geneCluster B corresponds to the Cluster B phenotype.




Figure 5 | Construction of geneClusters. (A) Metascape enrichment network displayed the enriched terms for DEGs. Cluster annotations were shown in the color code. (B) The consensus clustering matrix for geneCluste (K=2). (C) The difference of 11 m6A related metabolic pathways between geneClusters (**P < 0.01; ***P < 0.001). (D) The volcano plot shows DEGs of between geneCluster-A and geneCluster-B. (E) Kaplan-Meier curves for overall survival of STS patients between geneCluster A and geneCluster B groups.





The m6A-related metabolic scoring system was established for estimating prognosis of STS patients based on 12 hub genes

We established a scoring system based on m6A-related metabolism (m6A-metabolic Score) to assess the prognosis of all STS patients (Supplementary Table S5). Firstly, we performed univariate Cox regression analysis for the 150 DEGs to identify the prognostic genes. Then, we identified 104 DEGs that were significantly associated with the OS rates of STS patients (Supplementary Table S6). Finally, a machine learning model, LASSO-penalized Cox analysis was used to identify 12 hub genes (ACTN1, ITGA10, MYLK, CNN1, LYVE1, IGF1, CPVL, C1S, PODN, ALDH1A1, MFAP5, and IGHM) for estimating the m6A-metabolic Score of each STS patients (Figure 6A). Among these hub genes, ITGA10, MYLK, LYVE1, IGF1, CPVL, C1S, ALDH1A1 and MFAP5 were identified as independent prognostic factors for the STS patients using multivariate Cox regression analysis (Figure 6B).




Figure 6 | Biological characteristics and mutations between high and low m6A-metabolic Scores. (A) LASSO Cox regression model construction. λ selection by 10-fold cross-validation. The partial likelihood deviance with changing of log (λ) was plotted. (B) Forest plot shows 12 hub genes using multivariate cox regression analysis. (C) Correlations between m6A-metabolic Score and immune related biological processes, metabolic pathways, tumor-associated pathways. (D) Kaplan-Meier curves of overall survival in high and low m6A-metabolic Score groups for the TCGA-SARC and GSE21050 cohorts. (E) Comparison of differences in m6A metabolic Score, overall survival, and gene expression of 12 selected hub genes between high and low m6A-metabolic Score groups. (F) The ROC curve was used to calculate the area under the curve (AUC) of m6A-metabolic Score (AUC=0.798). (G) The heatmap demonstrates immune cell infiltration of high and low m6A-metabolic Score groups by ssGSEA, MCPcounter, xCell, EPIC, TIMER, quanTlseq and IPS algorithms. (H) The violin plot shows differences in immuneScore between the high and low m6A-metabolic Score groups. Statistical differences between the high and low m6A-metabolic Score groups were compared by the Wilcoxon test (***, P < 0.001). (I) Alluvial diagram displays changes in Clusters, geneClusters, m6A-metabolic Score and survival outcomes. (J) The violin plot reveals the differences of m6A-metabolic Scores between Cluster A and Cluster B The Wilcoxon test was used to compare the statistical difference between two groups. (K, L) The OncoPrint plots were drawn to reflect the landscape of mutations in high and low m6A-metabolic Score groups. (M) The forest plot revealed differences in 13 mutated genes between high and low m6A-metabolic Score groups (*, P < 0.05). (N) The proportion of tumor metastasis status in the high and low m6A-metabolic Score groups. Metastasis, red; No metastasis, blue. (O) A prognostic nomogram predicting 1-, 3-, and 5-year overall survival of STS.





Low m6A-metabolic scores group show better prognosis than high m6A-metabolic scores

Next, we analyzed the correlation between the m6A-metabolic score and TIME-related biological processes. The m6A-metabolic score showed negative correlation with CD8+ T effectors, antigen processing machinery, immune checkpoints, and other immune-related biological processes (Figure 6C). Then, based on the optimal cutoff m6A-metabolic score of -1.86, the STS samples were divided into two groups with high (n=193) and low (n=375) m6A-metabolic Scores. Kaplan-Meier survival curve analysis showed that the OS rates of STS patients with low m6A-metabolic Scores were significantly higher than those with high m6A-metabolic Scores (Figure 6D). The survival analysis was performed separately with the TCGA-SARC and GSE21050 cohorts to validate the accuracy of the results and the same trend was observed (Supplementary Figures S3E, F). These results demonstrated that the m6A-metabolic Score could be used to predict the survival of STS patients.

The distribution of m6A-metabolic Scores, survival status, survival time, and expression of the 12 hub genes are shown in Figure 6E. We then verified the accuracy in predicting prognosis of STS patients with m6A-metabolic Scores and obtained an AUC value of 0.798 in ROC curve (Figure 6F), thereby demonstrating the accuracy of the m6A-metabolic Score in predicting the survival outcomes of STS patients compared to the other clinicopathological indicators (Age, Histological type, Gender and Race, etc.). We then evaluated the differences in the immune cell proportions in the TME of the two groups using ssGSEA, MCPcounter, xCell, EPIC, TIMER, quanTIseq, and IPS algorithms. The results showed significantly higher infiltration of the anti-tumor immune cells such as CD8+ T cells, NK cells and dendritic cells in the low m6A-metabolic Score group compared to the high-m6A-metabolic Score group; the infiltration of pro-tumorigenic immune cells such as Th2 cells was higher in the high m6A-metabolic Score group compared to the low m6A-metabolic Score group (Figure 6G). ESTIMATE analysis also showed higher infiltration of the immune cells in the low m6A-metabolic Score group compared to the high m6A-metabolic Score group (Figure 6H).

The Cluster A and geneCluster A groups were associated with low m6A-metabolic Scores and better prognosis compared to the Cluster B and geneCluster B groups (Figures 6I, J and Supplementary Figure S3G). Furthermore, the mutation profiles and landscape were visualized using OncoPrint plot between the high- and low-m6A-metabolic Score groups. The high m6A-metabolic Scores group (Figure 6K) exhibited higher overall gene mutation rates than low m6A-metabolic Scores group (Figure 6L). As shown in Figure 6M, top 13 significant differences were observed in the high- and low-m6A-metabolic Score groups. The number of mutations were significantly higher in the high m6A-metabolic Score group compared to the low m6A-metabolic Score group. Furthermore, STS patients in the high m6A-metabolic Score group showed higher proportion of metastases compared to those in the low m6A-metabolic Score group (Figure 6N). Patients with complete clinical data were used to construct the prognostic nomogram to predict the 1-, 3-, and 5-year survival rates (Figure 6O).

We calculated m6A-metabolic Scores for different immune microenvironment tissue subtypes and found that the Inflammatory subtype had the lowest m6A-metabolic Score (Supplementary Figure S4A). We also found that patients in high ImmuneScore group had lower m6A-metabolic Scores than low ImmuneScore group (Supplementary Figure S4B). Next, according to the median survival time of STS patients, patients greater than the median were classified as longer survival time group, and those less than the median were classified as shorter survival time group. We found that the longer survival time group had lower m6A-metabolic Scores than the shorter survival time group (Supplementary Figure S4C). For patient survival status information, we also found that patients from alive group had lower m6A-metabolic Scores than dead group (Supplementary Figure S4D). Besides, STS patients with metastases had higher m6A-metabolic Scores than primary STS patients (Supplementary Figure S4E).



STS patients with low m6A-metabolic scores are more sensitive to immunotherapy and chemotherapeutic drug sensitivity

The expression levels of 14 immune checkpoint-associated genes including PDCD1 and CD274 were significantly higher in the low m6A-metabolic Score group compared to the high m6A-metabolic Score group (Figure 7A). Furthermore, TIDE scores were lower and TIS scores were higher for the low m6A-metabolic Score group (Figures 7B, C). SubMap analysis showed that STS patients in the low m6A-metabolic Score group were more responsive to treatment with the PD-1 inhibitors (Figure 7D). The m6A-metabolic score also showed positive correlation with the TIDE score and negative correlation with the TIS score (Figure 7E). These suggested that STS patients with lower m6A-metabolic Scores were more sensitive to immunotherapy.




Figure 7 | Immunotherapy response and drug sensitivity in high and low m6A-metabolic Score. (A) Differences in the gene expression of 14 immune checkpoint related genes in high and low m6A-metabolic Score groups. The thick line exhibited the median value. Statistical differences were compared by the Wilcoxon test (*P < 0.05; ***P < 0.001). (B, C) TIDE score (B) and TIS score (C) differences in the high and low m6A-metabolic Score groups. The upper and lower ends of the boxes indicated an interquartile range of values, the lines in the boxes represented median value. The statistical difference of two groups was compared through the Wilcoxon test. (D) Submap analysis shows that low m6A-metabolic Score groups could be more sensitive to anti-PD-1/PD-L1 treatment (Bonferroni corrected P-value = 0.007). (E) Correlation analysis (Spearman correlation) of m6A-metabolic Score with TIDEscore and TISscore. TIDE score, blue; TIS score, yellow. (F) The difference of chemotherapy response for 44 drugs between high and low m6A-metabolic Score groups. The statistical difference of two groups was compared through the Wilcoxon test.



Chemotherapy is a standard treatment for the STS patients. Therefore, we analyzed the response of the two groups to chemotherapy. IC50 values indicate the potency of chemotherapeutic drugs to induce tumor cell apoptosis. STS samples in the low m6A-metabolic Score group were associated with lower IC50 values for 44 chemotherapeutic drugs compared with high m6A-metabolic Score group (Figure 7F). This suggested that chemotherapeutic response was significantly higher in the STS patients from the low m6A-metabolic Score group compared to the high m6A-metabolic Score group.




Discussion

RNA methylation has been proven to play a significant role in several key physiological processes. Therefore, alterations in m6A RNA methylation are implicated in human pathology and play a key role in cancers, immune system diseases, neurological diseases, and others (31). Previous studies have demonstrated that m6A mRNA methylation regulates tumor immunity, metabolism, and stemness (10). However, the role of m6A mRNA methylation in the regulation of the TME through modulation of metabolic pathways and its effects on the prognosis and immunotherapeutic responses of STS patients is not widely reported. Therefore, in this study, we analyzed the multi-omics data from STS patients to determine the relationship between m6A mRNA methylation and the status of the metabolic pathways in the STS tissues and their impact on tumor immunity, progression, and prognosis. The multi-omics data analysis revealed two distinct and stable subtypes in the STS samples based on m6A-related metabolism. Furthermore, we established a scoring system based on the m6A-related metabolism. We demonstrated that the m6A-metabolic Scores can accurately predict the prognosis of STS patients and their response to immunotherapy.

We identified 11 m6A-related metabolic pathways that were associated with the prognosis of STS, including prostaglandin biosynthesis, glycogen biosynthesis, methionine cycle, fructose and mannose metabolism, sulfur metabolism, arachidonic acid metabolism, linoleic acid metabolism, alpha-linoleic acid metabolism, pyrimidine metabolism, phenylalanine metabolism, other glycan degradation. Among them, pyrimidine metabolic pathway promotes tumor progression by increasing cancer cell proliferation (32, 33). The pyrimidine metabolic pathway is also associated with drug resistance in various cancer patients (34). Linoleic acid metabolic pathway promotes proliferation and migration of breast cancer cells (35). Glycogen biosynthesis is also associated with breast cancer, bladder cancer, and others (36). The hypoxic environment in the tumor tissue promotes proliferation of breast cancer cells by activating the glycogen metabolism pathway. Our results suggested that hypoxia probably altered metabolism in the TME and contributed to the heterogeneity in the STS tissues (37). Besides, the activation of glycogen metabolism has been reported to promote aerobic glycolysis or the “Warburg” effect in the cancer cells, glycogen metabolism is a common metabolic pathway in cancer cells and is a significant marker of malignant tumors (38). Other metabolic pathways have been previously reported to be involved in tumorigenesis and progression. In this study, these important metabolic pathways were observed to be closely related to STS, which will provide new insights and evidence for future metabolic therapies for STS (39–41).

We further analyzed significance of the 11 m6A-related metabolic pathways in altering the tumor microenvironment and their relationship with prognosis in STS patients. Clustering analysis revealed two subtypes among the STS patients (Cluster A and Cluster B) based on the status of the m6A-related metabolic pathways. These two subtypes showed significant differences in OS and biological characteristics. The OS rates of the STS patients in Cluster A were significantly higher than those in Cluster B. These two molecular subtypes of STS also showed distinct profiles of metabolic pathways. STS tissues in Cluster A showed higher expression of genes involved in linoleic acid metabolism, alpha linoleic acid metabolism, prostaglandin biosynthesis, and arachidonic acid metabolism. These metabolic pathways improved the prognosis of STS patients in Cluster A.

The TIME plays a crucial role in the progression and prognosis of multiple cancers. Activation of innate and adaptive immunity increases the survival rates of cancer patients and their sensitivity to immunotherapy. Therefore, we compared the characteristics of the TIME between clusters A and B. We observed enrichment of tumor-suppressing immune cells such as CD8+ T effector cells in the Cluster A subtype, whereas, pro-tumorigenic pathways such as EMT were enriched in the Cluster B subtype. Furthermore, we used GSVA to analyze the differences in the enriched biological processes between Cluster A and Cluster B. The results showed significant enrichment of DNA replication in Cluster B, thereby suggesting increased proliferation of cancer cells. In Cluster A, we observed significant enrichment of the B cell receptor signaling pathway and natural killer (NK) cell mediated cytotoxicity, thereby suggesting enhanced activation of the immune cells. STS patients in Cluster B showed increased rate of metastasis and higher degree of malignancy compared to those in Cluster A. The higher survival rates of STS patients in Cluster A correlated with higher immune scores and increased infiltration to tumor-killing immune cells. In contrast, tumor-promoting immune cells were enriched in the Cluster B patients with STS and were associated with poor prognosis.

Previous studies have reported glucose and lipid metabolism plays a significant role in cancer stem cells originating from various cancers (42). Cancer stem cells rely highly on glucose and lipid metabolism for keeping their stemness features and satisfying their energy requirements, ultimately leading to tumor invasion and metastasis (43). Our results demonstrated that the tumor stemness levels was higher for STS tissues from Cluster B and was associated with increased metastasis. In addition, we explored the effects of alterations in tumor metabolism on EMT, which is often related with acquisition of stemness characteristics. Cluster B showed higher EMT scores, which supported increased incidence of tumor metastasis (44). Furthermore, compared with the Cluster A group, m6A regulators that were associated with metabolism in the STS tissues were up-regulated in Cluster B. Moreover, Cluster B group showed increased glycogen biosynthesis, methionine cycle, and pyrimidine metabolism. These data demonstrated that the m6A regulators modulated immune cell infiltration as well as tumor cell proliferation and progression by altering tumor cell metabolism. Furthermore, Cluster B was associated with higher rates of somatic mutations and higher degree of malignancy.

We also investigated the differences in immunotherapeutic responses between the STS patients in Cluster A and Cluster B. STS patients in Cluster A were more sensitive to immunotherapy. This suggested potential clinical application of the classification system based on m6A-related metabolic pathways. Therefore, we developed a scoring system (m6A-metabolic Score) for the STS patients based on m6A-related metabolism. This scoring system was based on the expression of 12 hub genes including eight hub genes (ITGA10, MYLK, LYVE1, IGF1, CPVL, C1S, ALDH1A1 and MFAP5) that were identified as independent prognostic biomarkers of STS. The m6A-metabolic Score was significantly lower for STS patients in Cluster A compared to those in Cluster B. Our data suggested that the m6A-metabolic Score was a reliable tool for comprehensive assessment of the two molecular subtypes based on m6A-related metabolism and could be used to determine the status of tumor immune infiltration and patient survival outcomes. We also demonstrated that the m6A-metabolic Score was a robust tool for determining the efficacy of immune checkpoint inhibitors in individual STS patients.

In conclusion, our study performed a comprehensive analysis of the multi-omics data from STS patients and classified them into two molecular subtypes based on m6A-related metabolism. We also established a m6A-related metabolism scoring system and demonstrated its accuracy in predicting the prognosis of the STS patients and predicting their response to immunotherapy. Therefore, the m6A-metabolic Score shows great promise in clinical application for accurately classifying STS patients at a molecular level and may be used as a guide for precision therapy of individual STS patients. However, our study also has several limitations. Firstly, we integrated two large STS cohorts for our analysis. This may have masked the heterogeneity in different cohorts. We corrected potential batch effects to overcome this issue. Secondly, the m6A-metabolic Score cutoff value requires further validation in larger cohorts of STS patients.
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Supplementary Figure 2 | (A) Relative change in area under consensus cumulative distribution functions (CDF) curve (k = 2-9) using consensus clustering based on 11 m6A related metabolic pathways for total patients of TCGA-SARC and GSE21050 cohorts. (B) The consensus matrix heatmap corresponding to k=2-9 obtained by consensus clustering.

Supplementary Figure 3 | (A) Relative change in area under consensus CDF curve (k = 2-9) using consensus clustering based on m6A related metabolic pathways for TCGA-SARC (left) and GSE21050 (right) cohorts, respectively. (B) The heatmap demonstrates differences in 11 m6A-related metabolic pathways scores between Cluster A and Cluster B. (C) The heatmap demonstrates immune cell infiltration of two molecular subtypes from unsupervised clustering in the TCGA-SARC and GSE21050 cohorts by ssGSEA, MCPcounter, xCell, EPIC, TIMER, quanTlseq and IPS algorithms. (D) Relative change in area under consensus CDF curve (k = 2-9) using consensus clustering based on DEGs for total population of TCGA-SARC and GSE21050 cohorts. (E, F) Survival analyses for the two Clusters in (E) TCGA-SARC and (F) GSE21050 cohorts, respectively. (G) The violin plot reveals the differences of m6A-metabolic Scores between geneCluster A and geneCluster B.

Supplementary Figure 4 | (A) The boxplot reveals the differences of m6A-metabolic Scores between between STS patients with different immune microenvironment tissue subtype. (B-E) These boxplots reveal the differences of m6A-metabolic Scores between between STS patients with different ImmuneScore level (B), survival time (C), survival status (D), metastatic status (E).
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The development of chemoresistance remains a significant cause of treatment failure in breast cancer. We posit that a mathematical understanding of chemoresistance could assist in developing successful treatment strategies. Towards that end, we have developed a model that describes the cytotoxic effects of the standard chemotherapeutic drug doxorubicin on the MCF-7 breast cancer cell line. We assume that treatment with doxorubicin induces a compartmentalization of the breast cancer cell population into surviving cells, which continue proliferating after treatment, and irreversibly damaged cells, which gradually transition from proliferating to treatment-induced death. The model is fit to experimental data including variations in drug concentration, inter-treatment interval, and number of doses. Our model recapitulates tumor cell dynamics in all these scenarios (as quantified by the concordance correlation coefficient, CCC > 0.95). In particular, superior tumor control is observed with higher doxorubicin concentrations, shorter inter-treatment intervals, and a higher number of doses (p < 0.05). Longer inter-treatment intervals require adapting the model parameterization after each doxorubicin dose, suggesting the promotion of chemoresistance. Additionally, we propose promising empirical formulas to describe the variation of model parameters as functions of doxorubicin concentration (CCC > 0.78). Thus, we conclude that our mathematical model could deepen our understanding of the cytotoxic effects of doxorubicin and could be used to explore practical drug regimens achieving optimal tumor control.
Keywords: mathematical oncology, mathematical modeling, population dynamics, chemotherapy, drug resistance, breast cancer, time-resolved microscopy
INTRODUCTION
Breast cancer is the most common cancer among women worldwide and the leading cause of cancer death in over 100 countries (Sung et al., 2021). Chemotherapy is a primary component of cancer treatment and options have both advanced and increased considerably in recent years (Anampa et al., 2015). However, the development of chemoresistance, and resulting tumor recurrence, remains a common cause of treatment failure and a primary cause of cancer death (Holohan et al., 2013; Longley and Johnston, 2005). Indeed, for a standard chemotherapy drug such as doxorubicin, breast cancer patients may develop chemoresistance within just 6–10 months (Rivera and Gomez, 2010; O’Shaughnessy, 2005).
From a biological perspective, the development of chemoresistance is governed by many complex mechanisms, such as treatment-induced genetic and epigenetic alterations, altered metabolic states, and adaptive responses of the tumor microenvironment (Easwaran et al., 2014; Zhao, 2016; Dong et al., 2018; Ji et al., 2019). Tumor cells can also possess an intrinsic phenotypic or genetic resistance that can render the therapy ineffective even before acquired chemoresistance develops (Harris et al., 2007; Bernard et al., 2009; Campbell et al., 2018). Moreover, the existence of intratumoral heterogeneity and its role in tumor regrowth have become increasingly recognized, as the presence of even a minor subpopulation of drug-resistant cells can give rise to tumor relapse (Easwaran et al., 2014; Polyak, 2011; Alizadeh et al., 2015; Sun and Yu, 2015). Furthermore, phenotype switching, in which tumor cells swap between varying degrees of drug-resistant and drug-sensitive phenotypes, can enable the establishment of more permanent chemoresistance mechanisms that hinder complete tumor eradication (Easwaran et al., 2014; Meacham and Morrison, 2013; Echeverria et al., 2019; Kumar et al., 2019). Considering the complex biological processes underlying chemoresistance development, we believe that a robust framework is needed to comprehensively integrate the growing knowledge of this phenomenon and guide future research efforts. To this end, experimentally-validated mathematical models of chemoresistance mechanisms could be a potent tool in understanding the dynamics of overall tumor drug response. The description of cancer growth and therapeutic response by leveraging mechanistic mathematical models is a rich field known as mathematical oncology (Yankeelov et al., 2013; Rockne et al., 2019; Lorenzo et al., 2022). This approach has already shown promise in characterizing breast cancer growth and treatment response in both the preclinical and clinical settings (Atuegwu et al., 2013; Pascal et al., 2013; Weis et al., 2015; Zhang et al., 2015; Geng et al., 2017; Palmer and Sorger, 2017; Jarrett et al., 2018; Jarrett et al., 2020a).
There are several mechanistic approaches to mathematically describe chemoresistance (Sun and Hu, 2018; Craig et al., 2019; Craig et al., 2021; Hori et al., 2021), with the original theoretical models dating back more than two decades (Panetta, 1997; Panetta, 1998). The standard strategy consists of defining a multicompartmental tumor cell population including one or multiple species of both drug-resistant and drug-sensitive cells, which evolve and interact over time following a set of ordinary differential equations, or over both space and time according to a set of partial differential equations (Craig et al., 2019; Craig et al., 2021; Hori et al., 2021; Jackson and Byrne, 2000; Greene et al., 2019; Kim et al., 2021; Strobl et al., 2021; Howard et al., 2022). Alternatively, Sun et al. (2016) utilized a stochastic, multiscale model that incorporated heterogeneous population dynamics with drug pharmacokinetics and microenvironment contributions to drug resistance in melanoma patients. Furthermore, Pisco et al. (2013) and Álvarez-Arenas et al. (2019) applied the evolutionary theories of Darwinian selection and Lamarckian induction to guide their modeling of drug resistance in leukemia cells and non-small cell lung carcinoma, respectively. However, despite these promising studies, there is a still a dearth of experimentally-validated mechanistic models of chemoresistance in breast cancer, with which we could test alternative biological hypotheses to ultimately enhance chemotherapeutic strategies for individual patients. For instance, Chapman et al. (2019) developed a model integrating phenotypic switching of cell differentiation states and tumor heterogeneity to characterize therapeutic escape in the triple-negative subtype, but the empirical validation of their model predictions currently remains limited. Additionally, in vitro studies usually label cell lines as homogeneously drug-resistant or drug-sensitive and assume a static drug sensitivity (AbuHammad and Zihlif, 2013; Gottesman, 2002), which overlooks the existence of intratumoral heterogeneity and transient drug resistance. Moreover, preclinical studies often assess tumor cell death at a single time point 24–72 h post-treatment (Martins et al., 2018; Chung et al., 2020; Low et al., 2021). This experimental setting does not enable the characterization of long-term tumor drug responses and, hence, the development of drug-induced chemoresistance.
Here, we present a mechanistic model to describe the dynamics of drug response and chemoresistance development in MCF-7 breast cancer cells treated with doxorubicin, which we fit to time-resolved microscopy measurements of tumor cell number subjected to diverse therapeutic plans over long experimental times (>8 days). Doxorubicin is a cytotoxic anthracycline drug that is extensively used in chemotherapeutic regimens for breast cancer (Jarrett et al., 2020a; Zardavas and Piccart, 2015; Waks and Winer, 2019). As a cytotoxic drug, treatment with doxorubicin primarily induces tumor cell death, but this therapeutic effect may also be preceded by cell cycle arrest (Anampa et al., 2015; Howard et al., 2022; Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017). Our work continues the first efforts of Howard et al. in studying doxorubicin resistance in breast cancer cell populations by leveraging several experimentally-informed mechanistic models (Howard et al., 2022; Howard et al., 2018). While Howard et al. originally proposed multiple models to characterize this phenomenon and selected the best of them for each dataset, we have developed a single model that can be extended for multiple drug doses. To incorporate intratumoral heterogeneity, we assume that the cytotoxic action of doxorubicin treatment induces a compartmentalization of the breast cancer cell population into two subgroups: surviving cells and irreversibly damaged cells, which will ultimately die due to doxorubicin action. We further assume that the surviving cells continue proliferating after exposure to doxorubicin, while the irreversibly damaged cells progressively transition from proliferation to drug-induced death. Hence, the eventual development of chemoresistance will be driven by the surviving cells. Importantly, the model compartmentalization ultimately results from the underlying distribution of diverse drug sensitivity phenotypes in the tumor cell population and its changes after the delivery of each doxorubicin dose (Howard et al., 2022; Pisco et al., 2013; Álvarez-Arenas et al., 2019). To accommodate potentially significant treatment-induced variations in the underlying spectrum of drug resistance phenotypes, we investigate an adaptive parametrization of our model with each doxorubicin dose. Hence, drug sensitivity in the tumor cell population is assumed to be dynamic with time, thereby accounting for tumor cell plasticity (Easwaran et al., 2014; Meacham and Morrison, 2013; Echeverria et al., 2019; Kumar et al., 2019). Additionally, our model is fit to the same time-resolved microscopy experiments used in Howard et al. (2022), in which breast cancer cells were subjected to doxorubicin treatments varying in either drug concentration, inter-treatment interval, or the number of doses. Our results show that our proposed model can fit the data observed in all three scenarios with remarkable accuracy. We have also analyzed the model parameter trends for each experiment and built empirical parameter formulas as functions of doxorubicin concentration, which may provide further insight into the development of chemoresistance.
The remainder of this work is organized as follows. First, given that we utilize the time-resolved microscopy data previously collected by Howard et al. (2022), we briefly outline their acquisition and preprocessing procedures. We also describe the derivation of the model and explain the numerical and statistical methods leveraged in this study. We then present the results from our model fittings for each of the three aforementioned experimental scenarios and analyze the corresponding quality of fit and trends in model parameters. To conclude, we discuss the main implications from our work, its limitations, and future directions.
METHODS
Data acquisition and preprocessing
The experimental data leveraged in this study were fully obtained from Howard et al. (2022). In the following, we provide only the salient details of the data acquisition and preprocessing procedures presented in Howard et al. (2022) and directly relevant to our study, to which we added a final outlier assessment.
Cell culture
MCF-7 human breast cancer cells (ATCC HTB-22) were cultured in Minimum Essential Media (Gibco) supplemented with 10% fetal bovine serum (Gibco) and 1% penicillin-streptomycin (Gibco). Cells were maintained at 37°C with 5% CO2. A stable fluorescent cell line expressing constitutive EGFP with a nuclear localization signal (MCF7-EGFPNLS1) was established to aid in the automated cell quantification of the time resolved microscopy measurements (Howard et al., 2022; Howard et al., 2018). Genomic integration of the EGFP expression cassette was accomplished by leveraging the Sleeping Beauty transposon system. The EGFP-NLS sequence was obtained as a gBlock (IDT) and cloned into the optimized Sleeping Beauty transfer vector pSBbi-Neo (which was a gift from Eric Kowarz, Addgene plasmid #60525) (Kowarz et al., 2015). To mediate genomic integration, this two-plasmid system consisting of the transfer vector containing the EGFP-NLS sequence and the pCMV(CAT)T7-SB100 plasmid containing the Sleeping Beauty transposase was co-transfected into the MCF-7 population utilizing Lipofectamine 2000 (mCMV(CAT)T7-SB100 was a gift from Zsuzsanna Izsvak, Addgene plasmid #34879) (Mátés et al., 2009). After gene integration with Sleeping Beauty transposase, EGFP + cells were collected by fluorescence activated cell sorting and maintained in media supplemented with 200 ng/ml G418 (Caisson Labs) in place of penicillin-streptomycin.
Doxorubicin response experiments
Cells were seeded in a 96-well plate at a target density of 2,000 cells/well and grown for approximately 48 h to allow for cell adhesion and recovery from passaging. An IncuCyte S2 Live Cell Analysis System (Essen/Sartorius, Goettingen, Germany) was used to collect fluorescent and phase contrast images every 2–4 h. Images were collected for periods of 21–56 days to ensure that cultures in which cells recover after exposure to doxorubicin were able to display logistic growth. Doxorubicin treatment was prepared by reconstituting doxorubicin hydrochloride (Cayman Chemical 15,007, Ann Arbor, Michigan) in water and mixing it with 100 µl of growth media at 2× the target concentration, which was then added to each well of the plate. The drug-containing media was then replaced with fresh growth media after 24 h. Three experiment types were run, in which either the doxorubicin concentration, the inter-treatment interval, or the number of doses was varied (see Table 1). Each doxorubicin concentration was tested in n = 6 replicates, while each inter-treatment interval and number of doses was tested in n = 12 replicates.
TABLE 1 | Experimental conditions. In Experiment 1, one dose of doxorubicin was delivered at concentrations varying from 10 to 300 nM (n = 6). In Experiment 2, two doses of 75 nM doxorubicin were delivered at inter-treatment intervals varying from 0 to 16 days (n = 12). In Experiment 3, one to five doses of 75 nM doxorubicin were delivered at either 2-day or 2-week inter-treatment intervals (n = 12).
[image: Table 1]Image analysis
Using IncuCyte’s integrated software, the quantification of total tumor cell counts was performed on the fluorescent images using the green fluorescence channel. Individual cells were consistently resolved using standard image analysis techniques of background subtraction, followed by thresholding, edge detection, and minimum area filtering. The phase contrast images were consulted in parallel to aid the validation of image analysis (Howard et al., 2022; Howard et al., 2018).
Data truncation
The tumor cell time courses extracted from some wells did not provide meaningful data throughout the entire time course due to a variety of reasons. These included the cell population growing to confluence and fluctuating with feeding cycles, being disturbed during media replenishment, or growing three-dimensionally resulting in cells overlapping each other and thereby compromising the ability to accurately quantify cell numbers. Thus, for each dataset, the estimated cell number was truncated either just prior to reaching confluence, when the cell number dropped more than 50% due to media handling, or when repeated discontinuities were observed in the time course data.
Data normalization
For smaller discontinuities in which less than 50% of the cells were lost due to media handling, the data was normalized by dividing the cell number at time points before the discontinuity by a constant [image: image] (Howard et al., 2022) calculated via Eq. 1:
[image: image]
in which[image: image], [image: image], and [image: image] are the total tumor cell counts at the discontinuity, [image: image] points before the discontinuity, and [image: image] points after the discontinuity, respectively. [image: image],[image: image], and [image: image] are the times of the discontinuity, [image: image] points before the discontinuity, and [image: image] points after the discontinuity, respectively. The objective of this normalization was to smooth the first and second derivatives of the total tumor cell counts across the discontinuity, as proposed in (Howard et al., 2022). Supplementary Appendix A in the Supplementary Information provides further details about the purpose and derivation of Eq. 1.
Outlier removal
For datasets that possessed outliers, the rmoutliers function from MATLAB R2020b (The Mathworks, Natick, MA) was used to remove data points using median filtering. A visual inspection of the resulting data confirmed that this method removed evident outliers from the original series, while maintaining the natural fluctuations in tumor cell counts (see Supplementary Figures S1–S5).
Mathematical model
We present a mathematical model to describe the response of MCF-7 breast cancer cells to the cytotoxic action of doxorubicin in the three experimental scenarios listed in Table 1. We begin by describing the biological mechanisms captured by the model assuming a single dose of doxorubicin (Experiment 1, Table 1). Then, we show how the model can be generalized to multiple doses (Experiments 2 and 3, Table 1), and can also be modified to vary specific parameters with each dose. Figure 1 illustrates the main tumor cell dynamics described by our model after each dose of doxorubicin, which are further detailed in the following paragraphs. The reader can refer to Supplementary Table S1 for a consolidated list of model parameter definitions and their units.
[image: Figure 1]FIGURE 1 | Generalized model of tumor cell response to multiple doses of doxorubicin treatment. We start with a population of untreated tumor cells and let them grow for approximately 48 h. At time [image: image], we add a dose of doxorubicin (Dox) to each well. We assume that after the treatment, the tumor cells either survive ([image: image]) or are irreversibly damaged ([image: image]) and ultimately die due to the cytotoxic action of doxorubicin. The fraction of cells in either subpopulation is determined by [image: image], the fraction of surviving cells after the first dose. After the subsequent [image: image] doses of doxorubicin ([image: image]), we assume that a fraction [image: image] of the surviving cells survive the treatment, while a fraction ([image: image]) induces a new subpopulation of irreversibly damaged cells ([image: image], such that the total number of tumor cells is [image: image] for times [image: image]. In this study, we further assess whether the collection of [image: image] can be assumed to take on the same value or whether they require an independent parameterization with each doxorubicin dose. This Figure was created using BioRender.com.
Single-dose model
We start with a population of tumor cells ([image: image]) that grow untreated for a specified period of time prior to doxorubicin treatment (approximately 48 h). We assume that these untreated cells follow logistic growth:
[image: image]
[image: image]
where [image: image] is the untreated proliferation rate, [image: image] is the untreated tumor cell carrying capacity, and [image: image] is the initial number of tumor cells. We set [image: image] = 53,873 cells, which corresponds to the mean value resulting from the fitting of Eqs 2, 3 to the untreated datasets in Experiment 1 (i.e., 0 nM doxorubicin; further details can be found in Supplementary Tables S2–S5 and Supplementary Figure S1).
Let [image: image] denote the time at which a single dose of doxorubicin is delivered, as described in Experiment 1 (Table 1). At this time point, we assume that a fraction [image: image] of the tumor cells survives the treatment ([image: image], whereas the complementary fraction [image: image] is irreversibly damaged by the cytotoxic action of doxorubicin and will ultimately die [image: image] (Anampa et al., 2015; Howard et al., 2022; Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017). Hence, the fraction [image: image] ultimately depends on the underlying spectrum of drug sensitivities in the tumor cell population as well as on the amount of drug delivered with each dose (Howard et al., 2022; Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017; Zoli et al., 1995). We denote the initial number of surviving and irreversibly damaged tumor cells immediately after treatment with doxorubicin as [image: image] and [image: image], respectively, which are defined based on the number of untreated cells immediately before the delivery of doxorubicin, [image: image], as
[image: image]
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such that the total tumor cell number [image: image] for time [image: image] is calculated as
[image: image]
Note that Eqs 4–6 ensure the continuity in the tumor cell count before and after the treatment with doxorubicin, as observed in the corresponding experimental data (see Supplementary Figure S2).
We assume that the surviving cells also follow logistic growth with a different rate and carrying capacity:
[image: image]
where [image: image]is the proliferation rate of surviving tumor cells and [image: image] is the treated tumor cell carrying capacity. For the irreversibly damaged cells, we assume that their logistic growth dynamics gradually transition from proliferation to treatment-induced death at an exponentially-decaying rate:
[image: image]
where [image: image] and [image: image] denote the drug-induced death rate and the proliferation rate of the irreversibly damaged tumor cells, respectively, while [image: image] represents the drug-induced death delay rate. The latter mechanism represents the varying duration of the cascade of biological events that takes place between drug exposure and the ultimate doxorubicin-induced tumor cell death (e.g., uptake by tumor cells, damage to DNA, cell cycle arrest, induction of tumor cell death) (Howard et al., 2022; Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017). In Eq. 8, the use of a common logistic model formulation to describe the initial growth after treatment and the ensuing drug-induced death in the irreversibly-damaged tumor cell compartment facilitates the modeling of this transition in the dynamics of this subpopulation within the growth rate of the logistic model (i.e., the first factor in parenthesis in the right-hand side of Eq. 8). Additionally, the cytotoxic action of doxorubicin targets proliferating cells (Howard et al., 2022; Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017). The logistic model formulation in Eq. 8 further enables to account for the limitation to tumor cell proliferation depending on the total tumor cell density, which may hence limit drug-induced tumor cell death.
In Eqs 7, 8, we introduce a treated tumor cell carrying capacity [image: image], which may be different from [image: image] defined for untreated cells in Eq. 2. The rationale for this modeling choice is inspired by the experimental data from Howard et al. (2022), which shows that the maximum tumor cell counts in the replicates treated with doxorubicin could reach either larger or smaller values at confluence with respect to their untreated counterparts (i.e., the 0 nM replicates in Experiment 1; see Supplementary Figures S1–S5). To estimate [image: image] in Eqs 7, 8, we used either one of two approaches. If the last tumor cell count in a dataset was greater than 30% of [image: image], then [image: image] was fit along with the other model parameters. Conversely, if the last tumor cell count was less than 30% of [image: image]then we fixed [image: image] to the mean of the values obtained from the replicates of the same experiment in which this parameter was directly fit. The rationale for this approach is that we observed that final tumor cell counts below 30% of [image: image] did not provide enough identifiability for [image: image], which ultimately induced significant model fitting errors.
Multiple-dose model
Let us now consider a treatment schedule consisting of [image: image] doses of doxorubicin delivered at times [image: image], ([image: image]), as described in Experiments 2 and 3 (Table 1). For the first dose, we assume that a fraction [image: image] of the tumor cells survives treatment with doxorubicin and, thus, the multiple-dose model remains identical to the single-dose model described in the previous section. For each of the subsequent drug doses, we assume that a fraction [image: image] ([image: image] of the tumor cells that escaped the cytotoxic action of the previous doxorubicin doses, [image: image] survives the new dose, while a corresponding fraction [image: image] gives rise to a new irreversibly damaged population [image: image]. We further assume that each new subpopulation [image: image] is characterized by a distinct value of the death delay rate [image: image]. The rationale for considering an adaptive parameterization of parameters [image: image] and [image: image] with each doxorubicin dose is that the underlying spectrum of tumor cell sensitivities may significantly change with each doxorubicin dose and inter-treatment interval (Howard et al., 2022; Pisco et al., 2013; Álvarez-Arenas et al., 2019; Lyman, 2009; De Souza et al., 2011; Ponnusamy et al., 2017), such that the surviving fraction may exhibit an increased resistance to the drug. We hypothesize that this phenomenon results in a higher potential to survive a new drug dose (i.e., larger values of [image: image]) or to partially hinder the cytotoxic action of doxorubicin before ultimately succumbing (i.e., lower values of [image: image]).
Thus, after the delivery of the [image: image] dose ([image: image], the number of surviving tumor cells [image: image] and the initial number of the new subpopulation of irreversibly damaged cells [image: image] are calculated as
[image: image]
[image: image]
such that the total number of tumor cells during and after treatment with multiple doses of doxorubicin is given by
[image: image]
where [image: image] is the Heaviside step function, which equals 0 for t < [image: image] and 1 for t ≥ [image: image]. Note that Eqs 8–11 ensure the continuity in the total tumor cell number before and after each doxorubicin dose, as observed in the data from Experiments 2 and 3 (Table 1; see Supplementary Figures S3–S5).
In this multiple-dose model, we assume that the surviving cells continue to follow logistic growth after each of the consecutive doxorubicin doses, as described by Eq. 7. Additionally, each of the [image: image] irreversibly damaged subpopulations are assumed to follow the growth dynamics defined in Eq. 8. Thus, for [image: image], the dynamics of each irreversibly damaged subpopulation [image: image] is given by
[image: image]
Finally, we further investigate two versions of the multiple-dose model: 1) the general formulation outlined above in which we vary[image: image] and [image: image] with the delivery of each dose, and 2) a simplified version in which we assume a constant parameterization for all doses (i.e., [image: image] and [image: image]). Our underlying hypothesis is that longer inter-treatment intervals require an adaptive parameterization because they contribute to the development of chemoresistance (Howard et al., 2022; Lyman, 2009; De Souza et al., 2011; Ponnusamy et al., 2017), which would be represented in our model by higher fractions of surviving cells ([image: image]) along with irreversibly damaged subpopulations ([image: image]) exhibiting longer transition times from proliferation to treatment-induced death (i.e., lower values of [image: image]). Conversely, we hypothesize that shorter inter-treatment intervals may not introduce significant changes to the survival fractions ([image: image]) and death delay rates ([image: image]) associated with each drug dose, such that a constant parameterization would suffice to capture the tumor cell population response to the cytotoxic action of the prescribed doxorubicin treatment. In the Results section, we show that these hypotheses are significantly supported by the fitting of these two model versions to the data from Experiments 2 and 3 (Table 1).
Numerical methods
Model fitting
We fit the single-dose model to each individual time course of total tumor cell counts from each replicate from Experiment 1 (n = 60; Table 1), and we fit the multiple-dose model to each individual time course of total tumor cell counts from each replicate from Experiments 2 and 3 (n = 108 and 120, respectively; Table 1). Model fitting was carried out with a nonlinear least-squares method, via the MATLAB (R2020b) function lsqnonlin. We leveraged a trust-region reflective algorithm with function, step, and optimality tolerances of 10–6, while the maximum number of function evaluations and iterations was set to 20,000. The parameter bounds and initial guesses were guided by the results from Howard et al. (2022), and are summarized in Supplementary Tables S2, S8, S12, S16, S17. The ordinary differential equations in our models were solved using a Runge-Kutta method as provided by ode45 in MATLAB (R2020b). Supplementary Appendix B in the Supplementary Information provides further details about the model fitting approach used in this study.
Empirical parameter formulas
We constructed empirical formulas for the single-dose model parameters as a function of doxorubicin concentration based on the model fittings to the datasets from Experiment 1 (Table 1). To this end, we also applied a nonlinear least-squares method using a trust-region reflective algorithm provided by lsqnonlin in MATLAB (R2020b), as described in the previous section. The initial guess and bounds for the empirical parameters in these formulas were chosen according to the range of the single-dose model parameter values obtained from the fittings to the datasets from Experiment 1 (Table 1). The medians of the distributions of these fitted model parameters at each doxorubicin concentration were used as the observed values for the empirical parameter formula fits. The choice of the of the empirical formula for each parameter was based on the observed trend of the fitted parameter values obtained with the single-dose model as a function of increasing doxorubicin concentration (e.g., an exponentially decaying trend was represented with an exponential function; see the Results section and Supplementary Tables S6, S7 for further details).
Statistical analysis
To assess our model’s quality of fit to the time course data, we calculated the coefficient of determination ([image: image]), the normalized root mean squared error (NRMSE), the Pearson correlation coefficient (PCC), and the concordance correlation coefficient (CCC) (Lin, 1989). In the Results section, we report the median and range of these metrics across all the replicates of each experiment (i.e., n = 60, 108, 60, and 60 for Experiment 1, Experiment 2, Experiment 3 with 2-day inter-treatment interval, and Experiment 3 with 2-week inter-treatment interval, respectively). More detailed values can be found in Supplementary Tables S4, S10, S14, S20. We further assessed our model parameterizations and fits to experimental data through 95% nonlinear regression parameter confidence intervals and 95% nonlinear regression prediction confidence intervals calculated using nlparci and nlpredci in MATLAB (R2020b), respectively (see Supplementary Appendix C). To test for significant differences between two values of a model parameter or quality-of-fit metric within each experimental scenario, we performed two-sided Wilcoxon rank sum tests with 5% significance using ranksum in MATLAB (R2020b).
To assess the validity of the proposed empirical formulas using the single-dose model fittings, we ran a simulation test in which we qualitatively compared the model outcomes based on these formulas with the corresponding experimental observations at each drug concentration. To this end, Latin hypercube sampling based on lhsdesign in MATLAB (R2020b) was used to define 200 parameter combinations assuming uniform distributions over the 95% confidence intervals of the fitted empirical parameter formulas at each doxorubicin concentration, as calculated by nlpredci in MATLAB (R2020b).
RESULTS
Fitting the single-dose model to experiment 1 data: Varying doxorubicin concentrations
Figure 2 shows representative model fits for the observed growth of MCF-7 cell populations treated with only one dose of doxorubicin at concentrations ranging from 10 to 300 nM (Experiment 1, Table 1). Model fits for all replicates at each drug concentration (n = 6) can be found in Supplementary Figure S2. We report the median and range of all the fitted model parameters for each doxorubicin concentration in Supplementary Table S3, while Figure 3 shows the boxplots of the fitted parameter distributions for each doxorubicin concentration. The median and range of the quality of fit metrics for the single-dose model fits to Experiment 1 data (n = 60) were: NRMSE (3.33 [0.80, 12.20]), [image: image] (>0.99 [0.96, >0.99]), PCC (>0.99 [0.98, >0.99]), and CCC (0.99 [0.97, >0.99]). Supplementary Table S4 further provides detailed quality of fit metrics for each doxorubicin concentration. Figure 2, Supplementary Figure S2 and Supplementary Table S3 show that, as doxorubicin concentration is increased, the surviving cells exhibit a decrease in growth rate and number, while the irreversibly damaged cells undergo a faster transition from proliferation to treatment-induced death. These trends ultimately lead to significantly lower final total tumor cell counts ([image: image] < 0.05, see Supplementary Table S5) and larger delay or even suppression of tumor regrowth in the cells exposed to higher doxorubicin concentrations (see Supplementary Figure S2), suggesting that tumor control improves as the doxorubicin dose is increased.
[image: Figure 2]FIGURE 2 | Representative fits of the single-dose model for varying concentrations of doxorubicin. Data and model fittings are shown for a representative replicate treated with 10–300 nM doxorubicin concentrations (Experiment 1, Table 1). Experimental data are shown in gray circles. The number of total cells, surviving cells, and irreversibly damaged cells obtained with the fitted single-dose model are shown in black, red, and blue solid lines, respectively. The time of doxorubicin delivery (Dox) is represented with a vertical grey dashed line. As doxorubicin concentration is increased, we observe a decrease in the growth rate of surviving cell subpopulation and a faster transition from growth to treatment-induced death in irreversibly damaged cell subpopulation. These drug-induced effects ultimately translate into a longer delay (or even suppression) of total tumor cell population growth post-treatment and lower total tumor cell count for higher doxorubicin concentrations, indicating superior tumor control overall. The median and range of the quality of fit metrics across all replicates in Experiment 1 (n = 60, Table 1) are NRMSE: 3.33 [0.80, 12.20], [image: image]: >0.99 [0.96, >0.99], PCC: >0.99 [0.98, >0.99], and CCC: 0.99 [0.97, >0.99].
[image: Figure 3]FIGURE 3 | Empirical parameter formulas for varying doxorubicin concentrations. The proposed empirical formulas indicated at the top of each panel (A–E) were fit to the median of the corresponding parameter distributions obtained from fitting the single-dose model to the varying concentration datasets from Experiment 1 (Table 1). [image: image] denotes doxorubicin concentration in nM, while [image: image] ([image: image]) are empirical parameters. The distributions of the single-dose model parameters are represented with black boxplots, in which outliers are represented as black circles. The resulting curves from fitting the empirical parameter formulas are shown as purple solid lines, and their corresponding 95% confidence intervals are plotted as purple dashed lines. Panel (A) shows the parameter formula for the fraction of surviving cells ([image: image]). Panel (B) shows the parameter formula for the proliferation rate of the surviving tumor cells ([image: image]). Panel (C) shows the parameter formula for the proliferation rate of the irreversibly damaged tumor cells ([image: image]). In panels (A–C), we observe that as the drug concentration increases, the corresponding single-dose model parameter values decrease exponentially. Panel (D) shows the parameter formula for the doxorubicin-induced death rate of irreversibly damaged cells ([image: image]), which we approximated with an equation based on a Morse-potential relationship. Panel (E) shows the parameter formula for the doxorubicin-induced death delay rate of irreversibly damaged cells ([image: image]), which increases and then plateaus as the drug concentration increases. Median and range of quality of fit metrics for the empirical parameter formulas (n = 5) are NRMSE: 17.65 [5.45, 153.6], [image: image]: 0.91 [0.78, 0.98], PCC: 0.95 [0.88, 0.99], and CCC: 0.85 [0.78, 0.88].
Figure 3 shows the fitted empirical formulas for the fraction of surviving cells ([image: image]), the proliferation rate of the surviving cells ([image: image]), the proliferation rate of the irreversibly damaged cells ([image: image]), the doxorubicin-induced death rate of the irreversibly damaged cells ([image: image]), and the doxorubicin-induced death delay rate of irreversibly damaged cells ([image: image]. These empirical formulas are functions of doxorubicin concentration, which is denoted with [image: image]. The fitted empirical parameter values and their confidence intervals can be found in Supplementary Table S6, while the corresponding quality of fit metrics can be found in Supplementary Table S7. For [image: image] [image: image], and [image: image] we observe a clear exponentially decaying trend as drug concentration is increased (Figures 3A–C). In the case of [image: image], we added an additional constant empirical parameter to the decaying exponential to ensure that the empirical formula captures the low nonzero values of this parameter for the higher doxorubicin concentrations (otherwise, the exponential decay would reach the horizontal asymptote at [image: image] = 0 for low doxorubicin concentrations). The parameter [image: image] exhibits a complex trend, consisting of a steep decreasing branch for doxorubicin concentrations under 50 nM, followed by an increasing branch that plateaus for doxorubicin concentrations over 150 nM. We found that an empirical formula based on a Morse-potential relationship (Girifalco and Weizer, 1959) captured this trend (Figure 3D). For [image: image], we chose a decaying exponential flipped with respect to the horizontal axis to capture the increasing trend that ultimately plateaus at a nonzero value (Figure 3E). The median and range of the quality of fit metrics for the five proposed empirical formulas were: NRMSE (17.65 [5.45, 153.6]), [image: image] (0.91 [0.78, 0.98]), PCC (0.95 [0.88, 0.99]), and CCC (0.85 [0.78, 0.88]). We note that the NRMSE of the fitted empirical formula for [image: image] reached values beyond 100%. This is due to the small values of [image: image] at high concentrations of doxorubicin, where the NRMSE is not relevant to modeling outcomes; for reference, the RMSE for the fitted empirical formula for [image: image] is 0.0476.
Once the parameter formulas had been established, we wanted to qualitatively assess the range of tumor cell population dynamics that our formulas could reproduce. For each doxorubicin concentration, we sampled the 95% confidence intervals of the fitted empirical parameter formulas (dashed purple lines in Figure 3) using Latin hypercube sampling to obtain 200 parameter combinations, with which we ran corresponding model simulations. Figure 4 presents the median and range of the model simulations plotted against the median and range of the experimental data measured at each time point for each doxorubicin concentration tested in Experiment 1 (Table 1). We observe that the proposed empirical parameter formulas (Figure 3) are able to predict a wide range of model solutions and that the simulations are able to capture the overall tumor cell population dynamics observed in the datasets from Experiment 1 (Table 1).
[image: Figure 4]FIGURE 4 | Comparison of simulated tumor cell population growth based on empirical parameter formulas with respect to experimental data for varying doxorubicin concentrations. We sampled the 95% confidence intervals for the fitted empirical parameter formulas in Figure 3 using Latin hypercube sampling to obtain 200 parameter combinations for each doxorubicin concentration, with which we carried out corresponding simulations with the single-dose model. The median and range of the model simulations are plotted with the median and range of the experimental data from Experiment 1 (Table 1) at each time point for comparison. The median of the experimental data is shown with gray circles, and the range of the experimental data is represented with gray shaded regions. The median of the model simulations is plotted as a pink solid line, and the range of the simulations is shown as pink shaded regions. The time of doxorubicin delivery is represented with a vertical grey dashed line. We observe that our fitted parameter formulas from Figure 3 can reproduce a wide range of tumor cell population dynamics, including those observed in the varying concentration datasets (Experiment 1, Table 1).
Fitting the multiple-dose model to experiment 2 data: Varying inter-treatment intervals
To fit the experimental data for varying inter-treatment intervals (Experiment 2, Table 1), we initially used the two versions of the multiple-dose model; i.e., with all parameters held constant or varying [image: image] and [image: image] with each drug dose. Figure 5 shows the distribution of the NRMSE in fitting the datasets at each inter-treatment interval (n = 12) for both models. We observe a significant difference between the NRMSEs obtained with either version of the multiple-dose model, such that the varying [image: image] and [image: image] model provides a significantly lower NRMSE at 8-, 10-, 12-, 14-, and 16-day inter-treatment intervals ([image: image]: 0.0061, 0.0017, 1.56 [image: image], 5.92[image: image], 3.66 [image: image], respectively). Thus, the results shown in Figure 5 justify the use of the model with constant parameters for inter-treatment intervals shorter than 8 days and the model with varying [image: image] and [image: image] for inter-treatment intervals ≥8 days. We followed this model selection criterion for fitting the datasets from Experiments 2 and 3 (Table 1) for the remainder of this work.
[image: Figure 5]FIGURE 5 | Comparison of fitting the experimental data for varying inter-treatment intervals with the multiple-dose model with constant versus varying parameters. For each inter-treatment interval tested in Experiment 2 (Table 1), we compared the normalized root mean squared error (NRMSE) calculated from the fittings using the multiple-dose model with constant parameters (yellow boxplots) with the NRMSE calculated from the fittings using the multiple-dose model with varying [image: image] and [image: image] (green boxplots). Outliers are represented with circles. At inter-treatment intervals of 8, 10, 12, 14, and 16 days, there is a significantly lower NRMSE when the model with varying [image: image] and [image: image] is used ([image: image]: 0.0061, 0.0017, 1.56[image: image], 5.92[image: image], 3.66 [image: image], respectively). An asterisk (*) indicates [image: image]0.05 (two-sided Wilcoxon rank sum test).
Figure 6 shows representative model fits for the observed growth of MCF-7 cell populations treated with two doses of 75 nM doxorubicin delivered at inter-treatment intervals ranging from 0 to 16 days (Experiment 2, Table 1). Model fits for all the replicates at each inter-treatment interval (n = 12) can be found in Supplementary Figure S3. Additionally, Supplementary Table S9 summarizes the median and range of the fitted model parameters for each inter-treatment interval. The median and range of the quality of fit metrics across all replicates in Experiment 2 (n = 108) were: NRMSE (4.64 [2.74, 14.3]), [image: image] (0.99 [0.80, >0.99]), PCC (>0.99 [0.91, >0.99]), and CCC (0.99 [0.90, >0.99]). More detailed quality of fit metrics for each inter-treatment interval are reported in Supplementary Table S10. As the inter-treatment interval lengthens, the surviving cells tend to adopt an increasingly larger proliferation rate and the irreversibly damaged cells transition more slowly from proliferation to drug-induced death after two doses of doxorubicin treatment (see Figure 6, Supplementary Figure S3 and Supplementary Table S9). These effects appear to promote the tumor cell population regrowth after the second dose in most replicates for inter-treatment intervals of 6 days or longer and after the first dose for inter-treatment intervals of 12 days or longer. Overall, this ultimately leads to significantly higher final total tumor cell counts as the inter-treatment interval is lengthened ([image: image] < 0.05, see Supplementary Table S11), suggesting that increased time spans between consecutive doses of doxorubicin is conducive to poorer tumor control.
[image: Figure 6]FIGURE 6 | Representative fits of the multiple-dose model for varying inter-treatment intervals. Data and model fittings are shown for a representative replicate exposed to two doses of 75 nM doxorubicin delivered at inter-treatment intervals ranging from 0 to 16 days (Experiment 2, Table 1). Experimental data are shown in gray circles. The number of total cells, surviving cells, and irreversibly damaged cells obtained with the fitted multiple-dose model are shown in black, red, and blue solid lines, respectively. The times of doxorubicin (Dox) delivery are represented with vertical grey dashed lines. For the 0-day case, a single line represents a continuous treatment with no interval between the doses. For inter-treatment intervals of 0–6 days, the multiple-dose model with constant parameters was used for data fitting. For inter-treatment intervals of 8–16 days, we used the multiple-dose model with varying [image: image] and [image: image]. As the inter-treatment interval is lengthened, we observe an increase in the proliferation rate of the surviving cells and a slower transition from proliferation to treatment-induced death in the irreversibly damaged cells. These drug-induced effects ultimately lead to a tumor cell population relapse after the second dose for inter-treatment intervals of 6 days or longer in most replicates, as well as tumor cell population regrowth after the first dose for inter-treatment intervals of 12 days or longer. These observations suggest increasingly poor tumor control as the two doses of 75 nM of doxorubicin are spaced further out in time. The median and range of the quality of fit metrics across all datasets in Experiment 2 (n = 108, Table 1) are NRMSE: 4.64 [2.74, 14.3], [image: image]: 0.99 [0.80, >0.99], PCC: >0.99 [0.91, >0.99], and CCC: 0.99 [0.90, >0.99].
Additionally, Figure 7 shows the distributions of the fitted [image: image] and [image: image] values from fitting the multiple-dose model to the data with varying inter-treatment intervals (Experiment 2, Table 1). When the model with constant parameters is used (inter-treatment intervals from 0 to 6 days), we observe a trend towards higher surviving fractions and delayed transitions to treatment-induced death in irreversibly damaged cells as the two doses are further spaced in time. This observation is further supported by the distributions of varying [image: image] and [image: image] obtained from fitting the multiple-dose model to the data for inter-treatment intervals from 8 to 16 days. After the second dose in each of these longer intervals, the surviving fraction significantly increases and the transition from proliferation to treatment-induced death in irreversibly damaged cells significantly slows ([image: image] < 0.05, see Figure 7), thereby suggesting an enhanced chemoresistance in both tumor cell subpopulations for longer inter-treatment intervals. Additionally, comparing the distributions of parameter [image: image] obtained for the different inter-treatment intervals considered in Experiment 2, the values obtained in the 0-day and 2-day cases are significantly lower than those obtained in any larger intervals, the [image: image] values obtained in the 4-day and 6-day scenarios are significantly lower than those obtained for any inter-treatment interval larger or equal to 8 days, and the [image: image] values obtained in the 8-day case are significantly lower than those obtained for the 12-day inter-treatment interval (p < 0.05; see Supplementary Appendix D for further detail). Likewise, for parameter [image: image], the values obtained for the 0-day, 2-day, 4-day, 6-day, and 8-day cases are significantly larger than those obtained for any inter-treatment interval larger or equal to 6, 4, 6, 10, and 12 days, respectively (p < 0.05; see Supplementary Appendix D). Furthermore, the [image: image] values obtained for the 10-day inter-treatment interval are significantly larger than those obtained for the 12-day and 14-day intervals, and the [image: image] values obtained for the 14-day inter-treatment interval are significantly lower than those obtained for the 16-day interval (p < 0.05; see Supplementary Appendix D). Thus, these results along with the distributions plotted in Figure 7 show that there is a tendency towards a larger [image: image] value for larger inter-treatment intervals, which is suggestive of increased chemoresistance in the surviving cell compartment. However, this trend becomes less clear among the longest intervals considered in Experiment 2 (i.e., >8 days), for which [image: image] appears to plateau at a value between 0.10 and 0.15. Additionally, our results also show a decreasing trend in the values of [image: image] between the 0-day and the 14-day inter-treatment interval scenario, which suggests an increase in the chemoresistance of the irreversibly-damaged cells (i.e., they transition more slowly from proliferation to drug-induced cell death); although this tendency is reverted for the 16-day inter-treatment interval. Moreover, the distributions shown in Figure 7 further support the use of the multiple-dose model with varying [image: image] and [image: image] for longer inter-treatment intervals.
[image: Figure 7]FIGURE 7 | Comparison of the [image: image] and [image: image] distributions obtained from fitting the multiple-dose model to the experimental data for varying inter-treatment intervals. The parameter distributions are represented as boxplots and were obtained from fitting the multiple-dose model to the varying inter-treatment interval datasets from Experiment 2 (Table 1). Outliers are represented with circles. Panel (A) shows the distributions for the fraction of surviving cells ([image: image]). Panel (B) shows the distributions for the doxorubicin-induced death delay rate of the irreversibly damaged tumor cells ([image: image]). For 0–6 days inter-treatment intervals, [image: image] and [image: image] are kept constant in the model (yellow boxplots); whereas, for 8–16 days inter-treatment intervals, we vary [image: image] and [image: image]with each doxorubicin dose ([image: image]: purple boxplots, [image: image]: green boxplots). As the inter-treatment interval is lengthened from 0 to 6 days, the constant [image: image] and [image: image] show a trend towards higher surviving fractions and slower transitions to doxorubicin-induced death, suggesting increasingly poorer tumor control. When [image: image] and [image: image] are varied with each dose, we observe that the second [image: image] values correspond to significantly higher surviving fractions for 8-, 10-, 12-, 14-, and 16- day inter-treatment intervals ([image: image], [image: image], [image: image], and [image: image], respectively) and that the second [image: image] values represent significantly slower transitions to treatment-induced death for 10-, 12-, 14-, and 16- day inter-treatment intervals ([image: image], [image: image], [image: image], and [image: image]respectively). These changes in [image: image] and [image: image] after the second dose also suggest an increasingly poorer tumor control after the second dose with a longer inter-treatment interval. An asterisk (*) indicates [image: image]0.05 in two-sided Wilcoxon rank sum tests comparing the distributions of the two [image: image] and [image: image] values obtained for each inter-treatment interval where the multiple-dose model with varying parameters was used.
Fitting the multiple-dose model to experiment 3 data: Varying number of doses
Figure 8 shows representative model fits for the observed growth of MCF-7 cell populations treated with 1–5 doses of 75 nM doxorubicin delivered at either 2-day or 2-week inter-treatment intervals (Experiment 3, Table 1). The datasets from the cells treated with a 2-day inter-treatment interval were fitted with the multiple-dose model with constant parameters, while the datasets from the cells treated with a 2-week inter-treatment interval were fitted with the multiple-dose model with varying [image: image] and [image: image]. Model fits for all the replicates for each number of doses and both inter-treatment intervals (n = 12) can be found in Supplementary Figures S4, S5. The median and range of the fitted model parameters for each dose number are summarized in Supplementary Tables S13, S18, S19. For the replicates treated every 2 days, the median and range of the quality of fit metrics (n = 60) were: NRMSE (12.2 [2.72, 19.1]), [image: image] (0.99 [0.87, >0.99]), PCC (0.99 [0.93, >0.99]), and CCC (0.99 [0.93, >0.99]). Likewise, for the replicates treated every 2 weeks, the median and range of the quality of fit metrics (n = 60) were: NRMSE (3.21 [1.91, 8.57]), [image: image] (>0.99 [0.93, >0.99]), PCC (>0.99 [0.97, >0.99]), CCC (0.99 [0.96, >0.99]). More detailed quality of fit metrics for each number of doses and both inter-treatment intervals can be found in Supplementary Tables S14, S20.
[image: Figure 8]FIGURE 8 | Representative fits of the multiple-dose model for a varying number of doxorubicin doses. Data and model results are shown for a representative replicate treated with 1–5 doses of 75 nM doxorubicin delivered at either 2-day or 2-week inter-treatment intervals (Experiment 3, Table 1). Experimental data are shown in gray circles. The number of total cells, surviving cells, and irreversibly damaged cells obtained with the fitted multiple-dose model are shown in black, red, and blue solid lines, respectively. The times at which doxorubicin (Dox) is delivered are represented with vertical grey dashed lines. Panel (A) shows fittings for 1 to 5 doxorubicin doses delivered at 2-day inter-treatment intervals obtained with the model with constant parameters. The median and range of the quality of fit metrics across all replicates for this Experiment 3 subgroup (n = 60, Table 1) are NRMSE: 12.2 [2.72, 19.1], [image: image]: 0.99 [0.87, >0.99], PCC: 0.99 [0.93, >0.99], CCC: 0.99 [0.93, >0.99]. Panel (B) shows fittings for 1 to 5 doxorubicin doses delivered at 2-week inter-treatment intervals obtained with the model with varying [image: image] and [image: image]. The median and range of the quality of fit metrics across all replicates for this Experiment 3 subgroup (n = 60, Table 1) are NRMSE: 3.21 [1.91, 8.57], [image: image]: >0.99 [0.93, >0.99], PCC: >0.99 [0.97, >0.99], CCC: 0.99 [0.96, >0.99]. Overall, we observe that there is superior tumor control with an increased number of doses, which is further improved when the doses are delivered at shorter inter-treatment intervals. As the inter-treatment interval is lengthened from 2 days to 2 weeks, we observe that the population growth rate and number of the surviving cells increase, while the irreversibly damaged cells exhibit a slower transition from proliferation to treatment-induced death.
The model fittings plotted in Figure 8 and Supplementary Figures S4, S5 show that increasing the number of doses contributed to improved tumor control for the two inter-treatment intervals investigated in this work. In general, for the cells treated every 2 days, we observed significantly lower final total tumor cell counts as the number of doses was increased ([image: image] < 0.05, see Supplementary Table S15). Furthermore, delivering two or more doses effectively suppressed tumor growth at the end of the experiment, typically showing a decreasing branch in the total tumor cell count right after the first dose. When the inter-treatment interval was extended to 2 weeks, delivering more than one dose of doxorubicin also contributed to limited tumor cell growth ([image: image] < 0.05, see Supplementary Table S21); however, most of the replicates showed an increasing trend in total tumor cell count over the experiment duration. Thus, with a 2-week inter-treatment interval, an increasing number of doses can decelerate tumor cell growth, but it cannot suppress it as observed with a 2-day inter-treatment interval. Furthermore, the model fitting results reported in Figure 8, Supplementary Figures S4, S5 and Supplementary Tables S3, S18, S19 show that, as the inter-treatment interval is lengthened from 2 days to 2 weeks, the surviving cells exhibit a larger proliferation rate, while the irreversibly damaged cells emerging after the second and subsequent doses undergo a slower transition to treatment-induced death. These effects, induced by the lengthened inter-treatment interval, contribute to explaining the superior tumor control in the 2-day experiments and align with the corresponding results shown in Figure 6, Supplementary Figure S3 and Supplementary Table S9.
We further investigated tumor cell dynamics for the Experiment 3 data with 2-week inter-treatment intervals by analyzing the evolving distributions of parameters [image: image] and [image: image], which are shown in Figure 9. We observe that the surviving fraction corresponding to the first to fourth doses ([image: image]) shows an increasing trend, which is indicative of progressive chemoresistance during treatment and aligns with the corresponding results shown in Figure 7. However, the fitted values for [image: image] are significantly lower than the value obtained for [image: image] ([image: image] = [image: image]. Additionally, we observe that the values for [image: image] are significantly lower than that of [image: image] ([image: image] = [image: image]), following the trend observed in Figure 7 for the data from Experiment 2. However, the values for [image: image], [image: image], [image: image] and [image: image] exhibit an increasing trend, with [image: image] being significantly larger than [image: image]. These changes in [image: image] and [image: image] suggest that delivering multiple doses of doxorubicin may progressively limit or even revert the chemoresistance observed in the initial surviving and irreversibly damaged subpopulations.
[image: Figure 9]FIGURE 9 | Distributions of [image: image] and [image: image] obtained from fitting the multiple-dose model to the experimental data for a varying number of doses with a 2-week inter-treatment interval. The parameter distributions are represented as boxplots and were obtained from fitting the multiple-dose model to the 2-week inter-treatment interval datasets from Experiment 3 (Table 1), in which the model with varying [image: image] and [image: image] was used. Outliers are represented as circles. Panel (A) shows the distributions of the fraction of surviving cells, such that a new value for [image: image]is defined for each drug dose ([image: image]). We observe an increasing trend in the first four [image: image] parameters, which suggests an increasing chemoresistance with each dose. However, [image: image] takes on significantly lower values than [image: image] ([image: image]), which suggests that adding more doses may limit the trend towards chemoresistance. Panel (B) shows the distributions of the doxorubicin-induced death delay rate of irreversibly damaged cells, such that a new value of [image: image] is defined for each drug dose ([image: image], [image: image],…, [image: image] ). The values for [image: image] are significantly lower than those of [image: image] ([image: image]). Hence, the second irreversibly damaged subpopulation shows a slower transition to treatment-induced death. However, the subsequent doxorubicin doses induce irreversibly damaged subpopulations exhibiting an increasing [image: image], with [image: image] being significantly larger than [image: image] This observation further suggests that past a certain number of doses, initial chemoresistance appears to be reverted. An asterisk (*) indicates [image: image]0.05 (two-sided Wilcoxon rank sum test).
DISCUSSION
We have presented a mathematical framework to describe the therapeutic response of MCF-7 breast cancer cells to treatment with doxorubicin and the development of chemoresistance in the in vitro setting. Our mathematical models rely on a compartmentalization of the tumor cell population after the delivery of each drug dose into either surviving cells or irreversibly damaged cells, the latter of which ultimately die due to the cytotoxic action of doxorubicin (Anampa et al., 2015; Howard et al., 2022; Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017). With this dichotomy, we aim to capture the underlying diverse spectrum of drug sensitivities in the tumor cell population, as well as its changes after the delivery of subsequent doxorubicin doses considering different inter-treatment interval lengths (Howard et al., 2022; Pisco et al., 2013; Álvarez-Arenas et al., 2019). We presented a single-dose model that can be extended to a multiple-dose model, in which parameterization can vary with each dose. We fitted our models to various time-resolved microscopy datasets, which enabled us to evaluate tumor cell population dynamics with our models in three experimental scenarios that varied either the doxorubicin concentration, the inter-treatment interval, or the number of doses (see Table 1). In all three cases, our models recapitulated the experimental observations, achieving a remarkable quality of fit.
In Experiment 1 (Table 1), we evaluated the effect of a single dose of doxorubicin on MCF-7 breast cancer cell population growth and we found that tumor control was significantly improved with increased drug concentration ([image: image] < 0.05, see Supplementary Table S5). Our single-dose model showed that, at a subpopulation level, these dynamics emerged from a lower proliferation rate of surviving cells and a faster transition from proliferation to treatment-induced death in irreversibly damaged cells. The dynamics observed in our varying concentration experiment have also been reported in other studies of doxorubicin effects on breast cancer cell lines, both as monotherapy and in combination with other therapeutic agents (McKenna et al., 2017; Zoli et al., 1995; Czeczuga-Semeniuk et al., 2004).
We used the parameter distributions obtained from our single-dose model fits to the varying drug concentration datasets to empirically fit various parameter formulas as functions of doxorubicin concentration, as shown in Figure 3. The model simulations generated from our proposed empirical parameter formulas were able to capture a spectrum of model solutions that encompass the dynamics observed in our data from Experiment 1 (see Figure 4). We observed clear exponentially decaying trends for the fraction of surviving cells ([image: image] and the proliferation rates of surviving and irreversibly damaged tumor cells ([image: image] and [image: image], respectively) as doxorubicin concentration increases (see Figures 3A–C). These trends seem to capture the growth-inhibition effect of doxorubicin as well as the dose-response curve for this drug within our mechanistic modeling framework, in which doxorubicin efficacy has been observed to plateau at high concentrations (El-Kareh and Secomb, 2005; Neale et al., 2000). The distributions of the doxorubicin-induced death rate in the irreversibly damaged cells ([image: image] exhibited a non-monotonic trend as doxorubicin concentration was varied, which we approximated with a Morse-potential relationship (Girifalco and Weizer, 1959). This result was counterintuitive, as we had initially anticipated a strictly decreasing trend in [image: image] for higher doxorubicin doses, which would indicate an increasingly more intense effect of treatment-induced death. However, the cytotoxic action of doxorubicin (Gewirtz, 1999; Carvalho et al., 2009; McKenna et al., 2017) also induces cell cycle arrest. The interplay between these two drug-induced effects may ultimately lead to nonlinear tumor cell responses, such as the one captured by the empirical formula for [image: image] proposed in this work. The relative participation of cell death and cell cycle arrest in the overall doxorubicin action on breast cancer cells may follow more complex dynamics that are not fully captured by our models, and thus requires further investigation. Indeed, to refine the description of these doxorubicin effects, our models could also be extended to account for the dynamics of doxorubicin uptake and binding (McKenna et al., 2017); although this would require additional data reporting on those phenomena. From a modeling point of view, previous studies have leveraged other formulations to represent cytotoxic drug action (e.g., an exponential decay, alternative transition terms from proliferation to drug-induced death) (Lorenzo et al., 2022; Howard et al., 2022; Colli et al., 2021) which could be explored with our modeling framework in a model selection study (Lorenzo et al., 2022) to assess the optimal approach to capture the cytotoxic action of doxorubicin.
Experiment 2 involved the delivery of two doses of doxorubicin to each replicate of MCF-7 breast cancer cells at varying-inter-treatment intervals ranging from 0 to 16 days (Table 1). We fit two versions of our multiple-dose model to these datasets: either with constant parameters or with [image: image] and [image: image] varied at each drug dose. The model with constant parameters sufficed to describe the observed tumor cell population dynamics for inter-treatment intervals from 0 to 6 days, while the model with varying [image: image] and [image: image] was superior for inter-treatment intervals from 8 to 16 days ([image: image] < 0.05, see Figure 5). For two consecutive doses of doxorubicin delivered at varying inter-treatment intervals, our results showed significantly poorer tumor control with longer inter-treatment intervals ([image: image] < 0.05, see Supplementary Table S11). In the fittings from the model with varying [image: image] and [image: image], we observed that the second dose induced a significantly larger [image: image] and a lower [image: image] compared to the corresponding values of [image: image] and [image: image] ([image: image] < 0.05, see Figure 7), further supporting the adoption of an adaptive model parameterization for inter-treatment intervals from 8 to 16 days. Additionally, comparing the distributions of [image: image] and [image: image] obtained for the different inter-treatment intervals, we observed a tendency towards higher survival fraction and a slower death delay rate for higher inter-treatment intervals. Nevertheless, [image: image] appears to plateau in long inter-treatment intervals and the general trend observed for [image: image] is reverted in the 16-day interval scenario. Thus, the changes observed in [image: image] and [image: image] in Experiment 2 suggest that longer inter-treatment intervals contribute to the development of chemoresistance in both tumor cell subpopulations in our model; although our results also suggest to further investigate whether the trends in [image: image] and [image: image] are reverted for inter-treatment intervals larger than 16 days. From a biological perspective, long inter-treatment intervals may allow cancer cells to acquire chemoresistance through processes like treatment-induced mutations, altered epigenetics, and phenotype switching, which ultimately limit the efficacy of the second dose and may lead to tumor regrowth (Easwaran et al., 2014; Zhao, 2016; Dong et al., 2018; Ji et al., 2019; Meacham and Morrison, 2013; Echeverria et al., 2019; Kumar et al., 2019). This phenomenon has been observed in preclinical studies (Lyman, 2009; De Souza et al., 2011; Ponnusamy et al., 2017), but the trends are less clear in the clinical setting (Lyman, 2009; Richards et al., 1992; Citron et al., 2003; Untch et al., 2009; Foukakis et al., 2016).
In Experiment 3, we treated MCF-7 breast cancer cells with multiple doses of doxorubicin at either 2-day or 2-week inter-treatment intervals (Table 1). We observed significantly improved tumor control with an increased number of doses delivered at a 2-day inter-treatment interval ([image: image] < 0.05, see Supplementary Table S15), with tumor cell population growth effectively suppressed after two or more doxorubicin doses. When the treatment interval was extended to 2 weeks, tumor cell population growth was significantly decelerated ([image: image] < 0.05, see Supplementary Table S21) but not suppressed, aligning with our previous conclusions that longer inter-treatment intervals may promote chemoresistance. Moreover, these results underscore that, in comparison to the total number of doses, it is the treatment interval that holds a critical impact on determining overall tumor control. Indeed, as most patients receive chemotherapy treatments delivered every 1–3 weeks, our results point to the clinical importance of optimizing treatment interval in designing effective drug regimens (Jarrett et al., 2020a; Lyman, 2009; Richards et al., 1992; Citron et al., 2003; Untch et al., 2009; Foukakis et al., 2016). Additionally, the evolving distributions for the varying [image: image] and [image: image] from the model fits to the 2-week inter-treatment interval datasets (see Figure 9) exhibit trends that potentially explain the relationship between the number of doses and the resulting chemoresistance dynamics. For [image: image], the initially increasing trend for the first four doses ([image: image]), suggests a progressive increase in chemoresistance with each dose. However, the values of [image: image] were significantly lower than those of [image: image] ([image: image] = [image: image]), potentially indicating that increasing the number of doses may ultimately hinder chemoresistance. This is further corroborated by the trends for [image: image], in which [image: image] drops significantly with respect to [image: image] ([image: image] = [image: image]), but [image: image], [image: image], [image: image] and [image: image] exhibit an increasing trend. This result suggests that further doses of doxorubicin can promote increasingly faster transitions to treatment-induced death, thus reverting the initial chemoresistance observed in the irreversibly damaged subpopulation. We do note that because we have only tested up to five doses of doxorubicin, further studies with a larger number of doses would be needed to further probe these trends.
Although our work presents promising insights into the mechanisms of chemoresistance, this study does have its limitations. First, we used a limited number of replicates within the scenarios explored in each experiment (n = 6 or 12, see Table 1). Since we do not observe uniform tumor cell populations dynamics across all replicates within each scenario, we would like to re-assess the observations in this study over a larger experimental setup, for example involving a higher number of replicates exposed to more diverse combinations of drug concentration, inter-treatment interval, and number of drug doses. This would enable us to investigate whether these observations are from doxorubicin effects altering tumor cell dynamics or whether the experimental conditions influence the development of a representative distribution of drug-resistant and drug-sensitive cells (e.g., ∼2,000 seeded cells/well might potentially limit the emergence of a resistant subpopulation, which may skew the observed response to treatment). Second, we also acknowledge the general limitations of extrapolating from in vitro systems to tumors in patients (Katt et al., 2016), as cell lines do not capture the unique, heterogeneous nature of each patient’s tumor. To address this limitation, we plan to evaluate our models on clinically-relevant breast cancer cells other than MCF-7 cells (ER + breast cancer), such as the BT-474 (ER + HER2+ breast cancer) and MD-MBA-231 (triple-negative breast cancer) considered by Howard et al. (2022). Third, our cells were grown in monolayers, which are not representative of the three-dimensional tumor geometry in vivo. However, our mathematical models could be made readily applicable to tumor cell spheroid data. In particular, our models could be extended to a set of partial differential equations, accounting for tumor cell mobility and spatially-resolved parameters and variables, which would allow for a spatiotemporal description of spheroid growth in both in vitro and in vivo settings (Jarrett et al., 2020a; Kazerouni et al., 2020). Indeed, these extended models could incorporate other spatially-varying mechanisms beyond tumor cell dynamics, such as drug diffusion, mechanics, and angiogenesis, which have also been recognized as key components of chemoresistance and drug action (Lankelma et al., 1999; Mascheroni et al., 2017; Yonucu et al., 2017; Jarrett et al., 2020b; Kazerouni et al., 2020). Fourth, given that our model requires a moderate number of parameters that may increase with the number of delivered doses of doxorubicin, their estimation from specific experimental data may exhibit a certain degree of uncertainty (see Supplementary Appendix C). Thus, future studies should investigate whether and how the levels of uncertainty obtained for the parameters of our models affect the description of the therapeutic action of doxorubicin on tumor cells, for example, by leveraging a robust Bayesian framework (Lorenzo et al., 2022). Fifth, we only analyzed a constant versus an adaptive parameterization for the surviving fraction ([image: image]) and the death delay rate ([image: image]) because we hypothesized that these would suffice to account for the development of chemoresistance. While this choice was supported by the results presented herein, an uncertainty quantification approach could also be exploited to conduct a model selection study aiming to investigate the optimal combination of constant and adaptive parameters in Experiments 2 and 3 (Lorenzo et al., 2022), which may provide new insights in the development of chemoresistance to doxorubicin. Furthermore, while experimental observations and modeling results in our study support the adoption of a fixed value of [image: image] after treatment, the aforementioned modeling selection analysis could also be extended to investigate whether the change in the carrying capacity after treatment (i.e., from [image: image] to [image: image]) is permanent or temporal; although this analysis most likely requires additional experiments and data types to investigate the biological mechanisms underlying either of these two modeling alternatives (e.g., doxorubicin-induced changes in cell size or genetic alterations). Finally, we acknowledge the limitations in modeling tumor cell subpopulation dynamics with total tumor cell data, and that our study thus lacks methods for specifically validating the proposed mathematical description of surviving and irreversibly damaged tumor cell dynamics. This issue could potentially be addressed by incorporating methods to trace cell lineage, which would enable the collection of time-resolved measurements of the therapeutic response of diverse drug-sensitive and drug-resistant phenotypes in the tumor cell population. For instance, Al’Khafaji et al. (2018) have developed a functionalized lineage tracing tool to track both cell lineages and direct lineage-specific gene expression using barcoded gRNAs. Then, fitting these data to an extension of our model to a multicompartment formulation describing the dynamics of the various detected drug sensitivity phenotypes could provide a more precise insight into the dose-dependent response (including refined parameter empirical formulas) and how timing and the number of doses mediate the global response of the tumor cell population.
In future studies, we intend to explore a refinement of our model to account for the mechanisms underlying the trends observed in the empirical parameter formulas from this work, which will help us further understand doxorubicin effects. Additionally, we plan to extend the construction of these empirical formulas over the three-dimensional space spanned by the dosage, the inter-treatment interval, and the number of doses by leveraging a larger collection of replicate datasets exhibiting variations across those three treatment regimen variables. This experimental campaign would expand Experiments 2 and 3 in our study beyond a fixed drug concentration of 75 nM per dose, and an inter-treatment interval of 2 days or 2 weeks in Experiment 3 (see Table 1). We hypothesize that nonlinear dependencies will govern the relationship between the three regimen variables and the model parameters, thereby enabling the capture of a diverse spectrum of therapeutic responses to doxorubicin that we already observed in Experiments 2 and 3 (see Supplementary Figures S3–S5). Hence, the resulting three-dimensional empirical formulas could allow for predicting the outcome of any doxorubicin treatment regimen a priori (i.e., before running the corresponding experiment) by just selecting the treatment schedule (i.e., dosage, inter-treatment interval, and number of doses), but this would require previous validation by leveraging a different collection of experimental datasets than the one used to construct the three-dimensional empirical formulas. Further experimentally informed studies with our mechanistic models could also contribute to identifying the optimal timing and frequency for doxorubicin delivery in preclinical scenarios. Indeed, we would like to explore optimal control theory (Jarrett et al., 2020b; Colli et al., 2021) in vitro through heterogeneous multiclonal cultures to identify optimal treatment combinations of doxorubicin concentration, treatment interval, and number of doses.
High-throughput, time-resolved microscopy in vitro systems enable the collection of vast amounts of time-resolved data on the dynamics of tumor cell populations across multiple, diverse scenarios. We (and others) (Zhang et al., 2015; Strobl et al., 2021; Howard et al., 2022; Pisco et al., 2013; Álvarez-Arenas et al., 2019; McKenna et al., 2017; Kazerouni et al., 2020) posit that these time-resolved datasets can be integrated in mathematical models of tumor cell population dynamics to systematically investigate the effects of drugs on tumor cells across a much broader variety of regimens than are possible to test in vivo. Then, our ultimate goal is to exploit the knowledge gained from a model constructed and validated in a data-rich in vitro preclinical environment (e.g., where hundreds of data points are available for each replicate) to refine mathematical models and their predictions of therapeutic response in a data-poor in vivo clinical environment (i.e., where less than five data points may be available for each patient) (Lorenzo et al., 2022; Weis et al., 2015; Jarrett et al., 2018; Jarrett et al., 2020a). In particular, we think that the mechanistic insights provided by the models and empirical formulas proposed in this study could be leveraged to identify the minimal dose range required to effectively inhibit breast cancer growth in vivo and achieve optimal tumor control, both of which are of great clinical interest (Carvalho et al., 2009; Jarrett et al., 2020b; Harahap et al., 2020; Chan et al., 1999). Thus, we believe that the complex dynamics underlying the dose-dependent effect of doxorubicin deserve further research coupling extensive experiments with mechanistic modeling.
CONCLUSION
We have developed a biologically-based, mathematical model of MCF-7 breast cancer cell response to the cytotoxic action of doxorubicin accounting for the development of chemoresistance, which significantly extends the experimentally-informed mechanistic models by Howard et al. (2022). To this end, we proposed a modeling framework that can accommodate multiple doxorubicin doses as well as an adaptive parameterization with each drug dose. We show that model fittings to longitudinal, time-resolved microscopy data of MCF-7 breast cancer cells could remarkably recapitulate the observed tumor cell population dynamics for all experimental scenarios varying in either drug concentration, inter-treatment interval, or number of doses. We also propose empirical formulas that describe model parameters as functions of doxorubicin concentration, which could contribute to refining our mechanistic model and further our understanding of doxorubicin action. We report significantly improved tumor control with higher doxorubicin concentrations, shorter inter-treatment intervals, and a higher number of doses. We also observe that longer inter-treatment intervals potentially promote chemoresistance, which manifests as higher surviving fractions and delayed transitions to treatment-induced death in irreversibly damaged subpopulations. Our findings show promise in furthering our understanding of doxorubicin action and chemoresistance progression, while also representing a step towards systematically exploring optimal treatment regimens in vitro.
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Background

This research aimed to investigate the predictive performance of log odds of positive lymph nodes (LODDS) for the long-term prognosis of patients with node-positive lung neuroendocrine tumors (LNETs).



Methods

We collected 506 eligible patients with resected N1/N2 classification LNETs from the Surveillance, Epidemiology, and End Results (SEER) database between 2004 and 2015. The study cohort was split into derivation cohort (n=300) and external validation cohort (n=206) based on different geographic regions. Nomograms were constructed based on the derivation cohort and validated using the external validation cohort to predict the 1-, 3-, and 5-year cancer-specific survival (CSS) and overall survival (OS) of patients with LNETs. The accuracy and clinical practicability of nomograms were tested by Harrell’s concordance index (C-index), integrated discrimination improvement (IDI), net reclassification improvement (NRI), calibration plots, and decision curve analyses.



Results

The Cox proportional-hazards model showed the high LODDS group (-0.79≤LODDS) had significantly higher mortality compared to those in the low LODDS group (LODDS<-0.79) for both CSS and OS. In addition, age at diagnosis, sex, histotype, type of surgery, radiotherapy, and chemotherapy were also chosen as predictors in Cox regression analyses using stepwise Akaike information criterion method and included in the nomograms. The values of C-index, NRI, and IDI proved that the established nomograms were better than the conventional eighth edition of the TNM staging system. The calibration plots for predictions of the 1-, 3-, and 5-year CSS/OS were in excellent agreement. Decision curve analyses showed that the nomograms had value in terms of clinical application.



Conclusions

We created visualized nomograms for CSS and OS of LNET patients, facilitating clinicians to bring individually tailored risk assessment and therapy.





Keywords: lung neuroendocrine tumor, log odds of positive lymph nodes, predictor, survival, nomogram



Introduction

Lung neuroendocrine tumors (LNETs) originate from pulmonary neuroendocrine cells, accounting for approximately 25% of primary lung neoplasms (1). The incidence of LNET is less than 0.002% as reported in some countries (2–4). Owing to the increased lung cancer screening, the annual incidence of LNET has substantially increased, rising from 0.0003% in 1973 to 0.0014% in 2004 in the United States (5–7). Currently, the 2015 World Health Organization (WHO) classification has grouped LNETs into four histologic variants based on their histopathologic features: typical carcinoid (TC), atypical carcinoid (AC), large cell neuroendocrine carcinoma (LCNEC), and small cell lung carcinoma (SCLC) (8). The 5-year survival rate of non-small cell lung cancer (NSCLC) was approximately 16%, while the corresponding rate of SCLC, LCNEC, AC, and TC patients was 5%, 17%, 64%, and 84%, respectively (9, 10). Due to the rarity and morphological heterogeneity of these tumors, there have been limited clinical data available regarding LNETs, thus making their diagnosis, staging, risk assessment, and treatment challenging (1). Although specific to NSCLC, the international American Joint Committee on Cancer/Union for International Cancer Control (AJCC/UICC) tumor-node-metastasis (TNM) staging system has been applied to LNETs (11, 12). However, several studies have shown an overlapping survival of patients with LNETs, particularly in stages II and III (11–15). Therefore, further investigation is warranted to optimize the staging system for LNETs.

Lymph node (LN) involvement is a significant prognostic factor for staging and risk stratification. A combination of the number of positive lymph nodes (NPLN), the number of dissected lymph nodes (NDLN), and the anatomic location of LN metastasis have been applied in the staging of many malignancies (16–20). However, the latest version of AJCC/UICC TNM classification of lung cancer did not take account of any number- or ratio-based LN staging system, which could affect the precision of prognosis evaluation (21, 22). A novel prognostic indicator known as log odds of positive lymph nodes (LODDS) is being utilized to identify  patients with a homogeneous prognosis in many malignant tumors, including NSCLC (23–27). However, no specific study has focused on its prognostic significance in LNETs till now.

The present study aimed to determine whether LODDS could be utilized to predict the cancer-specific survival (CSS) or overall survival (OS) of patients with node-positive (N1/N2 classification) LNET using the Surveillance, Epidemiology, and End Results (SEER) database. Based on LODDS, the research intended to construct two visualized and online nomograms which are practical tools for clinical prediction used in many diseases (28–32). To facilitate clinical use, we also constructed two visualized and online nomograms for LNETs.



Methods


Study design, data screening, and ethical statement

This is a multi-center retrospective cohort study according to the parts of the methods described in our previous studies (25, 26, 33). We use the Transparent Reporting of a multivariate prediction model for Individual Prediction or Diagnosis (TRIPOD) for reporting (34). The data of this study were downloaded from the SEER 18 registries research database, covering approximately 28% of the population of USA (35). Data were extracted using the SEER*Stat version 8.3.9 software. The requirement for approval by the institutional review board and individual patient consent was waived since the study made use of the database's anonymous data. In summary, this study complied with the Declaration of Helsinki (36).



Population selection

Data on the patients with lung cancer was obtained from the SEER database. Inclusion criteria were as followed (1): diagnosed from 2004 to 2015; (2) site recode “ICD-O-3/WHO 2008” restricted to “Lung and Bronchus”; and (3) pathologically confirmed as TC (ICD-O-3 code: 8240/3), AC (ICD-O-3 code: 8249/3) or LCNEC (ICD-O-3 code: 8013/3). The study period was set from 2004 to 2015, as the sixth or seventh edition of TMN classification and Collaborative Stage information was available in the database since 2004. Besides, we reclassified the TNM staging system according to the 8th version of TNM classification because the TNM staging system had multiple versions in the SEER database and did not apply to all patients (37). Furthermore, considering its strong invasion ability and unique pathological characteristics limiting the surgical options, SCLC was not included in the present study (38, 39). Although LCNEC was reported to contain subgroups of tumors showing SCLC characteristics and others with NSCLC-like features, surgery could be considered for early and locally advanced LCNEC (40–42). Therefore, we enrolled patients with LCNEC in this study. Patients were excluded who (1) aged<18 years; (2) had a diagnosis of any other cancer; (3) did not undergo radical surgery with systematic LN dissection; (4) had the diagnosis lacking pathological evidence; (5) were at pN0/pN3 disease; (6) had distant metastasis (M1); (7) received preoperative radiotherapy; (8) died within one month after surgery; (9) had unknown information of race, laterality, tumor location, radiotherapy, TNM staging system, and CSS/OS.



Variable extraction, preparation, grouping, and calculation

The baseline demographics data including age at diagnosis (<65 and ≥65), sex (male and female), and race (white, black, and other) were extracted from the SEER database. Baseline tumor-related characteristics included primary site (upper lobe, middle lobe, lower lobe, and other), laterality (right and left), histotype (TC, AC, and LCNEC), tumor differentiation (well/moderately differentiated, poorly differentiated/undifferentiated, and unknown), T classification (T1, T2, T3, and T4), and N classification (N1 and N2). In addition, treatment information including surgical intervention (sublobectomy, lobectomy, and pneumonectomy), radiotherapy (yes and no/unknown), chemotherapy (yes and no/unknown), NDLN, and NPLN was also extracted from the database. LODDS was calculated as:   To avoid an infinite number, 0.50 was added to both the numerator and denominator. CSS and OS were two of the study endpoints. The period from diagnosis to all-cause death was referred to as OS, while the time from diagnosis to LNET-related death was referred to as CSS. For censored data, the follow-up duration was computed as the number of months between diagnosis and death or the last follow-up (December 31, 2016).



Construction and validation of nomograms

Baseline features of the study groups stratified by LODDS were compared using Pearson’s χ2 test, Fisher’s exact test, Student t test, or Mann-Whitney test as appropriate. Categorical variables were presented as counts and percentages, while continuous variables were reported as the mean (standard deviation [SD]) or the median (interquartile range [IQR]).

Patients from purchased/referred care delivery areas (PRCDA) of Northern plains, East, and Alaska were considered to be the derivation cohort, whereas the external validation cohort includes patients from PRCDA of Southwest and Pacific coast. LODDS was dichotomized via the X-tile software to achieve the largest difference in survival outcome by selecting the highest χ2 value in survival analysis indicating the largest survival difference (43). First, age at diagnosis, sex, race, laterality, primary site, histotype, tumor differentiation, T classification, N classification, surgery, radiotherapy, chemotherapy, and LODDS were analyzed by univariable Cox-proportional-hazards regression analysis. Second, the potential predictors with P<0.1 were put into the multivariable Cox-proportional-hazards regression analysis using the stepwise Akaike information criterion method (stepAIC) to select the optimal predictors for the final models (44). The results are presented as hazard ratios (HRs) with 95% confidence intervals (CIs). Using these identified prognostic factors, we constructed two nomograms for predicting 1-, 3-, and 5-year CSS and OS in LNET patients.

Several indexes and methods were used to assess the precision of our nomograms. First, Harrell’s concordance index (C-index) was used to evaluate the discrimination power of the nomograms. Second, a calibration plot, a curve presenting the conformity between predicted and actual survival rate at 1, 3, and 5 years, along with bootstrapped sampling of the population, was used to assess the calibration. Third, a comparison between our nomograms and the conventional 8th version of the TNM staging system was conducted by calculating the net reclassification improvement (NRI) and integrated discrimination improvement (IDI) (45). Z test was used to examine the difference. Fourth, the receiver operating characteristic (ROC) curve and decision curve analysis (DCA) were performed to test the clinical usefulness of the nomograms and TNM classification. Kaplan-Maier curves were applied for comparing the discriminative power of nomograms and TNM staging system in the entire study cohort. Finally, to facilitate patients and doctors in using the models, two user-friendly webservers for our nomograms were established.

All statistical analyses were performed using R software (version.3.6.14.1.0; The R Project for Statistical Computing, TX, USA; http://www.r-project.org) and EmpowerStats (version 2.0; http://www.empowerstats.com). Two-tailed P<0.05 was deemed as statistical significance.




Results


Patients characteristics and cutoff value for LOODS

The SEER database collected 11,870 patients diagnosed with LNETs from January 2004 to December 2015. After employing the inclusion and exclusion criteria, 506 patients remained in the final study cohort. The selection process was summarized in Figure 1. According to the X-tile software's calculations, the optimal cutoff value of LODDS was set as -0.79. Baseline demographic and clinicopathological variables of participants in the derivation dataset and external validation dataset were summarized in Table 1. The median number of NDLN was 9.00 (IQR: 6.00-14.00) in the derivation dataset and 9.00 (IQR: 6.00-15.00) in the validation dataset, whereas the median number of NPLN was 1.00 (IQR: 1.00-2.00) in the derivation dataset and 2.00 (IQR: 1.00-3.00) in the validation dataset. Compared with the derivation dataset, the validation dataset had more patients with other race (P-value<0.001). No difference was observed in other variables (all P-values>0.05).




Figure 1 | Selection of study cohort from the SEER database. AC, atypical carcinoid; LCNEC, large cell neuroendocrine carcinoma; SCLC, small cell lung carcinoma; SEER, Surveillance, Epidemiology, and End Results; LN, lymph node; TNM, tumor-node-metastasis.




Table 1 | Baseline characteristics of derivation dataset and external validation dataset.





Survival analysis

The median follow-up time for the entire cohort was 42 months (IQR: 19-77 months). Among 506 participants, 180 (35.57%) participants died from any cause, and 135 (26.68%) participants died from LNET-related death in the end of the follow-up. Multivariable Cox regression analysis showed that participants in the high LODDS group (-0.79≤LODDS) was associated with reducing CSS compared to those in the low LODDS group (LODDS<-0.79) (HR=2.21, 95% CI: 1.38-3.52, P<0.001) (Table 2). The multivariable Cox regression analysis for OS yielded similar results (HR=1.76, 95% CI: 1.20-2.58, P=0.004, Table 3). To diminish the potential bias caused by the LN fragments, we performed a sensitivity analysis by restricting the resected LN count to fewer than or equal to 20, and found that LODDS remained statistically significant (CSS: HR=2.06, 95% CI: 1.28-3.31, P=0.003; OS: HR=1.68, 95% CI: 1.12-2.53, P=0.012) (Tables S1, S2). Furthermore, the extent of LN management should be in accordance with the IASLC recommendations, which recommended examination of at least 6 nodes/stations, therefore we excluded patients with the examined LN count to fewer than 6. The multivariable Cox regression analysis yielded similar results (CSS: HR=3.64, 95% CI: 1.99-6.68, P<0.001; OS: HR=2.00, 95% CI: 1.23-3.23, P=0.005) (Tables S3, S4).


Table 2 | Univariable and stepwise multivariable Cox proportional regression analysis for CSS of the derivation dataset.




Table 3 | Univariable and stepwise multivariable Cox proportional regression analysis for OS of the derivation dataset.





Construction and validation of the nomograms

Prognostic nomograms for CSS and OS were established including optimal indicators selected by stepAIC method in multivariable Cox regression analysis. For nomogram construction and validation, among the final study cohort including 506 patients, 300 of them were assigned to the derivation cohort (PRCDA=Northern plains, East, and Alaska) and 206 of them were assigned to the validation cohort (PRCDA=Southwest and Pacific coast). The nomogram of CSS showed that histotype made the largest contribution to prediction, followed by LODDS, surgery, age at diagnosis, and chemotherapy (Figure 2A and Table 2). Similarly, the nomogram of OS showed that histotype made the largest contribution to prediction, followed by chemotherapy, age at diagnosis, LODDS, radiotherapy and sex (Figure 2B and Table 3). The top point reference scale of the nomograms assigned a score for each category of these predictive variables. After adding up the total score and locating the sum on the total points reference scale, a straight line was drawn to the bottom survival probability scale to find the estimated 1-/3-/5- survival rate. For example, for a LNET patient aged 65 (21 points) who had a diagnosis of large cell neuroendocrine carcinoma (100 points) and underwent lobectomy (0 points) with LODDS<-0.79 (0 points) and received chemotherapy (0 points), the total points were 121 points, corresponding to a 1-year CSS of 83%, in addition, the online dynamic nomogram could give a 95%CI of 74-92% (Figure 2A).




Figure 2 | Nomograms and quick response codes of the webservers of the nomograms to predict 1-, 3- and 5-year CSS (A) and OS (B) for patients with node-positive lung neuroendocrine carcinoma after surgery. CSS, lung cancer-specific survival; OS, overall survival; LODDS, log odds of positive lymph nodes.



The nomograms were validated internally in the derivation cohort and externally in the validation cohort. C-indexes of nomogram for CSS in derivation cohort and validation cohort were 0.843 (0.801-0.885), and 0.809 (0.755-0.863). C-indexes of OS for OS in derivation cohort and validation cohort were 0.813 (0.774-0.852), and 0.801 (0.753-0.848). Additionally, a good similarity between the nomogram-predicted and actual survival rates was demonstrated by the calibration plots(Figure 3), which showed that the spots were near to the 45-degree line.




Figure 3 | Calibration plots of the nomograms to predict CSS and OS of the derivation dataset (A, B) and external validation dataset (C, D). CSS, lung cancer-specific survival; OS, overall survival.





Comparison of the nomograms and the eighth edition TNM staging system

The comparisons between the nomograms and the TNM staging system were also performed (Table S5). Analysis of accuracy showed that the IDI or NRI for the 1-, 3-, and 5-year CSS or OS in derivation or validation dataset were all larger than 0 with all P<0.001, indicating a better prediction power of the nomograms compared with TNM staging system. The area under ROC curve of the nomograms was larger than TNM staging system for the 1-, 3-, and 5-year CSS or OS prediction in derivation or validation dataset (Figure 4). Furthermore, the DCA was applied to determine the clinical applicability. The DCA showed that our nomograms were better than the TNM staging system, as it added more net benefits than the TNM classification for nearly all threshold probabilities based on both the derivation cohort and validation cohort (Figure 5). The nomogram-calculated total points of the patients were divided into low- (CSS: <80; OS: <83), medium- (CSS: 80 to 133; OS: 83 to 135), and high-risk (CSS: >133; OS: >135) subgroups using X-tile software, and this classification method exhibited better discriminative power than the eighth edition of TNM staging system as shown in the Kaplan-Maier curve analysis (Figure 6).




Figure 4 | ROC curves of the nomograms and TNM staging system for predicting 1-, 3-, 5-year CSS in the derivation dataset (A–C) and external validation dataset (D–F), and 1-, 3-, 5-year OS in the derivation dataset (G–I) and external validation dataset (J–L). ROC, receiver operating characteristic; CSS, lung cancer-specific survival; OS, overall survival.






Figure 5 | DCA of the nomograms and TNM staging system for predicting 1-, 3-, 5-year CSS in the derivation dataset (A–C) and external validation dataset (D–F), and 1-, 3-, 5-year OS in the derivation dataset (G–I) and external validation dataset (J–L). DCA, decision curve analysis; CSS, lung cancer-specific survival; OS, overall survival.






Figure 6 | Kaplan-Maier curves comparing nomogram-based classification with 8th AJCC TNM staging system in CSS (A, B) and OS (C, D) prediction. CSS, cancer-specific survival; OS, overall survival.





Establishment of online models for convenient clinical use

Two online nomograms with interactive interface based on the multivariable Cox regression models were built (CSS: https://drboidedwater.shinyapps.io/DynNom-CSS-lungneuroendocrinecarcinoma/; OS: https://drboidedwater.shinyapps.io/DynNom-OS-lungneuroendocrinecarcinoma/). To facilitate the access of these two links, the quick response codes were demonstrated in Figure 2. The webservers may generate estimated survival rate and Kaplan-Meier curves by entering the covariates.




Discussion

LNETs constitute a unique clinical subgroup of primary pulmonary tumors. Due to their relatively low incidence, no specific staging system exists for LNETs. An exact and reasonable classification of the lymph node status is critical in the staging and prognosis evaluation of patients with LNCTs. In this study, LODDS was proved to be independently related to long-term clinical prognosis among patients with resectable LNETs. These results were robust to a series of sensitivity analyses. Second, we constructed two visualized and publicly accessible online nomograms, incorporating LODDS and routinely available demographic, staging and treatment information, to predict the survival probability for individual LNET patients. To our knowledge, the present study is the first to explore the prognostic value of LODDS for LNET based on a multi-center cohort with a relatively large sample size.

The involvement of regional lymph nodes in malignancies has been considered as one of the most important prognostic factors. The 8th version of the TNM staging system of NSCLC divided metastasis to intrapulmonary LNs and ipsilateral peribronchial and/or hilar LNs as N1 classification, and metastasis into ipsilateral mediastinal and/or subcarinal LNs into N2 classification without taking into account numbers of examined and metastatic lymph nodes (46). LODDS is a new LN ratio-based index and has been reported to be as an independent predictor in many malignancies such as rectal cancer (47), pancreatic cancer (48), gallbladder cancer (49), gastric cancer (50), and colon cancer (51). Recently, several studies were attempting to explore the prognostic value of LODDS for NSCLC. In 2020, we did a research and found that the high value of LODDS>-0.37 was independently related to worse CSS/OS in patients with node-positive lung squamous cell cancer (25). Dziedzic et al. (24) found that it is possible to discriminate NSCLC patients more effectively by using LODDS compared to conventional N classification. Deng et al. (23) found LODDS and lymph node ratio (LNR) staging schemes outperformed NPLN for predicting CSS/OS among patients with node-positive NSCLC. However, most previous studies only focused on NSCLC, and few reports have detected the predictive value of LODDS in LNETs.

In the present study, the high value of LODDS was associated with worse survival for N1/N2 stage patients with LNETs. However, LODDS must be used and calculated with caution, because the value of LODDS is influenced by the number of dissected LN. Therefore, sensitivity analyses were performed. For LNETs, the extent of LN management should conform to the International Association for the Study of Lung Cancer (IASLC) recommendations, which suggested examination of at least 6 nodes/stations, 3 of which should be mediastinal including the subcarinal station (52). Considering that the accurate value of LODDS was dependent on the adequate NDLN, we excluded patients with examined LN count less than 6 and found that LODDS could still serve as an independent predictor for LNETs. What's more, it is quite easy to break the integrity of the LN during surgery, especially when the LNs are  adherent to one another or challenging to be removed from the dissected tissues (53). To avoid the potential bias led by fragmented LNs, we excluded patients with examined LN count of more than 20, and the results did not change. In summary, LODDS is the ratio-based LN staging system that combines NPLN and NDLN, which might be superior to some number-based LN assessment methods. Furthermore, in LODDS, the numerator and denominator are both added with a value of 0.5, eliminating the singularities caused by null data, therefore LODDS might be used to estimate survival of node-negative patients, as opposed to LNR.

The LODDS was not the only prognostic factor included in our nomograms. Similar to previous studies (54–56), age at diagnosis, sex, histotype, surgery, and radiotherapy were chosen as prognostic factors of CSS or OS. In this study, the nomograms showed that histotype contributed the most to the prognosis, which indicated tumor histotype is a crucial determinant of the clinical behavior of LNETs. Our nomograms indicated that LCNEC showed the worst prognosis followed by AC and TC. Growing evidence also suggests that high-grade LCNEC is biologically distinct from low-grade TC and intermediate-grade AC in view of clinical behavior, pathologic features, molecular alterations as well as possible precursor lesions (57). All-stage 5-year OS for LCNEC fluctuated between 13% and 57% (58). Different from LCNEC, TC and AC are more commonly found in younger patients without smoking histories. AC is significantly more aggressive than TC, with a higher frequency of nodal and distant metastases, and 5-year survival of 60%. In this study, we did not include SCLC patients, because SCLC is usually deemed as nonsurgical (59).

The optimal surgical choice for LNETs is controversial. The surgical type is associated with tumor site, tumor size, and precise assessment of preoperative biopsy specimen. Several studies reported that wedge resection might be correlated with the increased tumor recurrence rate especially in node-positive TC or AC (60, 61). Lobectomy is reported as superior to segmentectomy in terms of OS in some, but not in all pulmonary carcinoids (62–64). Similar to these studies, our study showed that lobectomy was superior to sublobectomy and pneumonectomy in the nomogram for CSS. Furthermore, there is an absence of high-quality evidence to show whether or not chemotherapy could provide clinical benefits for LNETs. Although our nomogram showed that chemotherapy might be associated with more favorable prognoses. However, the results need to be interpreted with caution. In the SEER database, patients without receiving chemotherapy and those with unknown information about adjuvant therapy were classified into one category, which might lead to potential bias. Until now, for pulmonary carcinoids, routine adjuvant therapy may only be considered in selected fit patients (AC, N2 stage) with a particularly high risk of relapse (65). Besides, Iyoda et al. (66) suggested that platinum-based adjuvant chemotherapy after surgery could help patients with LCNEC prevent recurrence.

Because LNET is a heterogeneous disease, each LNET patient requires an individualized and timely risk assessment, which allows for more precise therapeutic strategies and medical resource allocation decisions. In this study, we developed and validated two nomograms to predict prognosis in patients with LNET. Our nomograms based on LODDS were more accurate and obtained more clinical net benefit than the conventional AJCC/UICC TNM staging system. In summary, the online nomograms, composed of several easily obtained predictors, could be a simpler way to engage clinicians in death risks, patient counseling, and decision-making. To put it another way, LNET patients with poorer clinical results estimated by nomograms may require more aggressive therapy (39).

Several limitations of this study should be noted. First, the SEER database lacks some detailed data, such as smoking history, some promising molecular markers (e.g. Ki-67), imaging techniques used before surgery, histological and morphological data (e.g. mitotic rate), type of resection (R0, R1, or R2), and use of systemic therapies. Therefore, they could not be included as covariables in the multivariable Cox models. Second, information about comorbidities, and tumor recurrence is also not available in the database. Third, although we reclassified the TNM classification according to the eighth edition of AJCC/UICC TNM classification, the TNM staging system, which was derived from the SEER database’s collaborative stage system, is a combination of clinical and pathologic stages. Because of the distinction between clinical and pathologic stages, more subgroup analysis is required using a single clinical or pathologic staging system.



Conclusions

LODDS was found to be useful in predicting CSS/OS in LNET patients who underwent surgery. Webservers of nomograms including LODDS to assess CSS and OS were established. The well-executed nomograms may aid clinicians in providing reasonable, customized therapeutic strategies for LNET patients.
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Cuproptosis, or copper-induced cell death, has been reported as a novel noncanonical form of cell death in recent times. However, the potential roles of cuproptosis in the alteration of tumor clinicopathological features and the formation of a tumor microenvironment (TME) remain unclear. In this study, we comprehensively analyzed the cuproptosis-related molecular patterns of 1,274 colorectal cancer samples based on 16 cuproptosis regulators. The consensus clustering algorithm was conducted to identify cuproptosis-related molecular patterns and gene signatures. The ssGSEA and ESTIMATE algorithms were used to evaluate the enrichment levels of the infiltrated immune cells and tumor immune scores, respectively. The cuproptosis score was established to assess the cuproptosis patterns of individuals with principal component analysis algorithms based on the expression of cuproptosis-related genes. Three distinct cuproptosis patterns were confirmed and demonstrated to be associated with distinguishable biological processes and clinical prognosis. Interestingly, the three cuproptosis patterns were revealed to be consistent with three immune infiltration characterizations: immune-desert, immune-inflamed, and immune-excluded. Enhanced survival, activation of immune cells, and high tumor purity were presented in patients with low cuproptosisScore, implicating the immune-inflamed phenotype. In addition, low scores were linked to high tumor mutation burden, MSI-H and high CTLA4 expression, showing a higher immune cell proportion score (IPS). Taken together, our study revealed a novel cuproptosis-related molecular pattern associated with the TME phenotype. The formation of cuproptosisScore will further strengthen our understanding of the TME feature and instruct a more personalized immunotherapy schedule in colorectal cancer.
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Introduction

Colorectal cancer is the third most common cancer and the second most deadly cancer worldwide (1, 2). With the spread of multiple-disciplinary treatment, the death rate gradually declined from declining 3% per year during the 2000s to declining 1.8% per year from 2012 to 2017 (3). The overall 5-year survival of colorectal cancer has been more than 60% in recent years. However, it decreases to 14% for patients with distant metastases (3). Therefore, in-depth understanding of the multiple tumor features and identifying effective prognostic indicators contribute to constructing a more significant therapy schedule for the individual person.

Copper is an essential trace element for eukaryotes. It is involved in numerous fundamental biological processes, such as iron transport, oxygen radical detoxification, and mitochondrial respiration (4). Intracellular copper concentration is in a state of dynamic balance based on the across homeostatic gradients, in which the dynamic signaling influences a diverse number of cellular processes including lipolysis, proliferation, and autophagy (5–9). Dancis et al. (10) and Knight et al. (11) discovered the copper transport proteins 1–5 (Ctr1–5), especially Ctr1 (SLC31A1), with the strongest copper transport capacity. In addition, the excretion of copper irons is mediated by P-type ATPases (ATP7A, ATP7B), whose N-terminal possesses metal binding sites (12). Due to the dysregulation of transmembrane transport of copper, the accumulation of intracellular copper results in cytotoxicity and cell death (13). Nevertheless, the detailed mechanism of copper-induced cell death remains uncertain. It has been reported that excessive copper elevated the level of intracellular reactive oxygen species (ROS), induced endoplasmic reticulum (ER) stress, enhanced damage-associated molecular patterns (DAMPs), and promoted phagocytosis by macrophages (14). In recent, a novel mechanism of copper-induced cell death has been uncovered on Science: copper directly binds to lipoylated proteins of mitochondrial tricarboxylic acid (TCA) cycle, then lipoylated protein aggregation, loss of Fe–S cluster and induction of HSP70 lead to proteotoxic stress and cell death (15). The ancient protein lipoylation mechanism of copper homeostasis presents a novel pathway of cell death, termed cuproptosis, which is distinguishable from other known mechanisms including necrosis (16), apoptosis (17), autophagy (18), necroptosis (19), pyrotosis (20), and ferroptosis (21). Also, cuproptosis provides a new sight in disease treatment (22). For Wilson’s disease (23) and Menke’s disease (24) derived from copper homeostasis dysregulation, less import or more export is an ideal therapy. In several cancer types, copper has been found at higher levels in both serum and tissues compared with those of normal people (25–28). It is evident that intracellular copper accumulation contributes to tumor cell proliferation, angiogenesis, and metastasis (29, 30). However, how to dissect the correlation of cuproptosis with tumor promotion of copper accumulation and how to employ copper toxicity in clinical tumor therapy needs to be further exploited.

Increasing evidence has shown that the tumor microenvironment (TME) is widely involved in tumor development and progression, chemoradiotherapy and immune therapy (31–33). TME is mainly composed of tumor cells and stromal components, of which stromal components consist of residential fibroblasts, endothelial cells, infiltrating immune cells, secreted cytokines and chemokines, and nascent blood and lymphatic vessels. TME is diverse, complex, and plastic toward both phenotypes of tumor promotion and immune escape or tumor suppression and immune enhancement (34–36). For example, macrophages, accounting for the majority of tumor stromal cells, can be molded into classically (M1) or (M2) activated cells in different TMEs. M1 macrophages exert pro-inflammatory and antitumor roles, while M2 macrophages exhibit high levels of anti-inflammatory cytokines and promote cancer cell growth and metastasis (37). Caner-associated fibroblasts (CAFs) are also a main component of TME and play dual roles through matrix deposition and remodeling and extensive crosstalk with cancer cells and infiltrating leukocytes (38). According to the diverse components, TME is widely accepted to be classified into three subtypes: immune-desert, immune-inflamed, and immune-excluded (39). With more and more focus on TME, researchers have found that TME is closely associated with the prognosis of multiple tumors and response to chemoradiotherapy and immunotherapy, such as colorectal cancer, melanoma, gastric cancer, and intrahepatic cholangiocarcinoma (40–44). In colorectal cancer, the high level of infiltrated cytotoxic CD8+ T cells at the center or margin of the tumor predicts a low risk of recurrence at 5 years (45). Considering the different TME components in an individual patient, there is an urgent need to thoroughly analyze the TME infiltration patterns to administer a better therapy regime.

In this study, we systemically integrated the expression profiles of 1,274 colorectal cancer samples to evaluate the cuproptosis-related molecular patterns. Further analysis confirmed the close relationships between the three cuproptosis patterns and TME infiltration characteristics. Based on the differentially expressed genes, patients were classified into three gene clusters. Finally, a novel cuproptosis score system was constructed to characterize the TME phenotype, which may serve as a biomarker of prognosis evaluation and a target for immunotherapy in colorectal cancer.



Materials and methods


Colorectal cancer data sources

The process of this work is exhibited in Figure S1A. RNA-sequencing data, clinical annotation, and survival time of colon cancer and rectal cancer were downloaded from The Cancer Genome Atlas (TCGA database, https://portal.gdc.cancer.gov/) and the Gene Expression Omnibus (GEO database, https://www.ncbi.nlm.nih.gov/geo/). Transcriptome profiles of 689 samples in the TCGA-colon adenocarcinoma/rectum adenocarcinoma (COAD/READ) were obtained in the format of fragments per kilobase million (FPKM), including 51 normal samples and 638 cancer samples. Then, FPKM values were transformed into transcripts per kilobase million (TPM) for identical analysis with the GEO data (GSE39582, 19 normal samples, and 566 cancer samples) (46). The three datasets were merged with a combat algorithm to correct batch effects with the ‘sva’ R package. All the data were analyzed with the R program (version 4.1.2).



Unsupervised consensus cluster for cuproptosis regulators

A total of 16 cuproptosis regulators were retrieved, including 13 regulators of the lipoylated TCA cycle pathway (FDX1, LIPT1, LIAS, DLD, MTF1, GLS, CDKN2A, DLAT, PDHA1, PDHB, DBT, GCSH, and DLST) (15) and three copper transport proteins (SLC31A1, ATP7A, and ATP7B) (10–12). Based on their roles in the lipoylated TCA cycle pathway, these regulators were classified into four groups: seven upregulators, three downregulators, three enzymes, and three carriers. According to the expression of these genes, the unsupervised consensus clustering analysis was employed to classify these samples into three distinct molecular patterns with the R package ‘ConsensusClusterPlus’.



Gene set variation analysis and functional annotation

GSVA was performed to detect the different biological functions between the distinct cuproptosis clusters with the R package ‘GSVA’. The gene sets of hallmark gene sets (v7.5.1) derived from the MSigDB database were used for GSVA analysis (47). Function annotation of a gene list was analyzed by KEGG_Pathway with the Bioconductor package “clusterProfiler” (48) and by the Metascape database (https://metascape.org/).



Three ways of TME cell infiltration analysis

The single-sample gene set enrichment analysis (ssGSEA) was performed to evaluate the relative immune cell infiltration and immune functions in each sample (49). The stromal score and tumor purity of each sample were quantified with the ESTIMATE algorithm. The consensus molecular subtype (CMS) of colorectal cancer was computed with the ‘CMScaller’ package. CMS1 is classified as a microsatellite unstable and immune activated phenotype, which is characterized by mismatch repair gene mutation and microsatellite instability. CMS4 is a stromal type, consistent with an immune-exclude phenotype. CMS2 is a classic type, with abnormal activation of Wnt and myc signaling pathways and significant variation in somatic copy number. CMS3 is a metabolic type with a high mutation rate of KRAS. Relatively, CMS2 and CMS3 are classified as immune-desert phenotypes.



Differentially expressed genes between the three cuproptosis clusters and establishment of cuproptosis gene signature

To identify cuproptosis-related genes, DEGs between the three cuproptosis clusters were compared in pairs three times with the R package ‘limma’ (significant criteria, adjusted P-value <0.01). The intersect genes of the three DEGs were next employed to generate cuproptosis gene signatures and to construct a cuproptosis score system to assess the cuproptosis pattern of individuals. First, 965 intersect genes were subjected to GO and KEGG enrichment analysis to explore potential functions and pathways. Next, univariate Cox regression analysis for each gene was employed to filter genes with significant prognostic correlation. Then, the unsupervised consensus clustering analysis was employed again to classify these samples into distinct cuproptosis gene signature patterns with the R package ‘ConsensusClusterPlus’. Finally, principal component analysis (PCA) was carried out to separate the cuproptosis gene signature patterns. This algorithm makes full use of the score on the set with the largest block of well-correlated (or anticorrelated) genes. Also, the algorithm downweights attributions that do not track other set members. Followed by obtaining the prognostic value of each gene, the cuproptosisScore was defined with principal components 1 and 2, similar to the gene expression grade index (GGI) (50, 51): cuproptosisScore = ∑(PC1i + PC2i). PC1i and PC2i represent the expression score of each intersecting gene in two dimensions, respectively.



Somatic mutation, copy number variation, microsatellite instability, and immune cell proportion score analysis

The somatic mutation data of TCGA-COAD/READ was accessed from the TCGA database in varscan file format. The CNV data were downloaded from the UCSC Xena (https://xenabrowser.net/datapages/). The significant mutated genes and tumor mutation burden (TMB) were calculated using the R package ‘maftool’. The percentages of microsatellite stability (MSS), high microsatellite instability (MSI-H) and low microsatellite instability (MSI-L) were computed in the different cuporptosis scoring groups. The IPS data were accessed from The Cancer Immunome Altas (https://tcia.at/home). The IPS scores of anti-CTLA4 drugs were compared between the cuporptosis score groups.



Kaplan–Meier survival analysis

The Kaplan–Meier survival curves were plotted and analyzed by the R package ‘Survminer’. The samples were stratified into different subgroups with different gene expression, cuproptosisCluster subgroups, geneCluster subgroups, cuproptosisScore, and TMB.



Statistical analyses

All the data analysis was performed using R software (version 4.1.2) and GraphPad Prism (version 9.2). The measurement data were expressed as ( x ± s), and the t-test was used for the comparison of two groups, while analysis of variance was used for the comparison of more than two groups. The count data were compared between groups by χ2 test. The statistical significance level was set at a P-value of <0.05.




Results


Landscape of genetic variation of cuproptosis regulators in colorectal cancer

A total of 16 cuproptosis regulators, including seven upregulators, three downregulators, three enzymes, and three carriers, were analyzed in this study. We first summarized the incidences of somatic mutation of 16 cuproptosis regulators in 536 colorectal cancer samples with somatic mutation data. Among these, 79 samples experienced mutations with a frequency of 14.74% (Figure 1A). It was found that the mutation frequency of each regulator is relatively low, of which ATP7A showed the highest mutation rate, followed by ATP7B and LIPT1, while FDX1, CDKN2A, SLC31A1, and GCSH showed no mutation in all colorectal cancer tissues. The CNV analysis showed a copy number loss in most genes, while ATP7B, GLS, PDHA1, and LIPT1 presented a widespread frequency of CNV gain (Figure 1B). The location of CNV of all cuproptosis regulators on chromosomes was exhibited in Figure 1C. To further explore the influence of somatic mutation and CNV on the genomic expression of cuproptosis regulators, mRNA levels of these regulators were investigated in colorectal cancer tissues and normal tissues. The results indicated that the expression level of FDX1, LIAS, DLD, DLAT, PDHA1, MTF1, GLS, DBT, and DLST was lower in colorectal cancer tissues compared with normal tissues (Figure 1D), consistent with the CNV alteration, which implies that CNV may be the dominant effector on the expression alteration of cuproptosis regulators. In addition, we observed that PDHB and CDKN2A with a high frequency of CNV loss showed no significant differences in expression between cancer and normal tissues, and ATP7A with the highest frequency of mutation also showed no difference. Thus, CNV and somatic mutation cannot explain all the mRNA expression alterations, while epigenetic regulation, pre-mRNA splicing, and transcription factors also participate in the regulation of mRNA expression. The above results showed the high heterogeneity of genetic alteration of cuproptosis regulators in colorectal cancer patients.




Figure 1 | Landscape of genetic variation of cuproptosis regulators in colorectal cancer. (A) The mutation frequency of 16 cuproptosis regulators in 536 samples from TCGA-COAD/READ. (B) The CNV variation frequency of 16 cuproptosis regulators in TCGA-COAD/READ. (C) The location diagram of CNV of 16 cuproptosis regulators on 23 chromosomes. (D) The expression of 16 cuproptosis regulators in cancer and normal samples of TCGA-COAD/READ. (E) Go analysis results of 16 cuproptosis regulators (F). Metascape analysis of 16 cuproptosis regulators (G). The overall landscape of the interaction between cuproptosis regulators and the prognostic significance of the regulators in colorectal cancer patients. *P <0.05; **P <0.01; ***P <0.001.





Identification of cuproptosis patterns in colorectal cancer

To explore the biological functions of these 16 cuproptosis regulators, we performed KEGG enrichment analysis. The function annotation results indicated that the cuproptosis regulators participated in cellular copper ion homeostasis, copper transport, protein lipoylation, TCA cycle, and response to oxidative stress (Figure 1E; Supplementary Figure S1B, Supplementary Table S1), consistent with the mechanism of cuproptosis. The metascape analysis also showed the same results (Figure 1F; Supplementary Table S2). Then, we analyzed the interaction correlations of the expression of each regulator (Supplementary Figure S1C). It was found that the expression of ATP7A was positively correlated with the expression of GLS, DBT, and MTF1, while the expression of CDKN2A was negatively correlated with the expression of DBT, DLD, DLAT, and PDHB. Furthermore, a univariate Cox regression model was constructed to analyze the prognostic roles of 16 cuproptosis regulators in colorectal cancer patients (Supplementary Figure S2A, Supplementary Table S3). The Kaplan–Meier curves indicated that patients with high expression of ATP7A, DLAT, DLD, FDX1, LIAS, PDHA1, and PDHB showed a longer overall survival compared with patients with low expression of these genes, respectively. Nonetheless, patients with high expression of CDKN2A and GLS showed an opposite overall survival (Supplementary Figures S2B–J). The cuproptosis regulators network describes the overall landscape of the interactions between cuproptosis regulators and the prognostic significance of these regulators for colorectal cancer patients (Figure 1G), indicating that the expression of cuproptosis regulators may serve a critical role in the progression and prognosis of colorectal cancer.

We merged the colorectal cancer samples of the TCGA data and GEO (GSE39582) data into one meta-cohort and performed PCA to explore whether the expression of 16 cuproptosis regulators could separate the cancer and normal samples. The scatter diagram showed that normal and cancer samples overlapped (Supplementary Figure S3A). The less normal samples may have led to this result. Then, based on the expression of 16 cuproptosis regulators, we performed an unsupervised consensus clustering algorithm to classify samples with distinct cuproptosis patterns. K from 2 to 9 was conducted and K = 3 showed the best results in terms of clustering (Supplementary Figures S3B–D). Three different cuproptosis patterns were finally confirmed. The three patterns were termed CuproptosisClusters A–C, of which 516 cases were in CuproptosisCluster A, 468 cases in CuproptosisCluster B, and 204 cases in CuproptosisCluster C (Supplementary Table S4). As shown in Figure 2A, CuproptosisCluster C has a high expression of CDKN2A, MTF1, DLST, and SLC31A1. CuproptosisCluster A shows a high expression of GLS, ATP7A, LIPT1, LIAS, and DBT, while CuproptosisCluster B exhibits a low expression of ATP7B, PDHB, FDX1, DLAT, DLD, and PDHA1. In addition, we observed that CuproptosisCluster B was preferentially related to the lower stage, and CuproptosisCluster C to the more dead status. The Kaplan–Meier curves showed no significant differences in overall survival between the three CuproptosisClusters, but a rising trend from CuproptosisCluster A to CuproptosisCluster B to CuproptosisCluster C (Supplementary Figure S3E).




Figure 2 | Identification of cuproptosis patterns and their TME characteristics in colorectal cancer. (A) Unsupervised consensus clustering of 16 cuproptosis regulators in the TCGA and GEO data. The CuproptosisCluster, gender, age, T stage, N stage, M stage, TNM stage, and survival status were used as annotations. (B) GSVA enrichment analysis showing the biological processes in CuproptosisClusters A and C. (C) The abundance analysis of each immune cell in the TME of three CuproptosisClusters. (D) The expression levels of immune activity related genes in three CuproptosisClusters. (E) The stromal score and tumor purity in three CuproptosisClusters with ESTIMATE algorithm. (F) The CMS analysis of the three CuproptosisClusters. (G) The molecular subtypes analysis of GSE39582 dataset in three CuproptosisClusters. *P <0.05; **P <0.01; ***P <0.001.





TME characteristics in distinct cuproptosis patterns

To appraise the biological functions in the three CuproptosisClusters, GSVA was performed with hallmark gene sets. CuproptosisCluster C was markedly enriched in immune and carcinogenic activation pathways, such as allograft rejection, interferon gamma response, and interferon alpha response (Figure 2B). CuproptosisCluster B was prominently related to stromal activation biological processes: epithelial-to-mesenchymal transition (EMT), myogenesis, and apical junction (Supplementary Figure S4A). However, there was no immune-related pathway enriched in CuproptosisCluster A. The ssGSEA results showed that CuproptosisCluster B was predominately enriched in immunosuppressive cells and innate immune cells including myeloid-derived suppressor cells (MDSCs), macrophage, monocyte, regulatory T cell, Th1 cell, Th17 cell, and dendritic cell, eosinophil, and mast cells compared with CuproptosisClusters A and C, while CuproptosisCluster C was enriched in immunocompetent cells such as activated CD4 T cell and CD8 T cell, natural killer cell, and Gamma delta T cell (Figure 2C). Amounts of research demonstrated that tumors with immune-excluded phenotype always exhibited with stromal activation and significant enrichment of immunosuppressive cells, which could not infiltrate in the tumor parenchyma but surround tumor cell focus. Therefore, we classified CuproptosisCluster B as an immune-excluded phenotype. Next, we examined the stromal activity related pathways, of which genes in EMT and transforming growth factor beta (TGFβ) pathways-ACTA2, CLDN3, COL4A1, SMAD9, TGFBR2, TWIST1, and VIM, were all highly expressed in CuproptosisCluster B (Supplementary Figure S4B), which confirmed the above conclusion. CuproptosisCluster C was remarkably rich in adaptive immune cells, including activated CD8 T cells, natural killer cells, and gamma delta T cells (Figure 2C). To be as it is, CuproptosisCluster C was termed as immune-inflamed phenotype. Similarly, compared with CuproptosisClusters A and B, immune activity-related genes such as CD8A, CXCL10, CXCL9, GZMA, GZMB, IFNG, PRF1, TBX2A, and TNF were more enriched in CuproptosisCluster C (Figure 2D). Then, we adapted the ESTIMATE algorithm to evaluate the stromal score and tumor purity (Supplementary Table S5). To our surprise, the results showed that CuproptosisCluster B was presented with less tumor purity and a higher stromal score compared with CuproptosisClusters A and C (Figure 2E), implying that samples in CuproptosisClusters A and C possessed more tumor parenchyma and CuproptosisCluster B more stromal cell components. In addition, we observed that CuproptosisCluster A presented with high tumor purity, combined with less enrichment of all the immune cells and lower expression levels of immune activity-related genes, indicating the immune-desert phenotype.

To further verify the TME characteristics of the three CuproptosisClusters, a consensus molecular subtype (CMS) of colorectal cancer was computed with the CMScaller package (Supplementary Table S6). At present, the recognized classification of CMS by the academic community is five types as follows: CMS1 is classified as an immune-inflamed phenotype, which is characterized by mismatch repair gene mutation and microsatellite instability. CMS4 is a stromal cell type with abnormal activation of the TGFβ signaling pathway, consistent with an immune-exclude phenotype. Relatively, CMS2 and CMS3 are classified as immune-desert phenotypes. The remaining samples, called mixed phenotypes, cannot be grouped into any single type. The results indicated that CuproptosisCluster A was predominated in CMS2, while CuproptosisCluster B was CMS4 and CuproptosisCluster C was CMS1 (Figure 2F). In addition, the samples of the GSE39582 dataset are divided into six molecular subtypes (Supplementary Table S7) (46). Samples with dMMR are preferably related to immune activation. CINnormal and CSC are closely correlated with EMT, stem feature, and stromal activation. KRASm is prone to being an immune-desert phenotype. Our results indicated that dMMR accounted for the most part of the CuproptosisCluster C, while CINnormal and CSC were the main part of CuproptosisCluster B, and KRASm is the major part of CuproptosisCluster A (Figure 2G), consistent with our above results. In addition, almost all the cuproptosis regulators showed a significant difference between the three CuproptosisClusters (Supplementary Figure S4C). Taken together, we identified the TME infiltration characteristics in three distinct CuproptosisClusters.



Generation of cuproptosis gene signatures

To further explore the underlying biological functions of the three cuproptosis patterns, DEGs between the three CuproptosisClusters were compared in pairs three times (significant criteria, adjusted P-value <0.01). Then, the intersecting genes of the three DEGs were accessed (Figure 3A). GO and KEGG enrichment analyses were performed using the 965 intersected genes. GO results showed that these genes participated in the biological processes of electron carrier activity, mitochondrial inner membrane, adherens junction, T-cell activation, B-cell differentiation, apoptosis process, and lymphatic endothelial cell differentiation (Supplementary Figure S5A). KEGG results revealed the pathways of colorectal cancer, reactive oxygen species, apoptosis, mismatch repair, platinum drug resistance, B-cell receptor signaling pathway, and Fc gamma R-mediated phagocytosis (Figure 3B). To our surprise, these biological processes and pathways are extraordinarily correlated with cuproptosis and immunity, which further verified the vital roles of cuproptosis patterns on the immune variation of TME.




Figure 3 | Generation of cuproptosis-related geneclusters. (A) The Venn diagram of DEGs between three CuproptosisClusters. (B) KEGG results of 965 DEGs. (C) PCA for three geneClusters to distinguish samples in TCGA COAD/READ and GSE39582. (D) Unsupervised clustering of 260 cuproptosis-related genes. (E) The Kaplan–Meier curves of overall survival between different geneClusters.



In order to investigate the vital roles forward, univariate Cox regression was constructed to analyze the prognostic roles of the 965 intersect genes in colorectal cancer patients (Supplementary Table S8). A total of 260 genes were identified with significant prognostic values by P <0.05. Then, consensus clustering was performed again based on the expression of the 260 cuproptosis-related genes in order to group samples into different gene signature subtypes. Eventually, three cuproptosis-related gene phenotypes were generated, termed geneClusters A–C (Supplementary Figures S5B–D, Supplementary Table S9). The PCA results indicated an obvious distinction between the three geneClusters (Figure 3C), demonstrating the authentic existence of the cuproptosis molecular patterns in colorectal cancer. The correlations between geneClusters with clinicalpathological features were shown in Figure 3D. We observed significantdifferences in overall survival between the three geneClusters, with geneCluster B presenting the longest overall survival (Figure 3E).



TME characteristics in the three cuproptosis gene feature patterns

GSVA was performed with hallmark gene sets to evaluate the biological functions of the three geneClusters. In comparison with geneClusters B and C, geneCluster A was markedly enriched in immune and carcinogenic activation pathways, such as hypoxia, p53 pathway, glycolysis, TNFA signaling via NFKB, allograft rejection, inflammatory response, interferon gamma response, interferon alpha response, IL2/STAT5 pathway, IL6/JAK/STAT3 pathway, and DNA repair (Figure 4A). GeneCluster C was prominently related to stromal activation biological process: EMT, angiogenesis, and Wnt/β-catenin signaling (Figure 4B). Then, the ssGSEA was performed to quantify the enrichment level of 22 immune cells in the three geneClusters. As shown in Figure 4C, geneCluster A was predominately enriched in adaptive immune cells including activated CD4 T cells and CD8 T cells, activated dendritic cells, and natural killer cells, and geneCluster C was remarkably rich in immunosuppressive cells and innate immune cells including MDSC, immature dendritic cells, macrophages, monocytes, regulatory T cells, Th1 cells, T follicular helper cells, and dendritic cells, eosinophils, and mast cells, while geneCluster B presented a lower enrichment level of immune cells. Furthermore, the stromal score and tumor purity of all samples were analyzed. GeneCluster B showed the highest tumor purity compared with geneCluster A and geneCluster C (Figure 4D), indicating the lowest infiltration of immune cells and stromal components. Therefore, geneCluster B was in accord with the immune-desert phenotype. Similarly, geneCluster C presented with the highest stromal score compared with geneCluster A and geneCluster B (Figure 4D). To further verify our speculation, two other known molecular subtypes were analyzed in the three gene clusters. GeneCluster A predominated in CMS1, while geneCluster C was CMS4, and geneCluster B was CMS2 and CMS3 (Figure 4E). The subtype of dMMR accounted for the majority of geneCluster A, while CINnormal and CSC were the main parts of geneCluster C, and KRASm is the major part of geneCluster B (Figure 4F). In addition, the gene levels of EMT and TGFβ pathways were higher in geneCluster C compared with geneClusters A and B (Supplementary Figure S5E), whereas immune activity related-genes were higher in geneCluster A compared with geneClusters C and B (Figure 4G). Combined with the features of immune cell infiltration, geneCluster C was consistent with the immune-excluded phenotype, while geneCluster A was the immune-inflamed phenotype. We also observed that all the cuproptosis regulators presented differentiated expression levels in the three geneClusters (Supplementary Figure S5F).




Figure 4 | TME characteristics of three geneClusters. (A) The heatmap of GSVA results between geneCluster A and geneCluster B. (B) The heatmap of GSVA results between geneCluster A and geneCluster C. (C) The abundances of TME infiltrating immune cells in three geneClusters by ssGSVA algorithm. (D) The stromal score and tumor purity in three geneClusters by ESTIMATE algorithm. (E) The CMS analysis of the three geneClusters. (F) The molecular subtypes analysis of GSE39582 dataset in three geneClusters. (G) The expression of immune activated genes between three geneClusters. *P <0.05; **P <0.01; ***P <0.001.





Construction and characteristics of cuproptosisScore

To assess the cuproptosis patterns of individual patients, we constructed a cuproptosis score system with these cuproptosis-related genes, termed CuproptosisScore (Supplementary Table S10). The alluvial diagram showed the attribute changes of individual samples (Figure 5A). The Kaplan–Meier curves indicated that patients with a high CuproptosisScore had shorter overall survival compared with patients with a low CuproptosisScore (Figure 5B). Also, more patients in the high CuproptosisScore group are in the status of death (Figure 5C). This Kruskal–Wallis test indicated significant differences in CuproptosisScore between cuproptosis-related gene clusters (Figure 5D). Genecluster C showed the highest median score, which indicated that a high CuproptosisScore may be correlated with stromal activation-related signatures. whereas geneCluster A had the lowest median score, showing that low CuproptosisScore may be related to an immune activation phenotype. Next, the analysis of stromal score and tumor purity found that samples with a high CuproptosisScore exhibited a high stromal score and low tumor purity (Figure 5E), implicating a stromal activation phenotype. While low CuproptosisScore presented low stromal score and high tumor purity, it also showed high expression of immune activated genes (Figure 5F), implying an immune activation phenotype. These results give us some hints that CuproptosisScore may contribute to predicting the immune cell filtrating in the cancer samples and further evaluating the immune response to the targeted drugs. The analysis of CMS subtypes showed that CMS4 comprises most of the high CuproptosisScore group, while the low CuproptosisScore group consisted of more CMS1 and less CMS4 (Figure 5G). In the GSE39582 dataset, the low CuproptosisScore group mainly belongs to the dMMR type, and the high CuproptosisScore group is mostly divided into the CINnormal and CSC types (Figure 5H). The above results strongly demonstrated that a high CuproptosisScore was remarkably related to an immune-exclude phenotype, while a low CuproptosisScore was correlated with an immune-inflamed phenotype. Therefore, the distinct cuproptosis-related genes play indispensable regulatory roles in shaping different TME characteristics. The CuproptosisScore could better assess the cuproptosis-related molecular patterns of individual samples and TME infiltration characteristics, which is conducive to selecting appropriate targeted drugs in the clinical treatment of colorectal cancer.




Figure 5 | Construction of CuproptosisScore and their TME characteristics in colorectal cancer. (A) Alluvial diagram showing the attribute changes from CuproptosisClusters to gene Clusters to CuproptosisScore to survival status. (B) The Kaplan–Meier curves of overall survival between high and low CuproptosisScore group. (C) The frequencies of alive and dead status in high and low CuproptosisScore group. (D) The CuproptosisScores of the three geneClusters. (E) The stromal score and tumor purity in high and low CuproptosisScore group. (F) The expression levels of immune activity-related genes in high and low CuproptosisScore groups. (G) The CMS analysis of the two CuproptosisScore groups. (H) The molecular subtypes analysis of GSE39582 dataset in the two CuproptosisScore groups. *P <0.05; ***P <0.001.





Relationship of cuproptosis patterns with tumor somatic mutation and immunotherapy

In this part, we analyzed the differences in tumor somatic mutation, MSI, and immunotherapy response between different CuproptosisScore groups. First, we depicted the landscape of gene mutation in the high and low CuproptosisScore groups (Figures 6A, B), and then computed the TMB. The TMB of the low CuproptosisScore group was higher than that of the high CuproptosisScore group (Figure 6C), and CuproptosisScore was negatively correlated with TMB (Supplementary Figure S6A). Second, the Kaplan–Meier curves showed no significant difference in overall survival between patients with high and low TMB (Supplementary Figure S6B), but a trend of shorter 5-year survival in the low TMB group. However, when the combination of TMB and CuproptosisScore served as a prognostic indicator, the differences in overall survival between different groups were obvious (Figure 6D). The patients with low CuproptosisScore had longer overall survival compared with patients with high CuproptosisScore, both in the high and low TMB groups. Subsequently, we evaluated the correlation between CuproptosisScore and MSI. The results showed that MSI-H group scored low CuproptosisScore, while MSS and MSI-L group scored high CuproptosisScore (Figure 6E). Considering that CuproptosisScore was closely associated with TME infiltration features, we evaluated the influence of CuproptosisScore on immunotherapy. High CTLA4 expression was observed in the low CuproptosisScore group compared with the high CuproptosisScore group (Figure 6F). The IPS of the TCGA samples was downloaded online (https://tcia.at/home, Supplementary Table S11). When treated with an anti-CTLA4 drug, the low CuproptosisScore group presented a high IPS, meaning better immunotherapy response (Figure 6G). When treated with an anti-PD1 drug, no significant difference in IPS was found between the two CuproptosisScore groups (Supplementary Figure S6C). In addition, CuproptosisScore can serve as a prognostic marker in different stages of colorectal cancer patients. Longer overall survival was observed in low CuproptosisScore group compared with high CuproptosisScore group, in patients with T3–T4 stage, N1–N3 stage, M0 stage and TNM III–IV stage (Supplementary Figures S7A–H).




Figure 6 | Relationship of cuproptosis patterns with tumor somatic mutation and immunotherapy. (A, B) The waterfall plot of tumor somatic mutation of low CuproptosisScore group (A) and high CuproptosisScore group (B). (C) The TMB of high and low CuproptosisScore group. (D) The Kaplan–Meier curves of overall survival in different groups of TMB combination with CuproptosisScore. (E) The CuproptosisScores of samples with MSS, MSI-L, and MSI-H. (F) CTLA4 expression of the two CuproptosisScore groups. (G) IPS of anti-CTLA4 drug in the two CuproptosisScore groups.






Discussion

Cuproptosis is a novel cell death format regulated by an ancient mechanism, distinct from all other known mechanisms (15). Both copper chelators and copper ionophores have been exploited as antitumor drugs and tested in clinical trials (9, 52, 53). However, the correlations between cuproptosis regulators with molecular patterns, clinicalpathological subtypes, prognostic values, TME infiltration features, and immunotherapy response have not been investigated. Therefore, identifying the roles of cuproptosis-related molecular patterns will promote our cognition of cuproptosis and its features in colorectal cancer, which contributes to exploring the potential of cuproptosis-related gene signatures to serve as a marker for evaluating prognosis and antitumor immune response.

In this study, we accessed 16 cuproptosis regulators and analyzed their mutation, CNV, expression level, and biological functions in colorectal cancer. CNV was the main interfering factor in the expression level of 16 cuproptosis regulators. These cuproptosis regulators participate in copper ion homeostasis, protein lipoylation, TCA cycle, and response to oxidative stress. Clinically, most of these cuproptosis regulators are the prognostic effectors of colorectal cancer patients. Then, we constructed three distinct cuproptosis clusters based on the expression of these cuproptosis regulators. CuproptosisCluster B was preferentially related to lower stage and CuproptosisCluster C more dead status, consistent with the trend of longer overall survival in CuproptosisCluster B than CuproptosisCluster C. Through multiple evidences of different research methods, we demonstrated that the three CuproptosisClusters were characterized by distinct TME characteristics. CuproptosisCluster B was characterized by stromal activation and immunosuppressive phenotype, corresponding to immune-exclude subtype; CuproptosisCluster C was enriched in immune and carcinogenic activation pathway, related to immune-inflamed subtype; while no immune-related pathway and little immune cells were enriched in CuproptosisCluster A, grouped into immune-desert subtype. ESTIMATE algorithm showed high tumor purity and little stromal component in CuproptosisCluster C, whereas CuproptosisCluster B had more stromal component. Surprisingly, the ssGSEA research found unique high level of adaptive immune cells including activated CD8 T cell, natural killer cell, and gamma delta T cell in CuproptosisCluster C, while marked enrichment of immunosuppressive cells and innate immune cells including macrophage, monocyte, regulatory T cell, Th1 cell, Th17 cell, and dendritic cell, eosinophil, and mast cell in CuproptosisCluster B. Activated CD8 T cell by neoantigen is the predominate effector cell exerting tumor killing and at the hotspot of antitumor immunotherapy (54). Nonetheless, the immune system consists of a complicated process of antitumor response in which multiple immune cells, cytokines, and chemical factors participate. These mechanisms must coordinate with each other and play a mutually reinforcing role. Natural killer cells are also a key antitumor effector cell working through perforin, granular enzyme or antibody dependent cell-mediated cytotoxicity (ADCC) (55). γδ T cells can be elicited by butyrophilin or butyrophilin-like molecules in a major histocompatibility complex (MHC)-independent manner and bridge innate and adaptive immunity, therefore responding to multiple types of cancers (56, 57). In addition, regulatory T cells act as immunosuppressive cells through many cytokines and cells. However, macrophages are known to be classified into two main phenotypes: proinflammatory and antitumor M1 macrophages and immunosuppressive M2 macrophages (58, 59). M0 macrophages can be selectively polarized into M1 macrophages or M2 macrophages according to the TME characteristics. M1 macrophages produce type I pro-inflammatory cytokines to promote immune response, while M2 macrophages enhance matrix remodeling, EMT, and Wnt/β-catenin pathway (60, 61). Therefore, a broad range of immune cells were activated and played nonnegligible roles in the antitumor immune response, which provided great plasticity for TME characteristics. Although CuproptosisCluster B was rich in immune cells, these cells played immunosuppressive roles or surrounded the tumor focus but penetrated into the tumor parenchyma, rendering them unable to exert antitumor effects (62, 63). Combined with the above results, CuproptosisCluster B was classified as an immune-excluded phenotype. Furthermore, two molecular subtypes of colorectal cancer (the recognized classification of CMS and molecular subtypes of the GSE39582 dataset) were adapted to verify the above speculation. The results indicated that CMS1 or dMMR accounted for the most part of the CuproptosisCluster C, while CMS4 or CINnormal and CSC were the main part of CuproptosisCluster B, and CMS2 and CMS3 or KRASm consisted of the major part of CuproptosisCluster A. The similar TME characteristics of different molecular subtypes proved the availability and effectiveness of CuproptosisClusters. Finally, we examined the level of immune activity related genes and stromal activity related pathways. The immune activity related genes were significantly highly expressed in CuproptosisCluster C, and the stromal activity related pathways were remarkably rich in CuproptosisCluster C. In general, after comprehensively exploring the TME characteristics of distinct cuproptosis clusters, the novel molecular subtype was proved to be a reliable and effective classification of colorectal cancer patients and immune phenotype.

The differentially expressed genes between the three cuproptosis clusters were proved to be correlated with cuproptosis and immune activation pathways, and considered as cuproptosis-related signature genes. Based on the expression of these genes, three gene clusters were identified to group samples with distinct clinical–pathological features and a TME phenotype. GeneCluster A was markedly enriched in immune and carcinogenic activation pathways, CMS1 subtype, dMMR subtype and high levels of immune activation genes with high tumor purity and low stromal component, classified as the immune-inflamed phenotype. GeneCluster C was remarkably rich in immunosuppressive cells, CMS4 subtype, CINnormal,and CSC subtypes, and high levels of stromal activation genes with high stromal component and low tumor purity, classified as an immune-excluded phenotype. While GeneCluster B was short of immune cells, it was classified as an immune-desert phenotype. This indicates that the cuproptosis-related genes play crucial roles in shaping different TME characteristics. Considering the crucial roles of cuproptosis patterns in the TME formation of colorectal cancer, we constructed a score system, termed CuproptosisScore, to quantify the cuproptosis patterns of individual samples. The low CuproptosisScore indicated the immune-inflamed phenotype with longer overall survival, while the high CuproptosisScore indicated the immune-excluded phenotype with shorter overall survival. Integrated analysis demonstrated that CuproptosisScore could serve as an effective prognostic marker and indicator of immune subtype (64). For clinical patients, the cuproptosis-related genes can be detected with transcriptome sequencing to calculate the CuproptosisScore for individuals, therefore evaluating their prognosis and immune subtype.

With the development of tumor behaviors and immunological molecular mechanisms, immunotherapy provides a novel site for tumor targeting therapy, especially immune checkpoint inhibitors (ICIs) (65–67), including CTLA4, PD-1, and PD-L1. MSI-H or dMMR are indicators of immunotherapy response for colorectal cancer. We found low CuproptosisScore presented with high TMB, MSI-H, and high expression of CTLA4, and better response to anti-CTLA4 immunotherapy. Previous research reported that TGFβ and EMT related pathways impaired the penetrating of T cells into tumor focus and weakened antitumor effects (21). This is consistent with our results that stromal activation phenotypes with activated TGFβ and EMT pathways exhibited the immune-exclude phenotype and were resistant to ICI response. Combined with tumor stage, TMB, CTLA4, and PD-L1 expression, MSI status, and TME phenotype, CuproptosisScore can serve as an effective predictive schedule for prognosis and contribute to performing patient stratification for the determination of immunotherapy regimen in colorectal cancer patients.

Although we first reveal the clinical pathology and TME phenotype of cuproptosis-related gene patterns in colorectal cancer, there are several shortcomings in the study. First, cuproptosis was established in recent years, so more cuproptosis-related genes remain to be discovered, which will provide more profound insights for cuproptosis. Second, there is no report about cuproptosis with tumor progression and therapy up to now. Therefore, more mechanism studies need to be performed to enhance our cognition of the correlation between cuproptosis and cancer. Third, despite that we provided a novel direction for cuproptosis and TME phenotype, no report about the mechanisms of cuproptosis on shaping TME infiltration has been retrieved. Fourth, the CuproptosisScore is short of verification from other data. More data needs to be collected to confirm the authenticity and reliability of CuproptosisScore. Finally, all the data were accessed from public dataset, and selection bias of samples may exist. Large-scale prospective studies need to be performed to verify the findings.



Conclusion

In conclusion, this study revealed a novel cuproptosis-related gene pattern with different clinical–pathological and TME phenotypes. The integrated analysis of different cuproptosis patterns contributes to our understanding of TME and provides an effective marker for prognosis and immunotherapy of colorectal cancer.
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Background

The tumor immune microenvironment could provide prognostic and predictive information. It is necessary to develop a noninvasive radiomics-based biomarker of a previously validated tumor immune microenvironment signature of gastric cancer (GC) with immunohistochemistry staining.



Methods

A total of 230 patients (training (n = 153) or validation (n = 77) cohort) with gastric cancer were subjected to (Positron Emission Tomography-Computed Tomography) radiomics feature extraction (80 features). A radiomics tumor immune microenvironment score (RTIMS) was developed to predict the tumor immune microenvironment signature with LASSO logistic regression. Furthermore, we evaluated its relation with prognosis and chemotherapy benefits.



Results

A 8-feature radiomics signature was established and validated (area under the curve=0.692 and 0.713). The RTIMS signature was significantly associated with disease-free survival and overall survival both in the training and validation cohort (all P<0.001). RTIMS was an independent prognostic factor in the Multivariate analysis. Further analysis revealed that high RTIMS patients benefitted from adjuvant chemotherapy (for DFS, stage II: HR 0.208(95% CI 0.061-0.711), p=0.012; stage III: HR 0.321(0.180-0.570), p<0.001, respectively); while there were no benefits from chemotherapy in a low RTIMS patients.



Conclusion

This PET/CT radiomics model provided a promising way to assess the tumor immune microenvironment and to predict clinical outcomes and chemotherapy response. The RTIMS signature could be useful in estimating tumor immune microenvironment and predicting survival and chemotherapy benefit for patients with gastric cancer, when validated by further prospective randomized trials.
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Introduction

Extensive studies have suggested tumor immune microenvironment are of clinical importance in cancer progression, metastasis, therapeutic response (1–4). The type, density, and location of immune cells in multiple cancers had a prognostic value that was superior to and independent of those of the TNM stage (1, 5, 6). An international consortium of 14 centers in 13 countries assessed the Immunoscore assay in patients with TNM stage I-III colon cancer, and the results supported the implementation of the consensus Immunoscore as a new component of a TNM-Immune classification of cancer (1). For gastric cancer (GC), a tumor immune microenvironment (TME) signature (7) of gastric cancer based on seven features, including CD3 invasive margin (IM), CD8 IM, CD45RO center of tumor (CT), CD66b IM, CD34, periostin, and cyclooxygenase-2, which could be important for predicting survival and selecting appropriate patients for chemotherapy. However, the TME signature was mainly determined on postoperative tissue specimens, it is necessary to develop a noninvasive pretreatment tools for prediction of immune infiltrates.

Computational medical imaging, known as radiomics, is an emerging field that converts medical images into a high dimensional quantitative feature space using a large number of automatically extracted data-characterization algorithms (8–10). These imaging features may capture in-depth characterization of tumor distinct phenotypes, with the underlying hypothesis that imaging reflects not only macroscopic but also the cellular and molecular properties of tissues. The goal of radiomics is to develop image-driven biomarkers that serve as instruments that generate a further understanding of cancer biology to facilitate better clinical decision-making (10–12). Radiomics features are complementary to biopsies and have the advantages of being non-invasive and repeated during treatment in routine practice, contrary to genomics or proteomics, which are still challenging to apply in clinical routine (12, 13). Connecting radiomics features to the molecular biological processes active in a tumor could provide deeper information that may complement the molecular data (14). Hence, in some circumstances, the radiomics features could be apply to infer the molecular biological underpinnings of tumor in individual patients.

The association between imaging features and tumor infiltrating immune cell density has been explored (13, 15–17). Many image features extracted by radiomics, not visually observed, were closely related to specific microscopic features at the molecular level and could characterize the tumor and its tumor microenvironment (13, 18–20). Several studies also found that pre-existing tumor immune infiltration correlates with patient response to anti-programmed cell death protein (PD)-1 and anti-programmed cell death ligand 1 (PD-L1) immunotherapy (21, 22).

Gastric cancer is one of the most common cancer and leading cause of cancer death worldwide (23). Imaging with fluorine 18 (18F) fluorodeoxyglucose (FDG) positron emission tomography (PET) was used to detect of distant and lymph nodes metastases, which could stage GC accurately (24). PET/CT could reflect the tumor metabolically active. Chemotherapy have improved survival of GC patients (25, 26). However, for most of GC patients the survival rates were still limited despite initial high response rates (26, 27). Therefore, precise classification of GC that could be necessary to predict patient survival and chemotherapy responses. Radiomics could allow evaluation of a tumor and its microenvironment, thus, may lead to the identification of novel predictors for prognosis and treatment efficiency. We aimed to develop a PET/CT image based radiomics signature of tumor immune microenvironment and to assess the ability of this signature to predict survival and adjuvant chemotherapy benefits.



Patients and methods


Study design and patients

Inclusion criteria were pathology-confirmed gastric cancer, 18 to 80 years old, PET/CT performed before surgery, complete follow-up data and clinicopathologic characteristics, no treatment cancer, and patient informed consent. Excluded criteria was received any anticancer therapy previous. Under approval from the institutional ethics committee, we retrospectively collected patient data and PET/CT images in the training cohort of 153 patients with GC as the inclusion criteria at Henan Provincial People’s Hospital (Zhengzhou, China) between January 2012 and December 2020. As the same inclusion criteria, we included 77 patients in the independent validation cohort at the First Affiliated Hospital of Zhengzhou University (Zhengzhou, China) between July 2010 to December 2020 (Figure 1). Tumor staging was reclassified with the American Joint Committee on Cancer (AJCC) TNM Staging Manual, 8th Edition. All of the included patients accepted standard gastrectomy and D2 lymph node dissection accordance with the No.5 version guideline of the Japanese Gastric Cancer Association (JGCA). Disease-free survival (DFS) was defined as the time from the time of surgery until either the date of disease progression, which refers to tumor relapse, distal metastasis, or death, or until the date that the patient was last known to be free of progression. Overall survival (OS) was defined as the time to death from any cause. Clinicopathologic information for each patient with GC, including age, sex, TNM stage, tumor size, location, differentiation, lauren type, CEA, CA199, postoperative chemotherapy and follow-up data (follow-up duration and survival), and time of baseline PET/CT imaging and surgery, were collected from the clinical medical records (Table 1). The two institutional ethics committees approved the retrospective study respectively.




Figure 1 | Study design for the discovery and validation of a PET/CT radiomic signature for the tumor immune microenvironment signature in gastric cancer. PET/CT image: positron emission tomography/computer tomography image. IH,: immunohistochemistry. Training cohort (n=153); Validation cohort (n=77).




Table 1 | Clinical characteristics of patients according to the radiomics signature in the training and external validation cohorts.





Immunohistochemistry (IHC) staining and classification of tumor microenvironment (TME) signature

An support vector machine (SVM) based tumor microenvironment signature integrating seven features, including CD3 invasive margin (IM), CD8 IM, CD45RO center of tumor (CT), CD66b IM, CD34, periostin, and cyclooxygenase-2, was previously developed and validated (7). Formalin-fixed paraffin-embedded (FFPE) samples were processed for IHC staining as previously described (7, 28–30). Following incubation with an antibody against human CD3 (pan T lymphocytes; NeoMarker, clone SP7), CD34 (Abcam, ab81289), CD8 (cytotoxic T lymphocytes; NeoMarker, clone SP16), CD45RO (memory T lymphocytes; Invitrogen, clone UCHL1) and CD66b (neutrophils; BD Pharmingen), periostin (Abcam,ab92460), and cyclooxygenase-2 (Abcam, Cambridge, MA), the sections were stained in an EnVision System (Dako) (Table S1). Two pathologists who were blinded to clinical outcomes independently scored all samples. If there was a difference opinion between the two primary pathologists, the third pathologist was consulted to give the final decision. As the previously described (7) and the result of IHC, every patient was classified into a high-SVM group and a low-SVM group. Detailed information is provided in the Supplementary Materials.



PET/CT imaging

All patients underwent contrast-enhanced 18F fluorodeoxyglucose (FDG) PET/CT scans before surgery. Details about image acquisition and processing procedures are presented in the Supplementary Materials. Tumor segmentation was then performed based on agreement reached by two expert radiology physicians, and checked by authors Yang You and Huihui Guo on the PET/CT images with ITK-SNAP software (www.itksnap.org) (31, 32).



Image feature extraction

We calculated a total of 80 quantitative features from each volume of interest (VOI) of each patient’s PET/CT image to characterize intratumor heterogeneity and complexity. The feature pool included 14 first-order intensity features, 9 shape features, and 57 second- and higher-order textural features. In this work, we investigated four types of texture features on the basis of gray-level co-occurrence matrices (GLCM), gray-level run length matrix (GLRLM), gray-level size zone matrix (GLSZM), and neighborhood gray-tone difference matrix wavelet decompositions (NGTDM). 26, 13, 13 and 5 features were extracted from GLCM, GLRLM, GLSZM and NGTDM, respectively. The detailed mathematical definitions of all imaging features listed in Supplementary Materials. All radiomic features were extracted in Matlab R2012a (The MathWorks Inc.) using an available radiomic analysis package (https://github.com/mvallieres/radiomics/).

The SUV image was discretized by 0.1 SUV unit bin width according to the following equation (33): SUVDis(x) = | SUV(x)/0.1| – min(|SUV(x)/0.1|) + 1, where SUV(x) is the SUV of voxel x and SUVDis(x) is the discretized value of voxel x. The discretization step is necessary to generate matrices whose size (defined by the maximum SUVDis(x)) highly impacts computation, and is used to reduce image noise and generate a constant intensity resolution so that textural features from different patients are comparable.



Construction of a radiomics tumor immune microenvironment score

We developed a logistic regression model to predict the IHC-based tumor immune microenvironment score (radiomics tumor immune microenvironment score, RTIMS) via a linear combination of selected image features weighted by their respective coefficients. We used the least absolute shrinkage and selection operator (LASSO) method to select the most useful predictive features from the training cohort. The diagnostic ability of the model was assessed with the area under the characteristics operating curves (AUC). The optimal cutoff value for RTIMS was determined using Youden’s index in the training cohort, which maximizes the sum of sensitivity and specificity. This cutoff value was fixed and then applied to the validation cohort. The “glmnet” package was used to perform the LASSO regression model analysis (34, 35). Complete details are provided in Supplementary Materials.



Association with prognosis and chemotherapy benefits

The potential association of the RTIMS with DFS and OS was first assessed in the training cohort and then validated in the validation cohorts by using Kaplan-Meier survival analysis. Stratified analyses were performed to explore the potential association of RTIMS with DFS and OS using subgroups within TNM stage. The association between RTIMS and adjuvant chemotherapy response was assessed in patients with stage II and III GC.



Statistical analysis

We compared two groups using the t-test for continuous variables and the chi-square test or Fisher exact test for categorical variables, as appropriate. Survival curves were generated using the Kaplan-Meier method and compared using the log-rank test. Univariate and multivariate analyses were performed using the Cox proportional hazards model. Variables that achieved statistical significance at P < 0.05 were entered into the multivariate Cox regression analyses. Interactions between the RTIMS and chemotherapy were detected using the Cox model as well. All the statistical tests were done with the SPSS software (version 21.0) and R software (version 3.5.1). A two-sided P value < 0.05 was considered significant.




Results


Clinical characteristics

Table 1 list the detailed clinicopathological characteristics of the patients in the training (n=153) and validation (n=77) cohorts. All of the 230 patients included in the study, 163 (70.87%) were men, and the median (interquartile range, IQR) age was 58.0 (51.0-68.0) years. The number of patients with stage II or stage III GC who received adjuvant chemotherapy was 92 (60.1%) in the training cohort, 39 (50.6%) in the validation cohort.



Development and validation of Radiomics Tumor Immune Microenvironment Score (RTIMS)

In the training cohort, a LASSO logistic regression model was built. The final radiomics signature (RTIMS, Radiomics Tumor Immune Microenvironment Score) included 8 features (Figure S1). The RTIMS calculation formula is RTIMS = -0.006 * SUV_SD - 0.134 * Hist_Energy + 0.152 * InVar_GLCM + 0.132 * LRHGE_GLRLM + 0.019 * SZLGE_GLSZM + 0.005 * ZSV_GLSZM + 0.195 * Complexity_NGTDM + 0.003 *Contrast_NGTDM. The ability of the radiomics signature to classify high versus low-SVM was shown to have an AUC of 0.692 (95% CI 0.6077-0.777) in the training cohort (Figure 2A). The radiomics signature showed similar accuracy in the validation cohort with AUC: 0.713 (95% CI 0.594-0.833) (Figure 2A). We further confirmed that the RTIMS score was significantly higher in the high TME group than the RTIMS in the low TME group in the training cohort and validation cohort, respectively (Figure 2B). The optimum cutoff of RTIMS determined by the ROC curve analysis in the training cohort was -0.069 (Figure 2A). Accordingly, patients were classified into a low-RTIMS group (RTIMS < -0.069) and a high-RTIMS group (RTIMS ≥-0.069). Table 1 lists the relationships between the RTIMS and clinicopathological characteristics.




Figure 2 | (A)  AUC of the receiver operator characteristic of RTIMS predicting the tumor immune microenvironment signature in the training cohort and validation cohort. (B) RTIMS by high and low IHC signature. RTIMS, radiomics tumor immune microenvironment score. AUC, area under the curves.





Prognostic value of RTIMS

We first assessed the prognostic value of the RTIMS in the training cohort. For the low- RTIMS group, the 5-year DFS and OS were 16.39% and 22.73%; for the high- RTIMS group, the 5-year DFS and OS were 51.67% and 57.58% (hazard ratios (HRs) 0.361 (95%CI 0.239-0.547) and 0.291 (0.164-0.517), all P< 0.0001; Figure 3A). We then performed the same analyses in the validation cohort and found similar results. The 5-year DFS and OS were 7.8% and 13.74% for the low-RTIMS group compared with 50.94% and 59.53% for the high-RTIMS group (HRs 0.339(0.219-0.525) and 0.232 (0.129-0.419), all P< 0.0001; Figure 3B).




Figure 3 | Kaplan-Meier analyses of disease-free survival (DFS) and overall survival (OS) according to dichotomized RTIMS signature in patients with gastric cancer. (A) Training cohort (n=153), (B) Validation cohort (n=77). Left panel: DFS; right panel: OS.



Univariate Cox regression analysis and multivariate Cox regression analysis were performed adjusting for clinicopathological variables. The RTIMS remained a powerful and independent prognostic factor for predicting DFS and OS in the training and validation cohorts (Table 2 and Table S2). Finally, we performed additional analyses within subgroups of GC patients who are stratified by stage. High-RTIMS patients had a longer DFS and OS than patients with low-RTIMS within each stage II or III (Figure 4).


Table 2 | Multivariate Cox Regression analyses for disease-free survival and overall survival in the training cohort of patients with gastric cancer.






Figure 4 | Kaplan-Meier survival analysis of disease-free survival and overall survival according to the RTIMS signature in subgroups of stage II and III GC patients. Disease-free survival (left pane) and overall survival (right pane): (A) Stage II (n = 84), (B) Stage III (n = 146).





Predictive value of RTIMS for chemotherapy benefits

Then, we evaluated the relationship between RTIMS status and survival among stage II and III patients who either received or did not receive postoperative chemotherapy. The characteristics of patients who received adjuvant chemotherapy were similar to those of patients who did not receive adjuvant chemotherapy (Table S3). The results showed that adjuvant chemotherapy was associated with an improved prognosis in the high-RTIMS group for both stage II and III disease, e.g., for DFS, stage II: HR 0.208(95% CI 0.061-0.711), p=0.005; stage III: HR 0.321(0.180-0.570), p<0.001 (Figure 5). However, for patients in the low-RTIMS group, chemotherapy did not affect survival in either stage II or III disease: for DFS, stage II: HR 1.799(0.646-5.009), p=0.240; stage III: HR 1.302(0.744-2.277), p=0.340. Then, a formal interaction test was performed between the RTIMS signature and chemotherapy, which confirmed a significant interaction regarding the impact on DFS and OS in stage II disease (p for interaction: DFS, p=0.008; OS, p=0.034) as well as in stage III disease (p for interaction: DFS, p=0.001; OS, p=0.004). This analysis suggests a predictive effect of RTIMS for the benefit of adjuvant chemotherapy.




Figure 5 | Relationship between the RTIMS signature and survival benefit from adjuvant chemotherapy in patients with stage II and III gastric cancer. In stage II, stage III and stage II+III patients, adjuvant chemotherapy improved DFS (A–C) and OS (D–F) for patients with high RTIMS, whereas no effect on survival was observed in patients with low RTIMS. RTIMS, radiomics tumor immune microenvironment score.






Discussion

Radiomics approaches, when combined with tumor biopsies and genomics, could improve treatment selection. Radiomic features from tumor can provide information on both the tumor and its microenvironment (18, 36). In our study, we developed and validated a radiomic signature (RTIMS) of the tumor immune microenvironment, and the RTIMS signature was able to predict survival. Moreover, the RTIMS signature might help to identify stage II and III patients who could benefit from adjuvant chemotherapy.

The importance of radiomics is shown by the increasing number of oncological clinical trials being done that use radiomics. To date, more than 30 clinical studies are registered in ClinicalTrials.gov, including one prospective study of pembrolizumab (NCT02644369). Notably, Braman et al. (18) that evaluated radiomic features in the context of neoadjuvant chemotherapy for breast cancer found radiomics features could strongly predict pCR independent of choice of classifier, suggesting their robustness as response predictors. Moreover, pathological complete response was associated with infiltration of lymphocytes into tumors (18) Jiang et al. measure immune score based on the radiomics features from CT image (17). And, the CT image signature could predict survival and treatment response, which is concordant with our results.

Notably, several points strengthening the biological and clinical relevance of this radiomic signature have been identified. Grossmann et al. discovered a connection between the radiomic phenotype of a tumor, the signaling pathways inside cells that drive how cancer develops, and clinical treatment outcomes (14). They also did IHC staining of CD3 in 22 tumors that were predicted to show relatively high or low immune response based on one radiomic feature, and they found agreement between radiomic features and pathology. Thus, they deemed that radiomic approaches permit noninvasive assessment of both molecular and clinical characteristics of tumors, however, the results still should be interpreted with caution. Ferté et al. also developed a radiomic signature for the gene expression signature of CD8 cells, which could predict clinical outcomes in patients treated with anti-PD-1 or anti-PD-L1 immunotherapy (15).

At present, the standard treatment for advanced gastric cancer includes adjuvant chemotherapy after surgery to prevent disease recurrence and improve survival, however, many studies have reported that a subgroup of patients could not benefit from adjuvant chemotherapy (25, 26, 28). Moreover, the criteria for the selection of candidates who are more likely to benefit from adjuvant chemotherapy remain controversial. Thus, the accurate identification of subgroups of patients will improve the prognostic system and lead to more personalized therapy. Recently, several studies reported that radiomics signatures based on CT/MRI/PET images were associated with chemotherapy response in several types of cancers (37–39). Besides, Ferté et al. and Jiang et al. previous study showed that imaging biomarkers could be used to estimate tumor-infiltrating lymphocytes (15, 16), which were associated with chemotherapy response (28, 40). In this study, we found that adjuvant chemotherapy provided a better survival benefit to patients with stage II and III GC patients classified as high-RTIMS, whereas low-RTIMS patients did not obtain benefits from adjuvant chemotherapy; further use of the radiomics signature might allow for better identification of patients who are most likely to benefit from adjuvant therapy. Thus, we suggest that patients with low-RTIMS should be treated with new combinations of more tolerable medication as an adjunct to potentiate the efficacy of systemic approaches. Therefore, our PET/CT image-based RTIMS signature for patients with stage II and III gastric cancer is both a prognostic and predictive method, in that patients with a high- RTIMS have a clear benefit from adjuvant chemotherapy.

Interpretation of complex images by radio-pathology/genomic approaches is currently changing several fields in medical imaging, but clinical application of this method is still in its infancy. Validating this approach in a separate cohort, we confirmed the prognostic power of this approach. Thus, A novel biomarker that can be incorporated into existing clinical workflows because it only relies on PET/CT images, which are non-invasive and widely available. Compared to the gene-based signatures, a major advantage of our radiomics method is the ubiquitous availability of PET/CT images, which are available for every cancer patient, and analyzing them is not very costly. Besides, abdominal PET/CT scans are effective tools to diagnose and guide treatment for patients with gastric cancer. Whereas, those gene-based signatures have not been widely led into clinical application as initially expected owing to the variability of measurements in microarray and sequencing assays, inconsistencies in assay platforms, and the requirement for analytical expertise (41–43). In addition, our radiomic approach of the TME signature is reproducible: If presented with the same image twice, the algorithm will export the same result. These points make this new approach well suited for a clinical application.

According to the molecular classification of The Cancer Genome Atlas (TCGA) project, gastric cancer was divided into four subtypes: Epstein-Barr virus (EBV)-positive, microsatellite instability (MSI), genomic stability, and chromosomal instability (44). High lymphocytes infiltration were frequently observed in certain molecular subtypes of GC, such as EBV-positive and MSI subtypes (45, 46). According to a phase II study, mismatch repair deficiency or MSI-high renders different solid tumors highly sensitive to immune checkpoint blockade with the PD-1 inhibitor pembrolizumab, and these tumors contain prominent lymphocytes infiltration (47, 48). Recently, several studies showed that the tumor imaging biomarkers could provide a promising way to predict the immune phenotype of tumors and to infer clinical outcomes for patients with cancer who had been treated with PD-1 and PD-L1 inhibitor (15, 16). Therefore, future studies should investigate the association between the radiomic signature of tumor immune microenvironment and molecular classification, and explore whether the radiomic signature could predict the responses of patients with gastric cancer to immunotherapy.

There are some limitations to this study. First, the study was conducted retrospectively, which was susceptible to the inherent biases of such a study format. Secondly, the decision to accept postoperative chemotherapy or not was made by the patients and clinicians together, that was not within a randomized assignment. Thirdly, the model was developed and validated using data from East Asian patients, and its generalizability in western populations remains to be determined. Therefore, a prospective, international, multicenter clinical trial will be needed to further validate our findings.

In conclusion, we developed a PET/CT image based radiomic signature that allows the noninvasive evaluation of tumor immune microenvironment. Moreover, the RTIMS might be a useful predictive tool to identify stage II and III patients benefit from adjuvant chemotherapy. Thus, the RTIMS potentially may offer clinical value in directing individualized therapeutic regimen selection for patients with stage II and III gastric cancer.
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Major Histocompability Complex (MHC) Class I molecules allow cells to present foreign and endogenous peptides to T-Cells so that cells infected by pathogens can be identified and killed. Neural networks tools such as NetMHC-4.0 and NetMHCpan-4.1 are used to predict whether peptides will bind to variants of MHC molecules. These tools are trained on data gathered from binding affinity and eluted ligand experiments. However, these tools do not track hydrophobicity, a significant biochemical factor relevant to peptide binding, in their predictions. A previous study had concluded that the peptides predicted to bind to HLA-A*0201 by NetMHC-4.0 were much more hydrophobic than expected. This paper expands that study by also focusing on HLA-B*2705 and HLA-B*0801, which prefer binding hydrophilic and balanced peptides respectively. The correlation of hydrophobicity of 9-mer peptides with their predicted binding strengths to these various HLAs was investigated. Two studies were performed, one using the data that the two neural networks were trained on, and the other using a sample of the human proteome. NetMHC-4.0 was found to have a statistically significant bias towards predicting highly hydrophobic peptides as strong binders to HLA-A*0201 and HLA-B*2705 in both studies. Machine Learning metrics were used to identify the causes for this bias: hydrophobic false positives and hydrophilic false negatives. These results suggest that the retraining the neural networks with biochemical attributes such as hydrophobicity and better training data could increase the accuracy of their predictions. This would increase their impact in applications such as vaccine design and neoantigen identification.
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1 Introduction

The Human Leukocyte Antigen (HLA) gene system encodes cell-surface proteins that play a key role in the immune system. HLA proteins of Major Histocompatibility Complex (MHC) Class I allow nucleated cells to present peptides from within the cell (1). In these cells, endogenous proteins are eventually broken down into small peptides, 8-15 amino acids long, by the proteasome. These antigens are then trafficked to and loaded onto MHC Class I molecules. If sufficient binding affinity is achieved then a stable peptide-MHC (pMHC) complex is formed and transported to the cell surface. Self-peptides, antigens encoded in the human proteome, and foreign peptides, derived from pathogenic proteins, can thus be presented. By surveilling these extracellular pMHCs, CD8+ T-cells can distinguish normal cells from pathogen-infected cells, and kill the latter.

The mechanics of peptide binding are specific to a given MHC variant. The HLA genes are among the most diverse in the human population  (2). Thus the set of all antigens presented by a person’s MHCs, labelled as their immunopeptidome, is unique and determines the capacity of their immune system. Since the immune response of a person to a viral infection like COVID-19, for instance, is dependent on whether the foreign antigens presented by their MHCs are distinguishable from self-peptides, understanding and predicting pMHC binding is an important topic. In this paper, we have focused on NetMHC-4.0  (3) and NetMHCpan-4.1 (4), two state-of-the-art neural network based methods that predict pMHC binding. Both software tools have been applied in predicting cancer immune escape mechanisms (5), checkpoint blockade immunotherapy for tumors (6), and identifying COVID-19 T-cell response targets (7).

While these tools provide valuable pMHC predictions, they do not model pMHC binding at the molecular level or capture the entire antigen presentation pathway’s effects. Hydrophobicity is a measure of how repulsive a molecule is to water, often a consequence of nonpolarity. It plays a vital role in protein binding – for example, the MHC molecule HLA-A*0201 (A2) contains hydrophobic binding pockets that bind to correspondingly hydrophobic amino acids (8). In contrast, the MHC HLA-B*2705 (B27) prefers to bind peptides with a hydrophilic amino acid in one of its pockets (9). Historically, immunopeptidomes have been predicted by modelling the interaction of the MHC binding pocket and peptide, particularly focusing on biochemical attributes such as sidechain conformations, solvation energies, electrostatic interactions, and hydrophobicity (10, 11). However with improved computing power, larger datasets, and the need for interpolation due to the high polymorphism in MHC Class I alleles (12), artificial intelligence based methods have become popular over such mechanistic means of prediction. As NetMHC-4.0 and NetMHCpan-4.1 are trained with sequence data and binding scores only, they lack the means of modelling these biochemical attributes. Other software tools such as ANN-Hydro  (13) have utilized hydrophobicity in their immunogenic predictions, but do not predict binding affinity and are outperformed by NetMHCpan (14). In our use of NetMHC-4.0 we had observed a prevalence of highly hydrophobic peptides in the predicted A2 immunopeptidome. We had found this contrary to our expectations, since peptides in which all amino acids are hydrophobes would not dissolve in the aqueous cytosol within the cell and would thus likely not be available for binding with the MHC. We had therefore sought to investigate the possibility that these tools were over-estimating binding scores for such hydrophobic peptides. In a previous study (15), we had tested these tools’ predictions on A2 and observed hydrophobic biases that suggested a false positive problem in NetMHC-4.0. Here, we expanded that study to look at multiple HLAs with different binding preferences in more detail. Once again, we conducted two analyses on both NetMHC-4.0 and NetMHCpan-4.1, one using training data and the other using a sample of the human proteome, to investigate the correlation of predicted strong binders and hydrophobicity. We present our results and highlight the unintended bias within NetMHC-4.0 for predicting hydrophobic peptides as strong binders, and for predicting hydrophilic peptides as non-binders.



2 Methods

NetMHC-4.0 and NetMHCpan-4.1 allow users to input a list of peptides or whole proteins, and test the binding of all peptides with a chosen MHC molecule. Both tools return an adjusted score between 0 (for non-binders) and 1 (for strong binders) for all peptides. A notable distinction between the two is that NetMHC is limited to predicting binding for MHC variants it is trained on, i.e. curated MHCs. In contrast, NetMHCpan is capable of interpolating predictions for uncurated MHCs if users provide the MHC amino acid sequence. This is achieved through the integration of MHC sequence as a data feature in training, and by a larger training dataset generated using a sophisticated machine learning method called NNAlign_MA (16). NetMHCpan-4.1 consists of an ensemble of 50 neural networks, each with hidden layers containing 55 and 66 neurons, that were trained using 5-fold cross validation. NetMHC-4.0 consists of 20 neural networks, each with a single hidden layer of 5 neurons, that were trained using a nested 5-fold cross validation approach (3).


2.1 Data mining

NetMHC-4.0 was trained on CD8+ epitope binding affinity (BA) data from the Immune Epitope Database. This data provides binding scores for peptides to single allele MHCs, with a score that is scaled between 0 and 1 that measures how strongly the peptide binds. NetMHCpan-4.1 was trained on BA data and additional eluted ligand (EL) data from mass spectrometry experiments from multiple sources (4). The EL data includes multi-allele information that was deconvoluted into single allele datapoints using NNAlign_MA. EL score is binary (either 0 or 1) since it checks if a peptide is present in a MHC’s immunopeptidome. The combined BA and EL dataset contained more than 13 million pMHC data points spread across numerous HLAs. For all our analyses, we focused on peptides of length 9, i.e. 9-mers, as these are the most frequent length of antigens in human immunopeptidomes. Also, we chose to analyze the 3 MHC molecules HLA-A02:01 (A2), HLA-B27:05 (B27), and HLA-B08:01 (B8). We picked these HLAs because they were highly represented in the training set (A2 ranked 1st, B27 ranked 11th, and B8 ranked 8th based on number of training datapoints), they are HLA supertypes (they represent the behavior of numerous less frequent HLA types), and they have different binding motifs (discussed in section 2.2).

Our first analysis was the training data analysis. For each HLA, we collected all its 9-mers that were reported in the training dataset. A2 had 52569 9-mers, B27 had 17422, and B8 had 19448. The distributions of the experimentally obtained training scores for these HLAs are shown in Figure 1. We ran NetMHC-4.0 and NetMHCpan-4.1 on these 9-mers to gather each neural network’s predicted binding scores with the corresponding HLAs. These scores are shown in Figure 1. Furthermore, both tools classified 9-mers with large enough predicted binding scores (using a 0.5% rank to be precise) as strong binders for a tested HLA. We measured these thresholds by finding the lowest predicted binding score for a strong binder identified by these tools. Figure 1 also shows these measured thresholds. Please note that this component of the training data approach had been used in our previous publication (15) for analyzing A2, so only B27 and B8 results are shown in this Figure.




Figure 1 | The cumulative distribution of the experimental training scores (blue), NetMHC-4.0 predicted scores (red), and NetMHCpan-4.1 predicted scores (yellow) for peptides in the training dataset for HLAs A2, B27, and B8. The strong binder thresholds for NetMHC-4.0 and NetMHCpan-4.1 are shown as dashed lines of the corresponding colors. For B27, these were 0.551 and 0.478, and for B8 these were 0.495 and 0.301 respectively. Each plot of scores was independently sorted. Consequently, the order of peptides is not conserved across the 3 plots in each subfigure. Note that the A2 results can be accessed from our previous study (15). For A2, the NetMHC-4.0 and NetMHCpan-4.1 thresholds were 0.659 and 0.419 respectively.



As the training scores were available for all 9-mers we tested in the training data analysis, we also calculated confusion matrices (i.e. we counted the number of positives and negatives, both true and false) for both neural network tools. We used the previously measured strong binding thresholds on the actual training scores for each 9-mer to identify actual strong binders and non-binders in the context of each neural network tool. For example, in Figure 1 all 9-mers on the blue plot above the red dashed line were classified as actual strong binders when testing NetMHC-4.0. The results of the confusion matrices are shown in Table S1. We also plotted the receiver operating characteristic (ROC) curve for each neural network tool for all 3 HLAs, as shown in Figure S1. We also computed the accuracy, precision, recall, and F1 score from the confusion matrices (17).

While the training data analysis was useful for identifying prediction biases, it alone was not a sufficient means for comparing NetMHC-4.0 and NetMHCpan-4.1. As NetMHC-4.0 was only trained on BA data while NetMHCpan-4.1 was trained on BA and EL data, NetMHCpan-4.1 had an advantage of having “seen” the EL peptides in its training over NetMHC-4.0. Therefore, we performed a human proteome analysis. We gathered the protein sequences for all reviewed human proteins from Uniprot (18), randomly sampled 100 of them, and fragmented them to create a set of 50804 9-mers. These peptides were also passed through NetMHC-4.0 and NetMHCpan-4.1 for all 3 HLAs to gather their predicted scores. These scores are shown in Figure 2. Since no experimentally obtained binding scores were available for these peptides, the Pearson correlations and the confusion matrices were not calculated. Again, this sampled human proteome approach had also been used in our previous publication (15) for analyzing A2 so only B27 and B8 results are shown here.




Figure 2 | The cumulative distribution of NetMHC-4.0 predicted scores (red) and NetMHCpan-4.1 predicted scores (yellow) for peptides in the human proteome dataset for HLAs A2, B27, and B8. The strong binder thresholds for NetMHC-4.0 and NetMHCpan-4.1 are shown as dashed lines of the corresponding colors. These thresholds are the same as those in Figure 1. Each plot of scores was independently sorted. Consequently, the order of peptides is not conserved across the 2 plots in each subfigure. Note that the A2 results can be accessed from our previous study (15).





2.2 Hydrophobicity

As noted in section 2.1, one of the reasons we chose A2, B27, and B8 as our 3 target HLAs was their different binding motifs (19). A2 has a strong affinity for 9-mers with hydrophobic amino acids such as L, V, M, and I in positions 2 and 9. B27, on the other hand, binds 9-mers with hydrophilic R at position 2. In between these two, B8 prefers to bind 9-mers with both hydrophobic amino acids L, V, M, and I at position 2 and 9, but also hydrophilic amino acids R and K at position 3 and 5. Clearly hydrophobicity plays a crucial role in distinguishing the binding preferences of different HLAs. For our analyses, we decided to investigate the role of hydrophobicity in NetMHC-4.0’s and NetMHCpan-4.1’s predictions.

Hydrophobicity scales assign hydrophobicity values to single amino acids. They are designed so the hydrophobicity of long peptides or protein chains can be estimated by simply linearly adding up the scores of their constituent amino acids. Scales such as Kyte-Doolittle (20), Cornette (21), and Hopp-Woods  (22) are commonly used. However, we settled on the Moon scale  (23) for calculating hydrophobicity in our analyses as it specifically focuses on the sidechain hydrophobicity and polarity of single amino acids. Unlike the other scales, which are well suited for protein folding problems that do not correlate with sidechain hydrophobicity (24), the Moon scale is more representative of how small peptides would behave in an aqueous solution. The scale ranks the 20 amino acids in decreasing order of hydrophobicity as follows: F (1.43), L (1.26), I (1.15), P (1.13), Y (0.94), V (0.80), M (0.79), W (0.63), A (0.46), C (0.24), E (-0.27), G (-0.30), T (-0.33), S (-0.35), D (-0.85), Q (-0.88), N (-1.08), R (-1.19), H (-1.65), K (-1.93).

For any given 9-mer, we calculated its total hydrophobicity by adding up the Moon scale values for each of its 9 amino acids. For any given set of peptides, we measured the mean and standard deviation of the hydrophobicity scores of all peptides in it. Furthermore, we classified any given peptide into 1 of 3 classes: Hydrophobic (total hydrophobicity greater than 3), Hydrophilic (total hydrophobicity less than -3), or Balanced (total hydrophobicity between -3 and 3). This classification distinguished peptides based on their net hydrophobicity, and allowed us to investigate the impact of hydrophobicity on the differential prediction of MHC binding for different classes of peptides. We added these categories in Figure S1 and Tables S1 and Table 1 to highlight any prominent trends specific to a peptide category.


Table 1 | Various binary classification metrics on the training data analysis for NetMHC-4.0 (N-4.0) and NetMHCpan-4.1 (NP-4.1).



It was possible the smaller BA training dataset for NetMHC-4.0 was biased or unrepresentative of the numerous possible binding peptides. This bias could also be caused due to the binding affinity assays used to obtain BA scores, since these experiments only measure MHC-peptide affinity and do not account for the rest of the antigen presentation pathway or physiological conditions. Therefore, we also compared the hydrophobicities of the set of BA training data points (i.e. peptides NetMHC-4.0 was trained on) to the set of EL training data points (i.e. more than 80% of the peptides NetMHCpan-4.1 was trained on) for all 3 HLAs.




3 Results

From the scores shown in Figure 1, it was clear that the pMHC binding data fit a mostly binary data classification problem, since only 15% of the analyzed peptides had a training score not equal to 0 or to 1. This was mostly due to the addition of EL data which provided a binary “yes” or “no” answer to whether a given peptide was found attached to our chosen HLAs through mass spectroscopy. NetMHC-4.0’s predicted scores were dispersed smoothly between 0 and 1. In contrast, NetMHCpan-4.1 had more lopsided predictions with more non-binders assigned a binding score of 0. However, neither neural network tool predicted a definitive score of 1 to strong binders and instead used their thresholds to identify binders. NetMHCpan-4.1 predicted more strong binders than NetMHC-4.0 in all 3 cases. A2 results can be accessed from our previous publication (15).

These results of NetMHC-4.0 and NetMHCpan-4.1 on the sample human proteome are shown in Figure 2. Note that no experimental binding data was available for these peptides, and that the same set of these peptides was used for each HLA’s predictions when comparing Figure 2 with 1. Again, NetMHCpan-4.1 seemed more stringent in predicting non-zero binding scores. NetMHCpan-4.1 also predicted slightly more strong binders than NetMHC-4.0 for all 3 HLAs.

The performances of NetMHC-4.0 and NetMHCpan-4.1 as binary classifiers are shown in Figure S1 as ROC curves. The figure also includes the area under the curve (AUC) for each classifier. It breaks down the performance across all training peptides and even the 3 peptide categories defined in 2.2. For A2 and B27, NetMHC-4.0 and NetMHCpan-4.1 had similar AUC values (no more than 1% apart), while for B8 NetMHC-4.0 under-performed by 3%. Across all HLAs, both tools reported AUC values higher than 95%. The different peptide categories did not highlight any notable trends on the ROC plots. It is interesting to note that both tools had different performances across the 3 peptide cases in each HLA. To investigate this observation in detail, we used violin plots to visualize the predicted immunopeptidomes.

The distributions of the hydrophobicity scores of 9-mers in the training data analysis are shown in Figure 3, and those in the human proteome data analysis in Figure 4. For both analyses, we used the 2 sample t-test to compare the immunopeptidomes predicted by NetMHC-4.0 and NetMHCpan-4.1, and to identify any discrepancies in their predictions on the basis of hydrophobicity (all values used in the t-tests are listed in Table S2).




Figure 3 | Violin plots of the hydrophobicity of the sets of strong binders predicted by NetMHC-4.0 and NetMHCpan-4.1 on the training dataset for A2, B27, and B8. The x-axis represents the hydrophobicity of a 9-mer, and the y-axis represents the frequency. Note that the A2 results can be accessed from our previous study (15). The mean and two quartiles are also depicted in each distribution.






Figure 4 | Violin plots of the hydrophobicity of the sets of strong binders predicted by NetMHC-4.0 and NetMHCpan-4.1 on the human proteome dataset for A2, B27, and B8. The x-axis represents the hydrophobicity of a 9-mer, and the y-axis represents the frequency. The distributions of all sampled peptides (blue), strong binders predicted by NetMHC-4.0 (red), and those predicted by NetMHCpan-4.1 (yellow) are shown. The mean and two quartiles are also depicted in each distribution. Note that the A2 results can be accessed from our previous study (15).



Strong binders to A2 were expected to have two hydrophobic amino acids (L, V, M, or I) at positions 2 and 9, and thus the expected A2 immunopeptidome would be more hydrophobic than the training or sampled data (expected to be approximately centered about a Moon score of 2). In both analyses, NetMHCpan-4.1 predicted strong binders with a closer hydrophobicity score to our expected value than NetMHC-4.0 did. This difference in predictions was extremely statistically significant in both analyses (p-values less than 0.0001). That is, NetMHC-4.0’s predicted strong binders for A2 were more hydrophobic than NetMHCpan-4.1’s.

Strong binders to B27 were expected to have one hydrophilic amino acid (R) at position 2, and thus the expected B27 immunopeptidome would be slightly more hydrophilic than the training or sampled data (expected to be approximately centered about a Moon score of -1). Neither tool exhibited this hydrophilic shift in its predictions on the training dataset, but with the human proteome, NetMHCpan-4.1 did predict strong binders centered at a hydrophobicity score of -0.775; NetMHC-4.0’s mean was -0.155. The difference in predictions was statistically significant in both analyses (p-values no larger than 0.002). Again, NetMHC-4.0’s predicted strong binders for B27 were more hydrophobic than NetMHCpan-4.1’s.

Strong binders to B8 were expected to have two hydrophobic amino acids (L, V, M, or I) at positions 2 and 9, and two hydrophilic amino acids (R or K) at positions 3 and 5. Consequently, no major shift in hydrophobicity expected in the B8 immunopeptidomes predicted by either neural network tool. This was indeed the result observed in both analyses, and no significant difference was observed between the predictions of NetMHC-4.0 and NetMHCpan-4.1 (p-values were 0.716 and 0.425 for the training dataset analysis and the human proteome analysis respectively). In this case, NetMHC-4.0’s predicted set of binders for B8 were not distinguishable from NetMHCpan-4.1’s in terms of hydrophobicity.

Overall, the trend observed from these violin plots seemed to be that NetMHC-4.0 was incorrectly accounting for hydrophobicity when predicting strong binders for A2 and B27. In contrast, NetMHCpan-4.1 was predicting less hydrophobic strong binders for allHLAs in the human proteome analysis. As NetMHCpan-4.1 more closely matched our expectations for A2 and B27, we reasoned that its predictions were more accurate. Since NetMHCpan-4.1 also predicted more strong binders, we hypothesized that the new strong binders gained in NetMHCpan-4.1’s immunopeptidome were slightly hydrophilic (with respect to NetMHC-4.0’s immunopeptidome) and therefore skewing the mean hydrophobicity lower. To investigate this, we referred to Table 1 in which we tracked each neural network tool’s performance on the training data. In particular, we broke down the performances of these tools in our 3 specific peptide cases using 4 different classification metrics discussed below.

The Accuracy metric tracks the number of true negatives and true positives identified by a classifier relative to all the tested data points. Across all HLAs, both neural network tools maintained high accuracy, though NetMHCpan-4.1 performed slightly better (by roughly 2%). For B27 in particular, NetMHCpan-4.1 had a notably higher accuracy (by about 6%) in all peptides cases. No specific improvement was observed in any individual peptide category.

The Precision metric inversely measures the number of false positives identified by a classifier. NetMHCpan-4.1 exhibited higher precision for A2 (by 3%), roughly equivalent precision for B27, and slightly lower precision for B8 (by about 2%) in all peptide cases. The highlight here was that NetMHC-4.0 had low precision (lower than 80%) when dealing with hydrophilic peptides for A2 and B27.

The Recall metric inversely represents the number of false negatives not identified by a classifier. NetMHCpan-4.1 showed significant improvement (consistently higher than 10%) in recall for all HLAs. For A2, these improvements were observed in classifying hydrophilic and balanced peptides. For B27 and B8, these improvements were observed in all peptide categories.

The F1 score is a combination of precision and recall, and tracks overall performance of a classifier. For all HLAs, NetMHCpan-4.1 outperformed NetMHC-4.0 (by at least 10%) when considering all peptides categories.

The observations from these data, in particular the accuracy and F1 score, support our initial assumption that NetMHCpan-4.1 had stronger predictions than NetMHC-4.0 when focusing on hydrophobicity. The precision and recall scores elucidate the reasons behind this improvement: NetMHCpan-4.1 predicted fewer false positives, and much fewer false negatives for all HLAs. The sources of these false positives and negatives in NetMHC-4.0’s predictions varied across the different HLAs. For A2, most false positives were found in non-balanced (hydrophobic and hydrophilic) peptides cases, while the majority of false negatives came from non-hydrophobic peptides. For B27, a few false positives were observed in the hydrophilic peptides, but most notably numerous false negatives were found across all types of peptides. For B8, false negatives in all peptides cases lowered the performance of NetMHC-4.0.

It is also important to acknowledge that NetMHCpan-4.1 has an unfair advantage over NetMHC-4.0 – the newer tool was trained on a much larger dataset. Furthermore, NetMHC-4.0 was trained on only peptide-MHC binding affinity data, while NetMHCpan-4.1 was trained on eluted ligand data that was representative of the entire antigen presentation pathways. We investigated the possibility of the small BA data in the training dataset being biased towards being hydrophobic. These values were contrasted to the mean hydrophobicity values of the EL dataset in Figure S2. In each case, the BA training data was more hydrophobic than the EL training data set. This bias was the most prominent in the A2 peptides, and least prominent in B27. This discrepancy in training data could be one of the causes for why NetMHC-4.0’s predicted strong binders contained many hydrophilic false negatives.



4 Conclusion

In our previous study, we had identified a significant preference for hydrophobic peptides in NetMHC-4.0’s predicted immunopeptidome for A2 (15). We had argued that highly hydrophobic peptides were being classified by NetMHC-4.0 as false positives. We had suggested that highly hydrophobic peptides would never be trafficked in the aqueous cytosol of cells and were therefore obvious false positives.

In this study, we expanded our previous research to focus on more HLA types – i.e. A2, B27, and B8. These HLAs prefer to bind hydrophobic, hydrophilic, and balanced (neither hydrophobic nor hydrophilic) peptides respectively. By comparing the predictions by NetMHC-4.0 and NetMHCpan-4.1 on both the training dataset (see Figure 3) and the sampled human proteome (see Figure 4), we confirmed NetMHC-4.0’s hydrophobicity bias for A2 and B27. In these cases, NetMHC-4.0’s predicted immunopeptidome was much more hydrophobic than NetMHCpan-4.1’s predictions. This hydrophobic bias was not statistically significant in the B8 immunopeptidome. These results suggest that NetMHC-4.0 struggles to predict strong binders correctly in HLAs with strong hydrophobic or hydrophilic binding motifs.

We used several machine learning metrics, such as accuracy, and recall, on the training dataset analysis (see Table 1). From these results, we discovered the improvement in NetMHC-4.0’s predictions (over NetMHC-4.0’s) stemmed from fewer false negatives in the non-balanced peptide cases, and fewer false positives in general. In particular, the biased immunopeptidome predicted by NetMHC-4.0 was not just a consequence of overestimating the binding of hydrophobic peptides, but also due to overlooking binders that were hydrophilic.

A key takeway of our analyses is that this hydrophobicity bias could only be discovered and expounded upon by focusing on hydrophobicity of peptides as a core factor in pMHC binding. Merely using machine learning metrics without accounting for such biochemical attributes would have been insufficient in capturing this bias. This is evident from how both neural network tools had similar performances across all 3 HLAs in Figure S1. Just as understanding the erroneous predictions from NetMHC-4.0 required the use of hydrophobicity as a metric, we believe that mechanistically modelling the biochemistry (to some extent) improves upon a purely data-driven artificial intelligence’s prediction.

We conclude that NetMHCpan-4.1 is the more reliable of the two neural network tools. It had stronger results across the various metrics we used, and the hydrophobicity of its predicted immunopeptidome matched our expected hydrophobicity values. In contrast, NetMHC-4.0 struggled to predict all strong binders for HLAs that had notable hydrophobic or hydrophilic preferences. There could be several reasons why NetMHCpan-4.1 outperformed NetMHC-4.0. NetMHCpan-4.1 had a larger training set. Binding Affinity data alone could not model the effects of the entire antigen presentation pathway as Eluted Ligand data could have. For example, the binary values of eluted ligand data might have trained NetMHCpan-4.1 to be more decisive in its predictions. Tracking the MHC sequence could have allowed NetMHCpan-4.1 to model binding mechanics of MHC binding pockets. Eluted ligand data might have set NetMHCpan to capture aspects of the entire antigen presentation pathway instead of estimating pMHC binding strength alone. The generation of negative training data  (16) for NetMHCpan-4.1 could have resolved false positives that NetMHC-4.0 was vulnerable to.

In future work, we will focus on identifying more significant structural and mechanistic attributes that pose hurdles for AI-based methods. We are developing a structural prediction tool capable of predicting peptide binding with uncurated MHC molecules. Since we were limited to using the training dataset, and the sample human proteome dataset without binding data, it would be interesting to expand upon this study with a large evaluation dataset to test the predictions of NetMHCpan-4.1 and NetMHC-4.0 as well.
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Supplementary Figure 1 | Receiver Operating Characteristic curves for NetMHC-4.0 (left) and NetMHCpan-4.1 (right) for A2, B27, and B8 based on the training dataset. In each subfigure, plots are drawn for all peptides (blue), hydrophobic peptides only (red), hydrophilic peptides only (yellow), and balanced peptides only (green). A completely random classifier is also plotted for reference (dashed black). For each plot, the Area Under the Curve (AUC) is also noted in the legend.

Supplementary Figure 2 | Violin plots of the hydrophobicity of all the training 9-mers, split based on experimental source: Binding Affinity (in blue) and Eluted Ligand (in red). For A2, there were 7940 BA peptides and 44719 EL peptides, with mean hydrophobicities of 2.227 and 0.667 respectively. For B27, there were 2683 BA peptides and 14739 EL peptides, with mean hydrophobicities of 0.597 and 0.322 respectively. For B8, there were 2777 BA peptides and 16671 EL peptides, with mean hydrophobicities of 0.999 and 0.292 respectively.
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Background

At present, immunotherapy is a very promising treatment method for lung cancer patients, while the factors affecting response are still controversial. It is crucial to predict the efficacy of lung squamous carcinoma patients who received immunotherapy.



Methods

In our retrospective study, we enrolled lung squamous carcinoma patients who received immunotherapy at Beijing Chest Hospital from January 2017 to November 2021. All patients were grouped into two cohorts randomly, the training cohort (80% of the total) and the test cohort (20% of the total). The training cohort was used to build neural network models to assess the efficacy and outcome of immunotherapy in lung squamous carcinoma based on clinical information. The main outcome was the disease control rate (DCR), and then the secondary outcomes were objective response rate (ORR), progression-free survival (PFS), and overall survival (OS).



Results

A total of 289 patients were included in this study. The DCR model had area under the receiver operating characteristic curve (AUC) value of 0.9526 (95%CI, 0.9088–0.9879) in internal validation and 0.9491 (95%CI, 0.8704–1.0000) in external validation. The ORR model had AUC of 0.8030 (95%CI, 0.7437–0.8545) in internal validation and 0.7040 (95%CI, 0.5457–0.8379) in external validation. The PFS model had AUC of 0.8531 (95%CI, 0.8024–0.8975) in internal validation and 0.7602 (95%CI, 0.6236–0.8733) in external validation. The OS model had AUC of 0.8006 (95%CI, 0.7995–0.8017) in internal validation and 0.7382 (95%CI, 0.7366–0.7398) in external validation.



Conclusions

The neural network models show benefits in the efficacy evaluation of immunotherapy to lung squamous carcinoma patients, especially the DCR and ORR models. In our retrospective study, we found that neoadjuvant and adjuvant immunotherapy may bring greater efficacy benefits to patients.
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Highlights

	- The expression level of PD-L1 is not an ideal tool for evaluating efficacy.

	- The neural network models show benefits in the efficacy evaluation of immunotherapy to lung squamous carcinoma patients, especially the DCR and ORR models.

	- Neoadjuvant and adjuvant immunotherapy may bring greater efficacy benefits to lung squamous carcinoma patients.





Background

Lung cancer occupies first place in mortality and second place in morbidity globally (1, 2). Non-small cell lung cancer (NSCLC) accounts for about 85% of lung cancer cases, and the 5-year survival rate is only 18% (3, 4). Recently, the advent of targeted drugs and the emergence of immunotherapy have significantly prolonged the survival of lung cancer patients and improved their quality of life (3). Lung squamous carcinoma accounts for 25%–30% of lung cancer cases, while the occurrence rate of common driver gene mutation is less than 7% (5–9). Patients with lung squamous carcinoma have few chances to receive targeted therapy. Fortunately, immunotherapy brings a new light to patients with lung squamous carcinoma, which can significantly improve objective response rate (ORR) and prolong progression-free survival (PFS) and overall survival (OS) (10–12). However, it also brings challenges to the selection of biomarkers for predicting efficacy, the treatment plan for lung cancer, and treatment-related adverse events.

At present, the expression level of programmed cell death ligand 1 (PD-L1) is an indicator that may predict the effectiveness of anti-programmed cell death 1 (anti-PD-1)/PD-L1 immunotherapy and screen the population sensitive to them (13). However, studies also found that some patients with high PD-L1 expression have a poor immune response. On the contrary, up to 10% of patients with negative PD-L1 expression have a good immune response (14). It suggested that the expression level of PD-L1 is not an ideal tool for evaluating efficacy. Several studies showed that traditional clinical or pathological features, including smoking status, age, pathological type, and tumor grade, are associated with immunotherapy for NSCLC (15–17). Therefore, it is necessary to use a new method to evaluate the efficacy of immunotherapy and identify the dominant population sensitive to immunotherapy.

Deep learning neural network, as a subdiscipline of artificial intelligence (AI), has shown good performance in predicting and monitoring treatment response, which is also gradually gaining the attention of clinicians (18, 19). Convolutional neural network is currently used to diagnose solid tumors (lung cancer, melanoma, gastrointestinal tumors, etc.) through automatic quantification of radiological images, digital histopathological image interpretation, or biomarker analysis (18, 20–22). However, little research focused on the evaluation of immunotherapy efficacy in NSCLC based on AI.

To better predict the efficacy of the immunotherapy of lung squamous carcinoma patients and thus further provide more optimal treatment strategies, we introduced the neural network algorithm to build a fully connected neural network (also known as a dense neural network (DNN)) based on clinical information of the above patients. The original codes and data have been uploaded for use by clinicians and future visualization platforms.



Method


Study design and clinical information

This study was designed as a retrospective cohort study. Eligible patients aged ≥18 years were diagnosed with lung squamous carcinoma pathologically and received immunotherapy in Beijing Chest Hospital affiliated with Capital Medical University between 16 January 2017 and 10 December 2021. Patients with active autoimmune disease, symptomatic interstitial lung disease, multiple primary pulmonary carcinomas, or missing any of the included clinical characteristics, like status or follow-up records, were excluded. Tumor PD-L1 expression was assessed using the PD-L1 immunohistochemistry 22C3 pharmDx kit (Agilent Technologies, Carpinteria, CA, USA) at the Pathology Department of Beijing Chest Hospital. The expression level of PD-L1 protein of archival tumor tissue or tissue obtained through biopsy was determined by the tumor proportion score (TPS). Then, all patients were grouped into two cohorts randomly, the training cohort (80% of the total) and the test cohort (20% of the total). The training cohort was used to build neural network models to assess the efficacy and outcome of immunotherapy in lung squamous carcinoma based on clinical information, with evaluated by internal validation (using training cohort data) and external validation (using test cohort data) (Figure 1). The last follow-up date was 30 April 2022.




Figure 1 | Flowchart of this study. DCR, disease control rate; ORR, objective response rate; PFS, progression-free survival; OS, overall survival.



This research has been approved by the Ethics Committee of Beijing Chest Hospital affiliated with Capital Medical University. Given that this was a retrospective analysis, individual consent was waived.



Potential predictive variables

The potential clinical predictive variables were as follows: age, sex, smoking status, performance status (PS) score before receiving immunotherapy, PD-L1 expression, TNM and clinical stage, vascular invasion, pleural metastasis, extra-thoracic metastasis, brain metastasis, liver metastasis, bone metastasis, adrenal metastasis, received chemoimmunotherapy or not, received immunotherapy plus antiangiogenic therapy or not, neoadjuvant immunotherapy, immunotherapy lines, and gene mutations. Considering that gene mutations contained much missing value, we did not include them in the final models. Supplementary Figure 1 shows the distribution of missing values. TNM and clinical stage were evaluated by at least two senior clinicians, referring to the 8th edition of the American Joint Committee on Cancer (AJCC) stage. All patients have received immunotherapy, of whom some accepted another therapy such as chemotherapy or antiangiogenic medicine. Partial patients in this study were treated with neoadjuvant immunotherapy, which meant they would undergo operations later.

Multiple imputations of missing values have been performed before the above predictive variables were included in models, with the help of the R package (23).



Outcome

The main outcome was the disease control rate (DCR), and secondary outcome indicators were ORR, PFS, and OS. The imaging manifestations have been interpreted by local researchers according to the Response Evaluation Criteria in Solid Tumors (RECIST version 1.1). The best overall response (BOR) was assessed including complete response (CR), partial response (PR), or stable disease (SD) after immunotherapy, regarded as DCR. ORR included CR or PR patients. PFS was defined as the time from the day of receiving immunotherapy to objective tumor progression, surgery, or death. We processed PFS as a binary variable, PFS ≤6 months or >6 months.



Data pre-processing

Standardization of data is a common process in many machine learning situations, which implies numerical variables subtracting their means and dividing by their standard deviations. Categorical variables have been converted into dummy variables, such as replacing the sex variable with two dummy variables (female = 0 or male = 1). Age and PS score before receiving immunotherapy were standardized, while sex, smoking status, PD-L1 expression, TNM and clinical stage, vascular invasion, pleural metastasis, extra-thoracic metastasis, brain metastasis, liver metastasis, bone metastasis, adrenal metastasis, received chemoimmunotherapy or not, received immunotherapy plus antiangiogenic therapy or not, neoadjuvant immunotherapy, and immunotherapy lines were transformed to dummy variables. Data from the test cohort were standardized according to the training cohort, and Supplementary Table 1 exhibits the mean and standard deviations of numerical variables.

Python package pandas and scikit-learn helped us to achieve the above processing (24, 25).



Model training and validation

To assess the DCR, ORR, and PFS, three dense neural networks have been built. To obtain accurate predictions, batch training and normalization were used. Dropout layers were used to avoid overfitting (which means performing well in the training cohort but badly in the test cohort), and early stopping functions were used to end training epochs if necessary.

To predict the OS possibility of lung squamous carcinoma patients after immunotherapy, we conducted a neural network survival model based on Katzman’s DeepSurv (26). It has to be mentioned that the neural network was designed to tackle traditional classification issues instead of time-dependent tasks, so the performance of OS prediction might be moderate.

As mentioned above, since our models were applied to solve classification problems, we used the area under the receiver operating characteristic curve (AUC) to evaluate their performance. The closer the AUC is to 1, the better the performance of the model. In order to obtain AUC with detailed 95% confidence interval (CI), we run bootstrap 1,000 times.

Python and its packages PyTorch, torchtuples, NumPy, pycox, and matplotlib and the R package pROC helped us in these analyses (27–32).



Correlation and survival analysis

We used correlation analysis to explore the potential association between clinical features and patients’ immunotherapy response with Spearman’s rank correlation, visualized by heatmap and chord diagram. Finally, survival analysis was performed to compare the prognoses of patients with different gene mutations. R and packages corrplot, circlize, and survminer were used during these procedures (33–35).



Statistical analysis

The numerical data of skewed distribution were analyzed by the Wilcoxon test, while categorical data were compared by chi-square or Fisher’s exact test. A two-sided p-value of less than 0.05 was considered statistically significant. These analyses and relevant plotting were completed using R software and packages epiDisplay, ggplot2, and ggridges (36, 37).




Result


Characteristics of patients

A total of 289 patients were included; the PFS of 138 patients was shorter or equal to 6 months, and the PFS of 151 patients was longer than 6 months. In the group with PFS ≤ 6 months, there were 11 women and 127 men. As for the expression of PD-L1, 30 patients had <1% expression, 37 patients had 1%–49% expression, and 42 patients had ≥50% expression. Among them, four patients had CR, 44 patients had PR, 65 patients had SD, and 24 patients were diagnosed with PD. The group with PFS > 6 months included 12 women and 139 men. The PD-L1 expression of 29 patients was <1%; 36 patients, between 1% and 49%; and 55 patients, ≥50%. Among them, five had CR, 108 had PR, and 38 had PD. The median follow-up time was 7.75 months in the group with PFS ≤ 6 months and 12.8 months in the group with PFS > 6 months. The detailed information of patients is illustrated in Table 1 and Figure 2.


Table 1 | The clinical features of patients.






Figure 2 | The clinical features of patients. (A) The distribution between BOR and patients’ age. (B) The distribution between PFS and patients’ age. (C) The connections among patients’ sex, smoking status, PD-L1 expression, and PFS with their BOR. (D) The connections among patients’ TNM stage with their BOR. (E) The correlations between patients’ therapy and their BOR. (F) The correlations between patients’ gene mutation and their BOR. BOR, best overall response; CR, complete response; PR, partial response; SD, stable disease; PD, progressive disease; PFS, progression-free survival; PD-L1, programmed cell death ligand 1; Immu, immunotherapy; Antiangio, antiangiogenic therapy; Chemo, chemotherapy; uncommon gene mutation.





Model training

We conducted four neural networks to assess the efficacy and outcome of immunotherapy in lung squamous carcinoma (Figure 1). The DCR model was designed to return the probabilities of patients showing DCR after immunotherapy, with the ORR model predicting the ORR possibilities and the PFS model judging their PFS longer or shorter than 6 months. The OS model was used to predict patients’ OS possibility based on a neural network survival algorithm. The training curves are shown in Supplementary Figure 2.



Model performance and inference

The DCR model had AUC of 0.9526 (95%CI, 0.9088–0.9879) in internal validation and 0.9491 (95%CI, 0.8704–1.0000) in external validation. The ORR model had AUC of 0.8030 (95%CI, 0.7437–0.8545) in internal validation and 0.7040 (95%CI, 0.5457–0.8379) in external validation. The PFS model had AUC of 0.8531 (95%CI, 0.8024–0.8975) in internal validation and 0.7602 (95%CI, 0.6236–0.8733) in external validation. The receiver operating characteristic curve valuess of the DCR model, ORR model, and PFS model are shown in Figure 3, and their original codes are shown in Supplementary Material File 1. The OS model had AUC of 0.8006 (95%CI, 0.7995–0.8017) in internal validation and 0.7382 (95%CI, 0.7366–0.7398) in external validation (Table 2). The codes of the OS model are shown in Supplementary Material File 2. The weights and hyper-parameters of the above four models are shown in Supplementary Material File 3.




Figure 3 | The receiver operating characteristic curves of three models. DCR, disease control rate; ORR, objective response rate; PFS, progression-free survival.




Table 2 | The performance of OS model.



Age, sex, smoking status, PS score, PD-L1 expression, TNM and clinical stage, vascular invasion, pleural metastasis, extra-thoracic metastasis, brain metastasis, liver metastasis, bone metastasis, adrenal metastasis, received chemoimmunotherapy or not, received immunotherapy plus antiangiogenic therapy or not, neoadjuvant immunotherapy, and immunotherapy lines were the predictive clinical features. When these codes are open in a python environment (https://www.python.org/) and jupyter notebook software (https://www.jupyter.org/), with predictive clinical features inputted, models will return the predictive possibility of DCR, ORR, PFS, or OS.



Correlation analysis

General overview, PS score, PD-L1 expression, TNM stage, distant metastasis, and invasion (vascular, pleural, brain, liver, and bone) had statistical relation with immunotherapy (BOR, DCR, ORR, PFS, or OS) (Figure 4). We also compared the OS of patients with different gene mutations but did not find some statistical discrepancies (Supplementary Figure 3).




Figure 4 | The correlation among clinical features with immunotherapy was visualized by (A) heatmap and (B) chord diagram. PD-L1, programmed cell death ligand 1; BOR, best overall response; ORR, objective response rate; DCR, disease control rate; PFS, progression-free survival; OS, overall survival. *P<0.05, **P<0.01, ***P<0.001.






Discussion

Immunotherapy significantly improves the prognosis of lung cancer patients, but not everyone who receives immunotherapy can benefit from it (38). Hence, it is essential to choose a better method to predict immunotherapy efficacy and screen the population sensitive to immunotherapy. We developed and validated deep learning neural network models based on clinical data for immune efficacy prediction for lung squamous carcinoma. The results of our study verified that the deep learning model showed good predictive performance in these patients.

Currently, multiple clinical trials have shown that the expression level of PD-L1 not only could decide who to treat but also could hint at whom to benefit (16, 39–42). Interestingly, several trials have examined PD-L1 as a viable biomarker to predict response to immune checkpoint inhibitors (ICIs) (43–45). Moreover, due to the heterogeneity of PD-L1 expression in tumors, there is a certain difference between puncture biopsy specimens and surgical resection specimens (46, 47). Some studies have shown that the positive rate of PD-L1 was related to clonal selection, biopsy sites, and detection time, and researchers should further coordinate the harmonization of utilized clones, scores, and interobserver variability (48). It is suggested that the independent predictive effect of tumor PD-L1 expression is still imperfect.

We developed and validated the immunotherapy predictive deep learning models using clinical information in lung squamous carcinoma. Raw data were divided into two independent groups, the training cohort (80% of the total) and the test cohort (20% of the total). Age, sex, smoking status, PS score before receiving immunotherapy, PD-L1 expression, TNM and clinical stage, vascular invasion, pleural metastasis, extra-thoracic metastasis, brain metastasis, liver metastasis, bone metastasis, adrenal metastasis, received chemoimmunotherapy or not, received immunotherapy plus antiangiogenic therapy or not, neoadjuvant immunotherapy, and immunotherapy lines were chosen as the predictive variables. The train cohort was used to conduct the ORR model, DCR model, PFS model, and OS model, which were validated using both train cohort and test cohort. Teo avoid overfitting, early stopping function and dropout layers were adopted after numerical variables were standardized and categorical variables were converted into dummy variables. Finally, the above models showed satisfactory performances. The DCR model had AUC of 0.9526 (95%CI, 0.9088–0.9879) in internal validation and 0.9491 (95%CI, 0.8704–1.0000) in external validation. The ORR model had AUC of 0.8030 (95%CI, 0.7437–0.8545) in internal validation and 0.7040 (95%CI, 0.5457–0.8379) in external validation. The PFS model had AUC of 0.8531 (95%CI, 0.8024–0.8975) in internal validation and 0.7602 (95%CI, 0.6236–0.8733) in external validation. The benefit of immunotherapy can be predicted by deep learning models that integrate patient clinical information. Compared with PD-L1 expression, the efficacy indicators DCR and ORR predicted it more accurately.

As a new efficacy prediction model, the deep learning model will have the potential to support clinical decision-making more accurately. She et al. evaluated the use of deep learning algorithms to evaluate the specific survival of NSCLC patients and concluded that deep learning was significantly better than previous models in lung cancer prognosis assessment and treatment recommendations (18). Mu et al. used PET/CT image deep learning to measure the PD-L1 state to predict immunotherapy response non-invasively and then found that deep learning can replace PD-L1 detected by immunohistochemistry (IHC) (49). In our study, we enrolled immunotherapy patients with lung squamous carcinoma, including stage I–IV, for model training and testing. The deep learning models have multiple hidden layers, each of which contains multiple nodes. The node weights between different layers are updated in time according to the loss function and the reverse propagation of the optimizer. Coupled with the application of activation functions, deep learning can better learn and simulate the non-linear relationship between predictive variables and outcomes than traditional statistical models and some machine learning algorithms. Realistic data, especially clinical data, have a relationship that is not simple linear but intricate. Deep learning is more suitable for the analysis and modeling of clinical data. Therefore, our research found that this will be an interesting attempt, and the models also showed satisfactory performance and could precisely predict the efficacy of immunotherapy.

Of note, ICIs have contributed to improving the survival of patients with lung squamous carcinoma. Our results found that first-line immunotherapy can increase DCR to 86.7% and ORR to 46.7%, which is similar to other clinical studies. In KEYNOTE-024 (50), pembrolizumab, compared with chemotherapy, can remarkably improve the ORR (44.8% vs. 27.8%).

With the development of immunotherapy, many studies have found that chemo-immunotherapy strategy can significantly improve the response of NSCLC patients (51–55). The KEYNOTE-407 (53) study found that first-line immunotherapy combined with chemotherapy was better than chemotherapy; the ORR was 66.6% versus 38.4%, respectively. A plethora of phase III clinical trials such as IMpower110 (54), CameL-Sq (52), ORIT-12 (51), and GEMSTONE-302 (55) showed superior efficacy with ICIs plus chemotherapy compared with chemotherapy alone. In our study, we observed that the DCR of patients who received chemoimmunotherapy was 97.7% and ORR was 62.93%, which were similar to the above studies. To be brief, first-line immunotherapy combined with chemotherapy has rapidly expanded first-line treatment options for advanced NSCLC patients without sensitizing epidermal growth factor receptor (EGFR) mutations or anaplastic lymphoma kinase (ALK) fusions.

The success of ICIs in NSCLC has expanded to unresectable stage III and more recently to resectable stage II–IIIA disease. The NADIM study supported the addition of neoadjuvant nivolumab to platinum-based chemotherapy in patients with resectable stage IIIA NSCLC; the major pathological response (MPR) rate was 83%, pathological complete response (pCR) rate was 71%, and 90% of patients had tumor stage decline (33 cases) (56). In CheckMate 816, the neoadjuvant treatment of nivolumab plus chemotherapy improved the pCR rate (24.0% vs. 2.2%) in resectable NSCLC patients, and median OS showed a beneficial trend (57). In a neoadjuvant study of sintilimab combined with chemotherapy, 40.5% and 10.8% of patients attained MPR and pCR, respectively, and 3-year OS and disease-free survival (DFS) rates were 95.5% and 81.8%, respectively (58). In our study, we found that the MPR rate of patients with neoadjuvant immunotherapy was 58.4% and the pCR rate was 38.9%, which was similar to the above studies. Neoadjuvant chemoimmunotherapy could change the perception of locally advanced lung cancer from being a potentially lethal disease to one that is curable.

In summary, it is found that immunotherapy can improve the efficacy of patients to a certain extent, but the factors affecting immune response and specific immune resistance mechanisms are multifaceted.

However, this study still has some limitations. Neural network algorithms have the disadvantages of black boxes, which are complex to explain with time-consuming training. Biomarkers such as tumor mutation burden (TMB) were not included. Additionally, this model requires more multi-center prospective data to validate. Further study is needed to validate the advantages of deep learning networks in immunotherapy predictive models.



Conclusion

In conclusion, this study found that the neural network model based on clinical information can accurately predict the efficacy benefits of ICI therapies for lung squamous carcinoma patients, especially DCR and ORR. This novel predictive model may provide reliable individual response information and treatment recommendations. In our retrospective study, we found that neoadjuvant and adjuvant immunotherapy may bring greater efficacy benefits to patients.
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Introduction

Efforts to develop biomarker-targeted anti-cancer therapies have progressed rapidly in recent years. With efforts to expedite regulatory reviews of promising therapies, several targeted cancer therapies have been granted accelerated approval on the basis of evidence acquired in single-arm phase II clinical trials. And yet, in the absence of randomization, patient prognosis for progression-free survival and overall survival may not have been studied under standard of care chemotherapies for emerging biomarker subpopulations prior to the submission of an accelerated approval application. Historical control rates used to design and evaluate emerging targeted therapies often arise as population averages, lacking specificity to the targeted genetic or immunophenotypic profile. Thus, historical trial results are inherently limited for inferring the potential “comparative efficacy” of novel targeted therapies. Consequently, randomization may be unavoidable in this setting. Innovations in design methodology are needed, however, to enable efficient implementation of randomized trials for agents that target biomarker subpopulations.



Methods

This article proposes three randomized designs for early phase biomarker-guided oncology clinical trials. Each design utilizes the optimal efficiency predictive probability method to monitor multiple biomarker subpopulations for futility. Only designs with type I error between 0.05 and 0.1 and power of at least 0.8 were considered when selecting an optimal efficiency design from among the candidate designs formed by different combinations of posterior and predictive threshold. A simulation study motivated by the results reported in a recent clinical trial studying atezolizumab treatment in patients with locally advanced or metastatic urothelial carcinoma is used to evaluate the operating characteristics of the various designs.



Results

Out of a maximum of 300 total patients, we find that the enrichment design has an average total sample size under the null of 101.0 and a total average sample size under the alternative of 218.0, as compared to 144.8 and 213.8 under the null and alternative, respectively, for the stratified control arm design. The pooled control arm design enrolled a total of 113.2 patients under the null and 159.6 under the alternative, out of a maximum of 200. These average sample sizes that are 23-48% smaller under the alternative and 47-64% smaller under the null, as compared to the realized sample size of 310 patients in the phase II study of atezolizumab.



Discussion

Our findings suggest that potentially smaller phase II trials to those used in practice can be designed using randomization and futility stopping to efficiently obtain more information about both the treatment and control groups prior to phase III study.
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Introduction

Over the last decade the focus of drug discovery in oncology has shifted away from cytotoxic treatments and toward biomarker-targeted agents. For these types of drugs, such as small molecule inhibitors, antibody drug conjugates, immune checkpoint inhibitors, and monoclonal antibodies, the traditional approach to clinical trial design is not always appropriate. Traditionally, new chemotherapeutic treatments were evaluated in phase I dose-escalation trials to assess safety and identify the maximum tolerated dose. Next, the maximum tolerated dose would be tested for preliminary efficacy in single-arm phase II trials, with a historical control rate forming the basis of comparison. Finally, successful drugs would proceed to phase III, where randomized trials would be used to directly compare efficacy against a standard of care treatment. But the historical control rates used in single-arm phase II studies may not be valid in the context of biomarker-targeted agents. Historical control rates used to design and evaluate emerging targeted therapies often arise as population averages, lacking specificity to the targeted genetic or immunophenotypic profile of interest. Patient prognosis for objective response, progression-free survival, and overall survival may not have been studied under standard of care chemotherapies for emerging biomarker subpopulations prior to phase III. Other factors, such as patient population drift or stage shift, add heterogeneity and bias (1). Consequently, expectations for response and survival for the current biomarker delineated patient populations may differ meaningfully from population averages observed in prior studies of current standard of care therapies. Additionally, in the specific context of biomarker-targeted agents, heterogeneity of response to standard of care treatments based on the biomarker of interest is also possible, so that the historical control rate may represent an averaging of effect across levels of the biomarker of interest. If the biomarker of interest is prognostic, then response to standard of care treatment in the biomarker-targeted subgroup will differ from the population-averaged response regardless of the treatment being given (2).

Consider the recent clinical trial of atezolizumab for use in metastatic urothelial carcinoma (NCT01375842). Atezolizumab is a programmed death-ligand 1 (PD-L1) blocking monoclonal antibody that was given accelerated approval by the U.S. Food and Drug Administration in May 2016 for the treatment of patients with locally advanced or metastatic urothelial carcinoma who had disease progression following platinum-containing chemotherapy. The approval was based on the results of a single-arm phase II study in 310 patients (3). The phase II study used a hierarchical fixed-sequence testing procedure to test increasingly broad subgroups of patients based on PD-L1 status, and found overall response rates of 26% (95% CI: 18-36), 18% (95% CI: 13-24), and 15% (95% CI 11-19) in patients with ≥5% PD-L1-positive immune cells (IC2/3 subgroup), in patients with ≥1% PD-L1-positive immune cells (IC1/2/3 subgroup), and in all patients, respectively (3). All three rates exceeded the historical control rate of 10%. Then, in March 2021, the approval in this indication was voluntarily withdrawn by the sponsor following negative results from a randomized phase III study (NCT02302807) (4). In the phase III study, 931 patients were randomly assigned to receive atezolizumab or chemotherapy in a 1:1 ratio, and the same hierarchical fixed-sequence testing procedure as in the phase II study was used. The phase III study found that overall survival did not differ significantly between the atezolizumab and chemotherapy groups of the IC2/3 subgroup (median survival 11.1 months [95% CI: 8.6-15.5] versus 10.6 months [95% CI: 8.4-12.2]), so no further testing was conducted for the primary endpoint (4). Further analyses revealed that while the response rates to atezolizumab were comparable to those seen in the phase II study, the response rates to chemotherapy were much higher than the historical control rate of 10%. The overall response rates to chemotherapy were 21.6% (95% CI: 14.5-30.2), 14.7% (95% CI: 10.9-19.2), and 13.4% (95% CI: 10.5-16.9) for the IC2/3 subgroup, IC1/2/3 subgroup, and all patients, respectively. The overall response rates to atezolizumab were 23% (95% CI: 15.6-31.9), 14.1% (95% CI: 10.4-18.5), and 13.4% (95% CI: 10.5-16.9) for the IC2/3 subgroup, IC1/2/3 subgroup, and all patients, respectively. These results indicate that PD-L1 status is a prognostic biomarker, with higher response rates to both the standard of care chemotherapies that comprised the control arm and to atezolizumab treatment in the biomarker-enriched subgroup (2).

The example of atezolizumab in metastatic urothelial carcinoma is one of many. Between 2015 and 2021, the U.S. Food and Drug Administration (FDA) approved six antibodies against PD-L1 or programmed death 1 (PD-1) for 75 cancer indications, and 35 of these approvals were accelerated based on early phase trial results (5). This extremely rapid pace of development within a single drug class was unprecedented, and led to ten such “dangling” accelerated approvals, which are approved indications for which the confirmatory trial showed no benefit, yet the drug remained on the market for that indication (5). Other voluntary withdrawals following confirmatory trial results include durvalumab treatment for metastatic urothelial carcinoma, and nivolumab and pembrolizumab treatments for metastatic small-cell lung cancer (5–9). These failed confirmatory phase III trials highlight both the need for rapid development of new treatments in patient populations with few therapeutic options, and the need for innovations that facilitate more rigorous designs of phase II trials for targeted therapies. To overcome many issues, including those associated with the use of historical control rates, randomization may be unavoidable in this setting. Arguments for the use of randomization in the phase II setting have been prominent for over a decade (10–13). In addition to addressing the inconvenient reality that historical control rates often used in single arm studies may have limited value for novel targets, randomized phase II trials can also overcome issues of selection bias and patient heterogeneity. Randomized designs that incorporate futility stopping can provide information on current control rates to the treatment under study while also stopping inefficacious treatments early. The FDA’s Project Frontrunner (https://www.fda.gov/about-fda/oncology-center-excellence/project-frontrunner) encourages the use of randomized controlled trials earlier in the drug development process, especially if accelerated approval is one of the trial goals.

This article proposes three different biomarker-guided randomized phase II trial designs with optimal efficiency predictive probability monitoring for futility. Using the trial of atezolizumab for metastatic urothelial carcinoma as a case study and motivating example, we compare designs based on their traditional statistical properties of type I error and power through simulation study. The designs are also evaluated based on the number of patients enrolled, the number of patients treated, the number of patients who undergo biomarker testing, and accurate estimation of the response rates of interest. Our findings suggest that potentially smaller phase II trials to those used in practice can be designed using randomization and futility stopping to efficiently obtain more information about both the treatment and control groups prior to phase III study.



Materials and methods

This paper focuses on the setting of a two-sample randomized trial with a binary outcome. We will refer to the binary outcome as “response” and use “response rate” to describe the probability of a response throughout the article, in line with the motivating example of the phase II study of atezolizumab in metastatic urothelial carcinoma, which estimated response rates among biomarker subpopulations and compared to the historical average in the primary analysis. Any hypothetical measure of efficacy, however, such as progression-free survival, could be used with the design methodology proposed. Each patient enrolled in the trial is denoted by i, and they either have a response such that xi=1 or do not have a response such that xi=0. Then   represents the total number of responses out of n currently observed patients, up to a maximum sample size of N total patients. The probability of response is denoted p , where p0 represents the null response rate under the standard of care treatment and p1 represents the alternative response rate under the experimental treatment. We wish to test the null hypothesis H0:p1≤p0 versus the alternative hypothesis H1:p1>p0.

The Bayesian statistical paradigm is based on a mathematical approach to combine prior distributions, which reflect prior beliefs about parameters such as the true response rate, with observed data (e.g., the observed number of responses in a given trial) to obtain posterior distributions of the model parameters. Here we assume a beta-binomial model, based on the computational ease and its popularity for use in the context of sequential trial monitoring. The prior distribution of the response rate has a beta distribution Beta(a0, b0). We specifically use a Beta(0.5, 0.5) prior distribution, which reflects the effective information of a single patient’s observation. We also perform sensitivity analyses using Beta(1, 1), Beta(0, 0), Beta(2, 2), Beta(0.75, 0.25), and Beta(0.25, 0.75) priors, to examine the variation in operating characteristics across a range of priors. Our data X follow a binomial distribution bin(n, p). We combine the likelihood function for the observed data Lx(p)∝px(1−p)n−x with the prior to obtain the posterior distribution of the response rate, which follows the beta distribution p|x~Beta(a0+x, b0+n−x). Posterior probabilities represent the probability that the experimental response rate exceeds the null response rate based on the data accrued so far in the trial. Posterior decision can be obtained by applying a clinically relevant threshold, θ, to the posterior distribution. We would declare a treatment efficacious if the posterior probability exceeded the posterior threshold, i.e. Pr(p>p0|X)>θ.

Bayesian predictive probability monitoring has been a popular approach for designing clinical trials with sequential futility monitoring (14–17). It is a natural fit for this type of trial, as it allows for flexibility in both the timing and the number of looks. In addition, predictive probability is an intuitive interim monitoring strategy because it tells the investigator what the chances are of declaring the treatment efficacious at the end of the trial if enrollment is continued to the maximum planned sample size. At any given interim look, the posterior predictive distribution of the number of future responses X* in the remaining n*=N−n future patients follows a beta-binomial distribution Beta−binomial(n*, a0+x, b0+n−x). The posterior predictive probability (PPP) represents the probability that the experimental treatment will be declared efficacious at the end of the trial when full enrollment is reached, conditional on the currently observed data and the specified priors. The posterior predictive probability is calculated as  . A second predictive threshold θ* is defined, and we would stop the trial early for futility if the predictive probability dropped below the given threshold, i.e. PPP<θ* . Predictive thresholds closer to 0 lead to less frequent stopping for futility whereas predictive thresholds closer to 1 lead to frequent stopping in the absence of almost certain probability of success.

When designing a trial with sequential predictive probability monitoring for futility, it is essential to ensure the trial conforms to traditional standards for type I error control and power. To do so, we must examine the operating characteristics of a variety of designs based on combinations of the posterior threshold θ and the predictive threshold θ* and select a single design for use in the trial. In earlier work, we proposed two optimization criteria to help select from among a variety of designs in the setting of a one-sample study (18). Here we focus on the optimal efficiency design, defined as the combination of posterior and predictive thresholds with minimal average sample size under the null and maximal average sample size under the alternative, subject to constraints on the type I error and power, and extend the approach to the setting of a two-sample study for targeted therapy.

The simulation study is based on the phase II trial of atezolizumab in metastatic urothelial carcinoma. There are three independent biomarker subgroups based on the percentage of PD-L1-expressing immune cells: IC0 (<1%), IC1 (≥1% and<5%), and IC2/3 (≥5%). The subgroups have equal prevalence of 33% in the study population. We consider a standard of care arm denoted “chemotherapy” and an experimental treatment arm denoted “atezolizumab”. The null response rate was based on the stated historical control rate of 10% (3). As no specific alternative was specified, we examine subtype-specific alternative rates of 10%, 20%, and 30% in the IC0, IC1, and IC2/3 subgroups, respectively, in line with what we expect for a predictive biomarker, for which the treatment effect differs according to levels of the biomarker of interest (2). We further investigate a simulation setting where the treatment effect is a homogeneous 30% across the three biomarker subgroups. Interim looks for futility are planned after every 10 patients. A random number of responses was generated for every 10 patients up to the maximum sample size, based on a binomial distribution with the setting-specific response rate. 1000 simulated datasets were generated under the null and 1000 simulated datasets were generated under the alternative. We considered posterior thresholds θ of 0.7, 0.74, 0.78, 0.82, 0.86, 0.9, 0.92, 0.93, 0.94, 0.95, 0.96, 0.97, 0.98, and 0.99, and predictive thresholds θ* of 0.05, 0.1, 0.15, and 0.2. For each combination of posterior and predictive threshold, the predictive probability that the experimental treatment arm response rate exceeds the standard of care arm response rate at the end of the trial is calculated at each interim look until it either fell below the given predictive threshold or the end of the trial was reached, whichever came first. If the end of the trial was reached, the trial was considered positive if the predictive probability was greater than the given posterior threshold and negative otherwise. If halted early for futility, the trial was considered negative. We propose and compare three strategies for conducting randomized two-sample biomarker-guided designs that use optimal efficiency predictive probability monitoring for futility: a pooled control arm design, a stratified control arm design, and an enrichment design.

The pooled control arm design is depicted in Figure 1A. In this design, patients are randomized to atezolizumab or chemotherapy in a 3:1 ratio. PD-L1 testing is performed only on patients randomized to receive atezolizumab. The atezolizumab arm is separated into three biomarker-specific treatment subgroups. This design has a maximum sample size of 200: n=50 patients for the pooled chemotherapy control arm and n=50 for each PD-L1 biomarker-specific atezolizumab arm.




Figure 1 | Diagrams of the (A) pooled control arm, (B) stratified control arm, and (C) enrichment designs.



The stratified control arm design is depicted in Figure 1B. In this design, PD-L1 testing is conducted on all patients. Then, within each subgroup, patients are randomized to atezolizumab or chemotherapy in a 1:1 ratio. This design has a maximum sample size of 300: n=50 for each PD-L1 biomarker-specific chemotherapy and atezolizumab arm.

The enrichment design is depicted in Figure 1C. This design is equivalent to the pooled design at stage 1. If all subgroups stop for futility in stage 1, then the trial is stopped. Otherwise, at the end of stage 1, the subgroup with the highest posterior predictive probability, subject to some lower bound, continues to stage 2. The lower bound was selected as the 80th percentile of maximum posterior predictive probability across the three subgroups at stage 1 under the null. This percentile was used to target a 20% rate of moving a subgroup forward when all of the subgroups are truly null. This higher rate of stage 1 type I error is consistent with the phase objective, which emphasizes acquiring more data on safety and efficacy for promising treatments in early phase trial designs of this type. The actual type I error at stage 1 was calculated as the proportion of simulated trials under the global null, i.e. if all three biomarker-specific subgroups had a true response rate of 10%, in which the subgroup with maximum posterior predictive probability exceeded the lower bound and did not stop early for futility, so was selected to continue to stage 2. The power at stage 1 was calculated as the proportion of simulated trials under the alternative in which the IC2/3 subgroup was selected as having the maximum posterior predictive probability, subject to the lower bound, and did not stop early for futility. In stage 2, PD-L1 testing is conducted on all patients. Only those patients belonging to the subgroup selected in stage 1 are enrolled on the trial and randomized 1:1 to atezolizumab or chemotherapy. The stage 1 treatment group results for the selected subgroup, if any, are carried forward into stage 2. An additional n=100 biomarker-specific patients are enrolled at stage 2, for a total maximum sample size of 300.

For the pooled and stratified designs, the type I error was calibrated in the IC0 subgroup null setting as the proportion of simulated trials in which the IC0 subgroup was declared positive as compared to the control group. The power was calibrated in the IC2/3 subgroup alternative setting as the proportion of simulated trials in which the IC2/3 subgroup was declared positive as compared to the control group. The IC1 subgroup was considered an intermediate setting and no results were calibrated based on this subgroup. For the enrichment design, the type I error was calibrated based on the stage 2 results as the proportion of simulated trials under the null in which the selected subgroup, if any, was declared positive. The power was calibrated based on the stage 2 results as the proportion of simulated trials under the alternative in which the selected subgroup, if any, was declared positive. The stage 2 calibration occurs in fewer than 1000 simulated trials, as only the specific trials in which a subgroup was selected to continue to stage 2 were used. The resulting design options were limited to those that resulted in a type I error rate between 0.05 and 0.1 and a power of at least 0.8. Then, the efficiency distance metric was calculated as described in Zabor et al. (18) using total trial-level sample sizes. The design with the minimal efficiency distance metric was identified as the optimal design.

All results were generated using R software version 4.2.0 (19) along with the ‘ppseq’ R package (20).



Results

The accuracy and efficiency results for all 56 possible posterior and predictive threshold combinations are plotted in Figure 2. Each point represents the combination of one posterior threshold and one predictive threshold, and the orange diamond on each plot indicates the design that was identified to have optimal efficiency while maintaining type I error between 0.05 and 0.1 and with power of at least 0.8. For the enrichment design, only threshold combinations that ever proceeded to stage 2 are plotted so there are only 36 points, as 20 threshold combinations never resulted in designs that continued to stage 2. The optimal efficiency pooled control arm design had posterior threshold 0.9 and predictive threshold 0.1, the optimal efficiency stratified control arm design had posterior threshold 0.9 and predictive threshold 0.2, and the optimal efficiency enrichment design had posterior threshold 0.96 and predictive threshold 0.15. We see that the different threshold combinations result in a wide range of results, some with low power < 0.5 or high type I error > 0.2, and some with too low average sample size under the alternative or too high average sample size under the null. By applying the optimal efficiency criteria, we are able to identify a design that seeks to maximize sample size under the alternative and minimize sample size under the null, within the pre-specified range of type I error and minimum power.




Figure 2 | Plots of design options for (A) the pooled control design, (B) the stratified control design, and (C) the enrichment design (stage 2 results only) based on 1) accuracy defined as type I error by power and 2) efficiency defined as average total sample size under the null versus average total sample size under the alternative.



The type I error and power for each biomarker-specific subgroup under the pooled control arm and stratified control arm designs, and the overall type I error and power for the enrichment design, are presented in Table 1. We see that both the pooled control arm and stratified control arm designs result in reasonable power to detect an effect for the IC2/3 subgroup, with slightly higher power of 0.82 in the stratified control arm design as compared to 0.8 in the pooled control arm design. The pooled control arm design and stratified control arm design both have type I error of 0.07 for the IC2/3 subgroup. Both the pooled control arm and stratified control arm designs have very low power< 0.5 to detect the IC1 subgroup and< 0.1 to detect the IC0 subgroup. Only overall results are available for the enrichment design, which results in a type I error and power of 0.09 and 0.73, respectively, for stage 1. The type 1 error rate of 0.09 for stage 1 means that under the null 91% of simulated trials did not proceed to stage 2; however, 4.2% proceeded to stage 2 with the IC2/3 subgroup, 2.9% proceeded to stage 2 with the IC1 subgroup, and 1.9% proceeded to stage 2 with the IC0 subgroup. The power of 0.73 for stage 1 means that under the alternative 73% of simulated trials proceeded to stage 2, and all of them did so with the IC2/3 subgroup; the remaining 27% of simulated trials did not proceed to stage 2. The overall type I error rate for stage 2 of the enrichment design was 0.09 and the overall power for stage 2 of the enrichment design was 0.86. Since the IC2/3 subgroup was exclusively carried forward to stage 2 of the enrichment design under the alternative, this could also be considered the power for the IC2/3 subgroup, and it exceeds the power of 0.82 of the stratified control arm design and the power of 0.8 of the pooled control arm design.


Table 1 | Type I error and power for each biomarker-specific subgroup under the pooled control arm and stratified control arm designs, and the overall type I error and power for the enrichment design.



The resulting average sample sizes under the null and alternative for each selected optimal efficiency design are presented in Table 2. We can directly compare the total sample sizes between the stratified control arm and enrichment designs, which can each enroll a maximum of 300 patients. We find that the enrichment design has a lower average total sample size under the null of 101.0 and a higher total average sample size under the alternative of 218.0, as compared to 144.8 and 213.8 under the null and alternative, respectively, for the stratified control arm design. This occurs because the use of the pooled control arm design at stage 1 combined with the low stage 1 type 1 error rate and high stage 2 power means that the enrichment design frequently stops after stage 1 under the null and frequently continues to full enrollment in stage 2 under the alternative. The pooled control arm design enrolled a total of 113.2 patients under the null and 159.6 patients under the alternative, out of a maximum of 200. The sample sizes of patients treated with atezolizumab are directly comparable for the pooled control arm and stratified control arm designs, which can each treat a maximum of 150 patients with atezolizumab, 50 per biomarker subgroup. The pooled control arm design treated more patients with atezolizumab on average as compared to the stratified control arm design, 78.2 and 111.7 under the null and alternative, respectively, as compared to 72.4 and 106.9. The enrichment design can treat a maximum of 200 patients with atezolizumab across the two stages, and treats an average of 68.0 patients under the null and 137.0 patients under the alternative. We find that there is minimal variation in operating characteristics across the six prior distributions examined in sensitivity analysis (Supplemental Table 1).


Table 2 | Average sample size under the null (“Avg N Null”) and average sample size under the alternative (“Avg N Alt”) by design and treatment subgroup.



For the simulation setting where the treatment effect was homogeneous across the biomarker subgroups, we find that both the pooled control arm and stratified control arm designs perform well, with consistent type I error, power, and sample size across the three subgroups (Supplemental Tables 2 and 3). The enrichment design, however, has low stage 1 power (Supplemental Table 2). This is because there is no distinction between the three biomarker subgroups with respect to which should be the winning subgroup, so it is easy for the method to make the “wrong” choice, as we defined power in this setting based on a predictive biomarker as the proportion of simulated trials under the alternative in which the IC2/3 subgroup was selected as having the maximum posterior predictive probability, subject to the lower bound, and did not stop early for futility. However, the enrichment design performs well at stage 2, since any subgroup selected to continue would have equal chance of success in the second stage of the trial, given the homogeneous true response rates (Supplemental Table 2).

The enrichment design requires testing the largest number of patients, with 450 patients requiring PD-L1 testing if the design proceeds to stage 2, whereas the pooled design only tests 150 patients and the stratified design tests 300 patients. The pooled control arm and enrichment designs cannot address the question of whether the biomarker is predictive of response to the standard of care treatment, since they do not estimate response rates separately within each biomarker subgroup, though the enrichment design can fully characterize the response rate to standard of care treatment within the selected stage 2 biomarker subgroup. Only the stratified control arm design fully characterizes the response rates to standard of care treatment within each biomarker subgroup, and can therefore address the question of whether the biomarker is predictive of response for both standard of care and targeted therapies.



Discussion

This article presented three different optimal efficiency predictive probability designs for randomized biomarker-guided oncology clinical trials. A simulation study was conducted to demonstrate that posterior and predictive thresholds can be selected to maintain appropriate levels of type I error between 5% and 10% and power of at least 80% in all three designs. This work was motivated by the case study of atezolizumab for the treatment of patients with locally advanced or metastatic urothelial carcinoma who had disease progression following platinum-containing chemotherapy. In the phase II trial that led to accelerated approval, 310 patients were enrolled and treated. The trial did not include any futility stopping rules and planned for a total sample size of 300 patients, expecting about 100 patients in each biomarker subgroup. So in practice the realized and expected sample sizes are broadly equivalent. By comparison, the three proposed designs, which incorporate futility stopping and randomization, result in average phase II sample sizes that are 23-48% smaller under the alternative and 47-64% smaller under the null, and therefore represent a more efficient use of both human and financial resources.

At the same time, the three proposed designs provide additional information about response rates to standard of care treatment in the control arms, thus potentially avoiding the pitfall of the atezolizumab trial, in which the historical control rate used to show efficacy in the phase II trial proved to be far below the actual response rate to standard of care treatment in the biomarker-targeted subgroup of patients. The stratified control arm design results in the most information, allowing one to determine if the biomarker of interest is predictive of response to either the standard of care treatment or the experimental treatment or both. The enrichment design only characterizes the response rate to the standard of care treatment in the biomarker subgroup that is selected to continue to stage 2. But both the pooled control arm design and stage 1 of the enrichment design are superior to use of a historical control rate, since the patient population of the control group is identical to that of the treatment group in both timing and characteristics as a result of randomization. So these designs not only have lower average expected sample sizes than the 310 used in the atezolizumab phase II trial, but also have properties such as control groups and sequential futility monitoring that facilitate valid inference of comparative effectiveness and improve decision-making for continuation to phase III. The phase III trial of atezolizumab for this patient population randomized 931 patients who could have been available to enroll in trials of more promising treatments, or could have avoided the rigors of a clinical trial altogether in favor of the established standard of care treatment.

The decision of which design to select will depend on a number of factors. One is the costs of biomarker testing, including invasiveness of the testing procedure, turnaround time, and actual financial cost. The enrichment design tests the most patients whereas the pooled control arm design tests the fewest patients. So in the case of extremely invasive or expensive tests, the pooled control arm design may be preferred. Another consideration is the prevalence of the biomarker in the population. The enrichment design in stage 2 requires testing all patients in order to identify and enroll only patients with the biomarker of interest, which could be prohibitively expensive or time consuming in the setting of a rare biomarker. In that case, the pooled control arm design may be preferable since all patients are enrolled and the control group will more easily reach full enrollment by containing a mix of patients regardless of biomarker status. But any of the proposed designs could result in a more efficient use of resources in the setting of a rare biomarker, considering both the ability to stop the trial early for futility, and the potential to avoid embarking on a confirmatory trial without adequate information about the population under study. A third consideration is clinical evidence for the biomarker being prognostic in nature, leading to differential response rates across biomarker subgroups on even standard of care therapies. If there is preliminary evidence or biological plausibility that such an effect might exist, the stratified control arm design may be preferable since it fully characterizes the response rates of the control groups within each biomarker subgroup. While the trial would “fail” in this setting, since it would find no difference between the control and treatment arms within the biomarker subgroups, the information from the stratified control arm design would be useful for planning future studies. And a final consideration is clinical evidence for the biomarker being predictive of experimental treatment response. If there is a strong belief that only biomarker positive patients will benefit from the treatment under study, then the enrichment design may be best as it enrolls more patients in only the selected subgroup at stage 2. Additional sample size savings could be achieved by eliminating the control group at stage 1 of the enrichment design, though the properties of such a design were not investigated in detail here.

The main limitation to the use of these designs is the computational intensity required to perform calibration across a variety of posterior and predictive thresholds for the setting of interest in order to identify a design with the desired operating characteristics of type I error and power. While we have developed open-source R software for the design of single-arm and two-arm optimal sequential predictive probability designs, specialized programming using the functions from the ‘ppseq’ R package would be required to design a pooled control arm, stratified control arm, or enrichment design of the type presented here. Moreover, a large memory server is needed to complete the computations in any reasonable time span. However, once the thresholds have been selected, decision rule tables for early stopping can be generated so that no mid-trial computations would be necessary.

As rapid development of biomarker-targeted agents in oncology continues, new implementations of existing statistical methods such as those presented here will represent the most nimble way for the statistical design of trials to keep up with the changing context of cancer treatment. Randomization is an old statistical tool that has not traditionally been employed in early phase oncology clinical trials due to the sample size requirements. But in the context of increasingly large early phase clinical trials that can include hundreds of patients across multiple cancer types or multiple biomarker levels or both, randomization is no longer the constraint that it once was. This kind of efficient design also stresses the importance of mandating that all patients enrolled to biomarker-targeted trials have the biomarker of interest tested at enrollment (as opposed to only a subset of those with tissue available) so that the most accurate information about efficacy within biomarker groups can be obtained. Here we have demonstrated that it is possible to conduct randomized phase II trials with smaller sample sizes than those being used in practice for single-arm trials. Moreover, Bayesian sequential design with predictive probability yields more efficient and informative early phase clinical trial results than the standard frequentist approaches commonly implemented in practice.
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Multiscale systems biology is having an increasingly powerful impact on our understanding of the interconnected molecular, cellular, and microenvironmental drivers of tumor growth and the effects of novel drugs and drug combinations for cancer therapy. Agent-based models (ABMs) that treat cells as autonomous decision-makers, each with their own intrinsic characteristics, are a natural platform for capturing intratumoral heterogeneity. Agent-based models are also useful for integrating the multiple time and spatial scales associated with vascular tumor growth and response to treatment. Despite all their benefits, the computational costs of solving agent-based models escalate and become prohibitive when simulating millions of cells, making parameter exploration and model parameterization from experimental data very challenging. Moreover, such data are typically limited, coarse-grained and may lack any spatial resolution, compounding these challenges. We address these issues by developing a first-of-its-kind method that leverages explicitly formulated surrogate models (SMs) to bridge the current computational divide between agent-based models and experimental data. In our approach, Surrogate Modeling for Reconstructing Parameter Surfaces (SMoRe ParS), we quantify the uncertainty in the relationship between agent-based model inputs and surrogate model parameters, and between surrogate model parameters and experimental data. In this way, surrogate model parameters serve as intermediaries between agent-based model input and data, making it possible to use them for calibration and uncertainty quantification of agent-based model parameters that map directly onto an experimental data set. We illustrate the functionality and novelty of Surrogate Modeling for Reconstructing Parameter Surfaces by applying it to an agent-based model of 3D vascular tumor growth, and experimental data in the form of tumor volume time-courses. Our method is broadly applicable to situations where preserving underlying mechanistic information is of interest, and where computational complexity and sparse, noisy calibration data hinder model parameterization.
Keywords: agent-based model, parameter identifiability, surrogate model, uncertainty quantification, vascular tumor growth
1 INTRODUCTION
Validated mathematical models of tumor growth mediated by complex microenvironmental interactions and signals are increasingly being recognized as an invaluable aid for elucidating mechanisms underpinning experimental and clinical observations (Byrne, 2010; Franssen et al., 2019; Butner et al., 2020; Butner et al., 2021). These models often use continuum ordinary or partial differential equations (ODEs/PDEs) to predict cancer cell number (or densities) in time and/or space. Continuum approaches are a common choice because they allow for rapid simulation and open the door to advanced analyses (global sensitivity, structural and practical identifiability, bifurcations, etc.) that reveal key parameter relationships. They also enable the use of time-course experimental data for parameter estimation and model validation (Brouwer et al., 2017; Eisenberg and Jain, 2017).
An alternative approach is a discretized method that models cells as autonomous, decision making “agents,” each with their own set of properties and behaviors. These agent-based models (ABMs) have become a valuable tool in translational systems oncology, which has goals of predicting the effects of novel drugs and drug combinations on difficult-to-treat tumors (Altrock et al., 2015; Wang et al., 2015; Bergman et al., 2022). ABMs provide a logical structure for capturing the multiple time and spatial scales associated with cancer growth and progression because they allow for the characterization of tumor heterogeneity at an individual cell level that better reflects the complexity seen in vivo (Bergman et al., 2022). One major advantage of ABMs over traditional continuum ODE/PDE models is that they can generate realistic 3-dimensional virtual tumors that current state-of-art imaging technologies cannot infer from patient scans [for a discussion on limitations of imaging in cancer, see for instance (Bogdanovic et al., 2021; Ding et al., 2021; Martinez-Heras et al., 2021)]. However, to make useful, reliable quantitative predictions, ABMs need to relate to real-world data through model parameterization and calibration (Byrne, 2010; Eisenberg and Jain, 2017). Unfortunately, a significant limitation of these models is that they can be computationally expensive, especially as the number of agents (cells) expands. Computational times and memory requirements can become prohibitive when simulating upwards of 106–107 agents (Ghaffarizadeh et al., 2018). This is in direct opposition to the fact that just one cubic centimeter of tissue will contain 108–109 cells and many in vivo experiments begin with 104–106 cells (Del Monte, 2009). These computational costs are exacerbated when ABMs include molecular level details of cell signaling or targeted therapeutics Ghaffarizadeh et al. (2018). The inherent stochasticity and heavy computational requirements of an ABM are significant obstacles for data-driven parameterization and for conducting rigorous parameter space exploration and sensitivity analyses (Norton and Popel, 2016; Zhang et al., 2020; Broniec et al., 2021). Moreover, experimental data is typically limited, coarse-grained and may lack any spatial resolution, resulting in issues of parameter identifiability (Eisenberg and Jain, 2017).
There is hence a need for developing new theoretical and computational frameworks that can bridge this gap between ABM parameters and real-world data. Estimating ABM parameters from noisy experimental data is particularly challenging because ABM behavior emerges from interactions among many individuals and the computational expense scales with the number of parameters (Broniec et al., 2021). One approach for exploring ABMs is to run extensive Monte Carlo simulations, but this is infeasible for complex models (Nardini et al., 2021). Bayesian methods are not ideal because they rely on prior knowledge about the probability distributions of the components being modeled, which is rarely available (Broniec et al., 2021). Some researchers have used genetic algorithms (GA) together with agent-based models for parameter space exploration and parameter estimation (Calvez and Hutzler, 2005; Lee et al., 2015); however, GAs require a very large number of iterations to converge, thus exacerbating computational expense issues (Broniec et al., 2021). Yet another approach entails the derivation of coarse-grained ODE/PDEs (mean-field models) to predict average outputs of the ABM. However, such mean-field models typically fail to accurately describe ABM dynamics in certain parameter regimes (Klank et al., 2018; Nardini et al., 2021).
To address some of these challenges, we develop an approach that uses an explicitly formulated surrogate model (SM) that will bridge ABM simulations and experimental data. Surrogate models (also called metamodels or response surfaces) are computationally cheaper models designed to approximate the dominant features of a complex model, here, the ABM (Blanning, 1975; Regis and Shoemaker, 2005; O’Hagan, 2006; Asher et al., 2015). They have been used extensively in engineering applications (see (Palar et al., 2019) for a review) and weather forecasting [see (Vlahogianni, 2015; Schultz et al., 2021) for recent reviews]. Specifically, we employ model selection to infer an SM directly from both ABM output and experimental data so that we accurately capture aggregate ABM dynamics. In our approach, Surrogate Modeling for Reconstructing Parameter Surfaces (SMoRe ParS), we quantify the relationship between parameter values across the two types of models (ABM and SM) and between SM parameters and experimental data. Thus, SM parameters act as interlocutors between ABM inputs and data that can be used for calibration and uncertainty quantification of ABM parameters.
Indeed, parameterizing ABMs with SMs that use machine learning algorithms, where the SM does not have a closed form, is becoming increasingly popular. Using examples from finance, (Lamperti et al., 2018; Zhang et al., 2020) describe a surrogate modeling method for ABM calibration that combines supervised machine-learning and iterative sampling. These methods can learn a surrogate model as the approximation of the original system with a relatively small number of training points by using an iterative sampling algorithm that intelligently searches the response surface. In (Perumal and van Zyl, 2020), different sampling methods and SMs derived from machine learning algorithms are integrated with a temporal ABM that describes infectious disease epidemiology to test how these strategies affect parameter space exploration. They show that surrogate assisted methods perform better than standard sampling methods in that they better identify the most likely parameter vector by matching the synthetic data distribution it generates with a real data distribution.
Our method differs from the approaches mentioned above in several ways. Two major differentiators of our approach are: 1) The SM equations are explicitly formulated, this formulation being informed by the experimental data; and 2) SM parameters are distinctly mapped to both, the ABM the input parameters, as well as the calibration data set. In this way, our strategy enables the SM to be informed by both the ABM output, and the experimental data. We also infer ABM parameter regions that correspond to the data and propagate uncertainty via SM parameters to ABM parameters. Finally, by making such an explicit connection between ABM input, SM parameters and the data, we can account for inherent differences in dimensionality or physical units between ABM output and experimental data.
In the sections below we describe the details of our new methods for narrowing the current divide between computationally intense, difficult to analyze/parameterize computational modeling approaches and experimental data. We then demonstrate the usefulness and novelty of our approach by applying it to an ABM of vascular tumor growth and experimental data in the form of tumor volume time-courses.
2 METHODS
2.1 Surrogate modeling for reconstructing parameter surfaces (SMoRe ParS)
To accurately compare ABM output with real world data, we propose our novel methodology, SMoRe ParS. A schematic diagram of the full approach is provided in Figure 1. SMoRe ParS is a six-step strategy that users can implement as follows.
[image: Figure 1]FIGURE 1 | Schematic for implementing the SMoRe ParS method.
Step 1: Use real-world data to inform SM formulation and variables
First, determine the formulation of the SM from a real-world (experimental) data set. In particular, the goal is to determine both, the type of model to use (ODE, PDE, Boolean, etc.), and the variables needed for the model formation. For instance, time-course data would suggest a system of ODEs, whereas spatially resolved data might accommodate a PDE SM. Additionally, the quantities measured in the data set should inform the choice of SM variables. For instance, tumor volume measurements would suggest tumor cell numbers as a SM variable.
Step 2: Generate ABM data
In this step, identify a subset of ABM parameters of interest, say [image: image], based on some predetermined criteria. For instance, in a model of chemotherapy, one might select parameters such as cancer cell proliferation rate and death rate, that is the input parameters that are directly relevant to the treatment of interest. Next, generate ABM output for a broad range of the chosen parameter values. Specifically, vary ABM parameters one at a time to sample along the boundary of the parameter space, and also select several parameter combinations at non-boundary points, to generate reference points in the interior. For each parameter combination, the ABM should be simulated multiple times to get meaningful average behavior. Finally, process the generated ABM output for inherent differences in dimensionality or physical units between ABM output and SM variables, if necessary. For instance, if the ABM output is a spatially resolved time-course of a growing tumor and a variable in the SM is total number of tumor cells as a function of time alone, then the number of tumor cells in the ABM simulations should be integrated over its spatial domain.
Step 3: Perform SM model selection
Select several potential models as SM candidates and test their ability to capture both the experimental data and the ABM output. Then perform model selection to arrive at a “most likely” SM. There are numerous model selection approaches to choose from when selecting the best model to move forward with, including probabilistic Information Criteria (Anderson and Burnham, 2004; Burnham and Anderson, 2004) or resampling methods (Efron, 1983; Shao, 1996). Others (Nardini et al., 2021) have proposed learning equations directly from data as a method to arrive at a consensus model.
Step 4: Reconstruct SM parameter surfaces from ABM output
Next, infer a quantitative relationship between each of the SM input parameters, [image: image] and selected ABM parameters, [image: image]. This is done by fitting SM parameters to ABM output generated in Step 2, for instance by performing maximum likelihood estimation (MLE) (Millar, 2011). A key advantage of our method is that any uncertainty in SM parameters is also quantified in this step. For example, if MLE is used to estimate SM parameter values, then the profile likelihood approach Eisenberg and Jain (2017) can be employed to quantify this uncertainty.
At this stage, for a given SM parameter pSM,i, estimates for its appropriate range of values (e.g., 95% confidence bounds) should be calculated at each of the sampled ABM parameter combinations. Assuming that pSM,i and its confidence bounds (C.B.i) are continuous but unknown functions of the ABM parameters [image: image], reconstruct these functions—or hypersurfaces—as follows. The 95% confidence bound estimates found above correspond to discrete points on the upper and lower 95% confidence hypersurfaces (see Step 4 in Figure 1). Now, “fill in” the unknown upper and lower hypersurfaces, for instance, using polynomial or quadratic interpolation [see (Smith, 2013) for an overview of these methods]. That is, reconstruct parameter response surfaces that pSM,i lies within. The completion of this step will result in an explicit (numerical) relationship between SM parameters and ABM parameters, that also preserves information on uncertainty in the SM parameters. That is:
[image: image]
In the above hypersurface relationship, the function fi is not explicitly determined, rather, it is numerically approximated.
Step 5: Estimate SM parameters from real-world data
In the next step, estimate values of SM input parameters [image: image] from the real-world data, for instance by performing maximum likelihood estimation (MLE) as in the previous step. Ideally at this stage, practical identifiability of the SM model should be investigated to arrive at identifiable combinations of SM input parameters. Practical identifiability examines how real-world considerations, such as noise or sampling frequency, affect one’s ability to uniquely estimate model parameters from a given data set (Jacquez and Greif, 1985). This additional step of finding the practically identifiable combinations of SM parameters will help constrain the desired ABM parameter space that maps to real-world data in the next step.
Step 6: Infer regions of ABM parameter space that correspond to real-world data
In the final step of SMoRe ParS, overlay the ranges on data-derived SM parameters in the previous step on the inferred relationship between SM parameters and ABM parameters found in Step 4. This yields regions of ABM parameter space that correspond to experimental data. Specifically, for each data-informed choice of SM parameter vector [image: image], regions in ABM parameter-hyperspace are obtained via projection mapping for all its components, pSM,i. The intersection of these regions yields ABM parameter ranges that correspond to that specific choice of [image: image]. Repeat this for several choices of [image: image]—constrained by the practical identifiability information from Step 5—and take the union of the resulting ABM regions to arrive at the desired ranges in parameter values that match with the experimental data.
2.2 Proof of concept: Vascular tumor growth
In this section we work through the set up of a detailed proof of concept of our new method. To demonstrate the functionality and originality of our approach, we apply it to a 3D, multi-grid, on-lattice ABM of stem-cell driven vascular tumor growth.
2.2.1 SM formulation and variables
We use experimental data from the breast cancer literature in the form of tumor volume time-courses [see Figure 5A in (Zhou et al., 2019)]. These data suggest that a single ODE tracking the number of tumor cells over time is an appropriate formulation for the SM.
2.2.2 ABM formulation
The ABM of vascular tumor growth implemented here is a simplified form of previous models (Norton et al., 2018; Ventoso and Norton, 2020; Fischel et al., 2021). The simplified version consists of two modules: a tumor module and a vasculature module. Both modules are on-lattice, but they occupy different grids. The overall simulation domain is a cube of side 1 mm. As in (Norton et al., 2018), the tumor is initiated with cancer cells, progenitor and stem, placed in one corner of the grid. Cells cannot leave the boundary of the simulation domain. The vascular network at tumor initiation consists of mature vessels, each comprised of individual segments located along the grid boundaries closest to the initial tumor. This initial set up is visualized in Figure 2. The ABM simulates a tumor growing on the surface of healthy, vascularized tissue, which acts as an additional source of oxygen. The simulation is run for 300 iterations, each iteration corresponding to [image: image] h. For more information on model assumptions, setup and simulation methodology, we refer the reader to (Norton et al., 2017; Ventoso and Norton, 2020; Fischel et al., 2021). A list of parameter values used for baseline simulations of the ABM is provided in Table 1 and an algorithm for simulating the ABM is outlined in the Appendix and Figure 9 (adapted from Ghaffarizadeh et al., 2018).
[image: Figure 2]FIGURE 2 | Storyboard showing a typical ABM simulation of vascular tumor growth, depicting the locations in space of normoxic (teal circles) and hypoxic (purple circles) tumor cells, along with vasculature (red curves).
TABLE 1 | Baseline parameter values used for ABM simulations. For a complete list, see (Norton et al., 2017).
[image: Table 1]2.2.2.1 Tumor module
The tumor module resides on a 50 × 50 × 50 lattice, in which each cancer cell can only occupy one lattice point. The cancer cells have two proliferative phenotypes: stem cells and progenitor cells, and two migratory phenotypes: high and low migration. Proliferating stem cells have a certain probability of division that remains fixed at predetermined values throughout our simulations. Cancer stem cells are also assumed to have limitless replicative potential (Hanahan and Weinberg, 2000). Progenitor cell behavior is determined by two main input parameters: pdiv, the division probability of the cell; and divlim, the number of times a cell can divide before becoming senescent. A stem cell proliferates less often than a progenitor cell and can divide symmetrically into two stem cells or asymmetrically into a stem cell and a progenitor cell. Progenitor cells can only divide symmetrically into two progenitor cells. Each daughter cell, whether stem or progenitor, has a certain fixed probability of being a high migratory cell.
2.2.2.2 Vasculature module
The vasculature module resides on a 500 × 500 × 500 lattice, which is 10-fold finer than the tumor module lattice because microvessel diameter is typically smaller than the size of a tumor cell (Tsuji et al., 2002; Hao et al., 2018). The initial vasculature is made up of mature segments which are oxygenated. In each simulation step, a new branch or sprout can form at a random location along a mature segment with a certain probability, if there is a hypoxic tumor cell within a certain distance of the vessel. The sprout’s movement is dictated by a tip cell and its length, by proliferating stalk cells. Tip cells migrate towards the nearest source of vascular endothelial growth factor (VEGF) (Gerhardt et al., 2003), which in our model are breast cancer cells (Linderholm et al., 2009). A sprout can fuse with another sprout if the two tips cells are close to one another, or with a stalk cell if the tip cell is close enough to it, through a process called anastomosis. Blood can only flow in new vasculature when such loops are completed (Chaplain et al., 2006). Blood-bearing vessels release oxygen and thus govern normoxic and hypoxic regions within the tumor. Cancer cells in hypoxic regions have a reduced proliferation probability and an increased migration rate (Lin et al., 2012).
2.2.2.3 ABM parameters of interest
Although the ABM has a number of input parameters, those governing progenitor cell proliferation emerge as a natural choice for several reasons. The experimental data comprises tumor volume time-courses, and the bulk of a growing tumor is due to non-stem cancer cells (Morton et al., 2011). Further, since this is a proof of concept study, we wanted to minimize the degrees of freedom, and emphasize ease of visualization. We therefore select pdiv and divlim, defined earlier, as ABM parameters of interest.
2.2.2.4 ABM output
From each ABM simulation run at specific values of pdiv and divlim, we record the number of cancer cells, the number of hypoxic cells, the number of stem cells, and the number of cell divisions, at each iteration. We also collect additional information at the final iteration of the simulation including the locations of all cancer cells and the location of the vasculature within their respective grids. Values of ABM parameters at which we generate output are all possible pairwise combinations from pdiv = {0.05, 0.125, 0.245} and divlim = {8, 12, 15}.
2.2.3 Model selection
We consider three classical models of tumor growth as candidates for our SM, namely, generalized Gompertz, generalized logistic, and Von Bertalanffy. The equations for each of these models can be found in Table 2. To assess goodness of fit and parsimony for each of the models we use AIC (Akaike Information Criterion) and BIC (Bayesian Information Criterion) (Burnham and Anderson, 2004). These are statistical techniques that involve a scoring method that uses the maximum of a log-likelihood function or the residual sum of squares (RSS) to choose the best among candidate models.
TABLE 2 | Information Criteria (AIC and BIC) for candidate surrogate models. Exp refers to experimental data.
[image: Table 2]2.2.4 SM parameter surface reconstruction
For every sampled combination of ABM parameters pdiv and divlim, we fit the SM model parameters to ABM output by minimizing the weighted sum of squared residuals:
[image: image]
where: zi denotes averaged ABM output generated at time point i; σi, the corresponding standard error; and [image: image], the SM output at time point i as predicted by parameters [image: image]. We then use the profile likelihood method outlined in (Eisenberg and Jain, 2017), which exploits uncertainty in data (here, ABM output) to infer information on estimated parameters. Specifically, each estimated SM parameter pSM,i is “profiled” by fixing it across a range of values and the remaining parameters are estimated for each fixed value of pSM,i (Venzon and Moolgavkar, 1988; Murphy and Van der Vaart, 2000). The maximum value of the likelihood function for each parameter value yields the likelihood profile for that parameter (Eisenberg and Jain, 2017). The likelihood profiles are also used to calculate confidence bounds based on a likelihood threshold. The parameter values at which the profile crosses the threshold (on either side of the optimal parameter value) define the confidence interval at a particular level of significance (Eisenberg and Jain, 2017), here taken to be 95%. Bilinear interpolation—followed by a coordinate transformation for ease of visualization—is used to infer upper and lower bounding hypersurfaces as functions of ABM parameters, for each SM parameter pSM,i.
2.2.5 Estimate SM parameters from experimental data
We now fit the SM model parameters to the xenograft time-course data in (Zhou et al., 2019) by once again minimizing a weighted sum of squared residuals as described in the previous step. Next, we repeat the profile likelihood method described above, but now, with the experimental data. We additionally uncover practically identifiable combinations of SM input parameters, following the approach outlined in (Eisenberg and Jain, 2017). This is done by fitting rational functions (for instance) to the parameter relationships inferred from the profile likelihood graphs (Eisenberg and Hayashi, 2014).
2.2.6 Infer regions of ABM parameters space that correspond to experimental data
Lastly, the identifiable ranges for the data-derived SM parameters found in Step 5 are overlaid on the interpolated map between SM and ABM parameters generated in Step 4 giving us the specific regions of ABM parameter space that correlate with the experimental data. Specifically, for each of our chosen SM parameters, we generate regions in the pdiv−divlim (ABM) parameter-plane. The intersection of these regions yield ranges for pdiv and divlim that correspond to a specific choice of our SM parameters. We repeat this process for multiple choices of our SM parameters and take the union of the resulting ABM regions to arrive at the desired ranges for pdiv and divlim that match with the experimental data.
2.2.7 Applying knowledge gained from SMoRe ParS to compare inferred tumor characteristics
Two distinct sets of ABM parameters are chosen from the experimental data-informed region computed in the previous step, namely, pdiv = 0.18, divlim = 9 and pdiv = 0.24, divlim = 11. At each parameter combination, ABM simulations are repeated six times, and used to calculate several metrics to distinguish between the resulting virtual tumors: 1) The Euclidean distance of the farthest cancer cell from the tumor at initiation; 2) the fractal dimension of the tumor vasculature [using MATLAB Central File Exchange file boxcount from F. Moisy (Moisy, 2008)]; 3) the surface area to volume ratio of the tumor; and 4) the compactness of the tumor [using the formula [image: image] from (Limkin et al., 2019)]. Here, SA refers to the surface area of the tumor and Vol refers to the volume of the tumor, calculated as follows. We use the Matlab function alphaShape to find the volume and surface area that encloses all points at which tumor cells are located in the 3D simulation domain. To eliminate confounding effects from tumor cells that have migrated away from the primary tumor mass, any regions of tumor cells smaller than a cutoff threshold of pixel volume = 50 are first removed using the Matlab function RegionThreshold.
3 RESULTS
3.1 ABM simulations
To illustrate our ABM of 3D vascular tumor growth, we select representative values of pdiv and divlim at which we generate ABM output. Figure 2 depicts the progression over time of the resultant tumor, showing normoxic (cyan) and hypoxic (purple) tumor cells. Starting from a few cells in the corner of the grid, the tumor expands within the simulation domain as cells proliferate and tumor vasculature evolves. Figure 3 shows the concomitant evolution of tumor vasculature.
[image: Figure 3]FIGURE 3 | Storyboard showing vasculature evolution within the tumor shown in Figure 2.
3.2 Surrogate model selection
The candidate surrogate models are shown in Table 2 along with their information criterion (AIC/BIC) values associated with both ABM output and experimental data. These results show that experimental data alone may not distinguish between the models. However, when fitting to ABM output, the generalized Gompertz (GG) and Logisitic (GL) equations are e−1875 and e−942 times as probable as the von Bertalanffy (vB) model to minimize information loss, respectively. This means that GG and GL cannot explain the ABM data better than vB. Our results confirm that comparatively the vB growth model provides a better fit to the ABM data. Therefore we select the vB model as our surrogate. This agrees with findings in (Ghaffari Laleh et al., 2022) where these and other test models were fit to tumor volume time-courses from five different data sets.
The vB model has three input parameters (α, β, γ) of which α is related to the environmental carrying capacity. This differs significantly between the ABM (1 mm3) and the experimental system (∼2,000 mm3). Since the two carrying capacities are uncorrelated, α cannot function as an interlocutor between the ABM and the experimental data. Therefore, we select β and γ as our SM parameters of interest.
3.3 Parameter surface reconstruction
Figure 4 shows the results of the SM parameter surface reconstruction from ABM output. Figure 4A depicts the best fit of SM output (time-course of # of tumor cells) to ABM output (time-course of # of tumor cells integrated over space) for one specific combination of pdiv and divlim. The results of the profile likelihood analysis, quantifying uncertainty in SM parameters β and γ for this choice of pdiv and divlim, are shown in Figures 4B,C. Both parameters are identifiable from the ABM output, as evidenced by u-shaped profiles. The 95% confidence bounds for these fits correspond to discrete points on the upper and lower 95% confidence hypersurfaces in (pdiv, divlim, β) and (pdiv, divlim, γ) space. Repeating this for all sampled combinations of pdiv and divlim yields the sets of discrete points that lie on the upper and lower hypersurfaces of each SM parameter. As an illustration, Figures 4D,G show the discrete points on the lower hypersurfaces for β and γ, respectively. Next, the surfaces are “filled in” using interpolation, as shown in Figures 4E,H. Finally, Figures 4F,I show the fully reconstructed upper (orange) and lower (blue) hypersurfaces for β and γ, respectively. For this region of ABM parameter space, we are 95% confident that the SM parameters lie in between these hypersurfaces.
[image: Figure 4]FIGURE 4 | Surrogate model parameter surface reconstruction from ABM output. (A) Best fit of surrogate model to averaged ABM output generated with pdiv = 0.245 and divlim = 8. (B,C) Profile likelihoods (solid blue lines) for estimated surrogate model parameters: (B) β, and (C) γ. Thresholds for the 95% confidence intervals are shown as red lines and RSS stands for residual sum of squares. The left and right points of intersection of the blue and red curves give the lower and upper bounds, respectively, for the estimated surrogate model parameter, corresponding to these specific values of ABM parameters (pdiv = 0.245 and divlim = 8). (D–F) Lower and upper surface reconstruction for β. (D) Lower bounds for β obtained from 95% confidence thresholds like those shown in panel (B), for various choice of ABM parameters pdiv and divlim. (E) Lower bound surface for β reconstructed from the discrete points shown in panel (D). (F) Final lower (blue) and similarly reconstructed upper (orange) surfaces for β. (G–I) Lower and upper surface reconstruction for γ, following similar steps.
3.4 SM parameter estimation from experimental data
Figure 5A shows the results from fitting the SM parameters β and γ to the experimental data for breast cancer xenografts taken from (Zhou et al., 2019). From the subset profiles for each parameter graphed in Figures 5C,D, we see that both parameters are practically unidentifiable (or inestimatable) from the experimental data set. Although each parameter on its own is not estimable, the following practically identifiable combination is inferred from parameter relationships between β and γ, shown in Figure 5B:
[image: image]
[image: Figure 5]FIGURE 5 | Surrogate model parameter estimation and practical identifiability analysis using breast cancer xenograft data from (Zhou et al., 2019). (A) Surrogate model fit to experimental tumor volume time-courses. (B) Inferred relationship between γ and β using the profile-likelihood method (Eisenberg and Jain, 2017), with combinations plotted as blue squares, and potential combination form plotted as a red curve. (C,D) Profile likelihoods (solid blue lines) for estimated surrogate model parameters: (C) β, and (D) γ. Thresholds for the 95% confidence intervals are shown as red lines and RSS stands for residual sum of squares.
We remark that the values for β and γ depicted in Figure 5B are from within their respective 95% confidence bounds inferred from Figures 5C,D.
3.5 Inferring regions of ABM parameter space that correspond to experimental data
For any pair of admissible values of β and γ as determined by Eq. 3, a corresponding region of ABM parameter space is inferred from Figure 4F for β, and Figure 4I for γ. The intersection of these two regions gives the region of ABM parameter space that maps to the experimental data for this specific β-γ combination. Figure 6 shows these inferred regions for three representative pairs of values of β and γ. Along each row, the first panel shows the ABM parameter region corresponding to that value of β, the second panel shows the ABM parameter region corresponding to that value of γ, and the third panel shows the intersection of these two regions. Finally, Figure 7 shows the union of several such common regions, for the range of possible values of β and γ. This is the desired region of ABM parameter space inferred from the experimental data.
[image: Figure 6]FIGURE 6 | Regions in ABM parameter space corresponding to various choices of surrogate model parameter combinations that were inferred by fitting to experimental data. Orange tinted areas represent regions in ABM parameter space for which that surrogate model parameter lies between its upper and lower reconstructed surfaces. Purple and yellow tinted areas represent (inadmissible) regions when the surrogate model parameter is outside these bounds. The first and second columns represent ABM regions corresponding to various choices of β and γ, respectively. The third column graphs the intersection of the admissible ABM parameter regions, with each entry corresponding to the pair of β-γ values from that row. The β-γ pairs in each row are points that lie on the practically identifiable combination form plotted in Figure 5B.
[image: Figure 7]FIGURE 7 | Region in ABM parameter space inferred from all possible surrogate model parameter combinations that fit experimental data equally well. The yellow and blue stars denote parameter sets 1 and 2 (pdiv = 0.18, divlim = 9 and pdiv = 0.24, divlim = 11; respectively, as discussed in Section 3.6 and Figure 8.
3.6 Comparing metrics from the ABM parameter space
Two distinct sets of parameters from within the inferred ABM parameter space are chosen to illustrate how the same xenograft volume time-course may come from tumors with very different spatial microstructure. For each parameter set, ABM simulations are repeated six times, and the number of tumor cells, the number of hypoxic cells and the number of cancer cell divisions are recorded at each time step. Additionally, we also calculate the compactness of the tumor, the surface area to volume ratio of the tumor, the fractal dimension of the 3D vasculature, and the distance of the farthest cancer cell from the original tumor, at the end of simulations (iterations = 300). Figure 8 shows how these features compare between the two sets of simulations.
[image: Figure 8]FIGURE 8 | Metrics distinguishing ABM-simulated tumors using parameter set 1 (pdiv = 0.18 and divlim = 9, yellow curves and bars) and parameter set 2 (pdiv = 0.24 and divlim = 11, blue curves and bars). (A) Mean and standard deviation of total cancer numbers at each iteration. (B) Mean and standard deviation of total number of hypoxic cells at each iteration. (C) Mean and standard deviation of total number of cancer cell divisions at each iteration. (D–G) Metrics calculated at simulation end-point (iterations = 300), with statistically significant differences indicated. (D) Compactness of the simulated tumors. (E) Surface area-to-Volume ratio of the simulated tumors. (F) Fractal dimension of tumor vasculature. (G) Distance of the farthest cancer cell from the origin (location of tumor cells at iteration 0).
As can be seen from Figure 8A, the mean number of cancer cells of parameter set 2 is consistently larger than parameter set 1, with a difference of about a thousand cells. Parameter set 1 has a relatively small variation between runs as compared to parameter space 2. Similarly, Figure 8B shows that the mean number of hypoxic cells is consistently larger for parameter set 2 than 1. On the other hand, although the number of cancer cell divisions is initially higher for parameter set 2, both sets of simulations stabilize at a similar number (Figure 8C). These findings are unsurprising, given that parameter set 2 allows for a higher probability of division as well as number of allowed divisions, than parameter set 1.
Interestingly, tumors generated from parameter set 2 are significantly more compact than those generated from parameter set 1 (p-value = .0357 using a two sample t-test, see Figure 8D). This makes sense as parameter set 2 has a larger division probability and cells can divide more times than parameter set 1. Therefore, they should generally reproduce more often and longer before they become senescent, creating a larger, more compact tumor. Although we do see that the variance for parameter space 2 is much larger than parameter space 1, meaning that while they tend to be more compact, there are also cases in which they are less compact, similarly to parameter space 1. In contrast, the surface area to volume ratio is significantly lower for tumors from parameter set 1 than parameter set 2, with a p-value of .0149 (see Figure 8E). The average fractal dimensions of the final tumor vasculature are similar between the two parameter sets, with values within 1.93 and 1.97 (see Figure 8F). This is in line with experimental results that found vessels from whole tumor xenografts had fractal dimensions between 1.94 and 2.04 (Kim et al., 2012). Finally, the distance from the original tumor of the farthest cell at the end of the simulations, is also similar between the two parameter sets (see Figure 8G).
4 DISCUSSION
There is an unmet need to develop new theoretical and computational frameworks that advance current efforts for making critical connections between computationally complex model (CCM) parameters and real-world data, which can be sparse and highly variable. To that end, we developed SMoRe ParS, which is a potentially paradigm-shifting method for parameter surface reconstruction that tackles this problem. SMoRe ParS envisages an explicitly formulated, data-informed, simpler, surrogate model (SM) as an intermediary that is used to quantify the uncertainty in the relationship between CCM inputs and SM parameters, and also between SM parameters and real-world data. SM parameters, thus, serve as a link between difficult-to-estimate CCM inputs and noisy data and enable calibration and uncertainty quantification of CCM parameters that map directly onto an experimental data set.
To illustrate the capability of SMoRe ParS to connect CCM output and real-world data, we applied it to an ABM of 3D vascular tumor growth as the CCM, and data from tumor xenograft growth experiments as real-world data. Our method allowed us to construct an explicit mapping between ABM parameters and tumor volume time-courses, which encodes within it information on uncertainty in inferred parameter values. We then selected two distinct sets of ABM parameters that map onto the same data set, to investigate any differences between the resultant simulated tumors. Indeed, several trends distinguished the two sets of simulations. Variances in tumor cell number time-courses shown in Figure 8 suggest that parameter set 1 (lower probability of cell division and fewer number of allowed cell divisions) is consistent with a slow growing tumor, whereas parameter set 2 (higher probability of cell division and greater number of allowed cell divisions) allows for both slower and faster growing tumors. In fact, the variation within parameter set 1 was consistently smaller than within parameter set 2 across all metrics, except surface area to volume ratio (Figure 8). This suggests that while in parameter set 1 all tumors grew relatively similarly, in parameter set 2 the randomness of which cells could proliferate or move could lead to a substantial difference in the growth rate of the tumor. This is consistent with previous results that showed if cells are surrounded by other cells, even if their proliferation probability is high, they will not be able to divide because there is not enough space, thus limiting the overall growth of the tumor (Norton et al., 2017). Therefore, tumors that have the capability of excessive growth may not be able to do so under certain conditions where their growth is limited by spatial inhibition. This also explains the trends in compactness and surface area to volume ratio of the parameter sets. Tumors generated from parameter set 1 were less compact than those from parameter set 2, with a higher surface area-to-volume ratio, indicating more space to grow. Both these metrics have been suggested as predictors of malignancy in lung and head and neck cancers Aerts et al. (2014), Bogowicz et al. (2017), He et al. (2014), Wang et al. (2016). Our results suggest that tumors with very distinct malignant potential could be “hiding” within aggregate, macroscopic data.
In this paper, we chose to select the SM from a set of phenomenological models because our main concern was providing an easy to follow proof of concept example for cellular-level tumor growth. In other applications, where for example molecular or microenvironmental drivers of tumor progression and treatment response are of interest, it is possible to choose a mechanistic formulation of the surrogate. There are several advantages to doing so, including being able to more fully leverage the SM’s ability to directly connect the ABM to the experimental data. A mechanistic SM would also have stand alone value as it provides a more complete characterization of the system and can be used for long term forecasting with greater confidence. We remark that in our approach, only a handful of ABM parameters can be considered at a time. In general, the precise number would depend on the computational complexity of the ABM and SM and how much experimental data is available. Further, deriving a mechanistic SM that can match both the experimental data and the ABM output may prove time-consuming. While we use cancer as an illustrative example and as the subject of our future studies, SMoRe ParS can easily be applied to a wide range of CCMs for basic biology and translational systems biology investigations.
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APPENDIX A
AGENT BASED MODEL
The cancer agent-based model is made up of two main modules: the vascular module and the cancer cell module, as described in Section 2.2.2. Figure 9 shows a flow chart of how the ABM is implemented.
[image: Figure 9]FIGURE 9 | Flowchart for implementing the Agent Based Model adapted from (Norton, 2018).
MODEL SETUP
The cancer module is initialized with 100 cells, of which 20 are stem cells and 80 are progenitor cells. 5% of all cells are assumed to have a higher migratory speed. Each progenitor cell may divide at most divlim times before undergoing senescence, and the initial pool of progenitor cells are randomly assigned a division cycle count between 1 and divlim. The vascular module is initialized with eight capillaries that are aligned along the edges of the simulation grid, with two capillaries branching off of another. The floor of the simulation domain is assumed to rest on healthy tissue and acts as a constant source of oxygen.
VASCULAR MODULE
The vascular module starts to evolve once hypoxic cancer cells appear in the simulation. These are an assumed source of angiogenic factors such as VEGF. A cancer cell becomes hypoxic once it is 200 microns away from a source of oxygen, namely a mature capillary or the floor of the simulation domain. The vascular network evolves as follows. In each iteration, a cell lining a capillary has a chance to generate a new tip cell, determined by local hypoxic conditions. Each active tip cell determines whether it migrates or proliferates. A tip cell can only proliferate if there is no stalk cell in the sprout, in which case the tip cell proliferates to produce a stalk cell behind it. Tip cells with stalk cells behind them do not proliferate. Once a tip cell has proliferated, we test whether it is adjacent to another tip cell or vascular segment and if so, the two tip cells or the tip cell and vascular segment anastomose. This results in the formation of a closed loop which represents a blood-bearing vessel that is a source of oxygen. All segments in such a vessel are then marked as mature and can no longer proliferate or migrate. If the tip cell does not proliferate, it checks whether it can migrate. We introduce a variable migdist, which determines how far the tip cell migrates. migdist cannot exceed more than 1.5 times the length of the tip cell, and is calculated based on the local VEGF concentration. This, in turn, is a function of the number of neighboring cancer cells. Details on how migdist is computed are provided in (Norton and Popel, 2016). The tip cell randomly migrates towards one of its neighboring cancer cells, excluding cells that would cause the tip cell to migrate backwards. The tip cell does not migrate if it would cause it to leave the vascular grid. After migration, the tip cell checks whether it can anastomose, as described previously.
The second step of the vascular module involves stalk cell decisions. Stalks cells’ main function is to proliferate and push the tip cell forward. A stalk cell only proliferates when it reaches the end of its cell cycle, and if there is enough space. If a stalk cell proliferates, a new stalk cell is created replacing the old tip cell. Afterwards a new tip cell is created of 1 micron length in the direction of the old tip cell. The old stalk cell then becomes a quiescent phalanx cell which cannot proliferate or migrate. The new stalk cell resets its cell cycle and the tip cell checks if it should anastomose.
The last step of the vascular module allows for vessel branching of phalanx cells. Neither tip cells nor stalk cells are allowed to branch. Branching occurs due to the presence of nearby hypoxic cells. Specifically, the phalanx cell can only branch if there are hypoxic cells within 250 microns of it. The new branch creates a tip cell that is extended in the direction of the nearest hypoxic cancer cell. Once a phalanx cell has branched the two cells next to it cannot branch.
CANCER MODULE
The cancer module runs through each cancer cell in a random order so as not to introduce bias. Each cancer cell can migrate, proliferate, quiesce, senesce and/or die in each iteration. First, the cell determines whether it is normoxic or hypoxic by checking whether it is less than 200 microns from a mature vessel. Hypoxic cells are more migratory, increasing the speed they migrate 3-fold, and are less proliferative, decreasing their chances to proliferate by half. In order for the cancer cell to migrate or proliferate there must be available space. If there is no available space, the cell becomes quiescent. The cell decides whether it will migrate based on its migration probability. The number of voxels the cell migrates is based on its migration speed. Therefore, each migrating cell randomly chooses an open space to migrate into and repeats this as many times as its migration speed.
The next decision the cancer cell makes is whether it can proliferate. Each cancer cell has its own proliferation rate depending on whether it is a stem cell or a progenitor cell and whether it is hypoxic or not. If it is a progenitor cell, it can only proliferate if it has not reached its division limit, divlim. In this case, the progenitor cell decides whether it will divide based on its proliferation probability pdiv. If it decides to proliferate, the progenitor creates a new progenitor cell in a random adjacent grid space and increases its division number by 1. The new progenitor cell inherits the parent cell’s division number and has a 5% probability of being highly migratory. Once a progenitor cell has reached its division limit, it becomes senescent. Alternatively, if the current cancer cell is a stem cell, it first decides whether it will divide based on its proliferation probability. Then it decides whether it will divide symmetrically into another stem cell or asymmetrically into a progenitor cell. Stem cells have no division limit but if a stem cell creates a new progenitor cell, the new progenitor cell has a full division limit of divlim. At the end of the simulation, any cell that has been hypoxic for 40 iterations dies. Each senescent cell has a 10% probability of dying in each iteration.
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The protective role of Natural Killer (NK) cell tumour immunosurveillance has long been recognised in colorectal cancer (CRC). However, as most patients show limited intra-tumoral NK cell infiltration, improving our ability to identify those with high NK cell activity might aid in dissecting the molecular features which underlie NK cell sensitivity. Here, a novel CRC-specific NK cell gene signature that infers NK cell load in primary tissue samples was derived and validated in multiple patient CRC cohorts. In contrast with other NK cell gene signatures that have several overlapping genes across different immune cell types, our NK cell signature has been extensively refined to be specific for CRC-infiltrating NK cells. The specificity of the signature is substantiated in tumour-infiltrating NK cells from primary CRC tumours at the single cell level, and the signature includes genes representative of NK cells of different maturation states, activation status and anatomical origin. Our signature also accurately discriminates murine NK cells, demonstrating the applicability of this geneset when mining datasets generated from preclinical studies. Differential gene expression analysis revealed tumour-intrinsic features associated with NK cell inclusion versus exclusion in CRC patients, with those tumours with predicted high NK activity showing strong evidence of enhanced chemotactic and cytotoxic transcriptional programs. Furthermore, survival modelling indicated that NK signature expression is associated with improved survival outcomes in CRC patients. Thus, scoring CRC samples with this refined NK cell signature might aid in identifying patients with high NK cell activity who could be prime candidates for NK cell directed immunotherapies.
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Introduction

Despite improvements in the surgical and medical management late-stage colorectal cancer (CRC), 5-year survival rates for patients with late-stage colorectal cancer (CRC) remain extremely poor and innovative treatment strategies are needed. Although T-cell directed immunotherapies are strikingly effective in several solid cancer types, durable responses are limited to colorectal tumours exhibiting defective mismatch repair processes (dMMR), thus benefiting approximately 5% of all CRC patients (1). Downregulation of major histocompatibility complex class I (MHC-I), whose expression is a pre-requisite for T-cell-mediated immune killing, has been reported as a major cause of secondary resistance to checkpoint blockade therapy (2, 3). Thus, there is an urgent need to explore alternate immunotherapeutic strategies which harness other antigen-independent cell types.

In recent years, natural killer (NK) cells have emerged as a promising candidate for immunotherapeutic development. Adoptive transfer of primary NK cells suppresses T-cell mediated graft-versus-host disease and exacerbates graft-versus-tumour responses (4, 5). Similarly, a myriad of alloreactive NK cell lines - primarily NK92, but also NKL, KHYG01 and YTS – have demonstrated safety and efficacy in HLA-mismatched recipients in early-stage clinical trials (reviewed in (6)). This suggests that NK cell therapeutics may be harnessed in an “off-the-shelf” manner in the future, circumventing the difficulty associated with the ex vivo expansion of antigen-specific T-cell clones. Likewise, chimeric antigen receptor (CAR) NK cells have shown promising results in xenograft models (7, 8), and monoclonal antibodies which neutralise NK cell inhibitory receptors such as the KIR family (9, 10) and NKG2A (11) have entered early-stage clinical trials.

NK cell activity is inversely correlated with cancer incidence (12) and there is a wealth of evidence supporting the role of NK cells in controlling both spontaneous and experimental metastasis (13, 14). In CRC, NK cell infiltration has been identified as a positive prognostic marker in both primary (15, 16) and metastatic (16, 17) disease. NK cells differ from conventional lymphocytes in that they function in an MHC-I unrestricted manner in accordance with the “missing-self” hypothesis (18, 19). In this manner, NK cell-directed immunotherapies may overcome the restricted benefit of antigen-specific T-cell responses in tumours with high mutational diversity. Moreover, harnessing NK cell cytotoxicity is a promising opportunity in the treatment of immunologically “cold” tumours such as CRC that undergo loss of MHC-I expression. Indeed, recent studies have reported that 40% of patient-derived CRC organoids exhibit MHC-I loss which could not be rescued by IFN stimulation (20), concordant with clinical reports of MHC-I loss in approximately 60% of MSI CRCs (21). Yet, clinical enthusiasm has been tempered due to the scant NK load reported in most CRC tumors, despite high levels of chemokines and cytokines (22). Thus, novel means of determining which patients show high NK cell infiltration and activity and might therefore benefit from NK cell directed immunotherapies is needed.

Transcriptomic signatures are sets of genes whose coordinated expression has a verified association with specific biological parameters – such as cell type and phenotypic state – or clinical measures, including disease subtype, survival outcome or therapeutic response. Deconvoluting the relative abundance of immune cell subsets using transcriptomic signatures offers many benefits over the comparatively low-throughput methods of immunophenotyping which are currently available. In CRC alone, a multitude of prognostic signatures have been reported (23, 24) alongside several signatures which predict response to 5-FU based chemotherapies in Stage II-III disease (25–27). Additionally, RNAseq data from a cohort of 40 CRC patients with metastatic or relapsed disease was used to derive a 27-gene signature able to discriminate responders and non-responders to the FOLFOX6 chemotherapy regimen with accuracy of 92.5%, demonstrating the powerful role which signature analysis may play in personalising patient care (28).

In their simultaneous assessment of multiple markers, transcriptome-wide approaches circumvent the limitations of single-marker or low-throughput phenotypic assessments. This may also allow for previously unidentified markers or associations to be identified which may provide important insights into immune cell biology. However, a major consideration when employing such computational approaches is the suitability of the reference profiles, as the gene signatures derived from sorted cell types in healthy individuals may not accurately reflect those of the potentially dysregulated cells in a diseased individual. This is particularly pertinent in the case of NK cells, as activated NK cells have unique transcriptional profiles as compared with resting NKs from healthy volunteers (29). Additionally, as signatures often rely on highly expressed genes and thus often incorporate genes that are not that specific of a given cell type, the accuracy of cell type detemination may be compromised. Although prognostic NK cell gene signatures exist for highly immunogenic tumour types such as melanoma (30) and renal cell carcinoma (31), it is currently unclear how appropriate these are for use in tumours such as CRC which traditionally show a poor immune cell infiltration. Other works which have looked at the transcriptomic profiles of lymphocytes in CRC have focussed on defining residency versus exhaustion states (32). where the genesets used to define CD4+ and CD8+ T-cells had several genes overlapping with the NK cell geneset.

Here, we present a novel NK cell transcriptomic signature which can be used to infer NK cell abundance from bulk RNA sequencing data of primary CRC samples. Candidate NK cell-related genes were pooled from previously published works and in-house differential expression (DE) analyses and sequentially filtered to ensure their fidelity as NK cell markers with minimal off-target expression in tumour, stromal and other immune cell types. Single-cell RNAseq (scRNAseq) data from primary CRC samples were then used to validate each signature gene in tumour-infiltrating NK cells. We then show that high NK cell score is associated with upregulation of cytolytic and chemotactic transcriptional processes, and survival analysis revealed that patients with higher evidence of NK cell activity demonstrate significantly longer recurrence and disease-free intervals. Collectively, the NK cell signature allows for the identification of CRC patients with high NK cell activity, which may aid in defining the molecular characteristics associated with strong response to NK cell targeting immunotherapies.



Methods


Preparation of publicly available RNAseq data

Datasets used in the present study are listed in Table S4. Raw counts files from publicly available datasets were downloaded rom Gene Expression Omnibus (GEO) using the NCBI portal (http://www.ncbi.nlm.nih.gov/geo/). CCLE data was downloaded as a PharmacoSet (PSet) through the PharmacoGx R/Bioconductor package (version 1.6.1). For in-house data, 3’ RNA-seq reads were aligned using HISAT2 against human genome GRCh37 (release 75) and the featureCounts tool from the RSubread package was used to quantify the number of reads for each gene per sample. The filterByExpr function from the edgeR package (v 3.28.1) was used to filter lowly expressed genes and calculated count- or transcript-per-million (CPM/TPM) values. The MyGeneset application of the ImmGen online databrower (http://www.immgen.org/Databrowser19/DatabrowserPage.html) was used for analysis of GSE15907.

The GSE107011 dataset is composed of 29 FACS-isolated cell types from the blood of healthy individuals. For this project, The NK cell, basophils, and neutrophil samples were annotated as per the authors’ annotation file. However, to circumvent the known issues associated with multiple comparisons, and to facilitate comparisons with data sets offering less cellular subtype resolution, the various maturation and functional states for other cell types were merged to form larger groups: naïve, switched, non-switched and exhausted B-cell samples were merged and annotated as “B-cells” (nsamples = 16); naïve, central memory, effector memory and terminal effector CD8+ T-cell samples were merged and annotated as “CD8+ T-cells (nsamples = 16); classical, intermediate and non-classical monocytes were merged and annotated as “monocytes” (nsamples = 12); myeloid and plasmacytoic dendritic cell samples were merged and annotated as “dendritic cells” (nsamples = 8). Plasma and progenitor cells were excluded from downstream analyses. Given the transcriptional overlap between NK- and T-cells, T- cell subsets (namely CD8+, CD4+, MAIT cells, Tfh, TH1, TH17, Th2, Treg, γδ+ and γδ -) were interrogated both individually and as part of a larger, merged group annotated as “pan-T-cells”. Resultingly, 17 discrete immune cell subtypes from this dataset were interrogated. For GSE60424, only blood samples from healthy individuals were included.



Differential expression analysis, gene set testing and survival modelling

The singscore (v1.6.0) R package was used for Single-sample gene set enrichment analysis against various molecular signatures. Depending on the direction of gene sets, we used different settings of simpleScore function as specified in the documentation. NK-high and NK-low groupings were defined as the top and bottom 10% of samples, respectively, when ranked by NK scores. DE analysis between NK-high and NK-low samples was performed using the voom-limma (v 3.42.2) pipeline (Law et al., 2014). After running eBayes, we considered genes with absolute log2FC > 1 (for ovexpression) or log2FC < −1 (for repression) and adjusted p-value < 0.05 as DEGs. The goana function from the limma package was used to perform gene ontology (GO) analysis and camera gene set testing was performed using MSigDB signatures retrieved from the WEHI bioinformatics portal (http://bioinf.wehi.edu.au/software/MSigDB/). Survival modelling was performed using the survminer (v0.4.8) and survival (v3.2-7) packages using the clinical annotation files provided from the sources listed in Table S4.



Data wrangling and visualization

All computational analyses were performed using R (version 3.6.1). For data wrangling and visualization, base R functions were using alongside several core packages from the tidyverse (v 1.3.0) R package. tidyr (v 1.1.2) and dplyr (v 1.0.2) were used for reading and manipulating the data, as well as ggplot2 (v 3.2.1) and cowplot (v 1.0.0) for data visualization. Heatmaps were generated using the complexHeatmap (v 2.2.0) or pheatmap (v 1.0.12) R packages.



Statistical analysis

All statistical analyses were performed using R. Data is expressed as mean ± standard deviation (SD) unless otherwise indicated. The minimum threshold for rejecting the null hypothesis was p<0.05. For results where statistics are shown, significance is denoted as: * = p<0.05; ** = p< 0.01; *** = p<0.001.



Code availability

The code used throughout this study is available on Github (https://github.com/cshembrey/NK_Signature_CRC).




Results


Collation of candidate NK cell signature genes

To identify a CRC-specific gene expression signature associated with NK cell abundance, we implemented a novel pipeline that involved curation and sequential refinement of putative NK cell genes against immune, tumour and stromal cells in multiple bulk and single cell RNAseq datasets (workflow outlined in Figure S1). Firstly, 605 unique genes were collated from eight partially overlapping sources (Figure 1). Four previously curated NK cell signatures were compiled: “CIBERSORT Active” (ngenes = 56) and “CIBERSORT Resting” (ngenes = 56) refer to the gene sets corresponding to activated and resting NK cells, respectively, as reported in the LM22 signature matrix used for the CIBERSORTx algorithm (33); The “Cursons Extended NK cell Geneset” gene set (ngenes = 112 genes) was derived from the supplementary data table of a melanoma-specific NK cell signature previously reported by Cursons and colleagues (30); The “Wang NK cell marker” gene set (ngenes = 13; 34) is composed of markers used to guide the immunophenotyping of different cell subsets in bulk RNAseq data from CRC cell lines and primary samples, and the “receptors” gene set (ngenes = 43) was compiled by mining the literature for various receptor subsets (eg. activating, inhibitory, chemokine or cytokine receptors) with documented expression on NK cells.




Figure 1 | Collation of putative NK cell signature genes. UpSet plot of gene intersects from eight partially overlapping sources (listed at right). Gene set (blue bars) and intersection (red bars) sizes are indicated. Inset: Venn diagram of DEGs identified from pairwise comparisons of NK cells versus other immune cell types in GSE60424 and GSE107011. Only the “Union DEGs” (ngenes = 194) were retained as candidate signature genes.



Subsequently, three novel gene sets were derived from the results of differential expression (DE) analysis, where putative genes enriched in NK cells were identified by pairwise comparison of NK cells and at least one other immune cell type. DE analysis of the GSE60424 bulk RNAseq dataset (35), composed of six immune FACS-isolated cell types (NK cells, B-cells, CD4+ T-cells, CD8+ T-cells, monocytes and neutrophils), identified 280 DEGs (“GSE60424 DEGs”). Similarly, DE analysis of GSE107011 (36), an RNA-seq dataset composed of 29 FACS-isolated immune cell types, yielded 427 DEGs (“GSE107011 DEGs”). Finally, to enhance our resolution when discriminating between NK and T-cells, a subsequent “pan-T DEGs” (ngenes = 23; from GSE107011) was constructed from the DE genes when only NK versus T-cell comparisons were considered; here, the selected genes were those upregulated in NK cells relative to all T-cell subsets (eg. upregulated in NKs relative to CD8+ and CD4+ and MAIT etc.), irrespective of their expression level in other innate immune cell types.

Following compilation, 605 unique candidate NK genes were identified. To examine the representation of traditional NK cell markers versus potentially novel NK cell-related genes, the interconnectedness of this gene set was compared across the eight sources (Figure 1). Most genes identified (451/608; 74%) were uniquely found from our DE analyses. Surprisingly, there were zero genes which were conserved across all eight sources and only two genes, KLRD1 and KIR3DL2, were conserved across 7/8 sources. We hypothesize that the lack of consensus between these datasets may reflect the multiple discrepancies between studies in terms of criteria chosen for candidate gene selection and filtering, combined with variations in the NK subtypes present in each dataset.

To further refine the comparatively large GSE60424 and GSE107011 DEG sets, a “Union DEGs” gene set was created (Figure 1; inset). For inclusion in this merged gene set, a given candidate gene needed to be differentially upregulated in NK cells relative to all other immune cell types in one or both data sets (eg. upregulated in NK cells versus T-cells and B-cells and neutrophils) differing from the previous DEG analyses where the gene in question need only be upregulated in NK cells on a pairwise basis (eg. upregulated in NK cells versus T-cells, but not necessarily B-cells nor neutrophils). Of the 525 unique DEGs identified across GSE60424 and GSE107011, 194 genes fit this criterion. After reintegration of these “Union DEGs” with the genes derived from other sources, 295 candidate genes remained.

Although DE analysis identifies genes which are preferentially expressed by NK cells as compared with other cell types, the expression of individual DEGs by NK cells may still be very low. This is problematic when aiming to identify NK cell signals from tumour sequencing data, particularly given that NK cells represent a small proportion of the total cell number. Thus, we further refined out geneset by retaining only those candidates with higher median in NK cells relative to other immune cell subsets in GSE107011 (Figure 2A; Figure S2A; purple boxes) and GSE60424 (Figure S2B; purple boxes). Sets of passing genes for each dataset were derived by taking the intersect of the specific genes (ngenes = 49) from GSE107011 (Figure 2A) and GSE60424 (Figure S2B). Of these, 10 genes (ADGRB2, B4GALT6, LDB2, LIM2, LINC01451, LRRC43, PCDH1, PRSS57, RAMP1 and RNF165) were identified in both data sets.




Figure 2 | NK cell specificity filtration against immune and CRC-supportive cell types. (A) Biplots depicting median expression for each candidate gene (rings; coloured by sum of sources) in NK cells from GSE107011 (logTPM) versus other immune cell types. The intersect of passing genes for each pairwise comparison (purple boxes) were retained as candidate genes. (B) Biplots depicting median expression for each candidate gene (rings; coloured by sum of sources) in NK cells from GSE107011 (logTPM) versus CCLE CRC cell lines (left column; logRPKM) and GSE90830 (CRC cell lines; right column; logRPKM). The union of failing genes for each pairwise comparison (blue boxes; ngenes = 12) were flagged for removal from the candidate geneset. (C) Lineplot of candidate gene expression in the stromal cell (CD31+; gold), fibroblast (FAP+; green) and epithelial cell (EpCAM+; light blue) compartments of six primary CRC samples (GSE39396), normalised to leukocyte (CD45+; purple) expression. Genes with normalised expression >1 were flagged for removal. CCLE, Cancer Cell Line Encyclopedia; CoT, CRC primary tumour; LT, CRC liver metastasis.



Interestingly, this analysis highlighted that many of the “classical” NK cell markers that are in multiple sources (Figure 2A; yellow/green rings) are also expressed at very high levels in “unconventional” T-cell subsets such as MAIT, γδ+ and γδ- T-cells. As illustrated by GSE60424 (Figure S2B), where T-cells are exclusively grouped as CD8+ or CD4+, many FACS-based studies do not include these relatively niche T-cell subsets, possibly leading to the identification of putative NK cell-specific genes which are in fact highly expressed by unconventional T-cell subsets.

The two sorted NK cell-containing data sets interrogated thus far (GSE60424 and GSE107011) were derived from the peripheral blood of healthy individuals; this approach has limitations, as the gene expression profiles of such cells may not necessarily reflect those of tissue-infiltrating NK cells nor NK cells in the context of cancer. To address this concern, we performed an independent DE analysis (see methods for details) on an NK-cell containing scRNAseq data set (GSE146771 (37), composed of SMART-Seq2 and 10X subseries) generated from a cohort of CRC patients (nsamples = 20; from 18 unique patients) with Stage II-III disease of varying pathological grade, MSI status, and extent of nodal involvement. This analysis identified several additional NK cell marker genes, and allowed us to cross-validate the 49 genes derived from bulk RNA-seq analysis (mentioned above) at the single cell level. Following these analysis steps, 82 candidate genes were prioritised.



Signature gene specificity filtration against tumour and stromal cells

As the NK cell signature is designed to resolve the NK cell fraction from bulk RNAseq data of tumour tissue, it is imperative that the genes in the signature should not be expressed by the tumour cells themselves. To determine whether any of the 82 identified genes were expressed by tumour cells, additional specificity thresholding was performed against two sources of CRC cells (Figure 2B). As bulk RNAseq from CRC tumour tissue would be expected to contain immune cell fractions, two cohorts of CRC cell lines were used in this analysis: The Cancer Cell Line Encyclopedia (38) (nsamples = 57) and GSE90830 [nsamples = 44 (39)]. These datasets revealed that 12 genes had relatively higher expression in CRC cells compared with NK cells (Figure 2B; blue boxes), and they were therefore excluded from further analyses.

Despite the immune- and tumour-specific filtration steps previously performed, the possibility of contaminant expression of our candidate genes by other non-NK cell types such as including fibroblasts, stromal cells and non-transformed epithelial cells has not been accounted for. To address this, the relative expression of our candidate genes was interrogated in the leukocyte (CD45+), stromal cell (CD31+) and epithelial cell (EpCAM+) fractions isolated from the tumours of 6 patients with CRC (GSE39397 (39); as well as against cultured, normal colon mucosa-derived fibroblasts (CCD-Co-18). Failing genes (ngenes = 14) were defined as those with significantly higher expression relative to leukocytes in a non-leukocyte subset (Figure S3; red headers, summarised in Figure 2C).



Interrogating expression of signature genes in tumour-infiltrating NK cells

Having validated the specificity of our candidate genes at the immune, tumour and stromal cell level in bulk RNAseq, we returned to GSE146771 to confirm this specificity in scRNAseq data. By interrogating the gene expression distribution across Uniform Manifold Approximation and Projection (UMAP) plots (Figure 3), the specificity of each gene for particular NK cell subsets was elucidated. For example, in the SMART-Seq dataset three NK cell subgroups could be discerned based upon marker expression, providing greater cellular resolution: CD16+, a marker expressed on virtually all CD56dim NK cells; GZMK+, a cytotoxicity marker frequently associated with the CD56bright subpopulation; and CD103+, a marker of tissue residency. Certain “NK cell specific” genes such as SH2D1B and KIR2DL3 showed equivalent expression in each of the three NK subsets, whereas other genes were subtype selective. For example, LINGO2, PRSS57 and RNF165 were preferentially expressed by the CD16+ subgroup, whereas WIPF3 expression was high across both the CD103+ and GZMK+ subgroups but sparse in the CD16+ population.




Figure 3 | Candidate gene expression in CRC-infiltrating immune cells. UMAP plots of dissociated primary CRC samples from (A) GSE146771 (SMART-Seq2 scRNAseq; nsamples = 10) and (B) GSE146771 (10X scRNAseq; nsamples = 10) coloured by cell type (at left) and candidate gene expression. Maximum expression (LogTPM) is indicated in parentheses above each plot.



This approach also allowed us to identify genes which, although differentially upregulated in NK cells, showed moderate basal expression across multiple cell types (Figures S4, S5; “High DEGs”; pale blue headers) as well as genes whose expression was no longer specific to NK cells once evaluated at the single-cell level (Figures S4, S5; “Non-specific”; red headers). For example, many candidate genes - including PLAC8, SLC15A4, SLFN13 and ST8SIA6 – have high expression in NK cells although they are promiscuously expressed by multiple cell types, with particularly high expression in the myeloid subset, warranting their exclusion from the final gene list.



Validating the subtype specificity of the curated NK cell signature

Having refined the NK cell signature using CRC-infiltrating NK cells, we next interrogated whether the signature exhibited any biases towards NK cells from particular subsets or sources. GSE133383 (40) contains transcriptomic data for both the immature CD56bright and mature CD56dim subsets of NK cells isolated from the blood, lymphoid organs (spleen, lymph nodes and bone marrow) and lungs of four healthy donors. As is the case with most transcriptional analyses of NK cells, when interrogated in GSE133383 our signature genes cluster according to NK cell maturation state rather than tissue source (Figure 4A). Whilst a substantial number of genes which appear to have relatively uniform expression across both the CD56 bright and dim subsets (Figure 4A), multiple subtype-enriched markers have also been retained. Enriched markers for the populous CD56dim class include the KIR family members, GZMB (40–42) and the chemokine receptors CXCR1 and CXCR2 (43). Two recently identified markers of terminally mature NK cells, HAVCR2 and CX3CR1 (44) show preferential expression in the CD56dim subset as expected. Analogously, enriched markers for the CD56bright subset include CD56 (NCAM1) itself, XCL1 (44) and KLRC1 (45), whose inclusion indicate that the signature has sufficient resolution to detect this relatively minor population. Collectively, this demonstrates that our signature captures both general and subset-enriched NK cell markers, suggesting that it is representative of all types of NK cell.




Figure 4 | Profiling refined gene set expression in NK cell subsets. (A) Heatmap of refined gene set expression in CD56bright (orange) and CD56dim (purple) NK cells isolated from the blood (red), spleen (yellow), bone marrow (blue), lung (pink) and lymph node (green) of four healthy donors (GSE133383). (B) Correlation matrix of refined gene set. Genes are annotated (at left) according to whether they show preferential expression in the CD56dim (orange), CD56bright (purple) or neither (green) NK cell population (C) Boxplot expression of selected genes in CD56dim (orange boxplots) vs CD56bright (purple boxplots) NK cell populations. Headers are coloured based on whether the gene is preferentially expressed in CD56dim (orange headers) vs CD56bright (purple headers) NK cells or shows equivalent expression across both subsets (green headers). Significance was assessed with Student’s T-test; ***p-value < 0.001. ; ****p<0.0001; ns: non-significant.



Many of the genes which are lowly-expressed in GSE133383 (Figure 4A; LIM2, SPTSSB, LGALS9B, PRSS57, ADGRG3, and, to a lesser extent, DRAXIN), which lacks intestinal NK cells samples, are highly expressed in particular subsets of CRC-infiltrating NK cells (Figures 4A, B), possibly reflecting a role for these genes as CRC-specific NK cell markers induced by the tumour microenvironment. It is noteworthy that the peripheral blood CD56bright subset – the most abundant NK cell subset in humans - do not cluster together, supporting the idea that this signature is more CRC-specific than previously reported NK cell signatures derived from blood-based analyses.

Next, as it is expected that genes which are considered robust markers of a given cell type should have coordinated expression patterns, the correlation between the individual genes in the signature was assessed. Correlation analysis demonstrated that the signature genes cluster into two major blocks where expression is highly cross-correlated, representing the genes selective for CD56dim or CD56bright NK cells (Figure 4B; orange and purple annotations at left). Subtype selectivity for each gene was defined based on its relative expression in each of these subsets (Figure 4C and Figure S6). That the two major blocks are anti-correlated may reflect the progressive loss of the CD56bright markers as NK cells mature and reinforces the idea that our signature allows for pan-NK cell rather than subset-specific detection. Situated between the two major clusters are a subset of genes (including GNLY, TXK and PTGDR) which appear to have equivalent expression in CD56bright and CD56dim cells (Figure 4B; green annotations), likely corresponding to a “transitional” NK cell phenotype reported by several groups (42–44, 46).

As a final visualisation measure, the expression of the NK cell signature in aggregate (ie. profiling expression of the signature as a whole, rather than the expression of each individual gene) was performed in an independent human dataset, GSE22886 (47). This dataset is composed of twelve different leukocyte subsets isolated from the PBMCs of healthy donors and was used to avoid the biases of testing our signature on the GSE60424 and GSE107011 data from which it was partially derived. In GSE22886, our NK cell signature was clearly enriched in the NK cell samples relative to the other cell types (Figure 5A). Due to the high sequence and transcriptomic homology between human and murine NK cells (48), we next interrogated the performance of the human NK cell signature in GSE15907 (Immgen) (49); a microarray dataset generated following the ex vivo isolation of multiple immune lineages from adult B6 mice (Figure 5B). Notably, in the murine context our NK cell signature clearly discriminates NK cells from CD8+ T-cells, γδ-T-cells and NKT cells, highlighting the flexibility of this novel NK cell signature to be used in in vivo studies to detect either endogenous murine or xeno-transplanted human NK cells.




Figure 5 | NK cell signature efficiently discriminates NK cells from other haematopoietic compartments. Boxplots of NK cell signature expression in sorted peripheral blood cells from (A) GSE22886 (Log2) independent human PBMC data and (B) GSE15907 (Immgen) murine data. Each boxplot represents one sample (coloured by cell type, at right) and individual points are single signature genes.





Differential gene expression analysis confirms that cytotoxic and migratory programs are associated with high NK score

Having finalised the NK cell signature (Table S1, ngenes = 43), we next sought to determine which genes were concomitantly up- or downregulated in the samples whose transcriptomic profiles showed strong evidence of this signature. To identify these samples, we used a single-sample, rank-based gene-set scoring method termed singscore (50) to score samples against our NK signature. Here, a sample with a high NK score is interpreted as having high evidence of NK cell activity, whereas a sample with low NK score exhibits limited NK cell signature expression. Using samples sourced from two large, publicly available repositories of primary CRCs, the TCGA colorectal adenocarcinomas (TCGA-COAD; nsamples = 454), and GSE39582 (nsamples = 566 (51), we defined the NK-high and NK-low groupings based on the top 10% and bottom 10% of scored samples, respectively. We then performed differential expression analysis to compare the gene expression profiles (GEPs) of samples with high scores to those with low scores in each of the two data sets.

A strong positive correlation was observed between the logFC of genes in TCGA and GSE39582 datasets (Figures 6A, B; Spearman correlation R = 0.72, p-value < 2.2 x 10-16), suggesting similar transcriptional programs of NK inclusion/exclusion in both data sets.




Figure 6 | NK score is associated with high chemokine and cytolytic activity. (A) Scatterplot of the LogFCs of genes comparing NK-high and NK-low groups in TCGA and GSE39582 datasets; Genes that were differentially upregulated (red points) or repressed (blue points) in both datasets are highlighted. DEGs were defined as those with adjusted p-value < 0.05 and absolute LogFC > 1 or LogFC < -1. (B) Venn diagram of upregulated (upper) and down-regulated (lower) DEGs identified in (A). (C) Barcode plots showing enrichment of genes in the “NK cell mediated immunity” gene set (GO:0002228) in NK-high samples in both data sets (D) PCA plot of top 50 most significant GO terms in the NK-high group, distributed by semantic similarity of genes within each term (E) STRING network analysis of protein-protein interactions between the overlapping upregulated DEGs from (A), coloured by biological process. Thickness of the connecting line indicates the strength of evidence for the predicted interaction. GO, gene ontology.



48 genes were differentially upregulated in NK-high samples from both datasets (Figure 6B, upper panel, Table S2). Of these, there was a strong enrichment of genes encoding cytotoxic effectors which are critical for NK cell killing, including the granule proteins NKG7 and granulysin (GNLY), as well as multiple members of the granzyme family including GZMB, GZMA and GZMH. Additionally, there was an overrepresentation of genes encoding ligands for chemokines implicated in NK cell trafficking, including CXCL9, CXCL10 and CCL5 (RANTES). Importantly, these ligands are expressed by tumour cells rather than the NK cells, suggesting that the high NK cell density in these tumours is at least partly driven by a tumour-intrinsic factor.

Conversely, 45 genes conserved between the two data sets were differentially repressed in the NK-high group (Table S3). The parallel downregulation of multiple genes which have been associated with increased metastasis and poor prognosis in CRC was observed, including Dachshund family transcription factor 1 (DACH1) (52) and the metalloprotease meprin-α (MEP1A) (53) and CXCL14 (54). Interestingly, recent evidence indicates that CXCL14 is essential for MHC-I upregulation (55) and as such, it stands to reason that CRC samples with high NK cell activity show decreased CXCL14 expression.

To identify biological processes associated with the NK-high phenotype, gene ontology (GO) enrichment analysis was conducted. Competitive gene set testing against the whole transcriptome of NK-high vs NK-low samples confirmed significant enrichment of the GO term “NK cell mediated immunity” in the NK-high group (Figure 6C). Moreover, the top 50 most significantly enriched GO terms in the NK-high group, when clustered by semantic similarity, converged on umbrella terms including “immune response”, “leukocyte activation”, “leukocyte cell-cell adhesion” and “cytokine production” (Figure 6D).

To visualise the functional synergy of the 45 overlapping upregulated DEGs (from Figure 6B) which define the NK-high group, the Search Tool for Retrieval of Interacting Genes/Proteins (STRING) platform was used to construct a protein-protein interaction (PPI) network (Figure 6E). Consistent with DE results, the PPI network was primarily centred around CC- and CXC-family chemokine ligands (CCL5, CCL4, CCL8, CXCL9, CXCL10, CXCL11, CXCL13, CXCL18) as well as cytolytic effectors (GNLY, GZMH, GZMK, GZMB, GZMK, NKG7, PRF1). A minor node related to antigen processing and presentation (HLA-DMA, HLA-DMB, HLA-DPA1, TAP1, CD74) may point towards a concomitant activation of effector T-cells in the NK-high group; however, chronic antigen stimulation is also known to induce lymphocyte exhaustion, resulting in reduced cytotoxic function (56).

Collectively, these data indicate that the NK-high group is defined by strong chemotactic signalling and high cytolytic activity. As these genes are signposts of an immune-active microenvironment, their upregulation in the NK-high group suggests that the NK cell signature selects for functionally active NK cells, rather than merely NK cell presence.



High NK score is associated with improved survival outcomes and other clinical parameters

Given that NK cell load has been associated with better patient prognosis in CRC (15, 17), we next performed Kaplan-Meier survival analysis to determine whether signature expression was associated with survival probability. Due to significant survival differences between patients with a primary or metastatic disease, we focussed only on those patients with Stage I-III CRC. For all survival analyses, patients were stratified by NK score where “NK-High” and “NK-Low” are defined as samples above and below the median NK score, respectively.

For the TCGA-COAD cohort, the NK-High group had significantly increased disease-free interval (DFI; defined as the period from date of diagnosis until a tumour progression event e.g. locoregional recurrence or distant metastasis) as compared with the NK-Low group (Figure 7A, log rank p-value = 0.0054, p-value from multivariate Cox regression model [accounting for age, stage and MMR status] = 0.02). Similarly, the GSE39582 cohort exhibited a trend towards significantly prolonged recurrence-free survival (RFS), defined as the period between surgical resection and a tumour progression event, at the univariate level (Figure 7B, log rank p-value = 0.053). There were no significant differences in overall survival (OS; Figures S7A, C) nor progression-free interval (PFI; Figure S7B) between the NK-High and NK-Low groups in either dataset.




Figure 7 | NK score is associated with survival outcome and other clinical parameters. Kaplan-Meier survival curves for patients stratified by NK score (where “NK-High” and “NK-Low” are defined as samples above and below the median NK score, respectively) for Stage I-III CRC patients in the (A) TCGA-COAD (DFI) and (B) GSE39582 (RFS) cohorts. Survival differences were tested using both log-rank and multivariate Cox proportional hazards models (adjusted for age, tumour stage and MMR status) with corresponding p-values indicated. (C) Boxplots of association of NK score with CMS status and (D) mutational load in TCGA-COAD patients. (E) Boxplots of association of NK score with MSI (F) CIMP (G) BRAF and (H) KRAS status in GSE39582 patients. (Student’s T-test; **p-value < 0.01; ***p-value < 0.001; ****p < 0.0001). DFI, disease-free interval; RFS, recurrence-free survival, MMR, mismatch repair; CIMP, CpG island methylator phenotype.



We next interrogated the relationship between NK score and various clinical and molecular parameters such as patient history, molecular subtype, and driver mutation status (see additional analyses in Supplementary Data). In both the GSE29582 (Figure S8A) and TCGA (Figures S9B, C) cohorts, NK scores were increased in early-stage disease (Stage I-II) as compared with late-stage disease (Stages III-IV). In the TCGA data, NK scores were considerably enriched in the immunogenic CMS1 subtype (Figure 7C) and in those tumours with higher mutational load (Figure 7D). In GSE29582, high NK score was significantly increased in those patients with MSI (Figure 7E) and CpG Island Methylator Phenotype (CIMP+; Figure 7F) disease. This was corroborated in the TCGA data (Figures S9A, B), where high NK score was also significantly enriched in those with MSI-associated clinical parameters such as tumour hypermutation (Figure S9D) and MLH1 silencing (Figure S9E).

With respect to CRC driver mutations, NK score was significantly enriched in those patients with BRAF mutant (Figure 7G) or KRAS wildtype (Figure 7H) genotypes, although there was no association with TP53 status (Figure S8D). There was no association between NK score and tumour characteristics such as tumour location (Figure S8B; distal versus proximal colon) and histological subtype (Figure S9F; mucinous vs non-mucinous). Similarly, no association was found between NK score and factors related to clinical history including adjuvant chemotherapy status (Figure S8C), prior CRC diagnosis (Figure S9G) or evidence of synchronous disease (Figure S9H). In sum, these results support the clinical utility of using this newly derived NK cell signature in the context of CRC.




Discussion

Bioinformatic approaches which allow for the deconvolution of immune cell subsets from bulk sequencing data have revolutionised our ability to assess the immune landscape of individual tumours. Transcriptomic signatures which predict intra-tumoral NK cell infiltration have been shown to indicate improved patient survival in various cancers (30, 31). However, despite accumulating evidence that NK cell load is prognostic in CRC, there are currently no extensively curated NK cell signatures explicitly designed for use in the context of CRC.

Here, through extensive computational curation of established NK cell-related genes with putative markers discovered through DE analysis of various bulk RNAseq and scRNAseq datasets, we define a comprehensive NK cell signature specific for CRC samples. Survival modelling in two large cohorts of primary CRC patients indicated that NK signature expression is associated with prolonged progression- and recurrence-free intervals, consistent with previous reports on the beneficial prognostic impact of NK cell infiltration in other solid cancers (57). That these metrics are associated with tumour progression (rather than overall survival) may relate to the fact that NK cells are believed to play a greater role in the suppression of metastases rather than the prevention of primary tumours (58, 59).

Although the NK cell signature presented herein is not the first of its kind, we believe that it is the most specific and the most extensively curated NK cell signature for the precise identification of the wide range of NK cell subsets in CRC samples due to its derivation in the context of this tumour type. Practical limitations have meant that most NK cell gene signatures, including that employed in the widely used CIBERSORT immune cell deconvolution tool, were curated using NK cells isolated from the peripheral blood. As NK cells exhibit tissue-specific phenotypes (40, 42, 60), and the tumour microenvironment is known to rewire NK cell transcriptional programs (60–62), it is difficult to assess how accurately these pre-existing NK cell signatures perform when extrapolated for use in the context of cancer. Moreover, striking differences in the transcriptomic profiles of circulating NK cells versus tumour-infiltrating NK cells from the same patients have also been reported (62), emphasising the importance of using scRNAseq data from tumour-infiltrating NK cells to faithfully derive a reference transcriptomic profile for CRC-associated NK cells.

Another issue facing pre-existing NK cell signatures has been a potential lack of specificity. For example, although a four-gene signature (composed of NCR1, PRF1, CX3CL1 and CX3CR1) was shown to accurately distinguish NK-high vs NK-low subgroups in clear cell renal cell carcinoma (31), these genes are ubiquitously expressed by many immune cell types. More broadly, the transcriptional programs of NK cells are highly overlapping with those of multiple T-cell subsets, particularly γδ-T-cells (63). Numerous studies have demonstrated that several archetypical NK cell markers including NKG2A (64), NCRs (65, 66) and various KIRs (67) are expressed by both traditional αβ- and unconventional γδ-T-cells. Our strategy of prioritising genes based on their NK-cell specificity rather than only those with the highest expression may therefore increase precision when teasing apart the NK cell contribution from complex mixtures of other immune cells.

In both the TCGA and GSE39582 cohorts investigated, NK scores were higher in patients with early-stage disease, aligning with results of a large, pan-cancer meta-analysis reporting that NK cell infiltration is lower in advanced-stage tumours (57). Similarly, high NK score was associated with several clinically useful molecular parameters such as MSI disease, CIMP positive status and BRAF mutation which have each been previously linked with high TIL and NK cell infiltration (68, 69). These features are all defining characteristics of the highly immunogenic CMS1 molecular subtype of CRC (70). Moreover, DE analysis between the NK high- and low-scoring patients identified transcriptional and biological processes associated with high cytotoxic and chemokine activity in samples with high NK scores. As the signature efficiently discriminates murine NK cells from other immune cell types, this signature may also prove useful in prospective in vivo studies.

It remains unclear how optimally transcriptional signatures validated in a particular cancer will perform in alternate tumour types. Thus, future work may focus on cross-validating NK cell signatures in contexts outside their tumour-of-derivation, and/or on defining a pan-cancer NK cell signature which is less sensitive to subtype-specific influences. Prospective studies may also aim to dissect the transcriptional profile of intra-metastatic NK cells and determine whether, or in what ways, this diverges from that of primary CRC-infiltrating NK cells.
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Genomics involving tens of thousands of genes is a complex system determining phenotype. An interesting and vital issue is how to integrate highly sparse genetic genomics data with a mass of minor effects into a prediction model for improving prediction power. We find that the deep learning method can work well to extract features by transforming highly sparse dichotomous data to lower-dimensional continuous data in a non-linear way. This may provide benefits in risk prediction-associated genotype data. We developed a multi-stage strategy to extract information from highly sparse binary genotype data and applied it for cancer prognosis. Specifically, we first reduced the size of binary biomarkers via a univariable regression model to a moderate size. Then, a trainable auto-encoder was used to learn compact features from the reduced data. Next, we performed a LASSO problem process to select the optimal combination of extracted features. Lastly, we applied such feature combination to real cancer prognostic models and evaluated the raw predictive effect of the models. The results indicated that these compressed transformation features could better improve the model’s original predictive performance and might avoid an overfitting problem. This idea may be enlightening for everyone involved in cancer research, risk reduction, treatment, and patient care via integrating genomics data.
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1 Introduction

Modern omics technologies can generate large-scale molecular data, such as genomic, transcriptomic, proteomic, and metabolomic data, inducing the opportunity to build more accurate predictive and prognostic models (1, 2). These data have been used to provide tailored healthcare and precision medicine for many individuals (3). However, such data also present computational and statistical challenges because the complexity of the algorithms grows fast with the number of variables.

The underlying representation of many real processes is often sparse. It is of benefit to be able to efficiently eliminate features in a pre-processing step. From the perspective of data dimension reduction, it can be classified into feature selection and feature extraction. Most existing work on feature selection are based on a variant of l1-norm penalty due to its sparsity-induced property, strong theoretical guarantees, and great empirical success in kinds of applications (4). The paper about the least absolute shrinkage and selection operator (LASSO) has had an enormous influence (5).

Count data are ubiquitous in genetic risk studies, where it is highly possible to observe excessive zero counts in rare mutation loci. In the face of mass mutation loci, many penalty methods have been adopted in GWAS analyses to select key genetic loci (6–8). For example, Yang et al. detected genetic risk factors among millions of single-nucleotide polymorphisms (SNPs) in ADNI whole genome sequencing data via the LASSO method along with the EDPP screening rules (9). Another solution lies in reducing the number of markers before employing a shrinkage method in genetic model such as (10). “Clumping and thresholding” is a two-step method that is often used to derive polygenic risk score (PRS) from results of GWAS studies (11).

Genetic variation is considered associated with cancer prognosis. However, there is little literature on the use of genetic omics data to predict cancer outcomes. As a matter of fact, it is well documented that a large number of genetic markers and generally the small size of their effects make much of the heritability hidden, as a mass of variants with weak effects on disease usually fail to reach the prespecified thresholds of significance (12). It is always an interesting issue how to aggregate these small effects. To better utilize big data in reasoning systems, feature extraction rather than feature selection may allow for discovery of new pathways and principles (13). We identified the auto-encoder as a promising tool. The auto-encoder is a derivative of artificial neural networks (ANNs), with the aim of learning compact and efficient representations from the input data (14). Usually, these representations have a much lower dimension. Departing from supervised ANNs whose performance depends on the quality of gold standards, the auto-encoder directly uses unlabeled data, i.e., the input data itself is the target of reconstruction. Compared to commonly used feature extraction approaches like principal component analysis or independent component analysis that linearly map input to features, the auto-encoder extracts features into non-linear space and work much better as a tool to reduce dimensionality of data (13).

To sum up, we identified that the auto-encoder could learn compact and efficient features from highly sparse binary data and accordingly developed a multiple-stage process to extract information from binary genotype data and applied it for cancer prognosis. In the first stage (screening), we reduced the number of markers via a univariable regression model to a moderate size. In the second stage (extracting), we used a trainable auto-encoder to extract representations from the reduced data. In the third stage (selecting), we performed a LASSO process over a grid of tuning parameter values to select the optimal combination of the extracted features. Finally, we applied such feature combination to cancer prognostic models, and evaluated the raw predictive effect of the models.



2 Materials and methods


2.1 The construction of auto-encoders

A simple auto-encoder is much similar to the ANNs, which generally contains three layers: an input layer, a hidden layer, and a reconstructed layer (output layer) (15). The hidden layer corresponds to the constructed features, with each neuron node representing one feature. The reconstructed layer and the input layer had the same dimensions, and the objective optimized function for the algorithm was to minimize the difference between the two layers.

Let us recall the traditional auto-encoder model proposed by Bengio et al. (16). As many machine learning methods do, we first normalize the continuous input data by the formula (x − xmin)/(xmax − xmin). Thus, an auto-encoder with “p” features takes an input vector x in [0, 1]p. The hidden layer representation y with “d” dimension is constructed through a deterministic mapping y = fθ(x) = s(Wx + b), parameterized by θ = {W, b}. W is a “p × d” weight matrix and b is a bias vector. Function s(x) is called activation function, which introduces nonlinear properties into the network. Common activation functions include (1) rectified linear unit (ReLU) function and (2) sigmoid function:

 

 

Equation (1) maps a linear set of input values to an interval ranging from [0, ∞ ) and equation (2) maps a linear set of input values to an interval in [0, 1]. The value contained in the latent representation y for each neuron node is termed the activity value. Then, the resulting hidden layer y is mapped back to a “reconstructed” vector z in [0, 1]p in a similar manner, by inputting space z = gθ’(y) = h(W’y + b’) with θ’ = {W’, b’}. The function h(x) is also an activation function, restoring the latent information to the original information. We could use tied weights if the two activation functions are the same, which means that the transpose of W was used for W’. The parameters in this neural network are optimized to minimize the average reconstruction loss between the input layer x and the reconstructed layer z:

 

where n is the sample size and L is a loss function like squared error loss function L(x, z) = ||x−z||2. An alternative error loss, cross-entropy loss function, is suggested by the interpretation of x and z as vectors of bit probabilities:

 

Like other feed-forward ANNs, the auto-encoder takes back propagation algorithm and gradient descent algorithm to compute and update target parameters iteratively until reaching an acceptable loss or the given epochs. The specific theory can be referred to the relevant literature (17).



2.2 The LASSO and its selection rules

Given a linear regression with standardized predictors xij and centered response values yi for i = 1, 2,…, N (samples) and j = 1, 2,…, p (features), the LASSO solves the l1-penalized regression problem for finding β = {βj} to minimize

 

where λ ≥ 0 is a tuning parameter.

A main reason for using the LASSO is that the l1-penalty tends to set some entries of   to 0, and therefore, it performs a kind of variable selection. Furthermore, Tibshirani (18) proposed “strong rules” to discard noise signal in the LASSO-type penalty problems. The results indicated that the LASSO performs well in both low signal-to-noise ratio (SNR) and high sparse regimes by incorporating the “strong rules”. However, the predictor matrices from their simulated studies were all generated from Gaussian distribution. Subsequent simulation studies that aimed to improve variable selection algorithm using a LASSO-type penalty still concerned continuous predictors mainly (19–21). Guo et al. considered the power of the LASSO for SNP selection in predicting quantitative traits and proved that the LASSO still has good selection ability for high-dimensional and sparse binary predictors (22). However, when the values of these binary predictors become highly sparse (rare mutation) such as 99.9% of zeros and 0.01% of ones, we observed that the power of the LASSO to select non-zero variables declined. This is briefly illustrated in supplementary file part II and Table S1.



2.3 The property of the auto-encoder to feature selection

We explore the feature extraction capability of the auto-encoder using two visualized image datasets from the Mixed National Institute of Standards and Technology database (MNIST) (23) and fashion MNIST. The MNIST is one of the most widely used benchmark dataset for isolated handwritten digit recognition from 0 to 9. Digits are transformed to 28×28 images, and represented as 784×1 vectors. Each component is a number between 0 and 255, which means the gray levels of each pixel. The number of zeros accounts for about 81%. It has a training set of 60,000 examples, and a test set of 10,000 examples. The fashion MNIST is a substitute for the MNIST dataset and is more complex, consisting of 10 types of wearing images. The number of 0 accounts for about 51%. The above datasets are loaded and accessed through the “Keras” module of TensorFlow. The deep learning framework of the auto-encoder is constructed by the TensorFlow library (2.3.0) of Python (3.7) in the Jupyter Notebook platform (6.3.0).


2.3.1 Handwritten digit recognition

We took the first 1,000 examples of training set as training data and the first 1,000 examples of test set as testing data from the MNIST to study the property of our auto-encoder. First, as mentioned above, we reshaped the 28×28 images to 784×1 vectors and normalized the input data from [0, 255] to [0, 1]. Thus, the dimension of input layer as well as reconstructed layer was 784. We set the hidden layer dimension to 100 (this number is optional). See construction of the auto-encoder in Figure S1. Activation function s(x) was specified to the ReLU function due to its good property and therefore the activity values in the hidden layer y ranging from [0, ∞ ). The activation function h(x) could be either ReLU function or sigmoid function, corresponding to mean squared error (MSE) loss and mean cross-entropy (MCE) loss. We used the two activation functions respectively and compared the fitting effects.

In terms of configuration training method, we used the “Adam” optimizer from the “Keras” module. The size of each update is controlled by learning rate. To speed up the training, samples were randomly grouped into batches, and the number of samples contained in a batch was termed the batch size, with weight and bias being updated after each batch. Training proceeded through epochs, and samples were re-batched at the beginning of each epoch. Training was stopped after a specified number of epochs (termed epoch size) was reached. We performed a full factorial design over all combinations of the following parameters: a learning rate of 0.001, 0.005, and 0.010; a batch size of 32, 64, and 128; and an epoch size of 50, 100, and 150. After a full factorial parameter sweep, the parameters that we selected were as follows: a learning rate of 0.005, a batch size of 128, and an epoch size of 100, which could achieve fast training speed and smooth loss.

When using the sigmoid function as activation function h(x), the MCE was 0.0683 with a binary accuracy (calculates how often predictions matches labels) of 0.8156 in the training data (see Figure S2A) and 0.0898 MCE with 0.8244 accuracy in the testing data using the model built in training data. We read the first five images of the training data and testing data, as shown in Figures S3A, B. The first row shows the original images, the second row shows the extracted features, and the third row shows that the images were restored accurately with the extracted features. The results show that the model can be used to extract the key features well. Meanwhile, we used the reconstructed data for handwritten digit prediction and found that the probability of predicting the correct classification was close to 1 (see Table S2).

While using the ReLU function as activation function h(x), the MSE was 0.0067 with an accuracy (calculates how often predictions matches labels) of 0.0150 in the training data (see Figure S2B) and 0.0125 MSE with an accuracy 0.0200 in the testing data using the same model. We also read the first five images of the training data and testing data (Figures S3C, D). It shows that the ReLU function performed quite poorer compared to sigmoid function. Because the labels of corresponding output data are normalized data ranging from [0, 1], sigmoid function could work more suitably.



2.3.2 Fashion image recognition

We took the same procedure as Section 2.3.1 in fashion MNIST data. We selected the first 1,000 examples of training set as training data. The activation function h(x) was directly specified to sigmoid function. We set the same configuration training method except for an epoch size of 200. The MCE was 0.2667 with a binary accuracy of 0.5166 in the training data (see Figure S4A). We read the first six images of the training data, as shown in Figure S5A. We found that the fitting effect was poorer in the fashion MNIST data than in the MNIST data, because the proportion of zeros is lower in the fashion MNIST data (about 51%) than the MNIST data (about 81%).

Inspired by denoising auto-encoders (24), we artificially added some corruption to training data. Specifically, we set values below 0.21 to zeros in the input data, making the proportion of zeros up to about 58.5%. Then, we retrained the model; the MCE was 0.2440 with an accuracy of 0.5924 in the new (corrupted) training data (see Figure S4B). The first six images of the new training data are shown in Figure S5B. The black icon became a little clearer (e.g., the second on the left, the first on the right). Images before and after the corruption are shown in Figure S5C. The first and third images were before the corruption, and the second and fourth images were after the corruption. Our results show that the higher the proportion of 0 and 1, the better the feature extraction effect of the auto-encoder using the sigmoid function.



2.3.3 Auto-encoder feature selection for highly sparse binary predictors

We used the auto-encoder to extract features from the highly sparse binary data. We randomly used simulation data generated from scenario 5 in Table S1. The sample size was 200 with 400 binary predictors. Thus, in the testing auto-coder, the dimension of the input layer as well as the reconstructed layer was 400. We set the hidden layer dimension to 100, i.e., extracting 100 important features. We used the “Adam” optimizer, and the parameters that we selected were as follows: a learning rate of 0.005, a batch size of 32, and an epoch size of 200. The activation function h(x) was set to sigmoid function.

As a result, the MCE was 0.0001 with a binary accuracy of 1.0000 (see Figure S6A). We read the first five “images” of this simulated data, as shown in Figure S6B. The auto-encoder could recover the scattered genetic signals and when there was no genetic signal in the sample, an identical noise signal was given. The extracted 100 signal features were then used in LASSO Cox regression, and 9 features were selected. We calculated Harrell’s concordance index (C-index) with 0.670 (standard error, SE = 0.035) and the R2 was 0.215. If the LASSO Cox regression were applied directly using 400 binary predictors, a total of 65 predictors were selected (of which 5 were real nonzero predictors). The C-index was 0.721 (SE = 0.030) and the R2 was 0.379. The result obtained using the auto-encoder was much more close to the performance of scenario 1 in Table S1 (average C-index: 0.647, average R2: 0.244). Due to the selection of more noise predictors, using the LASSO directly had a virtual height of C-index and R2 that would induce overfitting.





3 Cancer prognosis application

The Cancer Genome Atlas (TCGA) project was started in 2006 by the National Cancer Institute (NCI) and the National Human Genome Research Institute (NHGRI). The database has contained a variety of cancer data from more than 20,000 samples of 33 types of cancer, including transcriptome expression data, genomic variation data, methylation data, and clinical data. As the largest cancer gene database, TCGA has become the first choice for cancer research due to its large sample size, diverse data types and standardized data formats.

We downloaded the latest (in July 2022) single-nucleotide variation (SNV) data and phenotype data of the GDC TCGA Breast Cancer (BRCA) cohort (female) and GDC TCGA Ovary Cancer (OV) cohort from the official website “GDC Data Portal”. A total of 977 SNV documents and 1,085 phenotype documents were obtained from BRCA and 480 SNV documents and 597 phenotype documents were obtained from OV. The data type of SNV is masked somatic mutation, read and collated by R package mafTools. The overview of SNV in BRCA and OV is shown in Figure S7. We eliminated data with variants that were nonsense mutation. Next, we used the R package reshape2 to reshape the mutation data to count how many SNV mutations were present in each gene per patient. Zero means wild type, and one means mutated (genotype data with 0/1 values). The interested phenotype in this study was overall survival (OS).


3.1 BRCA data

There were a total of 66,780 SNV items in which 4,910 were nonsense mutation. Many genes had more than one mutation, but we deemed all of them as “mutated” and were labeled “1”. A total of 952 BRCA patients with 15,124 genotype data were available. After merging survival data, those with missing survival data were eliminated and 939 subjects were left. Univariable Cox analysis was performed on these 15,124 genotype data as preliminary screening to identify potential contributors, and 1,936 of them with a p-value of less than 0.05 (a rough threshold) were selected for subsequent analysis. We found that if the LASSO Cox regression were applied directly to these 1,936 genotype data, no variables would be selected by LASSO (see Figure S8). This was possible in such a scenario because the proportion of zeros reaches 99.6%. Thus, we thought of using an auto-coder to extract features from these highly sparse binary variables. We also consider random survival forest (RSF) as an alternative to screen the key variables because the random forest method is employed to detect significant SNPs in large-scale GWAS (25).


3.1.1 Feature extraction using an auto-encoder and the development of the prognosis model

Specifically, in our BRCA auto-encoder, the dimension of the input layer as well as the reconstructed layer was 1,936. We set the hidden layer dimension to 100, i.e., extracting 100 important features. Figure 1A shows the construction of the auto-encoder. We used the “Adam” optimizer; the parameters that we selected were as follows: a learning rate of 0.005, a batch size of 32, and an epoch size of 150. The activation function h(x) was set to sigmoid function with MCE loss.




Figure 1 | (A) The construction of the auto-encoder in BRCA data. (B) Loss function value and accuracy of the auto-encoder in BRCA data by the epoch times. (C) The first five visualized genetic signal of BRCA data. The first row shows the original images, the second row shows the extracted features, and the third row shows that the images were restored accurately with the extracted features.



As a result, the MCE was 0.0006 with a binary accuracy of 1.0000 (Figure 1B). We read the first five “images” of these data, as shown in Figure 1C. The auto-encoder could recover the scattered genetic signals well as expected. The extracted 100 signal features were continuous variables (see Table S3 for example) and then thrown into the LASSO Cox regression. Finally, 25 features were selected (see Figure 2). We build a prognosis signature called SNV signature based on these 25 features using the R functions “predict()”, “cph()”, and “coxph()” among BRCA patients. The mean C-index of this signature was 0.830 (SE = 0.069), and the mean R2 was 0.245, which was performed with a fivefold cross-validation process and stepAIC to avoid overfitting.




Figure 2 | The process of the LASSO to select optimal predictors in BRCA data. (A) Penalty parameter tuning conducted by 10-fold cross-validation. (B) The solution pathway of the 25 features.



We used this signature to divide the population into two groups. The optimal cutoff value of the signature was determined using the R package survminer. The R package survival was used to perform survival analysis between these two groups. The Kaplan–Meier (K-M) curve was used to show difference of survival curves between groups (discrimination). Log-rank test was used to evaluate statistical differences of the survival. The receiver operating characteristic (ROC) curve and its area under the curve (AUC) values were utilized to evaluate the specificity and sensitivity of the signature in a time-dependent manner using the R package timeROC. We drew observed survival curves and predicted survival curves to compare the agreement (calibration), by calculating baseline hazard using the R function “basehaz()”. We also assessed calibration with calibration plots. A 45°C diagonal line represents perfect calibration, while deviation below or above this line implies overestimation or underestimation of survival.

SNV signature ranging from (−3.564, 6.445) with a mean of 0. Patients were divided into a low-risk group (n = 820) and a high-risk group (n = 119); optimal cutoff value was 1.243 (see Figure 3A). The low-risk group had a much higher survival rate compared to the high-risk group (p < 0.0001). The 8-year survival rate of the low-risk group was over 0.75, whereas that of the high-risk group was almost 0. The time-dependent AUC curve was approximately 0.9 during 8 years (Figure 3B). The 2-, 5-, and 8-year AUC of the signature were 0.928 (95% CI: 0.870–0.987), 0.894 (95% CI: 0.840–0.949), and 0.879 (95% CI: 0.821-0.937), respectively. (Figure 3C). The observed survival curves (solid line) and predicted survival curves (dotted line) are shown in Figure 3D. The predicted survival curves were in the credible interval. The signature overestimated survival probability for the low-risk group and underestimated survival probability for the high-risk group. The calibration plot of these two groups shows the same result at 2, 5, and 8 years (Figure 3E).




Figure 3 | Discrimination and calibration of SNV signature in BRCA data. (A) The K-M curve of the low-risk group and the high-risk group. (B) Time-dependent AUC of SNV signature. (C) The 2-, 5-, and 8-year AUC of SNV signature. (D) The observed survival curves (solid line) and predicted survival curves (dotted line). (E) Calibration plot for 2-, 5-, and 8-year AUC of SNV signature.



For a summary of SNVs in both the low-risk group (Figure 4A) and the high-risk group, see Figure 4B. The median of variants per sample in the low-risk group was 30 but 74 in the high-risk group. The rank and distribution of the top 10 mutated genes in the low-risk group was similar to the whole population (Figure S7A). Peculiarly, we plotted the detailed distribution of the top 10 mutated genes in the high-risk group (Figure 4C). Fifty-seven percent of the samples had TP53 mutation in the high-risk group compared to 31% in the low-risk group; 38% of the samples had TTN mutation in the high-risk group compared to 14% in the low-risk group.




Figure 4 | The summary of SNVs in two groups in BRCA data. (A) Low-risk group. (B) High-risk group. (C) The detailed distribution of the top 10 mutated genes in the high-risk group.





3.1.2 RSF for variable screening

RSF is used for prediction and variable selection for right-censored survival and competing risk data (26). A random forest of survival trees is used for ensemble estimation of cumulative hazard function in right-censored settings. Different survival tree splitting rules are used to grow trees. An estimate of C-index is provided for assessing prediction accuracy. Variable importance for single or grouped variables can be used to filter variables and to assess variable predictiveness.

We used the R package randomSurvivalForest to build an RSF model and ranked the importance of variables. Number of trees to grow was set to 10,000 in order to ensure that every input row got predicted at least a few times. The result of the model is shown in the Figure S9. Prediction error is measured by the 1 − C-index. The estimate of prediction error rate of this model was 0.449 (Figure S9A). We selected variables with an importance index greater than 0.3 (21 mutant genes) and plotted them in Figure S9B. However, we selected the 100 most important variables (see Table S4) and threw them into the LASSO Cox regression model. Twenty-three predictors were left (Figure S10). They offered 0.624 (SD = 0.048) of mean C-index and 0.081 of mean R2 performed with a fivefold cross-validation process and stepAIC. It was not surprising that the C-index and R2 were much lower using the RSF model when compared to using the auto-encoder (they used a similar number of variables: 25 versus 23) because the RSF model only selected the 100 most important variables and the auto-encoder used whole information.



3.1.3 Genotype and gene expression

We also performed univariable Cox analysis with gene expression data of BRCA. Data category is transcriptome profiling, data type is gene expression quantification, and workflow type is “STAR-Counts”. We also selected 1,936 of them with the lowest p-value in univariable Cox analysis. Then, the multivariable LASSO Cox was used to select final predictors. A total of 60 predictors were left (Figure S11). They offered 0.831 (SD = 0.059) of mean C-index and 0.239 of mean R2 performed with a fivefold cross-validation process and stepAIC. We drew a Venn plot of approximately 1,936 genotypes, 1,936 genes, and 60 predictors (see Figure S12), and found many common genes. Based on an explicit assumption of temporal ordering from genotype, gene expression, and survival outcome, survival mediation analysis of gene expression with multiple genotype exposures is feasible, referring to (27).




3.2 OV data

There were a total of 30,210 SNV items in which 1,650 were nonsense mutation. A total of 406 OV patients with 11,322 genotype data were available. After merging survival data, those with missing survival data were eliminated and 359 subjects were left. Univariable Cox analysis was performed on these 11,322 genotype data, and 1,089 of them with a p-value of less than 0.05 were selected for subsequent analysis. Then, the LASSO Cox regression was applied directly to these data, and a total of 95 predictors were selected by LASSO (see Figure S13A). The mean C-index was 0.707 (SD = 0.032) and the mean R2 was 0.091 performed with a fivefold cross-validation process and stepAIC. We also used the auto-coder to extract features from the 1,089 binary variables. A total of 19 features were selected from 100 extracted features using the LASSO process (see Figure S13B). The mean C-index of the 19 features was 0.734 (SD = 0.025) and mean R2 was 0.297 performed with a fivefold cross-validation process and stepAIC.




4 Discussion

The use of transcriptome data to construct cancer prognostic models has become very popular, and its performance in the internal verification is often satisfactory. However, due to different sequencing platforms and sequencing methods, instability of transcriptome data expression, and data standardization problems, extrapolation is still questionable. Trying to get the same desirable results from a random external data is always going to be less than expected.

SNV is a widely studied type of gene mutation (SNP is the most common type), which exists stably in somatic cells and plays a key role in regulating transcriptome expression. Aggregating small effects of SNV is a convincing attempt with promising applications. Our research shows that auto-encoders can extract effective information from dichotomous data well, even in the case of highly sparse variable values. It maps the linear combination of input dichotomous variables to a continuous value space with a lower dimension by neural networks and activation function. These features can retain most of the original information without worrying about overfitting issues, because our goal is to get the original information as possible. In addition, compared to highly sparse binary variables, low-dimensional continuous variables are better utilized. Therefore, we thought of using the auto-encoder to integrate such highly sparse binary SNV data.

Studies have shown that inherited genetic variation is associated with cancer prognosis (28–30). However, few studies have used SNV information to predict cancer prognosis in female patients. A study using multi-omics data [including gene expression data, copy number variation (CNV) data, and SNP] to predict the prognosis of BRCA patients had a 5-year survival AUC of 0.65 through their six-gene signature (31). By contrast, our study shows the power of feature extraction using the deep learning method. Based on the aggregated SNV information, we can greatly improve the ability to predict cancer patients’ outcome.

In our study, BRCA patients were stratified into a low-risk group and a high-risk group based on the SNV signature. The high-risk group had higher TP53 and TTN mutation. TP53 is a well-known mutated gene and is a mutant in 30% of all breast cancers. It is clear that the role of TP53 in the management of breast cancer matters (32). Moreover, we searched the existing mutational signatures of BRCA in COSMIC (the catalogue of somatic mutations in cancer, https://cancer.sanger.ac.uk/signatures/) and found that TP53 mutation is validated to be concordant with transcriptome expression (33). TTN-AS1 is a long noncoding RNA (lncRNA) that binds to titin mRNA (TTN). Many studies have shown that overexpression of TTN-AS1 correlates with poor prognosis in breast cancer and with more advanced pathology (34).

Furthermore, we searched for studies on SNP analysis with the auto-encoder in PubMed (8, 35–37). The most cutting-edge methods take auto-encoders to extract features from SNP data too (35). Specifically, the authors applied a deep canonically correlated sparse auto-encoder to extract key features from SNP data and functional magnetic resonance imaging (fMRI) data and then stacked these features together for classification. Their approach is very interesting and engaging because they addressed the nonlinear dimension reduction and considered the correlation between the above two types of data. The AUC score of their proposed model for the SNP data was 0.984 and that for fMRI data was 0.953, which were the highest AUC scores among all models. The difference of our study is that we have made an interesting experiment on the feature extraction property of auto-encoders. We compared the selection of activation functions in the output layer and found that the sigmoid function was more suitable for feature extraction than the ReLU function. The effect of dichotomous data was better than continuous data. In addition, the data involved in our study were from publicly available databases; thus, all results are reliable and reproducible.

Our study has its limitations. First, a person’s entire sequencing genome data are not easy to come by, which makes it difficult to verify the performance of the prediction model externally, but it is hoped to be achieved in the future. Second, although we considered the correlation between covariates within and between groups in our simulation study in supplementary files, we did not incorporate genetic elements such as linkage disequilibrium. Third, due to the randomness of parameter initialization, results of deep neural network training are also random. Therefore, the characteristics obtained from each training time are always different. For example, in the BRCA dataset, each time the auto-encoder was retrained, the obtained features used for the LASSO analysis were different, as well as the C-index. However, the difference was not apparent, only causing the raw C-index to move around an interval, say 0.865 to 0.915 (see Table S5). Therefore, any training result is feasible in a single test. Furthermore, there may be many other scenarios where deep neural networks can be used to extract features and make use of them. This remains to be discovered by the scholars.



5 Conclusion

Integrating minor effects from highly sparse genetic genome data could improve prediction power. We studied the feature extraction property of the auto-encoder and found that it can work well to extract features by transforming highly sparse binary data (e.g., rare mutation) to lower-dimensional continuous data in a non-linear way. We applied this method to two cancer prognosis studies that had genotype data and achieved good predictive performance. This idea may provide something for everyone involved in cancer research, risk reduction, treatment, and patient care.
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Clinical cancer trials are designed to collect radiographic measurements of each patient’s baseline and residual tumor burden at regular intervals over the course of study. For solid tumors, the extent of reduction in tumor size following treatment is used as a measure of a drug’s antitumor activity. Statistical estimation of treatment efficacy routinely reduce the longitudinal assessment of tumor burden to a binary outcome describing the presence versus absence of an objective tumor response as defined by RECIST criteria. The objective response rate (ORR) is the predominate method for evaluating an experimental therapy in a single-arm trial. Additionally, ORR is routinely compared against a control therapy in phase III randomized controlled trials. The longitudinal assessments of tumor burden are seldom integrated into a formal statistical model, nor integrated into mediation analysis to characterize the relationships among treatment, residual tumor burden, and survival. This article presents a frameworkfor landmark mediation survival analyses devised to incorporate longitudinal assessment of tumor burden. R2 effect-size measures are developed to quantify the survival treatment mediation effects using longitudinal predictors. Analyses are demonstrated with applications to two colorectal cancer trials. Survival prediction is compared in the presence versus absence of longitudinal analysis. Simulation studies elucidate settings wherein patterns of tumor burden dynamics require longitudinal analysis.
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1  Introduction

Defined as the time from randomization until death from any cause, overall survival (OS) is considered the most reliable cancer endpoint for randomized controlled trials. Measurement of OS is unbiased and precise. Prolonging OS is considered the most convincing demonstration that an emerging cancer therapeutic intervention is superior to an existing standard of care. Despite these advantages, a long duration is required to sufficiently follow trial participants to observe OS. Especially in earlier stages, for which recent advances in surgical, radiation, and non-cytotoxic treatments have extended patient survival to an extent that there are now considerable numbers of patients alive 5 years after diagnosis (such as breast cancer and colon cancer). Authors report that the median duration of an industry sponsored phase III oncology trial that completes enrollment is approximately 48 months (1).

This latency period required to acquire sufficiently mature OS data effectively delays the confirmation of OS benefit. For many cancer types, radiographic tumor assessments are used to directly measure components of the disease and trigger treatment decisions in clinical practice. While a variety of tumor response criteria are considered appropriate for regulatory reviews, the revised Response Evaluation Criteria in Solid Tumors (RECIST) (2) is the predominate technique for quantifying changes in tumor burden following treatment for solid tumors. The RECIST criteria is a composite endpoint which characterizes changes in tumor size by the sum of longest diameters (LDSUM). Thought to be a surrogate endpoint for OS, changes in tumor burden are described by four levels of response for target and non-target lesions. For example, for target lesions, takingas reference the smallest LDSUM on study, observing a 20% increase yields the worst result of progressive disease (PD). The best result occurs with the disappearance of all target lesions, or complete response (CR). A 30% decrease from the baseline LDSUM yields a partial response (PR). A patient is considered to have stable disease (SD) if criteria for PD, PR, and CR are not satisfied.

Tumor assessments occur longitudinally over the course of study, typically planned to be acquired at 4-week or 8-week intervals until tumor progression. Planned trial statistical analyses, however, reduce the longitudinal curves to a single response level. At the patient level, the objective response indicates whether a patient experienced PR or CR during the course of study. At the cohort level, the objective response rate (ORR), the proportion of patients that achieved an objective response, is a commonly used primary endpoint for single-arm trials. Objective response is used alongside endpoints describing the duration of response to support applications for accelerated approval to the U.S. Food and Drug Administration.

In oncology settings, complex relationships exist among therapies, tumor response (often used as the basis for evaluation in phase II trials), and survival. Reducing the longitudinal tumor assessment to a single value, however, may not describe the cumulative effect of the patient’s tumor burden. Mediation modeling provides a framework for elucidating the mechanisms by which an intervention impacts an endpoint through a third intermediate response variable. The extent to which tumor response representsa reliable surrogate of survival can be measured through the application of mediation models, which decompose the total effect of an intervention into direct effect and indirect effects. In the context of oncologic drug development, the indirect effect defines the extent of survival benefit that is achieved from improving the objective response rate, while direct treatment effects characterize the extent of survival benefit attributable to all other factors. Authors have developed mediation models integrating categorical surrogate endpoints with OS (3, 4). However, to our knowledge a mediation model for OS that leverages the entire tumor assessment trajectory for each patient has not been developed.

Longitudinal data is often analyzed using the linear mixed effects models or generalized estimation equations (5, 6). Functional principal component analysis (FPCA) is another popular method that provides a powerful approach for modelling noisy and irregularly measured longitudinal data. Summary statistics derived from FPC scores yield dimension reduction of the trajectories, while preserving most of the information. Survival models with longitudinal predictors have been developed under the joint modeling framework (7, 8). Specifically, a mixed effects model with normal random effects is commonly assumed for the longitudinal observations. The hazard function or the survival probability is assumed to depend on the true longitudinal outcome at each time point. Naive two-stage approaches (9, 10) were first proposed for estimating the association between the longitudinal and survival outcomes. More advanced estimating procedures based on the Expectation-Maximization (EM) algorithm (11) and Markov chain Monte Carlo (MCMC) (12) were subsequently proposed to reduce bias in parameter estimation. Dynamic predictions of survival probabilities conditional on the available longitudinal data have been developed for joint models (13–15). The application of such joint models is challenging in practice, however. The fitting algorithms are computationally expensive and many underlying parametric distributional assumptions cannot be verified from the data. Furthermore, the extensions to estimate the time-varying effects of different types of longitudinal response variables are not straightforward.

Landmark analysis first proposed in Anderson et al. (16) provides a straightforward approach to approximate the association between longitudinal and OS outcomes at a sequence of landmark times. Landmark models have been developed to estimate the varying effect of a longitudinal predictor on the survival outcome and predict the survival outcomes dynamically (17). Cao et al. (18) calculated the cumulative effect of longitudinal outcome based on FPCs and applied the measure in models with binary disease outcomes. Yan et al. (19) used landmark analyses with FPCs derived based on moving time windows in predicting survival probabilities dynamically. Shi et al. (20) applied the FPCA based landmark analysis in estimating the effect of longitudinal measures of total cholesterol with respect to risk of coronary heart disease. Though it is not a comprehensive probability model of the longitudinaland the event time processes, landmark analysis circumvents the assumptions and computational burden associated with a joint model.

This article presents a method for quantifying the treatment mediation effects of tumor response on survival using longitudinally observed tumor measurements. R2 effect-size measures (21, 22) are extended to the settingof longitudinal survival mediation. Different from the traditional product-based and difference-based mediation effect measures, which are based on coefficients estimated in regression models (23), R-squared type measures are derived from the extent of explained variation of survival outcomes by treatment and mediators. Several R2 measures have been proposed in the literature. Kent and O’Quigley (24) derived an explained risk measure called “explained randomness” using Weibull models with entropy loss function. Korn and Simon (25)Korn and Simon (, 26) discussed explained risk measures for residual variation in survival analysis. To account for censoring in the survival data, authors have incorporated inverse probability censoring weights (27, 28), but the measures depend on the maximum follow-up time and could be sensitive to the values in the right tail of the survival distribution. To avoid any modification or approximation to the metric, Heller (29) proposed a measure called explained relative risk for the proportional hazards model, which is unaffected by non-informative censoring times. Shi et al. (30) compared the different R2 measures for survival outcomes and suggested two R2 measures proposed in Kent and O’Quigley (24) and Heller (29) that satisfy the properties conveyed by Royston (31). These methods have not be used to compare tumor burden (TB) trajectories with landmark analyses. We compare mediation analysis for OS using longitudinal measures of tumor response versus conventional approaches using the single-valued objective response. Measures are estimated using patient-level data acquired from two colorectal cancer studies [Goldberg et al. (32); Peeters et al. (33)], which we analyzed before as secondary analyses in different contexts [Hobbs et al. (34); 120 Zhou et al. (3); Zhou et al. (4)].

The remainder of this article is organized as follows. In Section 2.1, we introduce the varying coefficient models for the longitudinal outcomes and different response summary statistics. The landmark analysis models are discussed in Section refsec:osmod for estimating the time-varying effect of longitudinal outcomes and predicting survival probability for new patients. The R2 measures are introduced in Section 2.3 for measuring the mediation effects of longitudinal tumor measurements. The models comparing different measures are applied to two colorectal cancer studies in Section 2.4. Comprehensive simulation studies are performed in Section 3 to evaluate the predictive performance of summary statistics of longitudinal measures under settings assuming various relationships among treatment, longitudinal and survival outcomes. Finally, we summarize the content and have some discussions in Section 5.


2  Methodology

Let A∈A indicate treatment arm. For simplicity, we present notation assuming only two treatment options A=(0,1) as extensions to three or more are relatively straightforward. X and Z denote covariate vectors for longitudinal and survival models, respectively. X and Z may represents different features or shared common variables. lationships among treatment, TB, and OS.

2.1  Longitudinal tumor burden

Let Yij=Yi(tij) denote the observed longitudinal measures of TB for the i th patient at visit time tij , i=1,⋯,N ; j=1,⋯,mi . We assume Yij follows a varying coefficient model:

	

 

Where η0(t) is the overall population mean trajectory of TB and η1(t) and η2(t) are the time-varying treatment and covariate effects on the tumor. The error term ϵij=ϵi(tij) is assumed to follow a Normal distribution N(0,σ2) . Note that Di(t) is the true longitudinal trajectory with the overall mean trajectory removed, and therefore contains the patient level variability of TB.


2.2  Functional principal component analysis

Yao et al. (35) proposed an approach called Principal Components Analysis through Conditional Expectation (PACE) for sparse and irregularly measured longitudinal data. According to the Karhunen–Loeve decomposition, the patient level longitudinal trajectory Di(t) in Equation (1) can be decomposed as   where ρk(t) is the k th eigenfunction satisfying the orthonomal conditions: ∫​ρk(s)ρl(s)ds=0 and ∫​ρk(s)2ds=1 for any k≠l and k=1,⋯,∞ . Parameter γik=∫​(Yi(t)−η0(t))ρk(t)dt is the functional principal component (FPC) score corresponding to the k th eigenfunction.

The variability contained by the functional components decreases as k increases. Usually the trajectories can be well approximated by the first finite number (say K ) of components. Therefore we estimate the smoothed trajectories

	

where   is the FPC score estimated through conditional expectation. The estimation of the overall mean function, eigenfunctions, and FPC scores can be achieved in the R package “fdapace”.

To make full use of the longitudinal TB information, we consider two approaches to estimation. One approach uses the first K FPC scores that capture at least 90% of the total outcome variability. The FPC scores summarize a patient trajectory’s proximity to the patterns described by the eigenfunctions. Restricting estimation to 90% of variability explained captures most information of the longitudinal outcome. The other approach summarizes the cumulative effect of longitudinal outcomes. Let τi denote the upper limit of observational time of the longitudinal measures for patient i. We define the integrated smoothed outcome of Di(t) as  , which can be calculated through numerical integration.


2.3  Time-varying models for overall survival

Let T denote overall survival duration since trial enrollment. To evaluate treatment effect on OS after adjusting for TB, we assume T follows a proportional hazards (PH) model (36)

	

where h0(t) is the baseline hazard function. The baseline hazard is positive and can be estimated nonparametrically. Ri denotes the tumor response surrogate measure. For conventional mediation analysis, Ri may be the binary indicator of an objective RECIST tumor response. Leveraging the longitudinal model, one could use the first K FPC scores as Ri or the fully integrated smoothed outcome  ) of TB discussed in Section 4.2. Of note, the classical causal mediation analysis model for survival outcomes assumes no unmeasured confounders for the exposure-outcome (A-T), exposure-mediator (A-R), and mediator-outcome (R-T) relationships VanderWeele (23). As our goal here is prediction rather causal inference, we do not make such assumptions. Nevertheless, adjusting covariates, i.e., potential confounders, in the PH models is expected to improve the prediction accuracy Vandenberghe et al. (37).

The true survival time T is subject to right censoring. Let Ci denote the censoring duration of patient i. For modeling justification, we need to assume that the censoring mechanism is random or non-informative. Therefore, Ti and Ci are independent conditional on the treatment Ai , covariates Zi, and longitudinal outcome variable Ri . The observed survival outcome for patient i includes an observed survival duration   and censoring indicator δi=I(TiłeqCi) .

With complete dataset  , the overall effects of treatment and covariates can be estimated with the traditional nonparametric Cox PH model. However, this model assumes that the effects of treatment, TB, and covariate on OS are fixed over time. Ignoring the possibility of time-varying effects, this strong assumption is usually difficult to justify. easures. This limitation can be addressed by adopting a landmark analysis approach.

2.3.1  Landmark analysis

Let 0<L1<L2<⋯<LP<τ denote a sequence of landmark times of interest, where τ=max (τ1,⋯,τN) is an upper limit of the longitudinal follow-up time of all patients. For each landmark time Lp , only patients in the risk set at Lp are used for estimation. Define   to be the observational time points before landmark time   denotes the corresponding longitudinal outcomes with measurement time in  . The response summary variable   is then derived based on available data   at landmark time Lp . Specifically, a conventional model using binary objective response will allow different patterns for responders after the response is observed, while non-responders will assume constant values at 0 for all time. When is defined based on FPCA, as discussed in Section 4.2, FPCA can be applied according to a moving time window (19).

Initially, FPCA is performed with all available longitudinal data using the maximum time window (0,τ) . The estimated overall mean function  , as well as the eigenvalues and eigenvectors corresponding to the first K FPCs are saved. Then at each landmark time Lp , FPC scores are recalculated as   based on available longitudinal outcomes  . The integrated score at landmark timLp is calculated as Ri  ,where  .

The landmark data at Lp is defined as   and the survival model for T−LP given O(p) is defined as:

 

where   is the nonparametric baseline hazard function evaluated at time Lp+t . Trajectories of estimated coefficients  ,   and   represent the changing patterns of the effects of treatment, covariate, and TB measures on overall survival. These model features provide estimates for time-varying coefficients at landmark time points of interest. Moreover, the estimated models can be used for prediction at each landmark time, which will be discussed in the next section.


2.3.2  Prediction for new patients

After estimating the model in (2) for all the landmark times, we can dynamically predict survival probabilities for new patients at each landmark time. Specifically, the conditional survival probability for a new patient N+1 , who survivedlonger than landmark time Lp and had data  , can be written as

	

 

where   is the baseline survival function corresponding to landmark time Lp .

The predictive power of various tumor burden summaries, Ri, discussed in Section 4.1 can be evaluated by comparing the resulting area under curves (AUC):

 

The estimated value   can be obtained by plugging the predicted survival probabilities (3) in equation (4). Models with larger values of   facilitate more accurate predictions at landmark time Lp .

Brier score (38) is another measure of prediction performance characterized by the mean squared error for the predicted survival probabilities calculated in equation (3). This measure is useful for model comparison in simulation studies where the true survival probabilities are known Shi et al. (20). However, the Brier score cannot be directly applied in real data analysis with right-censored observations unless modified using the inverse probability of censoring weighting method Graf et al. (27), which can be numerically unstable Seaman and White (39).



2.4 R2  measures for mediation effect

R2 effect-size measures were originally proposed to assess the variance accounted for in mediation models with uncensored continuous outcomes (21). According to Yang et al. (22) and Shi et al. (30), three differentregression models need to be fit to calculate the R2 measures for mediation effects: (1) a model with the independent variable of interest, (2) a model with the mediators and (3) a full model with all predictors. Specifically, we fit the following three PH models:

 

 

 

where the superscripts ‘D’, ‘M’ and ‘F’ denote the “direct”, “mediated” and “full” models. These three models are used to distinguish the baseline hazard and regression coefficients. Let   denote the total variation of survival time T explained by treatment. This can be derived based on model (5). Similarly, let   calculated based on model (6) represent the variation of T explained by the response summary variable, and   calculated based on the full model (7) is the the variation of T explained by the treatment and response summary variables conjointly. The R-squared measure of mediated effect is then calculated as

 

The proportion of mediated effect with respect to the total treatment effect on survival is defined as the shared over simple (SOS) effect. SOS effect is calculated as  . Provided a nonzero total effect and non-negative direct and mediated effects (i.e.   and  ), the mediation effect of the response summary variable increases as SOS increases from 0 to 1.

To calculate the R2 measures in Equation (8), Shi et al. (30) compared five available approaches and suggested the   proposed by Heller (29) as well as   proposed by [15] which is based on the five properties suggested in (31) for evaluating the R2 measures in survival models. n the manuscript, and results with other approaches can be found in the Supplementary Materials. Let θ denote the vector of regression coefficients in models (5)-(7) and Pi denote the corresponding vector of predictor values for patient i , i=1,⋯,N . The R-squared measure   derived by Heller (29), which they referred to as the explained relative risk, is calculated as

	

where   is the covariate value centered around zero and   is the maximum partial likelihood estimate for θ . Note that 1.5772 is the approximate value for the entropy for the covariate model under the extreme value distribution. The other measure   using the approach proposed by [15] was developed from a Weibull model as an approximation to the explained risk based on the product moment correlation coefficient with a standard normal error variance:

	

where   is the estimated variance covariance matrix of the covariate vector.

Note that the R-squared based approaches require large sample sizes in practice. Based on our numerical studies, the estimated SOS effects using the above approaches are not always restricted to the interval [0,1], especially when the total treatment effects are small while the sample sizes are moderate.



3  Colorectal cancer studies

This section applies the landmark survival mediation analysis to two colorectal cancer studies. The predictive power of various tumor burden measures are compared at different landmark times. Landmark times were selected as the 10th, 20th,…,90th quantiles of event times observed in each study. Estimated time-varying coefficients of treatment and baseline LDSUM were compared among four models: (i) model with no response variable adjusted; (ii) model adjusting binary response; (iii) model adjusting the first three FPC components that explained more than 99% variability in the outcome and (iv) model adjusting the integrated smoothed TB trajectory.

3.1  Goldberg study

The colorectal cancer study reported by Goldberg et al. (32) included 795 patients with metastatic colorectal cancer who had not been treated previously for advanced disease. Secondary analysis of the trial data has been reported Hobbs et al. (34). These patients were enrolled in the study between May 1999 and April 2001 and had a median follow-up of 20.4 months (88 weeks). There were three treatment arms including irinotecan and bolus fluorouracil plus leucovorin (IFL), oxaliplatin and infused fluorouracil plus leucovorin (FOLFOX), or irinotecan and oxaliplatin (IROX). FOLFOX and IROX were two new regimens under investigation while IFL was considered as the standard of care.

Our case study compares the tumor response and overall survival outcomes between patients who received the FOLFOX regime (treatment group) and the standard of care IFL (control group). Analysis was limited to patients with at least three measurements of tumor burden as defined by RECIST LDSUM. As a result, the analysis set included a total of 311 patients (157 in treatment group and 154 in control group). Tumor burden was evaluated at each treatment cycle (every 2 weeks). (This is the description in the study, but we assumed 2 wks for each cycle in data. Do we need to note here)? Longitudinal LDSUM measures are plotted by treatment groups in Figure 1A. The median number of follow-up visits is five. Baseline LDSUM is included as a covariate in models for both longitudinal LDSUM and OS. The baseline LDSUM ranged from 1.5 to 38.5 centimeters (cm) with mean of 10.18 cm in the treatment group compared with 10.11 cm in the control group.



Figure 1 | Goldberg study: (A) observed LDSUM by treatment groups; (B) smoothed (solid lines) and predicted (dashed lines) values for scaled LDSUM based on FPCA; (C) estimated varying coefficients in functional data regression analysis; (D) AUC values with different response measures; (e/f) estimated coefficient for treatment/baseline LDSUM in survival model. Solid lines are based on analysis and dashed lines are based on complete data in (D–F).



According to RECIST criteria, patients in the treatment group experienced more reductions in tumor burden than patients in the control group: 114 (72.6%) responders (14 CR and 100 PR) among patients receiving FOLFOX versus 93 (60.4%) responders (5 CR and 88 PR) for patients receiving IFL. We performed FPCA on the scaled longitudinal LDSUM. The time scale was map into [0, 1] by dividing the observational time by the maximum follow-up duration observed. Figure 1B, plots the smoothed outcome up to the last observational time. Solid lines depict observed domain for each patient, while dashed lines are used to depict the predicted trajectories for each patient. Functional data regression was fit using equation (1) to the smoothed trajectories yielding the estimated intercept and coefficients for treatment and baseline LDSUM in plotted in Figure 1C. Based the resultant estimated coefficient trajectories, we find that the treatment effect on the longitudinalLDSUM measures fluctuates around zero after adjusting for baseline tumor burden. Patients with larger baseline LDSUM also had larger LDSUM measures but the correlation decreases with time.

The C-index (or AUC) evaluated at median survival time is computed and compared for the four models with complete data (dashed lines) at each landmark time (solid lines) in Figure 1D. With complete data, models (iii) and (iv) based on the FPCs resulted in larger AUC values than model (ii) which described changes in TB as the binary objective response. All the three models containing tumor response information yielded larger AUC than model (i). Models (iii) and (iv) yielded larger AUC values than models (i) and (ii) for landmark time points before 800 days, while the AUC values are comparable beyond 800 days. Figures 1E, F present the estimated coefficients for treatment and baseline LDSUM for four models at eachlandmark time. The point estimates based on the complete dataset are marked as dashed lines in the plot. Patients receiving the FOLFOX regime experienced lower hazard of death compared to patients receiving IFL after adjusting baseline LDSUM measures andresponse based on all four models.

Table 1 reported the estimated R2 measures for models (ii)-(iv). Note the estimated measures fall below zero occasionally in this data due to the small sample size and mode R2 rate total effects. All R2 measures are close to zero, indicating limited mediated effect of the response summary variables. With limited differentiation between treatment and the longitudinal LDSUM, as estimated in Figure 1C, the mediation path from treatment to response to OS is not identified from the data.

Table 1 | Colorectal studies: estimated R2 and SOS measures for mediation effects.




3.2  Study of Panitumumab

The other colorectal cancer study was sponsored by Amgen (33). The study enrolled 1186 patients with Metastatic Colorectal Cancer (mCRC). Patients were randomized to receive either standard treatments of FOLFIRI (control group) or FOLFIRI plus Panitumumab (treatment group). The median follow-up time of the patients was 59 weeks. Our case study uses data made available on Project Data Sphere (PDS) (40), which comprised approximately 80% of patient-level data reported in the completed study. Analyses included patients with at least 2 measures of LDSUM during follow-up, yielding 841 patients (417 in control group and 424 in treatment group) for analysis. All patients with measurable disease at the baseline central review had their objective tumor response assessed every 8 weeks until progressive disease or death. The longitudinal LDSUM measures are plotted in Figure 2A. The median number of follow-up visits is four. Similar to analysis of the Goldberg study, we include the baseline LDSUM measures as predictors in models for both longitudinal LDSUM and OS. The baseline LDSUM ranged from 20 to 762 millimeter (mm) with an average size of target tumor at baseline of 168.9 mm and 164.1 mm in the treatment and control groups, respectively.



Figure 2 | Amgen colorectal cancer study: (A) observed LDSUM by treatment groups; (B) smoothed (solid lines) and predicted (dashed lines) values for scaled LDSUM based on FPCA; (C) estimated varying coefficients in functional data regression analysis; (D) AUC values with different response measures; (e/f) estimated coefficient for treatment/baseline LDSUM in survival model. Solid lines are based on analysis and dashed lines are based on complete data in (D–F).



The resultant RECIST objective response rate in the treatment group is around 30%, which is much higher than the response rate in control group (12.5%). Figure 2B presents the predicted smoothed trajectories of longitudinal LDSUM. Estimates of the time-varying intercept and coefficient effects for treatment and baseline LDSUM are shown in Figure 2C. The plots demonstrate that the addition of Panitumumab had the effect of decreasing the LDSUM early following treatment. The effect, however, diminished with further follow-up. Similarly, patients with larger baseline LDSUM maintained larger LDSUM measures early on, The baseline effect of LDSUM also decreased to zero with time.

C-index (or AUC) evaluated at median survival time is compared among four models with complete data (dashed lines) and at each landmark time (solid lines) in Figure 2D. With complete data, model (iii) had the largest AUC and model (ii) with best response had larger AUC than model (iv). Models (ii), (iii) and (iv), which contained response information, were found to have larger AUC than model (i) at all the landmark time points.

In Figures 2E, F, the estimated coefficients for treatment and baseline LDSUM based on the four models were compared at each landmark time. The point estimates based on the complete dataset are marked as dashed lines in the plot. The treatment coefficients was negative in model (i) and positive in the other three models adjusted for response variables. The difference here indicated that the protective effect of additional Panitumumab on survival outcome strongly depended on the response information. The coefficients for baseline LDSUM were close to zero and the estimated values from model (iii) had larger variability.

The R2 measures are listed in Table 1. The estimated SOS effects are close to zero for model (ii) and between 0.35 and 0.7 for models (iii) and (iv). This suggests that 35% to 70% of the treatment effect on OS is mediated by the longitudinal TB measures. Additionally, the FPC scores capture this mediation effect more efficiently than the conventional RECIST objective response. on effect during the follow-up between 300 to 700 days.



4  Simulation

4.1  Data generation

This section presents a simulation study devised to compare the four models (i)-(iv) discussed in Section 3. Using estimates from our case studies, we assume that the true trajectory of the longitudinal outcome was η0(t)+η1(t)A+η2(t)X with range for longitudinal follow-up time of t∈(0,1) Treatment A was generated from the Bernoulli distribution with probability of 0.5. Covariate matrix X was generated from the standard Normal distribution. For the time-varying coefficients, we used the estimated overall mean from the Goldberg study for η0(t) , and assume different time varying coefficients η1(t) and η2(t) for treatment and covariate X based on a cubic spline functions. Specifically, we defined four cubic B-spline basis function (B1(t),⋯,B4(t)) in the range of t∈(0,1) Model coefficient functions were determined by  .

We generate the true event time T from the survival model

	

where D(s)=η1(s)A+η2(s)X is the true longitudinal trajectory after removing the overall mean function and D(τ) includes the history of D(s) up to time τ=min (T,1) . The baseline hazard function assumed Weibull distribution with shape 1.682 and scale 1.024, which were estimated from the Goldberg data. Covariate Z was generated from the standard Normal distribution.

Since the longitudinal predictor in the survival model is time-dependent when T<1 , we generated the event time using the following procedures. First, we set a sequence of grids 0=s0<s1<⋯<sM=1 , where sm−sm−1=0.001 . At each grid sm, theintegration part in the model can be approximated using the numerical integration. Specifically, we approximate   by

	

and the cumulative hazard function evaluated at time grid sm can be approximated as

	

The survival probability at time sm is then  . For T≥1 , the cumulative hazard function is:

	

To generate event time T that follows the desired distribution, we first generate U∼Unif(0,1) , and compare it with the survival probability S(sM) . If U>S(sM) , the event time T=max {sm:S(sm)≥U} , otherwise, T has closed form solution

	

Where   is the cumulative baseline hazard function and   is its inverse function.

We then generate independent censoring time C from uniform distribution Unif(0,10) , and the observed survival outcome as   and δ=I(T≤C) . The longitudinal follow-up time t=(t1,⋯,tm) was randomly selected as the time grids on the interval  , where  , and the number of total post-baseline visits m was generated from Poisson distribution with mean of 5. The observed longitudinal observations represent the true trajectory η0(t)+D(t) evaluated at visit time t plus error terms generated from N(0,σ2=0.01) . Only patients with at least 3 post-baseline observations (m≥q3 ) were included in analysis.


4.2  Simulation settings and results

Our simulation study assumed five fundamentally different relationships among the treatment, longitudinal and survival outcomes. The coefficients for longitudinal and survival models are listed in Table 2 for each setting. In the first two settings ‘a1’ and ‘a2’, there is only direct treatment effect on survival outcome with the response effect on OS assumed to be zero (i.e. α=0 ). The treatment and the longitudinal outcomes are not related in ‘a1’, while in setting ‘a2’, treatment has positive effect on the longitudinal outcome. Setting ‘b’ is another typical case where all the treatment effect on survival is mediated through the longitudinal response outcome. Setting ‘c’ has both direct and indirect treatment effects on the survival outcomes, while setting ‘d’ is a null case where treatment, longitudinal response and survival outcomes assume no dependence.

Table 2 | Simulation settings and coefficients values.



We used sample size N=1000 and 100 replications for each setting. The censoring time was generated from Uniform distribution U(0,10) , resulting in censoring proportions between 10% and 40%. Results comparing the four models based on the complete data are summarized in Figure 3. The mean and the 2.5% and 97.5% percentiles of the Brier scores and the C-index (AUC) evaluated at the median survival time are plotted in subfigures (a) and (b), respectively. The FPCA based models (iii) and (iv) have smaller Brier scores and larger AUCs in settings (b) and (c), where there is non-zero indirect treatment effect on survival through longitudinal outcome. The estimated R2 measure and SOS effects using method   are plotted in subfigures (c) and (d) with first and third quartiles. Subfigures (e) and (f) describe method  . The results using the two approaches are similar. SOS estimated for models (iii) and (iv) are closer to 1 (the truth), in setting (b) than model (ii). In addition, larger variation of SOS is observed for model (ii) in some settings, especially in the setting (d), where treatment neither impacts the longitudinal LDSUM nor OS. Summary statistics of the estimated coefficients β1 and β2 can be found in the Supplementary Materials. The mean estimates of the four models are close to the truth in settings ‘a1’, ‘a2’ and ‘d’, while models (iii) and (iv) have smaller bias than model (ii) in settings (b) and (c).



Figure 3 | Simulation Results: Y-axis corresponds to (A) Brier score, (B) C-index, (C) R^2_b measure, (D) SOS_b measure, (E) R^2_w measure, and (F) SOS_w measure, respectively. Simulation settings include: direct effect only (settings a1 and a2), indirect effect only (setting b), both effects exist (setting c), and neither effect exists (setting d).



We selected the landmark time as a sequence of time from 0.2 to 2 with a step of 0.2 on the scaled time grids. Note that the summary variables for the longitudinal outcome were calculated at each landmark time based on available longitudinal data up to that time. The Brier scores and AUCs are reported in Figure 4. The estimated coefficients at landmark time points are summarized in the Supplementary Materials. The conclusions are similar to those based on the complete data. The models (iii) and (iv) have consistently better predictive ability (smaller Brier scores and larger AUCs) than model (i) and (ii) in settings ‘b’ and ‘c’. The four models have similar performance in the other three settings ‘a1’, ‘a2’ and ‘d’, where tumor response is assumed to have no effect on survival.



Figure 4 | Simulation Results: Brier scores (column A) and C-index (AUC) (column B) in landmark analysis for the following simulation settings: direct effect only (settings a1 and a2), indirect effect only (setting b), both effects exist (setting c), and neither effect exists (setting d).





5  Discussion

Oncology studies routinely acquire measures of tumor burden longitudinally over the course of patient follow-up. This information is predominately dimension reduced to a binary tumor response variable indicating the occurrence of a partial or complete response as defined by the RECIST criteria. This article presented a landmark mediation survival model devised to estimate conjoint effects of treatment and longitudinal tumor assessments. Prediction performance was compared using different characterizations of tumor response following treatment. Conventional binary response based on the RECIST criteria was compared to analysis of the full longitudinal TB assessments using FPC scores as well as the integrated response. R2 measures were adopted to quantifythe extent of treatment survival mediation effect attributable to longitudinal TB assessments. Implementation was demonstrated with two colorectal cancer studies: the Goldberg study comparing FOLFOX with IFL and the Amgen study on the additional effect of Panitumumab on FOLFIRI. The time-varying effects of treatment and baseline LDSUM were compared with models that leveraged different extent of information from the longitudinal tumor assessments. Prediction performance was compared using AUC. R2 measures were adopted to quantifying the mediation effect of the longitudinal tumor burden.

We found that the longitudinal models with prediction based on FPC scores tended to yield larger AUCs when compared to models with conventional RECIST objective response. Moreover, it was discovered that the predictive utility of binary tumor response depends on the shape of the underlying longitudinal trajectories. With U-shaped trends for tumor burden following treatment, as observed in the Amgen study, binary objective response (PR or CR based on the RECIST criteria) was sufficient to characterize the most pertinent information contributed by the longitudinal data. AUCs obtained from models incorporating tumor response information were much larger than corresponding model absent tumor response.

In the absence of U-shaped trends in tumor burden over time, reducing the longitudinal TB data to a binary response discards important information regarding treatment survival mediation. Models using binary objective response applied to the Goldberg study, for example, yielded AUCs that were very close to those obtained in the model without tumor response. Based on the estimated R2 and SOS effects, the longitudinal TB as defined by LDSUM presented no mediation effect in the Goldberg data. For the Amgen study, however, an estimated 35% to 70% of the treatment effect on OS was mediated through the pattern of longitudinal tumor assessments captured by FPC scores. Simulation demonstrated that FPCA based longitudinal predictors yielded smaller Brier scores and larger AUCs than the binary response model under all settings. Consequently, the complex relationships between treatment, survival, and tumor burden may be better elucidated with the widespread adoption of longitudinal analysis. FPC scores in particular offer a practical approach to synthesizing the longitudinal patterns with sufficient flexibility to capture the trends that describe treatment survival mediation.

Several limitations should be noted. The estimation approaches presented were founded on large sample theory which requires caution with the application to small sample data in practice. The interpretation of the mediation effect is uninterruptible when the estimated   is negative or the resulted SOS effects are out of the [0,1] range. This may have resulted in our case study from the additional random variation induced by the joint model and/or the relatively small sample size of the Goldbergcase. Further investigation is required to define the minimal number of OS event one needs to observed before fitting mediation models for OS with longitudinal surrogates.
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Precision medicine has emerged as an important paradigm in oncology, driven by the significant heterogeneity of individual patients’ tumour. A key prerequisite for effective implementation of precision oncology is the development of companion biomarkers that can predict response to anti-cancer therapies and guide patient selection for clinical trials and/or treatment. However, reliable predictive biomarkers are currently lacking for many anti-cancer therapies, hampering their clinical application. Here, we developed a novel machine learning-based framework to derive predictive multi-gene biomarker panels and associated expression signatures that accurately predict cancer drug sensitivity. We demonstrated the power of the approach by applying it to identify response biomarker panels for an Hsp90-based therapy in prostate cancer, using proteomic data profiled from prostate cancer patient-derived explants. Our approach employs a rational feature section strategy to maximise model performance, and innovatively utilizes Boolean algebra methods to derive specific expression signatures of the marker proteins. Given suitable data for model training, the approach is also applicable to other cancer drug agents in different tumour settings.
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INTRODUCTION
Precision treatment has become an important treatment modality in oncology, where the molecular makeup of patients’ tumour dictates therapeutic decisions. Identifying predictive biomarkers of treatment response that aid stratification of patients is critical for effective deployment of personalized oncology (Barretina et al., 2012; Geeleher et al., 2014; Nalejska et al., 2014). However, for most existing cancer drug agents including those that have been clinically approved (Pernas et al., 2018; Zhong et al., 2021), we currently lack companion predictive biomarkers that can reliably predict treatment response and inform patient selection. Thus, identification of predictive response biomarkers for cancer therapies represents a broad and unmet clinical need.
A major challenge that complicates the identification of response biomarkers is the multi-factorial determinant of cellular response to drug treatment, which is further accentuated by the extensive tumour heterogeneity between patients (Turajlic et al., 2019; Xi et al., 2019; Lee et al., 2021). Consequently, except for a few notable cases of clinical success (Quintás-Cardama and Cortes, 2009; Dieci et al., 2020), single-gene biomarkers are insufficient for predicting treatment responses and unlikely to be clinically useful (Nguyen et al., 2016). Instead, multi-gene biomarker panels are more likely to capture the complexity underpinning tumour drug response, and deliver better prediction (Zhu et al., 2011; Lima et al., 2019). Biomarker discovery approaches therefore should explicitly model combinations of relevant marker genes/proteins.
Computational methods have been key in the derivation of response biomarkers for cancer therapeutics (Menden et al., 2013; Tabl et al., 2019; Fortino et al., 2020). A simple but commonly used approach is to identify genes (or proteins) that are differentially expressed between treatment-sensitive and -resistant groups using–omics data such as transcriptomic or proteomic data (Chen et al., 2016; Nguyen et al., 2018). However, the degree of differential expression of a gene (based on fold-change and/or p-value) is not a good indicator of its predictive power towards treatment responsiveness. Moreover, the lists of DEGs are typically very long, and without further analysis to prioritize and narrow them down, the applicability of DEGs-based approaches remains limited. Recently, more sophisticated approaches such as machine learning (ML) have been applied to the biomarker discovery domain (Parca et al., 2019; Tabl et al., 2019; Fortino et al., 2020; Nguyen et al., 2021).
Yet, the ‘curse of dimensionality’ widespread in pharmacogenomics data - where the number of molecular features often far exceeds the number of biological samples - necessitates the development of feature selection strategies for ML algorithms (Huang et al., 2018; Nguyen et al., 2021; Ogunleye et al., 2022.). For example, Ballester and others have developed a scheme termed Optimal Model Complexity (OMC) aimed at identifying a smaller subset of informative features from the much larger original feature space, and integrated OMC with various ML algorithms (Bomane et al., 2019; Naulaerts et al., 2020; Nguyen et al., 2021). OMC works by ranking the features using the p-values obtained from univariate statistical tests to correlate between each feature and the corresponding labels (e.g., IC50 values of treated drugs), thereby pinpointing the most relevant features prior to model training (Nguyen et al., 2021). OMC-based XGBoost was employed to predict cancer drug response using pharmacogenomic data derived from either cancer cell lines (Yang et al., 2013; Naulaerts et al., 2020), or cancer patient-derived xenografts (Gao et al., 2015; Nguyen et al., 2021). In addition, Bomane et al. has also applied OMC to other ML algorithms, including Random Forest and LightGBM, to predict response to paclitaxel treatment in breast cancer (Bomane et al., 2019). On the other hand, Parca et al. (2019) selected potentially informative molecular genes for predicting cancer drug response by analysing the variance in gene expression profiles using cell lines based pharmacogenomic datasets. To predict cancer patient response to chemotherapeutic drugs, Huang et al. (2018) employed standard recursive feature elimination method to select for most relevant features (gene expression data) and applied it on top of support vector machine algorithm. Other studies utilise knowledge-based approaches to select likely relevant subsets of features: for example, by leveraging the protein-protein interaction network surrounding the drug targets (Kong et al., 2020), or restricting those to genes in the cancer gene census set (Futreal et al., 2004). However, due to lack of relevant patient-derived pharmacogenomic data, most ML studies to date have been performed using panels of cancer cell lines (Barretina et al., 2012; Garnett et al., 2012; Seashore-Ludlow et al., 2015; Iorio et al., 2016), which do not necessarily reflect the heterogeneity and drug sensitivity in human tumours (Borst and Wessels, 2010; Gillet et al., 2013).
In this study, we have developed a generally applicable machine learning framework for identification of multi-gene predictive biomarker panel and associated expression signatures for anti-cancer drugs. The approach comprises two phases (Figure 1). The first is to identify optimal biomarker panels that predict drug response using ML coupled with a new feature selection strategy. The second is to derive expression signatures of the identified biomarkers for different response groups utilizing a new Boolean function minimization-based pipeline. We applied the new approach to identify predictive biomarker panels and expression signatures for 17-AAG, a small-molecule inhibitor targeting heat shock protein 90 (Hsp90), using pharmacoproteomic data obtained from prostate cancer patient-derived explants (PDEs) (Cardillo and Ippoliti, 2006). Blocking Hsp90 is considered as an attractive therapeutic strategy for prostate cancer. This is because Hsp90 is commonly overexpressed in prostate cancer compared to normal prostate cells (Cardillo and Ippoliti, 2006); prostate cancer cells are selectively sensitive to Hsp90-directed agents; and Hsp90 clients include the androgen receptor (Trepel et al., 2010), a major driver of prostate tumorigenesis. However, despite the anti-tumour activity of Hsp90 inhibitors (e.g., 17-AAG) in preclinical models (Solit et al., 2002), the lack of companion predictive biomarkers for rational patient stratification have in part contributed to the poor response rates to these agents seen in clinical trials (Heath et al., 2008).
[image: Figure 1]FIGURE 1 | A general workflow of our two-phase computational framework, which couples supervised machine learning-based biomarker discovery with Boolean algebra-based signature derivation for the identification of predictive biomarkers.
We derived a 16-protein biomarker panel that achieved 92% response prediction accuracy to 17-AAG. To facilitate clinical translation, we further reduced this to a compact 5-protein panel having 80% prediction accuracy, and identified associated expression signatures. Interrogation of prostate cancer patient data identified almost half of the patients with matching expression signatures, who may benefit from 17-AAG treatment. Overall, this work presents a novel ML framework that aids the discovery of predictive biomarker panels for improved patient selection and treatment of cancer.
MATERIALS AND METHODS
Patient data analysis
Patient data from two prostate cancer patient cohorts were used to interrogate the utility of our derived 5-gene biomarker panel as a potential patient stratification tool. These include the TCGA (Pancancer Atlas, (Hoadley et al., 2018)) cohort containing 494 patients; and another independent prostate cancer patient (PNAS 2019, (Abida et al., 2019)) cohort containing 208 patients. Patient-specific transcriptomic data was downloaded from the cBioPortal for Cancer Genomics database (Cerami et al., 2012; Gao et al., 2013)) for analysis (see Figure 5E, left panels).
Patient-derived explant (PDE)
Fresh prostate cancer specimens were obtained with written informed consent through the Australian Prostate Cancer BioResource from men undergoing robotic radical prostatectomy at the Royal Adelaide Hospital and St Andrew’s Hospital (Adelaide, South Australia). Tumors from two cohorts of patients were used for this study: a discovery cohort (n = 40, obtained from (Nguyen et al., 2018)), and a test cohort (n = 7). A single 6 mm core of tissue was obtained per patient. A longitudinal section of the entire core was taken for hematoxylin and eosin (H&E) analysis of tumor content. The remaining tissue was dissected into 1 mm3 pieces and cultured in triplicate on a presoaked gelatin sponge (Johnson and Johnson, New Brunswick, NJ) in 24-well plates containing 500 L RPMI 1640 with 10% FBS, 1 antibiotic/antimycotic solution (Sigma, St Louis, MO), 0.01 mg/ml hydrocortisone, 0.01 mg/ml insulin (Sigma) and cultured for 48 h with 17-AAG (500 nM) or DMSO vehicle alone as previously described (Nguyen et al., 2018). Mass spectrometry-based proteomic profiling were performed on the discovery cohort as described in (Nguyen et al., 2018), and these data were used as inputs (features) for our ML models. Treatment response was quantified based on the relative expression of the proliferative marker Ki67, measured post drug treatment by immunohistochemical (IHC) assay (Nguyen et al., 2018).
Immunohistochemical staining
Paraffin-embedded tissues were sectioned (2 mM) on Ultraplus slides prior to H&E staining and IHC detection of Ki67 (Agilent, M7240 antibody; 1:200 dilution, Santa Clara, CA). IHC staining was performed and tissues assessed for tumor content and Ki67 positivity in a blinded fashion as described in (Armstrong et al., 2016).
qRT-PCR
Real-Time Quantitative Reverse Transcription PCR was used to measure the baseline expression of the five genes identified in our 5-gene biomarker panel: AQP1, SEPT8, RBM17, TRIM47, and VPS25 for the testing PDE cohort (Supplementary Table S5). qRT-PCR was also used to measure the baseline and post-treatment expression of MKi-67, the gene encoding of the proliferative marker Ki67. Cultured patient derived explants were placed in a Precellys Tissue Homogenizer (Bertin instruments) for 2 cycles at 6500rpm. RNA was extracted from tissue homogenate using miRNeasy mini kit (Qiagen) according to manufactures instructions. RNA (700 ng) was reversed transcribed to cDNA using IScript cDNA synthesis kit (Bio-Rad). QRT-PCR was performed with a 1:10 dilution of cDNA using SYBR green (Bio-Rad) on a CFX 384 real time system (Bio-Rad). Relative gene expression was calculated using the comparative ct method and normalized to internal control genes GAPDH & TUBA1B. Primer sequences used for PCR are given in Supplementary Table S5.
ML implementation
To classify drug response groups, we developed a multi-class Support Vector Machine (SVM) and an artificial neural network (ANN) classifier using the MATLAB function fitcecoc and patternnet, respectively. For the multi-class SVM model, we set the “standardized” option to “true,” which normalized the predictor data and used the option linear as the kernel function of mSVM. For the ANN model, the predictor data was also normalized, and the size of the hidden layers was set to 10. Protein expression data profiled from 40 prostate cancer PDE samples was used for model training and testing. For training and testing, the functions’ default settings were used (e.g., scaled conjugate gradient backpropagation algorithm (Møller, 1993), implemented using MATLAB function trainscg), with 80%–20% data split ratio. For the implementation of K-Nearest Neighbor, Naïve Bayes, Random Forest, and AdaBoost we used Matlab functions fitcknn (Distance = ‘Euclidean’), fitcnb (Kernel = ‘Normal’), fitrensemble (Method = ‘Bag’), fitcensemble (Method = ‘AdaBoostM2’), respectively. For Deep Forest, we utilized the Matlab codes developed by (Zhou and Feng, 2017), available at Github at https://github.com/cnzakimuena/casForest.git.
These data were deposited onto the Mass spectrometry Interactive Virtual Environment (www.massive.ucsd.edu) with identifier: MSV000082244 (Nguyen et al., 2018). Model validation was performed using the function predict for mSVM and sim for ANN, respectively. ROC curves and confusion table were generated using functions roc and confusionchart in MATLAB. All the relevant codes were deposited on Github at https://github.com/NguyenLabNetworkModeling/GFFS-Biomarker.
Importance score calculation
The importance score (IS) associated with a feature was calculated through performing a systematic ‘feature drop-out’ analysis. For this, each feature (e.g., DEP) was removed from the feature list, one at a time, and the effect on model prediction performance was assessed. IS measures the difference in prediction accuracy between the ‘drop-out’ and the original mSVM model, computed as follows:
[image: image]
where PAO and PAi represent the prediction accuracy of the original mSVM and the “drop-out” model where input feature i is removed from the feature list. Thus, IS > 0, <0, = 0 indicate the dropped-out feature has a positive, negative, or no impact on the model predictive performance, respectively.
Feature selection
Our feature selection strategy GFFS was implemented based on the IS values, as described in the text. To compare different feature selection algorithms, we implemented ReliefF using the function relief and MRMR using the function fscmrmr in MATLAB. For LASSO regression, we used the function fitcecoc and lasso as a regularization method. To calculate the importance score of the Boosting and Bagging ensemble models, we used the functions predictorImportance and oobPermutedPredictorImportance in MATLAB. We also implemented RFE and FFE strategies on top of the SVM.
Explainable ML analyses
SHAP and LIME analyses were implemented using the shapley and lime functions in MATLAB, and AdaBoostM2 as a ‘black-box ensemble model’.
Boolean functions and minimization
A Boolean function is an algebraic expression consisting of n-binary variables, f (x1, x2, … , xn). Boolean functions can be formulated through Sum of Product (SOP) or Product of Sum (POS). In SOP, different product terms of inputs are summed together, where the products are logical AND the sum are OR operators. For example: x′+xy + yz’ where x, y and z are binary variables and prime (‘) represent complement of a variable, that is if x = 0 then x′ = 1. On the other hand, in POS products of different summation terms of inputs are taken, e.g. (x′)⋅(x + y)⋅(y + z′). Boolean functions can be simplified using Boolean laws and theorems (Hanf, 1975; Whitesitt, 2012). The process of simplifying the algebraic expression of a Boolean function is called ‘minimization’. To minimize the Boolean function, we employed the Quinine-MacCluskey algorithm (Jain et al., 2008) implemented in MATLAB (http://www.tu-harburg.de/∼rtsap/#Programs).
Statistical and bioinformatic analysis
Statistical t-tests were performed using GraphPad Prism 9 and Matlab R2022b. For the KEGG pathway and the GO function analysis we utilized Enrichr web application (Kuleshov et al., 2016), which can be accessed at https://maayanlab.cloud/Enrichr/.
Pharmacoproteomic data from prostate cancer PDEs for machine learning
To recapitulate the in vivo response of prostate cancer to therapies, we have previously developed an ex vivo culturing model of prostate cancer tissue that retains the structure and stromal-epithelial interactions of the tumor microenvironment and provides the level of disease heterogeneity seen in patients (Centenera et al., 2012). Using this system, we established in a previous study 40 prostate cancer patient-derived explants (PDEs) and subjected them to either vehicle (DMSO) or 17-AAG (500 nM) treatment for 48 h (Figure 2A, see also Materials and Methods) (Nguyen et al., 2018). Treatment response was quantified based on the relative expression of the proliferative marker Ki67, measured post drug treatment by immunohistochemical assay (Nguyen et al., 2018). In addition, we performed mass spectrometry-based proteomic profiling and HRM-DIA data analysis on the corresponding 40 PDEs, which identified the expression of 3,766 quantifiable proteins prior to 17-AAG treatment (Nguyen et al., 2018). These datasets will be used in this study to develop companion biomarkers that accurately predict response to 17-AAG treatment.
[image: Figure 2]FIGURE 2 | Unsupervised clustering of the PDEs’ response to 17-AAG treatment. (A) Pharmacoproteomic data obtained from 40 prostate cancer PDEs (Nguyen et al., 2018). (B) Classification of the PDEs into three response groups based on Ki67 positivity post 17-AAG treatment: RD, PR, and NR with indicated fold-change in Ki67 positivity (in log2 scale). (C) Unsupervised hierarchical clustering of the PDEs using the proteomic data, which failed to reasonably predict response to 17-AAG.
To label the data, the PDE samples were classified into three distinct response groups based on changes in Ki67 positivity upon treatment with 17-AAG (Nguyen et al., 2018). These are depicted in Figure 2B: (i) RD (responders) group containing PDEs having > two-fold decrease in Ki67 positivity; (ii) PR (poor responders) group containing PDEs with < two-fold increase in Ki67 positivity; and (iii) NR (non-responders) group with Ki67 positivity in between. As a result, 14 PDEs were classified as RD, 17 as NR and 9 as PR (Figure 2B; Supplementary Table S2). Of note, the PDE proteomic data has 0.16% missing (undetectable) values and they were imputed with random values generated from a uniform distribution between 0 and 1 (1 is the minimal machine-detectable protein amount) (Wei et al., 2018). Together, the PDE data consists of protein expression levels of 3,766 proteins serving as ‘input features’ and Ki67-based response classification serving as ‘labelled outputs’ for development of ML models.
RESULTS
Supervised ML using differentially expressed proteins (DEPs) sub-optimally predicts 17-AAG response
Using expression levels of all the 3,766 proteins as inputs, we first tested whether unsupervised hierarchical clustering could predict the PDE response to 17-AAG treatment. While this identified three distinct clusters, they poorly reflected the labelled response groups (Figure 2C). Each of the three clusters comprises a good mixture of RD, NR and PR samples, suggesting that unsupervised clustering could not reasonably predict response to 17-AAG.
Next, to examine if supervised ML methods would improve the response prediction, we developed a multi-class support vector machine (mSVM) model using the protein expression as inputs and the labelled drug responses (RD, PR, NR) as outputs (Figure 3A). The dataset was randomly divided into a training (80%, 32 PDEs) and a test set (20%, 8 PDEs). To avoid biases in data splitting and mitigate model overfitting, we held out the test set and trained the model with the training set. This training and test process were repeated 50 times to obtain reliable and robust performance evaluation (). We found that the model displayed an average prediction accuracy of ∼39% (Supplementary Figure S1). This poor performance is somewhat expected because the number of input variables/features (3,766) greatly exceeds the number of samples (40), a phenomenon known as ‘curse of dimensionality’ in ML (Hughes, 1968). By this principle, the prediction power of a ML classifier typically improves as the number of the features gradually increases, but after an threshold (i.e., optimal) number of features, adding more starts to diminish the model performance (Hughes, 1968). This is because the high dimensionality of the input data causes every observation to appear equidistant from the others, preventing meaningful clustering (Hughes, 1968). Moreover, irrelevant or partially relevant features can negatively impact model performance (John et al., 1994).
[image: Figure 3]FIGURE 3 | Machine learning-based prediction of response to 17-AAG. (A) A machine learning pipeline utilizing the repeated holdout method for training and testing with an mSVM model (see Materials and Methods). (B) Distribution of prediction accuracy performance across 50 model replicate runs. (C) Performance of the mSVM classifier using all 157 DEPs as input features, summarized in a confusion matrix. (D) Receiver operating characteristic (ROC) curves of the mSVM classifier for the RD, NR and PR response groups. (E) Impact of input feature space modulation on model prediction accuracy. Adding specific input features may worsen model performance, indicated by the red arrows. (F) Difference in the prediction accuracy when a new input feature is added to the training data.
In order to circumvent the curse of dimensionality, we carried out a feature selection strategy with the goal to rationally reduce the number of non-relevant features (Cai et al., 2018; Gopika and Meena Kowshalya, 2018). As differentially expressed proteins (DEPs) often provide a good starting point for identifying potential biomarkers (Chen et al., 2016; Nguyen et al., 2018), we first performed differential expression analysis between the three response groups using analysis of variance (ANOVA) tests, and obtained a total of 157 DEPs (p-value <0.05, Supplementary Table S2). Unsupervised hierarchical clustering using these DEPs still failed to appropriately cluster the PDE samples (Supplementary Table S2), confirming the suboptimal performance of this approach. Next, we retrained the mSVM model using the 157 DEPs as input features and found that it displayed an average prediction accuracy of 77% (Figure 3B). Examining the confusion matrix results further showed that while the precision and sensitivity for the RD and NR groups are around and above 80%, they are below 55% for the PR group (Figure 3C), demonstrating the mSVM model did not perform well against the PR group. Consistently, analysis of the receiver operating characteristic (ROC) curves confirms that model performance against the PR group was inferior compared to the other groups (Figure 3D).
In addition to mSVM, for comparison purposes we also performed similar analyses using an array of common ML methods, including artificial neural network (ANN), K-Nearest Neighbor (KNN) (Min-Ling and Zhi-Hua, 2005; Zhang, 2016), Naive Bayes (Yousef et al., 2007), Decision Tree (Navada et al., 2011), AdaBoost (Feng et al., 2020), Random Forest and Deep Forest (Liu et al., 2012; Zhou and Feng, 2018; Su et al., 2019). The results show that mSVM was the best-performing algorithm, followed by ANN and KNN (Supplementary Figure S3). Like mSVM, the ANN model performed relatively poorly in predicting the PR group (Supplementary Figure S4). Together, these results suggest that although supervised ML approaches perform better than unsupervised hierarchical clustering, using all the DEPs as features may be inadequate for optimizing predictive power. This may be due to the noise exhibited by certain DEPs that bear no relevance in predicting response to 17-AAG, which interferes with the predictive signals from the relevant features, thereby lowering the model’s overall predictive performance (Blum and Langley, 1997).
To interrogate how modulation of the input feature space may influence performance of the mSVM, we systematically increased the number of features by adding the DEPs one by one to the training set and re-evaluated the model prediction accuracy. Figure 3E shows an overall upward trajectory of prediction accuracy as the number of feature increases. However, there were specific DEPs whose addition to the feature space actually worsened the model’s predictive power, evidenced by drops in the trajectory (indicated by red arrows, Figure 3E). Specifically, 66 of the 157 DEPs contributed positively to the model performance while 63 contributed negatively, and some had negligible effects on performance (Figure 3F). These results support the idea that irrelevant features can negatively impact the model’s ability to predict drug response, and thus rational selection of informative features is key in improving predictive performance.
A novel ML framework maximises prediction accuracy through rational feature selection
To select the most relevant features from the DEPs, we first performed a systematic feature drop-out analysis. One at a time, each DEP was removed from the feature space and the effect on performance of the mSVM was assessed, as compared to the original model using all the 157 DEPs as features (workflow in Figure 4A). If removal of a protein attenuates/improves the model prediction accuracy, then the protein is deemed to have a positive/negative impact on drug response prediction. We quantified these effects by defining an ‘importance score’ (IS) as in Eq. 1 that computes the difference in prediction accuracy between the drop-out and original mSVM models. Thus, IS > 0, <0, and = 0 indicates proteins having positive-impact, negative-impact and no-impact on drug response prediction, respectively (Materials and Methods). Figure 4B displays a sorted list of the 157 DEPs according to the respective IS values. Interestingly, a large fraction (48%) of the DEPs had a negative impact on drug response prediction (Figure 4B), suggesting inclusion of these in the feature space may diminish the model performance. In contrast, more than half of the DEPs had a positive impact on the drug response prediction (Figure 4B), with the top 20 proteins shown in Figure 4C.
[image: Figure 4]FIGURE 4 | Rationalized feature selection optimizes ML model’s prediction accuracy. (A) A schematic of the drop-out analysis that enables calculation of the importance score (IS) for each feature. (B) Importance score values of all the DEPs, sorted in a descending order. IS > 0, <0, and = 0 indicates proteins having negative-impact, positive-impact and no-impact on drug response prediction, respectively. (C) Top 20 of 157 DEPs having the highest importance score values. (D) A schematic workflow of our IS-based feature selection strategy. (E) Gradual incorporation of 16 proteins that ultimately leads to optimal prediction accuracy of drug response. (F) Heatmap displaying the expression data of the identified 16 marker proteins across the discovery PDE cohort. (G) Distribution of prediction accuracy performance across 50 model replicate runs. (H) Performance of the optimal mSVM classifier using the 16 DEPs as input features, summarized in a confusion matrix. (I) ROC curves of the mSVM classifier for the RD, NR and PR response groups. (J) Comparison of performance between the optimal mSVM model and models using 16 randomly selected features (from 157 DEPs); **** p-value <0.0001 (unpaired t-test, n = 1,000). (K) Tally of possible combinations of proteins with increasing size ranging from 1 to 16. (L) Prediction accuracy significantly varies depending on the combination specification of input features. (M) Performance comparison between the optimal model and those with randomly selected features (shuffled from the 16 identified biomarkers), displayed for increasing panel size.
We reasoned that the positive-impact DEPs would represent good candidate features for maximizing model prediction. We next introduced a new algorithm, termed greedy forward feature selection (GFFS), which aimed to select the optimal combination of features from the pool of positive-impact DEPs. A schematic of the algorithm is given in Figure 4D. First, we trained the mSVM using the positive-impact DEP having the highest IS (i.e., SEPT8; Figure 4E) as the single input variable, employing a similar training/validation data splitting scheme as in Section 3.2. Unsurprisingly, this single-feature model achieved ∼50% accuracy (Figure 4E), much worse compared to the model using all 157 DEPs. Next, we retrained the model by adding the second most influential DEP (i.e. FDFT1 having the second highest IS) to the feature space and re-evaluated the model performance. Because the new model had a better overall prediction accuracy, FDFT1 was kept as an input feature (Figure 4E). This process was repeated by gradually adding the next most important DEP to the feature space: if the new DEP improves prediction accuracy then it is kept; however, if it attenuates (or does not affect) accuracy, the protein is skipped and we move to the next positive-impact DEP. This was done until all the positive-impact DEPs were considered and the model performance did not further increase (Figure 4D). As a result, we determined an optimal feature space containing 16 DEPs, depicted in Figure 4E. The corresponding mSVM model achieved an overall prediction accuracy of 92% (Figures 4E–G), which was significantly superior to the initial model using all the 157 DEPs (77%, Figure 3B). This was further confirmed by examining the confusion matrix (Figure 4H) and the ROC curves (Figure 4I), indicating significantly improved prediction of 17-AGG response within each of the response groups.
A key attribute of our ML-based algorithm is the rationalized selection of features guided by prior IS-based ranking. To determine if this was critical in enhancing prediction accuracy, we assessed the performance of mSVM models using randomly selected features instead, and replicated this 1,000 times. The result shows that the model with feature selection consistently and significantly outperformed the random-feature models (Figure 4J), suggesting our IS-based feature selection strategy was key in boosting predictive power.
Next, we comparatively evaluated the performance of our IS-based GFFS approach with a range of available feature selection algorithms, including filter (ReliefF; minimum redundancy maximum relevance (MRMR)) (Ding and Peng, 2005; Stief et al., 2018), wrapper [recursive feature elimination (RFE); forward feature selection (FFS)] (Aha and Bankert, 1996; Tang et al., 2007; Marcano-Cedeño et al., 2010; Zhang et al., 2013) and embedded (boosting; bagging; least absolute shrinkage and selection operator (LASSO)) methods (Vasquez et al., 2016; Alsahaf et al., 2022) (Supplementary Figure S5A). GFFS showed significantly better predictive accuracy than all of the tested methods except for RFE, with which GFFS had comparable performance (Supplementary Figure S5A). Interestingly, the top three performers were GFFS, RFE, and FFS, highlighting the importance of rational feature selection in this context. We note that the maximal performance of FFS and RFE was achieved with 41 and 28 features, respectively (Supplementary Figures S5C, D), which were higher than GFFS, but at the cost of much larger number of features. Importantly, among of the top three methods, GFFS’s running time scales linearly and was significantly better than RFE and FFS (Supplementary Figure S5B). Thus overall, GFFS-based feature selection achieved a strong and balanced performance in terms of predictive accuracy and computational cost.
Identification of a compact biomarker panel for 17-AAG treatment response
There is a general trade-off between the size of a biomarker panel and its practical applicability. A panel having more relevant proteins tends to deliver enhanced prediction, but this comes at a cost of having to detect more readouts from patients–a non-trivial task for poorly characterized biomarkers. In order to facilitate translation of the predictive biomarkers for 17-AAG-based therapy, here we aim to derive a more compact-size panel from the 16 identified marker proteins while maintaining high predictive performance. To this end, we considered all possible ways to combine the marker proteins into panels with increasing size, ranging from 1 to 16 (Figure 4K). As such, there are 16 possible panels with size 1; 120 panels with size 2; 4368 panels with size 5; and so on. We then evaluated the predictive performance of the mSVM model using each panel as input features. The results, displayed in Figure 4L, show that for each panel size the prediction accuracy varied significantly depending on the specific composition of the feature proteins (Supplementary Table S3). For instance, among 4368 5-protein panels, the one comprising AQP1, SEPT8, RBM17, TRIM47, and VPS25 exhibits the highest prediction accuracy of 80% (Figure 4L–M). Interestingly, this panel significantly outperformed the 5-protein panel derived from ranked IS score (accuracy 60%, Figure 4M), and panels derived from random shuffling (accuracy 61%, Figure 4M). Moreover, this 5-protein panel also outclassed the model using all the 157 DEPs (accuracy 77%, Figure 3B). Taken together, given its small size yet excellent predictive power, we concluded [AQP1, SEPT8, RBM17, TRIM47, VPS25] as a novel, practical biomarker panel for predicting response to 17-AAG treatment in prostate cancer.
Machine learning models have traditionally been treated as “black boxes”. As ML applications become more widespread, it is important to better interpret ML-based predictions and decision-making processes. Largely, the model interpretability (or explainability) methods can be categorized in two types: (i) global and (ii) local approaches (Ribeiro et al., 2016; Lundberg and Lee, 2017; Linardatos et al., 2021). Global explainability approaches explain the model’s behavior as a whole (across whole samples). For example, which features in the model contribute to the model’s prediction performance and how important they are. In Figure 4C, we have analysed the importance of individual features through performing a systematic “feature drop-out” analysis, which exactly corresponds to a global explainability method (Guidotti et al., 2019). On the other hands, local explainability approaches explain why and how the model make a particular decision for a particular sample (Guidotti et al., 2019). Among these, LIME (Local Interpretable Model-agnostic Explanations; (Ribeiro et al., 2016; Lundberg and Lee, 2017)] and SHAP (SHapley Additive exPlanations, (Lundberg and Lee, 2017; Linardatos et al., 2020)] have emerged as state-of-the-art approaches. For example, Gardiner et al. have recently applied SHAP to infer important features associated with drug responses (5-ASA, Prednisolone, BIRB796) for patients having inflammatory bowel diseases (Gardiner et al., 2022).
Thus, to examine the relative contribution of each feature (protein) to the prediction of drug response (RD, NR, and PR classification), we implemented SHAP (Lundberg and Lee, 2017; Linardatos et al., 2021) and LIME (Ribeiro et al., 2016; Lundberg and Lee, 2017) analyses. TRIM47, RBM17 and AQP1 were found to positively contribute to model prediction of the RD class; while the VPS25 and SEPT8 contribute negatively instead to the model prediction or not strong enough (Supplementary Figure S7A); The SHAP results were consistent with the importance score of LIME. On the other hand, RBM17 and AQP1 both have a positive impact on NR and PR classes but the contribution of TRIM47 is less significant for NR. The correlation analysis of features (proteins) with the Shapley values revealed that the AQP1 expression has a negative impact on the NR prediction but a positive impact on PR (Supplementary Table S4). VPS25 and SEPT8 showed a strong correlation with RD and NR although they did not contribute to the model prediction of target variables. Overall, these analyses helped enhance the interpretability of our ML model predictions.
A Boolean algebra-based pipeline to derive biomarker expression signatures
Once the biomarkers have been identified, it is important to define specific expression signatures of these markers that could then be utilized for patient stratification. For this, analyses including t-test and boxplot are often employed to deduce the differential expression patterns of the marker proteins across the response groups. For example, the 17-AAG responsive PDEs (RD group) displayed significantly higher VPS25 expression, while those in the PR group have significantly lower TRIM47 expression compared to the other groups (Figures 5A, B). While useful, these approaches do not consider the expression heterogeneity within each response group (evidenced in Figure 5A) and possible hidden interlinks between the markers. Thus, derivation of biomarker signatures that encapsulate the response group-specific heterogeneity and possible functional links between the markers is important.
[image: Figure 5]FIGURE 5 | A Boolean algebra-based pipeline for derivation of biomarker expression signatures. (A) A heatmap displaying protein expression levels of the five marker proteins in our identified compact panel across the discovery PDE cohort. (B) Traditional statistical analyses using t-test and boxplot to compare expression levels of individual marker proteins between the response groups (* indicates p-value <0.05, ** <0.01 (unpaired t-test), a red sign indicates outlier data). (C) A multi-step Boolean algebra-based pipeline designed to identify combinatorial expression signatures of the biomarkers for each response group. Step 1: Discretization of protein expression levels into binary values. Step 2: Generation of truth table for binarized expression levels that are then transformed into Boolean expressions. Step 3: Minimization of Boolean functions using Quine-McCluskey algorithm, which converts it into simpler, more compact forms. Step 4: Identification of expression signatures of biomarkers. (D) Left: the original expression levels and corresponding binarized values of the five markers, shown for the RD group (left panels). Right: List of six identified expression signatures (ID 1–6) of the marker proteins, shown for the RD group. Similar data for the NR and PR groups is shown in Supplementary Figure S6. (E) Predictive stratification of prostate cancer patients, using two patient cohorts from the cBioPortal (Materials and Methods). Left: the original gene expression levels and corresponding binarized values of the five markers, shown for all the patients in each cohort. Right: number of patients identified with matching RD-specific expression signatures shown in Figure 5D.
Here, we propose a new pipeline to identify combinatorial expression signatures for biomarkers characterizing individual response group utilizing methods from Boolean algebra. The pipeline consists of 4 steps and is illustrated in Figure 5C for example proteins A, B, and C. Step 1 discretizes the continuous expression data into binary values where 1 and 0 indicate high and low expression, respectively. This is done by normalizing the protein expression data to its median value across the samples: normalized value >1 or <1 will be converted to 1 or 0, respectively.
In step 2, all combinatorial binary expression patterns of the proteins are identified and summarized in a ‘truth’ table, which are then converted into logical expressions of the proteins (Figure 5C). Then, the logical expression of the individual patterns are summed together in a Sum-of-Products (SOP) form using the Boolean operator (+) (Materials and Methods) (Huntington, 1933). In step 3, the summed logical expression is reduced to a minimal form without losing information using a Boolean function minimization algorithm, the Quine-McCluskey algorithm (Jain et al., 2008). Finally, in step 4 the resulting reduced logical expression is converted back into binary expression patterns of the biomarkers. In the example in Figure 5C, we started with four expression patterns involving 3 proteins (A′B′C + A′BC + ABC’ + ABC) that were simplified into two patterns (A′C + AB) involving only 2 proteins (Hanf, 1975; Whitesitt, 2012) (see Figure 5C). Here, the prime (‘) sign indicates the respective protein should be low, and high otherwise.
Next, we applied the new pipeline to our previously identified 5-protein biomarker panel (Figure 5A). As a result, we identified six, five and four specific expression signatures of the biomarkers for the RD, NR and PR response groups, respectively (Figure 5D; Supplementary Figure S6). As an example, Figure 5D displays the six expression signatures for the RD group. Among these, signature ID 6, characterized by concomitant high expression of SEPT8, TRIM47, VPS25 while the expression of AQP1 and RBM17 could be either high or low, represents the most common signature among the RD-group PDEs (∼49.8%). The next most common signature, signature ID 4, is however characterized by high expression of AQP1, SEPT8, TRIM47 coupled with low expression of RBM17, while VPS25 expression could be high or low (Figure 5D). The biomarker signatures identified for the NR and PR groups are given in Supplementary Figure S6. In summary, our new Boolean logics-based pipeline has allowed us to identify specific expression signatures of the biomarkers that could be utilized to stratify patients for 17-AAG response.
Validation of the biomarker signatures using independent PDE and patient cohorts
To demonstrate the utility of our derived biomarker signatures as a tool for patient stratification, we interrogated whether there are patients with matching 17-AAG-responsive signatures using publicly available prostate cancer patient datasets. To this end, two prostate cancer patient cohorts were obtained from the cBioPortal for Cancer Genomics database for analysis (see Materials and Methods). Patient-specific gene expression data of the 5 proteins in our biomarker panel were binarized as in step 1 of our pipeline (Figure 5E, left panels). Comparing the expression patterns of these proteins in the patients with the six identified signatures for the RD group showed that in both cohorts, a substantial fraction of the patients displays matching expression signatures (Figure 5E, right). Consistent with our PDE-based prediction, signature ID 6, the most frequent signature of the RD group (Figure 5D), was actually found in more patients than any other RD-specific signatures. Together, these findings support the utility of the derived biomarker signatures in identifying subsets of patients with specific drug response behaviour.
To further validate the predictive power of our identified biomarker signatures, we generated an independent cohort of prostate cancer patient derived explants (n = 7). Tissues were collected, cultured and analysed as previously described for our discovery cohort (Nguyen et al., 2018). These PDEs were treated with DMSO and 500 nM 17-AAG for 48 h. Treatment response to 17-AAG was assessed based on changes in Ki-67 positivity compared to vehicle treatment, detected using immunohistochemical staining and using similar cut-offs as done in the discovery cohort (Figure 6A, Materials and Methods). Baseline expression levels of the five biomarker genes AQP1, SEPT8, RBM17, TRIM47 and VPS25 were measured using qRT-PCR for each PDE under DMSO control (Figure 6B). Then, for each PDE we predicted the drug response using the expression signatures of the biomarkers identified using the Boolean optimization-based pipeline for the different response classes (Figure 5D; Supplementary Figure S6). Following the pipeline, for each PDE we first binarized the gene expression levels of the biomarkers into low or high expression, as shown in Figure 6C. The biomarker expression patterns for each PDE were then mapped to the identified signatures for the three response groups. For example, the expression pattern for PDE X34393R matches with Signature ID 5 of the RD group, which correctly predicted this PDE to be responsive to 17-AAG. On the other hand, PDE X34380R matches with Signature ID4 of the NR group, thus correctly predicting this PDE to be non-responsive to the drug. Overall, cross-validating model predictions with measured drug response, our identified signatures correctly predicted response classification for the responsive and non-responsive PDEs, but did not correctly predict the poor-responders, achieving an overall >71% accuracy on this independent dataset. Despite the small size of the validation cohort, this independent validation analysis has provided a proof-of-concept demonstrating the potential of our predictive pipeline. We envisage as more similar data become available in the future, further validation will be done to strengthen the validity of the identified biomarkers.
[image: Figure 6]FIGURE 6 | Validation of biomarker signatures. (A) Drug responsiveness of the seven PDEs to 17-AAG treatment based on fold change in MKi-67 expression levels by the drug treatment relative to DMSO, measured by IHC. PDEs having > two-fold decrease in Ki-67 levels in response to the drug treatment compared to vehicle were defined as RD; having < two-fold increase as PR); otherwise, NR as in Figure 2B. (B) mRNA expression levels of the 5 genes in our identified compact biomarker panels measured by qRT-PCR for each PDE sample. The mRNA expression was normalized to GAPDH and TUBA1B. (C) Prediction of drug response based on the identified biomarker expression signatures, compared against Ki67-based response classification. The expression levels of the marker genes were binarized based on the median values by applying 30% and 70% quantile cut-offs: 0 indicates low expression (<30% quantile) and 1 indicates high expression (>70% quantile).
DISCUSSION
Precision oncology embraces cancer treatment strategies that are based on the distinct molecular characteristics of a tumour. However, lack of predictive companion biomarkers that help forecast patient-specific treatment response remains a barrier to widespread adoption of this paradigm (Mateo et al., 2022; Pich et al., 2022). In this study, we have developed a novel computational framework that couples supervised machine learning-based biomarker discovery with Boolean algebra-based signature derivation, in order to identify predictive multi-gene biomarker signatures for cancer therapies (Figure 1). We demonstrated the utility of the approach by applying it to the HSP90 inhibitor 17-AAG in the context of prostate cancer. The approach is however broadly applicable, and given suitable data, can be deployed for different drugs in various tumour types.
The new framework possesses two salient distinguishing properties. First, it rationalizes the most predictive input features based on an importance score that measures how each feature influences the model’s predictive performance. Only features that contribute positively to the classification accuracy are retained in the feature space. These are then ranked by their IS values, and increasingly combined one-by-one to identify the optimal combinatorial panel of features that delivers the maximal predictive accuracy. Second, once the biomarkers have been identified, our framework innovatively utilizes Boolean algebra and function minimization [Quine-McCluskey algorithm (Quine, 1955; McCluskey, 1956)] techniques to deduce common expression patterns of the response-specific biomarkers. Because Quine-McCluskey algorithm enables the minimal form of a Boolean function to be reached, our framework helps derive the most compact response group-specific biomarker expression patterns. These easily-interpretable patterns thus constitute biomarker signatures that ultimately allows predictive selection of patient subgroups having a particular drug response, an ability invaluable for precision clinical trials and treatment.
Boolean function minimization algorithms aim to identify the core logics of the underlying phenomenon and are routinely used in engineering fields, such as to design digital logic circuits (Huntington, 1933; Jain et al., 2008). We have previously applied Boolean function minimization to identify core combinatorial feedback loop structures that generate switch-like behavior of E-cadherin (Shin et al., 2010). To our best knowledge, the current study represents the first attempt to apply Boolean function minimization to the problem of biomarker signature derivation. Nevertheless, Boolean logics-based approaches have been used to predict drug response. For example, the LOBICO (Logic Optimization for Binary Input to Continuous Output) modelling framework was developed to explain drug response in cancer cell lines based on binary mutation data of 60 selected genes (Knijnenburg et al., 2016). Using integer linear programming, LOBICO aims to identify the logic combinations of mutations that best explain the response of cancer cell lines to cancer drug agents. In a similar vein, MOCA (Multivariate Organization of Combinatorial Alterations) has been applied to predict drug response by inferring logic combinations of genomic input features (Masica and Karchin, 2013). Overall, our framework represents a novel effort in repurposing Boolean function minimization techniques for derivation of drug-response biomarker signatures.
The results in this study emphasize the importance of rational feature selection in optimizing drug response prediction accuracy by machine learning classifiers. While our GFFS approach is similar to FFS in the sense that it starts with no feature, it differs in two key aspects. Firstly, it pre-determines the relative importance of the input features by calculating the IS beforehand via comparison of model performance, and it does this only once (Figures 4A–C). This is opposed to the classical implementation of FFS, where the relative importance ranking of the remaining features is repeatedly evaluated at each iteration. Secondly, GFFS goes through the pre-ranked features, adds each feature and keeps the feature only if it improves the model performance; otherwise, the feature is dropped and the algorithm moves on to the next feature in the ranked list. Again, this differs from the classical FFS, where addition of a new best feature (n+1 features) at the current round may reduce the overall model performance as compared to the optimal model at the previous round (n features), as shown in Fig. S5C. This difference stems from the fact that in FFS-based implementation, a specific number of features is typically specified prior to model running whereas GFFS does not require such specification. Another consequential difference is that the model performance increases monotonically as more features are added with our approach (Figure 4E), while for FFS the model performance could exhibit a drop as new features are added (Supplementary Figure S5C). Importantly, because of the pre-determined feature ranking, GFFS is computationally much more efficient than FFS and RF. In Big-O notation, our algorithm has O (2n) complexity compared to O (n (n+1)/2) complexity displayed by RFE/FFS (see Supplementary Figure S5B). This superiority in computational cost makes GFFS highly scalable compared to other feature selection techniques, particularly when the number of input features to be assessed is in the range of thousands to tens of thousands.
It is worthy to note that in our two-phase framework, the machine learning coupled GFFS feature selection (phase 1) is integrated with but can work independently from the Boolean logics-based biomarker signature identification (phase 2). As such, in principle the Boolean logics-based biomarker signature identification part can be plugged into any other feature section ML approaches (e.g., using FFS or RFE) and serves as a downstream analysis. This plug-and-play flexibility provides another strength of the framework.
Due to its ability to stabilize client oncogenic proteins and thereby maintain the survival of cancer cells, HSP90 presents an attractive therapeutic target and has been explored in a variety of cancers including prostate, breast, and colon cancer (Caldas-Lopes et al., 2009; Wang et al., 2016; Nguyen et al., 2018). Although limited, several studies have attempted to identify predictive markers for HSP90-based therapy. For example, Nguyen et al. (Nguyen et al., 2018) has identified PCBP3, an RNA binding protein important in post-transcriptional control of gene expression, as a potential predictive biomarker for 17-AAG response in prostate cancer. In colorectal cancer, high expression of the UDP glucuronosyltransferase 1A (UGT1A) gene was found to correlate with poor sensitivities to the HSP90 inhibitor ganetespib, and its related compound NVP-AUY922, suggesting UGT1A levels in tumour tissues may be a suitable predictive biomarker for ganetespib treatment (Landmann et al., 2014). Interestingly, gene expression levels of UGT1A did not show correlation with 17-AAG response, implying different classes of HSP90 inhibitors may have different predictive biomarkers (Landmann et al., 2014). In addition, in acute lymphoblastic leukemia (ALL), patients with high levels of phosphorylated Src were more sensitive to the Hsp90 inhibitor NVP-BEP800 compared to those with low phosphorylated Src (Mshaik et al., 2021), suggesting Src phosphorylation may serve as a predictive biomarker. Moreover, since Hsp90 inhibition regulates Akt phosphorylation and Bcl-xL, expression levels of these effector proteins may be suitable predictive of response to Hsp90 inhibition in triple negative breast cancer (Caldas-Lopes et al., 2009). Similarly, as Hsp90 inhibition downregulates c-Myc expression and upregulates the expression of tumour repressor proteins such as p53 and pRB, which inhibits the G1/S transition (Yamaki et al., 2011), expression levels of cell cycle regulatory proteins such as pRB, E2F, cyclin–cyclin-dependent kinase (CDK) complexes could inform predictive biomarkers in specific tumour contexts. However, there are several limitations associated with current studies of predictive biomarkers for Hsp90 inhibitors, including: (i) their derivation was largely based on correlation analyses; (ii) the biomarkers are mostly single-gene markers and so unlikely to be clinically robust; (iii) and lack of patient-derived data. Together, these factors may explain the fact that so far, no companion predictive biomarkers of Hsp90-based therapy are employed for clinical practice.
In this study, we have aimed to alleviate these limitations through utilization of patient-derived data from unique explant models; implementation of predictive ML modelling rather than association analyses; and derivation of multi-gene rather than single-gene biomarkers. As a result, we have identified a highly-predictive biomarker panel (92% accuracy) consisting of 16 proteins. Its superior performance to individual DEPs and to using all the 157 DEPs points to the importance of selectively combining the relevant input features in optimizing drug-response prediction. The result also highlights the need to venture beyond the contemporary single-marker paradigm. Reassuringly, the identified panel contains proteins that have been implicated in prostate tumorigenesis and drug resistance, including CDK2, IGFBP7, TRIM47, and RBM17. For example, CDK2 was identified as a therapeutic target in prostate cancer (Yin et al., 2018). Its activation is significantly associated with disease recurrence, and its inhibition reduces invasion of prostate cancer cell lines (Yin et al., 2018). Moreover, CDK2 mediates androgen-dependent inhibition of AR+, castration-resistant prostate cancer cell proliferation (Kokontis et al., 2014). IGFBP7, a member of the insulin growth factor binding protein family, is involved in a variety of cancers including prostate cancer (Sullivan et al., 2012; Jin et al., 2020). Aberrant promoter hypermethylation of IGFBP7 and consequential gene silencing were found in prostate cancer cell lines (Sullivan et al., 2012). On the other hand, the tripartite motif (TRIM) protein TRIM47 is significantly increased in prostate cancer compared to normal tissues (Fujimura et al., 2016). In addition, SPF45, a splicing factor, is overexpressed in select tumours including prostate cancer, and it confers resistance to multiple anti-cancer drugs (Sampath et al., 2003; Perry et al., 2005). Overall, these evidences support the validity of our predictive multi-protein biomarker panel.
Translation of predictive biomarkers into clinical usage depends strongly on the ability to develop assays for detection of these markers in patient samples. We therefore reasoned that compact biomarker panels displaying strong predictive power are optimal for clinical application. With this in mind, we reduced the panel from 16 to 5 proteins, which achieved excellent prediction accuracy (80%). The 5-protein panel includes VPS25 (Vacuolar Protein Sorting 25 Homolog), TRIM47 (Tripartite motif 47), RBM17 (RNA Binding Motif Protein 17), SEPT8 (Septin-8) and AQP1 (Aquaporin 1). In addition to TRIM47’s involvement in prostate cancer mentioned above, RBM17 is frequently overexpressed in a variety of carcinomas, including prostate cancer (Sampath et al., 2003). Importantly, RBM17 confers resistance to doxorubicin and vincristine, two chemotherapeutic drugs commonly used in cancer treatment (Perry et al., 2005). Septins are GTP-binding proteins that are evolutionarily and structurally related to the RAS oncogenes (Abbey et al., 2019). Septin’s expression levels are altered in hormonally regulated cancers such as prostate, breast, ovarian and endometrial cancers (Dolat et al., 2014; Angelis and Spiliotis, 2016). AQP1 is known to be upregulated by hypoxia that leads to increased cell water permeability, motility, and migration in neuroblastoma, lung and prostate cancer cells (Mobasheri et al., 2005; Hwang et al., 2012; Wei and Dong, 2015; Huo et al., 2021). Further, AQP1 is involved in microvascular alteration during prostate tumour angiogenesis (Mobasheri et al., 2005); and it promotes sensitivity of anthracycline chemotherapy in breast cancer (Chong et al., 2021). Taken together, these studies provide evidence linking the identified marker proteins to prostate cancer, supporting to the validity of the simplified panel. Further understanding of the roles of these proteins in prostate cancer tumorigenesis, and how they mechanistically modulate 17-AAG sensitivity are important areas of future research.
In addition, we conducted KEGG pathway and GO function analysis using both the 5-protein and 16-protein biomarker panels. As shown in the Supplementary Figure S8, the 5-proteins panel is mainly related to the proximal tubule bicarbonate reclamation (Dubose, 1990) and renin secretion (Kurtz, 2012) in the KEGG pathway analysis. Proximal tubule bicarbonate reclamation is a process by which the proximal tubules in the kidney reclaim bicarbonate ions from the filtrate in the renal tubules (Rector et al., 1998). This process helps to maintain electrolyte balance in the body by reabsorbing bicarbonate ions and preventing their excretion in urine. Renin secretion is important in cancer development as it regulates the production of angiotensin II, which has been shown to stimulate cancer cell growth and proliferation (Sobczuk et al., 2017). The 16-protein panel was found to be mainly related to steroid biosynthesis, a process by which the body produces steroid hormones. Abnormal steroid hormone production, which can be influenced by abnormalities in steroid biosynthesis pathways, has been linked to prostate cancer (Wilding, 1992; Mostaghel, 2013).
Our GO function analysis identified that both the 5- and 16-protein biomarker panels are mainly related to polyol transmembrane transporter activity (GO:0015166) and intracellular cGMP-activated cation channel activity (GO:0005223). Polyol transmembrane transporter activity involves the transport of small sugar molecules, such as glucose, across cell membranes. Dysregulation of this activity has been implicated in cancer development, as it can contribute to increased cellular proliferation and survival (Jones and Morris, 2016). Intracellular cGMP-activated cation channels are proteins activated by the signaling molecule cGMP, which allow ions to enter cells (Biel and Michalakis, 2009). Dysregulation of these channels has been linked to the development of various types of cancer, including breast, prostate, and ovarian cancer (Di Iorio et al., 2021).
Importantly, in an effort to validate the identified 5-protein biomarker signatures, we have generated an independent validation cohort of PDEs, and predicted their responses to 17-AAG treatment based on the PDE-specific expression levels of the five marker proteins. Overall, our framework correctly predicted the response for the responsive and non-responsive PDEs, but did not correctly predict the poor-responders, achieving >71% accuracy on this independent dataset. A limitation of the current validation is pertained to the small size of the validation cohort, due primarily to the challenge in accessing a large number of suitable patient samples and establishing the corresponding PDEs. This, however, is a general issue in biomarker studies utilizing pharmacogenomic data derived from cancer patients (Huang et al., 2018; Parca et al., 2019; Nguyen et al., 2021). We envisage as additional PDEs are generated in the future, the data will provide a more robust validation of our pipeline.
In summary, we have developed a new computational framework based on machine learning that aids the identification of multi-gene predictive biomarkers for targeted cancer drugs. While we have demonstrated its power focusing on prostate cancer as a proof-of-concept, the framework has broad applicability and can be applied to other drugs and cancer types in future studies.
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Cancer claims millions of lives yearly worldwide. While many therapies have been made available in recent years, by in large cancer remains unsolved. Exploiting computational predictive models to study and treat cancer holds great promise in improving drug development and personalized design of treatment plans, ultimately suppressing tumors, alleviating suffering, and prolonging lives of patients. A wave of recent papers demonstrates promising results in predicting cancer response to drug treatments while utilizing deep learning methods. These papers investigate diverse data representations, neural network architectures, learning methodologies, and evaluations schemes. However, deciphering promising predominant and emerging trends is difficult due to the variety of explored methods and lack of standardized framework for comparing drug response prediction models. To obtain a comprehensive landscape of deep learning methods, we conducted an extensive search and analysis of deep learning models that predict the response to single drug treatments. A total of 61 deep learning-based models have been curated, and summary plots were generated. Based on the analysis, observable patterns and prevalence of methods have been revealed. This review allows to better understand the current state of the field and identify major challenges and promising solution paths.
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1. Introduction

Cancer treatment response prediction is a problem of great importance for both clinical and pharmacological research communities. Many believe it will pave the way to devising more efficient treatment protocols for individual patients and provide insights into designing novel drugs that efficiently suppress disease. Currently, however, cancer treatment remains extremely challenging, often resulting in inconsistent outcomes. For example, tumor heterogeneity contributes to differential treatment responses in patients with the same tumor type (1, 2). Nevertheless, conventional tumor type-dependent anticancer treatments such as chemotherapy often lead to suboptimal results and substantial side effects, and therefore, are notoriously regarded as one-size-fits-all therapies (3, 4). Alternatively, targeted therapies and certain immunotherapies are prescribed based on known biomarkers, observable within individual patients (5). Cancer biomarkers refer to abnormalities in omics data (genomic, transcriptomic, etc.) which can be predictive of treatment response (3). Biomarker-driven treatment plans, either standalone or in combination with chemotherapies, are the mainstream of nowadays personalized (or precision) oncology. Discovery of biomarkers and their subsequent utilization in clinical settings are attributed to advances in tumor profiling technologies and high-throughput drug screenings (3, 4).

An alternative direction to leverage large-scale screenings and high-dimensional omics data in the cancer research community is to build analytical models designed to predict the response of tumors to drug treatments. Typically, such models use tumor and drug information without explicitly specifying biomarkers (6). These models, often referred to as drug response prediction (DRP) models, can be used to prioritize treatments, explore drug repurposing, and reaffirm existing biomarkers. Artificial intelligence (AI) is the core methodology in designing DRP models, demonstrating encouraging results in retrospective evaluation analyzes with pre-clinical and clinical datasets. Many DRP models use classical machine learning (ML) and deep learning (DL), i.e., multi-layer neural networks (NNs). While DL is generally considered a subset of ML, we differentiate between the two terms, where ML is referred here to learning algorithms that do not involve the use of NNs.

Papers in this field are being published constantly, exploiting learning algorithms for DRP. To cope with increasing rate of publications, a recent special issue in Briefings in Bioinformatics was dedicated to DRP in cancer models (7). Collectively, at least 18 review-like papers have been published since 2020 in an attempt to summarize progress and challenges in the field, as well as provide discussions on promising research directions. Each paper aims to review the field from a unique perspective but certain topics substantially overlap as shown in Table 1 which lists some of the major topics and associated references. Common topics include data resources for constructing training and test datasets, prevalent data representations, ML and DL approaches for modeling drug response, and methods for evaluating the predictive performance of models.


TABLE 1 Categorization of topics covered in existing review papers on drug response prediction (DRP).

[image: Table 1]

Following the revival of artificial neural networks (NNs) more than a decade ago (29), DL methods have become a promising research direction across a variety of scientific and engineering disciplines (30–33). This trend is also observed in cancer research, including the prediction of tumor response to treatments, as shown in Figure 1. In 2013, Menden et al. demonstrated that a single hidden layer NN predicts drug response with comparable performance to random forest (RF) (34). The authors used genomic and response data from the Genomics of Drug Sensitivity in Cancer (GDSC) project which was published in 2012 (35). Despite the accelerated popularity of DL and the availability of substantial screening and omics data, it was not until the emergence of open-source frameworks dedicated for building and training NNs (36–38) that DL has become an integral part of DRP research (note the gap between 2013 and 2018 in Figure 1). Owing to the abundance of omics and screening data, the availability of DL frameworks and the unmet need for precision oncology, we have been witnessing a growth of scientific publications exploring NN architectures for DRP.
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FIGURE 1
 (A) A snapshot of Supplementary Table 1 that lists peer-reviewed papers proposing monotherapy drug response prediction (DRP) models (the full list can be found in the Supplementary material). The papers have been curated to identify various properties (shown in table columns), such as deep learning (DL) methods, feature types, evaluation methods, etc., as discussed in detail in this paper. Multiple plots in this paper have been generated using the data from Supplementary Table 1 [(B), Figures 4–7C, D]. (B) Distribution of papers by year that use DL methods for DRP. The neural network models are designed using popular computational frameworks which include both proprietary and open-source software. The bar plots are color-coded by the different computational frameworks. TensorFlow/Keras and PyTorch are the most popular frameworks based on this plot. Data were collected until August 2022, considering only peer-reviewed publications.


Dozens of DL-based models have been published, exploring diverse feature representations, NN architectures, learning schemes, and evaluation methods. However, only three out of the many existing reviews explicitly focus on modeling DRP with DL (10, 11, 18). These reviews present a categorized summary of methods, citing and discussing a limited number of examples from each category. As a result, only a selective overview of methods is provided and limited aspects of published DRP models are considered, exhibiting a primary limitation of these reviews. In addition, the scope of existing reviews does not require a comprehensive search for models which could reveal predominant and emerging trends. Considering the current rate of publications, the diversity of approaches, and the limitations of existing reviews, a comprehensive review is necessary and timely.

This review is the first one to conduct a comprehensive search to include all relevant papers that utilize NNs for DRP. As of the time of completing this paper, a total of 61 peer-reviewed publications have been identified. Only models predicting response to single-drug treatments are included in the current review, excluding models that make predictions to combination therapies. We identified three major components involved in developing DRP models, including data preparation, model development, and performance analysis. These components have been used to guide the curation of papers with special focus on representation methods of drugs, cancers, and measures of treatment response, DL related methods including NN modules and learning schemes, and methods for evaluating the prediction performance. This information is summarized in Supplementary Table 1. Summary plots have been generated, revealing the prevalence of methods used in these papers. Observing the prevalence of methods will assist in revealing approaches that have been investigated in multiple studies as well as emerging methods which are rather underexplored for DRP. We believe this review would serve as a valuable reference for new and experienced researchers in this field.

Section 2 formulates the DRP as a DL problem. Sections 3–5 provide a detailed review of the drug, cancer, and response representations used in papers listed in Supplementary Table 1. Existing design choices are summarized in Sections 6.1, 6.2 in terms of fundamental NN building blocks and learning schemes, respectively. Section 7 compiles existing approaches for evaluating model performance. In Section 8, we discuss the current state of DRP field, determine primary challenges, and propose further directions.



2. Deep learning-based drug response prediction workflow

A DRP model can be represented by r = f(d, c), where f is the analytical model designed to predict the response r of cancer c to the treatment by drug d. The function f is implemented with a NN architecture in which the weights are learned through backpropagation. This formulation is for pan-cancer and multi-drug1 prediction model where both cancer and drug representations are needed to predict response. A special case is drug-specific models designed to make predictions for a drug or drug family [e.g., drugs with the same mechanism of action (MoA)] (39). These models learn from cancer features only and can be formulated as r = fD(c). Another type of models is multi-task learning models which take only cancer representations as inputs and generate multiple outputs where each output produces predictions for a specific drug. As compared to drug-specific models, the multi-task formulation enables learning from larger amounts of drug response data while exploiting common characteristics among drugs, thereby allowing to further improve generalization of the entire model (further discussed in Section 6.2.3).

The general workflow for developing DRP models is not much different from developing supervised models for other applications (Figure 2). The challenges come in the specific details typical to predicting treatment response. The process can be divided into three components: (1) data preparation, (2) model development, and (3) performance analysis (10, 12). The choice of methods associated with each one of these components can have a significant impact on the overall workflow complexity and the potential application of the final model.


[image: Figure 2]
FIGURE 2
 General components of a drug response prediction (DRP) workflow. (A) Data preparation: requires generating representations of features and treatment response, partition the dataset into development set (for training and hyperparameter (HP) tuning) and test set (for performance analysis), and any additional preprocessing such feature selection/engineering. (B) Model development: the process of generating a deep learning model which involves the design of a neural network (NN) architecture (choice of NN modules and learning schemes) and model training including HP optimization. (C) Performance analysis: assessment of prediction generalization and other metrics allowing to evaluate the utility of the DRP model for different applications in oncology such as personalized recommendation of treatments, drug repurposing, and drug development. The performance is benchmarked against one or more baseline models which should ultimately be chosen from available state-of-the-art models for the investigated application.



2.1. Data preparation

Data preparation is generally the initial step in designing a prediction model, requiring expertise in bioinformatics and statistical methods. During this step, heterogeneous data types are aggregated from multiple data sources, preprocessed, split into training and test sets, and structured to conform to an API of a DL framework. The generated drug response dataset with N samples, denoted by [image: image], includes representations for drug (d), cancer (c), and response (r). Prediction generalization is expected to improve with a larger number of training samples as demonstrated with multiple cell line datasets (40–42), normally creating preference for larger datasets when developing DL models. Recent research focusing on data-centric approaches suggests that efficient data representations and proper choice of a training set are at least as important as the dataset size for improving predictions, and further emphasize the importance of the data preprocessing step (43).



2.2. Model development

Model development refers to NN architecture design and optimization of model hyperparameters (HPs). To design NNs, developers often resort to common heuristics which rely on intuition, experimentation, and adoption of architectures from related fields. This process involves choosing the basic NN modules, the architecture, and learning schemes. Diversity of data representations for cancers (9) and drugs (21) and potential utilization of DRP models in several pre-clinical and clinical settings have led researchers to explore a wide range of DL methods.



2.3. Performance analysis

A desirable outcome of a model development workflow is a robust model that produces accurate predictions across cancers and drugs as evaluated by appropriate performance metrics. DRP models can be used in various scenarios such as personalized recommendation of treatments, exploration of drug repurposing, and assisting in development of new drugs. Therefore, both performance metrics and appropriate evaluation schemes (e.g., design of training and test sets) are critical for proper evaluation of prediction performance. The abundance of DRP papers in recent years (Figure 1) and lack of benchmark datasets (10), strongly suggest that a rigorous assessment of model performance is required where state-of-the-art baseline models serve as a point of reference.



2.4. Source and target domains

A vital characteristic that affects the entire workflow is the source domain data used to develop the DRP model, and the target domain data representing the biological domain on which the model is expected to operate. Data suitable for modeling DRP (Sections 3–5) come from multiple biological domains, such as cell lines, organoids, xenografts, and patients (9). Most models utilize data from a single domain (usually cell lines, Section 3.1, due to the abundance of response data). Certain models exploit data from a mix of domains with the goal to improve predictions in a target domain which suffers from insufficient data. Since a primary goal is to make DRP models useful in improving patient care, the biological domains can be further categorized into clinical (human patient data) and pre-clinical (cell lines, etc.). Considering this distinction, models can exploit data in different ways: train and test on preclinical (44–46), train and test on clinical, train on preclinical and test on clinical (47–49), and models that leverage both preclinical and clinical data during the training process and then test on clinical (50–54). Models that use data from mixed domains are generally more challenging to develop because they require extra steps in data preparation, advanced modeling techniques, and robust performance evaluation analysis (Section 6.2.2).




3. Representations of treatment response

Drug screening platforms enable testing the sensitivity of cancer samples in controlled lab environments, ultimately producing data for predictive modeling (Figure 3). A major objective is a discovery of potential anticancer treatments through the screening of compound libraries against diverse cancer panels. Systematic drug screening platforms have been established for in vitro cancer models such as cell lines (55–57) and organoids (58), and in vivo models such as patient-derived xenografts (PDXs) (59). An overview of preclinical cancer models and the corresponding methods for sensitivity profiling is available in a recent review article (9). Drug sensitivity data can be transformed into continuous or categorical variables, representing the treatment response. Accordingly, prediction models have been designed to solve regression, classification, and ranking problems. This section reviews methods for representing treatment response and the corresponding prediction tasks.
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FIGURE 3
 Drug screening experiments are performed with various cancer models such as cell lines, organoids, and xenografts, where cancer samples are screened against a library of drug compounds. The screening data is transformed into a drug response dataset that can be used for developing drug response prediction models, including regression, classification, and ranking.



3.1. Cell lines

Cell line studies constitute the most abundant resource of response data. High-throughput drug screenings with cell lines is performed with a compounds library, where each cell-drug combination is screened at multiple drug concentrations. The response of in vitro cells at each concentration is assessed via a cell viability assay which quantifies the surviving (viable) cells after treatment vs. the untreated control cells. Performing the experiments over a range of concentrations results in a vector of non-negative continuous dose-response values for each cell-drug pair. Those data points are summarized via a dose-response curve obtained by fitting a four parameters logistic Hill equation.


3.1.1. Continuous measures of response

The cell line dose-dependent responses lack a direct translation into the space of in vivo cancer models. A common approach is to extract from the dose-response curve a single-value summary statistic which represents the response for a cell-drug pair. Several methods exist allowing to calculate continuous response values which serve as the prediction target with supervised regression models. The two most common metrics are IC50 and AUC, with IC50 being substantially more prevalent (Figure 4).
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FIGURE 4
 Cell-line drug response data is usually represented with continuous or categorical values. Drug response prediction (DRP) models use the different drug response representations to train regression, classification and ranking models. The histogram illustrates the prevalence of the difference representations and learning tasks. Certain papers exploit several representations of response and learning tasks, and therefore, these papers contribute more than one item to the histogram. The label categorical means that the continuous response was first categorized and then a DRP classifier was trained, while continuous to categorical means that a DRP regressor was trained and then the predicted response was categorized (in both cases, classification metrics were used for performance analysis).


Observing such predominance of IC50, an immediate question is whether IC50 exhibits substantial benefits over other measures. The half-maximal inhibitory concentration, i.e., IC50, is the concentration at which the drug reaches half of its maximal inhibition power on the fitted dose-response curve. Alternatively, measures such as AUC (area under the dose-response curve), AAC (area above the dose-response curve or activity area), and DSS (drug sensitivity score), are obtained by aggregating the cell viability values across a range of concentrations of the dose-response curve, providing what is considered a more global measure of response. Arguments in favor of these global measures are available, discussing the benefits of AUC (41, 60) and DSS (61) as opposed to IC50. In addition, empirical analyzes suggest better prediction generalization in the case of using AAC values as opposed to the alternative of using IC50 (14).



3.1.2. Categorical measures of response

Despite the prevalence of IC50 and AUC, there are arguments suggesting that continuous measures of response (blue in Figure 4) lack a straightforward interpretation in the context of decision-making purposes. Alternatively, a categorical output representing a discrete level of response such as sensitive vs. resistant is more comprehensible for humans, and thus, better supports actionable outcomes. Two primary approaches were used to produce categorical responses with DRP models.

In the more common approach, continuous responses were first categorized usually using one of the available methods such as waterfall algorithm (55, 62), LOBICO (56, 63), or a histogram-based method (64, 65). DL classifiers were trained on the transformed values to predict class probability, which is subsequently translated into a discrete response label (orange in Figure 4). The predicted probability can also be utilized as a quantitative measure of prediction uncertainty, an essential aspect in decision-making. Most models were trained to predict a binary response, representing that cancer is either sensitive or resistant to treatment. A multi-class classifier with three classes corresponding to low, intermediate, and high responsiveness, was also explored (66). The second approach is to train regression models to predict one of the continuous responses and then categorize it into two or more classes (green in Figure 4). Only a few papers explored this approach, including binary (67–70) and multi-class labels (71). This approach naturally allows assessing model performance using both regression and classification metrics, possibly offering a more robust generalization analysis.



3.1.3. Ranking

In addition to producing continuous or categorical predictions, models can be trained to learn a ranking function with drug response data. In the context of clinical precision oncology, the clinician might be interested in obtaining a ranked list of the top-k drugs that are likely to be most beneficial for the patient. In our search, we obtained three ranking models, all of which targeting personalized treatment recommendation. By framing the problem as a ranking task, the authors proposed models that learn to produce a ranked list of drugs per cell-line that are most likely to inhibit cell viability. Prasse et al. (72) transformed IC50 into drug relevance scores and derived a differentiable optimization criteria to solve the ranking problem which can be combined with different NN architectures. By combining their ranking learning method with the PaccMann architecture (73) and a fully-connected NN (FC-NN), they significantly improved the ranking performance as compared to baseline models. SRDFM used a deep factorization machine (DeepFM) with pairwise ranking approach which generates relative rankings of drugs rather than exact relevance scores (74). PPORank generates drug rankings using deep reinforcement learning which enables to sequentially improve the model as more data becomes available. SRDFM and PPORank rankings outperform non-DL models.




3.2. Patient derived xenografts and patient tumors

Whereas, cell line data serve as the primary resource for training DL models, several papers proposed methods for predicting response in PDX and patient tumors. PDX is a contemporary cancer model that was developed to better emulate human cancer in medium-scale drug screenings, providing a controlled environment for studying the disease and systematically testing treatments in pre-clinical settings. While systematic drug screenings with patients is practically impossible (6), public data containing treatment response in individual patients are available.

Tumor response in humans is obtained via a standardized evaluation framework called Response Evaluation Criteria in Solid Tumors (RECIST) (75). RECIST involves non-invasive imaging followed by evaluation of change in tumor size. Four categories used for grading tumor change include Complete Response (CR), Partial Response (PR), Progressive Disease (PD) and Stable Disease (SD). Tumor change in PDXs is evaluated by monitoring tumor volume over time using more traditional methods (e.g., calipers) as opposed to using RECIST, primarily due to cost. The main data resource for modeling drug response with PDXs, provides continuous response values calculated based on tumor volume (59). To create a counterpart to RECIST, they also set cutoff criteria allowing to transform the continuous response values into the four categories.

Because discrete response labels are available in patient and PDX datasets, DRP models are primarily designed as classifiers, where the four-label RECIST categories are transformed into sensitive (CR and PR) and resistant (PD and SD) labels. Small sample size, however, is a major challenge in developing DL models with these datasets. This issue is generally addressed by incorporating abundant cell line data and transfer learning schemes to improve predictions in PDX and patients (discussed in Section 6.2.2).




4. Cancer representations

As personalized oncology treatments rely on omics biomarkers, progress in high-throughput tissue profiling plays an important role in existing and future cancer therapies. Pharmaco-omic studies conduct multiomic profiling of cancer models and drug screening experiments (9). Advances in sequencing technologies allowed to substantially scale the experimental studies by increasing the throughput rate and reducing the cost of profiling. The algorithms for processing the raw data evolve as well, thereby providing more reliable representations of the underlying cancer biology and allowing projects to update their repositories with refined versions of existing data while utilizing improved processing techniques (e.g., DepMap portal2).

Dedicated bioinformatics pipelines for transforming raw data depend on the omic type and the profiling technology, where common steps include alignment, quantification, normalization, and quality control. Profiling at each omic level produces high-dimensional representation of cancer that can be used as features in the downstream modeling of drug response. Existing prediction models utilize features that were obtained primarily at four omic levels including genomic [mutation, copy-number variation (CNV)], transcriptomic (gene expression microarrays, RNA-Seq), epigenomic (methylation), and proteomic [Reverse Phase Protein Arrays (RPPA)] (9). Figure 5A shows the prevalence of these representations in DRP models. Many models use these omic features directly as inputs to NNs while others optimize representations via additional preprocessing with the goal of increasing predictive power (76, 77).
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FIGURE 5
 Feature representations in drug response prediction (DRP) models. Various representations can be used to represent cancers and drugs in DRP models, as described in Sections 4, 5, respectively. Each DRP model usually exploits one or multiple feature types (Supplementary Table 1 lists the feature types that each model have used). (A) The prevalence of omics (cancer) feature representations in DRP models. (B) The prevalence of drug feature representations in DRP models. (C) The distribution of papers that utilized single-omics and multiomics features in DRP models. We used Supplementary Table 1 to generate these figures, where we considered only peer-reviewed publications, collected until August 2022. CNV, copy number variations; RPPA, reverse phase protein arrays.


In 2014, the NCI-DREAM challenge was a community effort that assessed performance of various classical ML models in predicting drug response in breast cancer cell-lines (27). It was reported that for most models participated in the challenge, gene expression microarrays provided greater predictive power than other data types. Results of this challenge seem to set the tone for future research in this field as gene expression was used in approximately 90% of the models either alone or in combination with other feature types, including mutation, CNV, methylation, and RPPA. Mutation and CNV are also common but rarely used without gene expression (with only 12% of such models).

Learning from multiple omic types have shown to improve generalization, and as consequence, integration of multiomics have been a recent trend (Figure 5C). A straightforward approach is to concatenate the multiomic profiles to form a feature vector and pass it as an input to a NN model, a method commonly referred to as early integration. It has been shown, however, that late integration significantly improves predictions where the different omic profiles are passed through separate subnetworks before the integration (39, 40, 78). Yet, caveats related to data availability hinder the pertinence of multiomics as opposed to using single-omics. Not having all omics available for all samples is a common occurrence in pharmaco-omic projects. A common approach to address this issue is filtering the dataset to retain a subset of cancer samples that contain all the required omic types as well as drug response data. The multiomics data is closely related to multimodal learning which refers to prediction models that learn jointly from multiple data modalities (i.e., representations). It was demonstrated that leveraging multimodal data generally improves predictions.



5. Representations of drug compounds

Contemporary cancer treatment often involves administering therapeutic drugs to patients to inhibit or stop growth of cancer cells, destroy tumors, or boost cancer-related immune system. Drug molecules are 3-D chemical structures consisting of atoms and bonds with complex atomic interactions. Developing numerical representation of molecules is an active research area in several related disciplines, including in silico design and discovery of anticancer drugs.

Ultimately, drug representations should be able to encode essential physical and chemical properties of molecules in compact formats. Alternatively, when using these representations as drug features for DRP, the model should be able to properly ingest these features and extract information predictive of treatment response. Therefore, the inherent information encoded with numerical drug representations and the model capability to learn from that specific representation are closely related and mutually important for producing efficient DRP models.

Neural networks provide substantially more flexibility than classical ML in learning from unstructured data such as strings, images, and graphs. This flexibility facilitates a noticeable trend of exploring various drug representations as features in DL-based DRP models (21). Primary types of drug representations include SMILES, fingerprints, descriptors, and graph-based structures (Figure 5B).


5.1. SMILES

Perhaps the most common format for querying, handling and storing molecules when working with modern chemoinformatics software tools and databases is a linear notation format called SMILES (simplified molecular-input line-entry system). With this data structure, each molecule is represented with a string of symbolic characters generated by a graph traversal algorithm (21, 79). Although the use of SMILES in DRP is quite limited as compared to other applications (e.g., molecule property prediction, QSAR), this format provides several benefits.

Following common text preprocessing steps (e.g., tokenization, one-hot encoding), SMILES can be naturally used with common sequence-aware modules such as RNN (72, 73, 80) and 1-D CNN (81). Moreover, each molecule can be represented with different strings depending on the initial conditions when applying the SMILES generating algorithm (i.e., starting node of graph traversal). The resulting strings are referred to as randomized or enumerated SMILES and have been reported to improve generalization when utilized for drug augmentation (82, 83). SMILES are less prevalent in DRP models but remain a popular notation for describing molecules because it often serves as an intermediate step for generating other representations such as fingerprints, descriptors, and graph structures.



5.2. Descriptors and fingerprints

Fingerprints (FPs) and descriptors are the two most common feature types for representing drugs in DRP papers (Figure 5B). Unlike with SMILES, where the string length varies for different molecules, we can specify the same number of features for all drugs in a dataset with either FPs or descriptors. The consistent feature dimensionality across drugs makes descriptors and FPs easy to use with NNs and classical ML. With FPs, a drug is a binary vector where each value encodes presence or absence of a molecular substructure with a common vector size of 512, 1,024, or 2,048. Multiple algorithms for generating FPs are available, implemented by several chemoinformatics packages. For example, Morgan FPs refers to Extended Connectivity Fingerprints (ECFPs) generated via the Morgan algorithm. ECFP is a class of circular FPs where atom neighborhoods are numerically encoded with binary values. The open-source package RDKit provides an API for generating these FPs which are often used for DRP.3 Descriptors are a vector of continuous and discrete values representing various physical and chemical properties, usually containing hundreds or a few thousands of variables. Both open-source and proprietary software tools are available for generating descriptors, where PaDEL (84), Mordred (85), and Dragon (86) being particularly used for DRP. A systematic assessment of various features and HPs suggests that DRP with DL exhibits no significant difference when utilizing ECFP, Mordred, or Dragon representations as drug features (87).



5.3. Graph structures

Graphs are powerful representations where complex systems can be represented using nodes and edges. Recent advancements in GNNs have opened promising research directions allowing efficient learning of predictive representations from graph data (88–90), and contributing to the widespread interest in GNN among AI researchers and application domain experts (91, 92). Graph-based representations have emerged as a new trend in computational drug development and discovery (93, 94). In graph notation, each molecule is described with a unique graph of nodes and edges, where each atom (i.e., node) and each bond (i.e., edge) can be represented with multiple features characterizing physical and chemical properties. Resources and examples for constructing graphs are well documented in popular chemoinformatics toolkits, as well as software packages dedicated for GNNs (95–97).

By borrowing methodologies from related fields such as drug property prediction and drug design, developers of DRP models exploit graph molecular structures for representing drugs combined with GNN-based architectures. We observe concordant results among those papers investigating molecular graphs with GNNs, reporting superior performance of their models compared to baselines that use non-graph representations. Based on these recent results and the assumption that graphical description is arguably a more natural way to represent drugs as compared to the aforementioned alternatives, molecular graphs combined with GNNs should be a default modeling choice. However, only few papers actually report results with rigorous ablation analysis with extensive HP tuning comparing molecular graphs with other representations such as SMILES, FPs, and descriptors for the application of DRP.




6. Deep learning methods for drug response prediction

We review existing approaches for modeling DRP with DL in terms of two perspectives: (1) NN modules that are used as building blocks for constructing DRP architectures, (2) learning schemes that are used to train models with the goal to improve prediction generalization. The diversity of methods is highlighted in Figure 6.
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FIGURE 6
 Prevalence of deep learning methods in drug response prediction (DRP) papers. Various methods have been used to build DRP models which can be categorized into neural network (NN) modules (Section 6.1) and learning schemes (Section 6.2). The prevalence of NN modules and learning schemes across papers (from Supplementary Table 1) is shown, respectively, in (A, B). 1D-CNN and 2D-CNN, one- and two-dimensional convolutional NN; GNN, graph NN; DeepFM, deep factorization machine.



6.1. Neural network modules

Constructing a NN architecture requires choosing appropriate components, their properties, and the way these components are organized and connected (i.e., network topology). These components are often available as modules in DL frameworks and range from simple dense layers to more advanced structures such as attention. Certain structures, however, are not generally available as is and should be constructed manually using the available modules (e.g., residual connections). While there is an absence of rigorous methodologies for designing network topology, the choice of certain modules can be driven by the characteristics of input data.


6.1.1. Dense layers

Menden et al. (34) is a pioneering work where cell line and drug features were used to train an FC-NN with a single hidden layer to predict IC50. Recently, FC-NN models with multiple dense hidden layers have been proposed to predict response in cell lines (71) and humans (67). Several other models with only dense layers were explored, combining advanced NN attributes. MOLI utilizes triplet loss function and late integration of multiomic inputs to generalize across cancer models by training with cell lines and predicting in PDXs and patients (39). DrugOrchestra is multi-task model that jointly learns to predict drug response, drug target, and side effects (98). RefDNN explores data preprocessing techniques to generate more predictive cell line and drug representations (99). For cell line representation, multiple ElasticNets produce a vector representing drug resistance of a cell line to a set of reference drugs, while for drug representation, a structure similarity profile is computed for each input drug with respect to the set of reference drugs. Another model with late integration of multiomic data is proposed for predicting drug response and survival outcomes which also uses neighborhood component analysis for feature selection of multiomic data (69). PathDSP utilizes multi-modal data preprocessed via pathway enrichment analysis and integrated into an FC-NN for DRP (45). All the aforementioned models demonstrate promising prediction performance while utilizing dense layers only in their architectures.



6.1.2. Convolutional layers

Due to state-of-the-art performance in various applications (100) and fewer learning parameters required as compared to dense layers, 1-D CNNs are a popular choice in DRP models, particularly for processing omics data. DRP models utilizing CNNs have been published every year since 2018.

DeepIC50 is a multi-class classifier exploiting an early integration of cell line mutations and drug features (descriptors and FPs) passed to a three-layer CNN and followed by an FC-NN prediction module (66). tCNNs exploits late integration of two parallel CNN subnetworks with three layers each (101). Binary features of cell lines (mutations and CNV) and drugs (one-hot encoded SMILES) are propagated through the respective subnetworks, concatenated, and passed through an dense layer for the prediction of IC50. GraphDRP is very similar to tCNNs in terms of CNN utilization, with the primary difference being the utility of molecular graphs and GNN layers for learning drug representations. CDRScan is an ensemble of five different architectures with varying design choices (late and early integration, shallow and deep NNs, with and without dense layers) which all contain CNNs and learn to predict IC50 from mutation and FP data (102).

DeepCDR takes the design further by exploiting late integration of drug and multiomic features, including genomic mutation, gene expression, and DNA methylation, where only the mutations are passed through a CNN layers (103). Following DeepCDR, two similar models were published, GraTransDRP (104) and GraOmicDRP (105) which both use late integration of multiomics and molecular graphs for drug representation. While DeepCDR uses CNNs only for genomic features, all three subnetworks for multiomic inputs consist of CNNs in GraTransDRP and GraOmicDRP. SWNet is another model utilizing late integration of cell lines and drugs with three CNN layers in the cell-line subnetwork and one such layer in the prediction subnetwork (106).

We may gather that 1-D CNNs carry substantial benefits in the context of DRP, considering their prevalence (Figure 6). Based on our search, however, only two papers explicitly report their empirical findings assessing CNNs vs. alternative learning modules. Interestingly, both papers suggest that CNNs underperform dense layers in their respective architectures. Zhao et al. (71) reports that in a twelve-layer model predicting response from gene expression, dense layers outperform CNNs or RNNs. Manica et al. (73) present extensive analyzes exploring various architectures for encoding drug representations directly from SMILES, including CNNs, bidirectional RNNs (bRNNs), and various attention modules. Their results suggest that a combination of convolutional and attentions modules produces the most predictive model while a CNN-only encoding subnetwork performs the worst as compared to the explored variants.

With the objective to leverage 2-D CNNs, two algorithms were recently published for converting tabular data into images and utilizing CNNs for predicting drug response. Both algorithms, REFINED (76) and IGTD (77), convert gene expressions and drug descriptors into images as a preprocessing step, and then learn to predict drug response with late integration of 2-D CNN subnetworks. The papers report superior performance of proposed algorithms as compared to various baseline models.



6.1.3. Attention mechanism

Presenting PaccMann (80), Oskooei et al. were the first to report the use of attention-based NN for DRP, exploiting late feature integration with attention mechanisms incorporated both in the cell line and drug subnetworks. On the cell line path, gene expressions are encoded with self-attention producing a gene attention (GA) vector. On drug path, SMILES embeddings are combined with GA via contextual-attention, where the GA vector serves as the context. This design which was further described in Manica et al. (73) improves generalization as compared to baselines as well as facilitates interpretability via attention weights.

Attention-based designs have been further explored in recent years. CADRE is a collaborative filtering model with contextual-attention and pre-trained gene embeddings (gene2vec), designed to recommend treatments based on cell line gene expressions (107). Ablation analyzes against simpler models suggest that CADRE's attributes yield improved generalization. Moreover, the authors show how attention weights could be used to identify biomarker genes, partially addressing the notorious black-box property associated with many DL models. In AGMI, attentions are used for aggregating heterogeneous feature types, including raw multiomics as well as engineered features via protein-protein interaction (PPI), gene pathways, and gene correlations with PCC (Pearson correlation coefficient), contributing to improved generalization. Overall, papers report the predictive benefits of attentions (106–111), while a few papers also explore attention weights for interpretability (107, 110).

Transformer is an attention-based architecture that have recently been explored in DRP models for encoding drug representations (70, 104). In GraTransDRP (104), the authors propose to extend an existing model, GraOmicDRP (105), by modifying the drug subnetwork to include graph attention network (GAT), graph isomorphism network (GIN), and a graph transformer which learns from graph data. In DeepTTA (70), a transformer module encodes drug information represented as text data [ESPF substructures (112)]. Both models report significant improvement in generalization thanks to transformer modules. Transformers have shown immense success first in language and later vision applications, and expected to gain further attention from the DRP community.



6.1.4. Graph neural network layers

Designed to efficiently learn from graph data, GNNs have been extremely popular in applications where information can be represented as graphs. With at least 15 GNN-based DRP models published since 2020 (Supplementary Table 1), it is apparent that the use of GNNs with graph data becomes an emerging alternative to some of the more traditional approaches discussed above. In DRP papers, a graph, G = (V, E), is often characterized by a set of nodes V (a.k.a. vertices), a set of edges E (a.k.a. links), an adjacency matrix W which contains values representing associations between the nodes, and an attribute matrix A containing feature vectors representing node attributes (113). A primary challenge that researchers are facing when designing GNN-based models lies in how to transform components of the DRP problem into graphs. Luckily, accumulated knowledge and methodologies allow viewing biological and chemical systems as networks.

Due to substantial progress in applying GNNs to drug discovery and development (94, 95), it was relatively straightforward to adopt similar techniques to DRP. Papers propose models that convert drug SMILES into graphs and utilize modern GNN layers to encode latent drug representations (49, 103–106, 114). The common approach is constructing a unique graph per drug with nodes and edges representing atoms and bonds, respectively, where node features are the properties of each atom. The subnetworks consist of several (usually 3–5) GNN layers such as GCN and GIN.

Another approach is constructing graphs using biological information of cancer samples, where genes are the graph nodes and gene relationships are the edges. There is slightly more diversity of approaches in this space as compared to drugs partially due to the use multiomic data which allow constructing graphs with heterogeneous node attributes. The multiomics can be utilized to encode gene relationships and attributes using one or more data modalities, including correlations between genes (109, 111, 115, 116), known protein interactions (i.e., PPI) (109, 111, 117, 118) using STRING database (119), and relationships based on known gene pathways (109) using GSEA dataset (120). Recently, novel approaches have been explored such as heterogeneous graphs where both cell lines and drugs are encoded as graph nodes (108, 116, 118, 121), and a model that utilizes diverse data types for building graphs, including differential gene expressions, disease-gene association scores and kinase inhibitor profiling (111). Despite the diversity of the different approaches, most papers report superior performance as compared baseline models.




6.2. Learning schemes

Various learning schemes have been proposed to improve drug response prediction in cancer models. These techniques can be used in different configurations, usually regardless of the fundamental NN building blocks that are used to construct the architecture.


6.2.1. Autoencoders

When considering the large feature space of cancer and drug representations (Sections 4, 5) and the size of drug response datasets, the number of input features outnumbers the number of response samples which potentially leads to model overfitting (6). Learning predictive representations with high-dimensional data manifests a primary strength of multi-layer NNs. A prominent example are autoencoders (AEs) which are NNs that are trained to compress and then reconstruct data in an end-to-end unsupervised learning fashion. Given that an AE can reliably reconstruct the input data, the compressed latent representation is characterized by reduced data redundancy which improves the feature to sample ratio and can be subsequently used as inputs in downstream drug response prediction task.

The primary application of AEs in DRP models is dimensionality reduction. The compressed representation is used as input to a DRP model which is usually a NN or in some cases a classical ML model. DeepDSC reduces gene expressions from about 20,000 genes down to 500 and concatenates the downsampled data with drug FPs as inputs to a FC-NN (122). VAEN exploits variational AEs (VAEs) to learn a low-dimensional representation of gene expressions which are fed into ElasticNet (48). DEERS compresses cancer features (gene expression, mutation, and tissue type) and drugs features (kinase inhibition profiles) into 10 dimensions which are concatenated for a FC-NN (44). Dr.VAE learns pre- and post-treatment embeddings of gene expressions and leverages those embeddings for DRP (123). AutoBorutaRF combines AEs with a feature selection method followed by Boruta algorithm and RF (124). Ding et al. (125) utilized learned representations of multiple hidden layers of the encoder as input features, rather than using just the latent representation.

AEs have also been utilized with external datasets as part of model pretraining. DeepDR uses gene expressions and mutations from the TCGA database to train separate AEs for each omic type (126). The pre-trained encoders are extracted from the individual AEs, concatenated, and passed as inputs to a FC-NN. The combined model was trained to predict drug response in cell lines. Another model uses separate AEs to encode cancer and drug features (127). A GeneVAE encodes gene expressions from CCLE dataset, and a Junction-Tree VAE (JT-VAE) (128) encodes drug molecular graphs from the ZINC database. Similar to DeepDR, the pre-trained encoders are concatenated and combined for DRP.

Dimensionality reduction and model pre-training are common applications of AEs. Yet, AEs have also been utilized in less conventional ways. Xia et al. (41) proposed UnoMT, a multi-task learning (MTL) model that predicts drug response in cell lines via late-integration of multiomic features and drug representations. In addition to the primary DRP task, the model predicts several auxiliary tasks, where one of them is a decoder that reconstructs gene expressions. TUGDA exploits advanced learning schemes such as domain adaption and MTL to improve generalization in datasets with limited sample size (51). Each prediction task in the MTL corresponds to a different drug. With the goal to mitigate the influence of unreliable tasks and reduce the risk of negative transfer, a regularization AE takes the model output and reconstructs an intermediate hidden layer.



6.2.2. Transfer learning

Transfer learning refers to learning schemes designed to improve generalization performance in a target domain T by transferring knowledge acquired in a source domain S (129). The most common scenario is to transfer learned representations from a source domain with large amounts of data into a target domain which suffers from insufficient data. Transfer learning with DL have shown remarkable success in various applications (130) and have recently been applied to DRP (14, 42, 50, 51, 78, 131).

Zhu et al. proposed an ensemble transfer learning (ETL) that extends the classical transfer learning by combining predictions from multiple models, each trained on a cell-line dataset and fine-tuned on a different cell-line dataset. Considering three application scenarios, a NN with late-integration of gene expression and drug descriptors outperformed baselines in most cases, while the LightGBM showed superior performance in certain experimental settings. AITL was proposed to improve generalization across biological domains (50). The model was trained using gene expressions and drug responses from source and target domain data, where abundant cell line data serve as source and the relatively scarce data from either PDXs or patients serves as target. A primary component for accomplishing knowledge transfer is a feature extractor subnetwork that learns shared representations using source and target features, which are passed to multi-task subnetwork for response prediction of source and target samples. Ma et al. (131) proposed TCRP, a two-phase learning framework with meta-learning as a pre-training step followed by a few-shot learning for context transfer. With the goal to obtain transferable knowledge, a meta-learning is applied iteratively by training a simple NN with different subsets of cell lines. The same NN was trained to predict drug response in both phases but with different data. With a few samples from the target context, the pre-trained NN was further trained for a single iteration, demonstrating performance with patient-derived cell line (PDTC) and PDXs.

ETL and AITL can be categorized as inductive transfer learning, where labels from both the source and target data are used to improve generalization on target data (130). However, abundance of per-clinical and clinical data are not labeled, and therefore, remain unused with classical transfer learning. Velodrome is a semi-supervised model that exploits labeled cell lines and unlabeled patient data to improve out-of-distribution (OOD) generalization on datasets that remained unused during training. Generalization has been demonstrated with PDX, patient, and cell lines from non-solid tissue types. TUGDA is an MTL and domain adaptation model which relies on cell line data and advanced learning schemes to improve predictions in data-limited cancer models (51). The model takes gene expressions and learns a latent shared representation that is propagated to predict drug response in a multi-task fashion with each task corresponding to a different drug. To enable domain adaptation from cell lines to other cancer models such as PDXs and patients, adversarial learning is used where a discriminator is branched from the shared layer to classify the type of cancer model. The discriminator is employed in supervised and unsupervised steps, with source- and target domain samples, respectively.



6.2.3. Multi-task learning

As transfer learning and multi-task learning (MTL) are related approaches (129, 130), several models have integrated both methods in their DL-based DRP models (41, 50, 51). However, utilizing MTL without transfer learning is also common. DrugOrchestra is an original work where multiple heterogeneous data sources were curated to develop a multi-task model for simultaneously learning to predict drug response, drug target, and side effects while utilizing advanced weigh sharing approaches (98). SWnet proposed a gene weight layer which scales the contributions of mutations when combined with gene expressions as a multiomic input (106). In its simplest form, the weight layer is trained for the entire dataset. The authors also explored a weight matrix where each vector is determined for a single drug. Considering N drugs in the dataset, the model was trained in an MTL fashion with N prediction tasks, one task for each drug, outperforming the single weight layer configuration. Zhu et al. (118) used MTL in a pre-training step to accumulate chemical knowledge by training a GNN to predict more than a thousand biochemical properties of molecules, a strategy adopted from another work (132). The pre-trained model was integrated into the complete DRP model called TGSA.





7. Model evaluation and comparison

Papers proposing DRP models explore advanced approaches for data representation, NN architecture design, and learning schemes. To motivate the increasing complexity of methods, it is essential to demonstrate their utility for cancer medicine and advantages against existing approaches (i.e., baseline models). Model performance in these papers is primarily assessed via prediction generalization, i.e., prediction accuracy on a test set of unseen data samples, with several common metrics used for regression, classification, and ranking. The choice of the test set is critical as it may illustrate the potential utility of the model for a given application in cancer medicine and significantly affect the observed performance. To make a comparison between proposed and existing models compelling, consistent evaluations should be utilized in terms of drug response datasets, training and test sets, evaluation metrics, and optimization efforts (e.g., HP tuning). This section presents common evaluation approaches used for prediction generalization in terms of drug screening datasets (single or multiple datasets), data splitting strategies (train and test), and baselines models (Figure 7).
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FIGURE 7
 Evaluation and comparison of drug response prediction (DRP) models. (A) Data splitting strategies for evaluating performance with a single drug screening study include mixed-set, cancer-blind, drug-blind, and disjoint-set. (B) Cross-dataset evaluation where drug response data that is used for training and evaluation come from different studies. (C) Prevalence of common evaluation methods across studies (from Supplementary Table 1). The methods include mixed-set, cancer-blind, drug-blind, disjoint-set, and cross-dataset, as described in Sections 7.2, 7.1. (D) Histogram of the top fifteen most popular baseline models that were used to benchmark prediction performance of DRP models. The baselines are color-coded as either deep learning (DL) or classical machine learning (ML). The label Simpler-NNs refers to simpler versions of proposed models, where ablation analysis was usually conducted. The label None refers to cases where this type of baseline (i.e., ML or DL) was not used in performance analysis at all (e.g., the blue bar for None shows that 16 of the papers have not used DL-based baselines in their analysis).



7.1. Single-dataset evaluation

A single drug screening study is most commonly used to develop and assess performance of DRP models. Regardless of specific cancer models, the screening data space can be characterized by the involved drugs and cancers. The 2-D matrix in Figure 3 illustrates such a space composed of a finite number of known cancer cases and drugs, where the marked coordinates symbolize that treatment responses are available for these combinations. Considering this 2-D space, four data splitting strategies are commonly used, where each can imitate a different application scenario of drug response prediction (Figure 7A).


7.1.1. Known cancer and drugs (mixed-set)

To ensure a valid assessment of prediction generalization, training and test sets should contain unique cancer-drug pairs without overlap. The overlap may occur, however, on cancer or drug (but not both) in which case a model encounters drug or cancer features during testing that also showed up during the training phase. For example, consider two drug response samples r11 = {d1, c1} included in the training set and r12 = {d1, c2} in the test set. While the pairs are unique, the drug features of d1 show up during both training and testing. The cancers or drugs that show up in test and training set are deemed as known or seen. This splitting strategy is also known as mixed-set, where drugs and cancers are mixed in training and test sets. Randomly splitting cancer-drug pairs naturally results in a mixed-set analysis, where drug and cancer features can show up in both training and test sets. Due to the overlap on both feature dimensions, this analysis naturally leads to the highest performance, and it is also the most common and straightforward to implement. Because of the simplicity of this strategy, almost all papers include it in their analysis. An application of prediction models developed with the mixed-set validation is repurposing of known anticancer drugs for unexplored cancer conditions that have not been treated with these drugs. When considering the 2-D space of known cancer cases and drugs in a given dataset, not all cancer cases and drugs have been screened against each other. If a DRP model exhibits high generalization, it can be deployed as a virtual screening tool which helps in identifying highly sensitive cancer-drug pairs and thereby assisting in the design of experiments or treatments.



7.1.2. Unknown cancers and known drugs (cancer-blind)

When a dataset is split such that an overlap occurs only on drugs but not on cancer cases, it is said that drugs are known but the cancer cases are unknown with respect to the test set. This splitting strategy is also sometimes referred to as cancer-disjoint, cancer-blind, unseen-cancer, and a special case called leave-n-cancers-out where a certain number of cancers is excluded from the training set. Splitting a drug response dataset this way requires extra work which is, therefore, less common than random splitting but still prevalent, especially in recent years. The performance is usually worse than in the mixed-set analysis due to increased complexity in generalizing across the omics feature space of cancers. Alternatively, this type of analysis is perhaps the most adequate in simulating the utility of DRP models for the design of personalized cancer treatment. When considering a potential workflow of utilizing a DRP model for personalized cancer treatment, the patient tumor data is not expected to be included in the training set that was used for model development. However, the drug treatments would be chosen from a collection of known compounds (approved or investigational) that may have been screened against other cancer cases, the drug features of which were used to train the prediction model during model development. Models that exhibit high generalization in this scenario are considered more suitable for designing personalized cancer treatment.



7.1.3. Known cancers and unknown drugs (drug-blind)

Analogously to cancer-blind analysis, the drug-blind refers to data partitioning where an overlap between the training and test sets may occur on cancers but not on drugs. This data splitting strategy is also sometimes referred to as drug-disjoint, unseen-drugs, and a special case called leave-n-drugs-out where a certain number of drugs is excluded from the training set. Interestingly, the generalization in drug-blind analysis as evaluated by common performance metrics is significantly worse than in mixed-set and cancer-blind analysis and, in some cases, models completely fail to make effective predictions. The worse performance can be attributed to the immense chemical space of drug compounds which imposes a challenge on predictive models of learning generalizable feature embeddings with just a few hundreds of drugs that were screened in typical drug screening studies. In addition, it has been shown empirically that drug diversity contributes to a majority of response variation (41, 133), which can explain the performance drop in drug-blind analysis. Models that excel in generalizing for unknown drugs can be useful for repurposing of non-cancer therapies to cancer indications and development of novel drugs for cancer treatment. Existing drugs approved for non-cancer diseases can be repurposed for cancer treatment, thereby decreasing expenses and speeding up the time to market. A DRP model, exhibiting high performance in drug-blind scenario, can be utilized for in silico drug screening across cancer types and libraries of approved compounds.



7.1.4. Unknown cancers and drugs (disjoint-set)

By extending the drug-blind and cancer-blind analysis to both dimensions, generalization analysis can be performed where both drugs and cancers remain disjoint between training and test sets. This analysis exhibits the worst generalization performance. It is primarily used to assess the capacity of models to generalize in this challenging scenario where the application of such model in clinical or preclinical setting is not essentially obvious. Models exhibiting significantly better performance as compared to baselines could be interesting cases for further exploration of the model architecture to scenarios more relevant in pre-clinical and clinical settings.




7.2. Cross-dataset evaluation

Another validation scheme is to assess generalization across datasets, where response data for model development and model testing are derived from different drug screening studies (Figure 7B). The source dataset (DS), used for model development, and the target dataset (DT), used for evaluation, can be of the same or different cancer models. Several selected works have been summarized in Sharifi-Noghabi et al. (14), showing that cell lines constitute the primary cancer model for DS while cell lines, PDX, and patient response data are all common options for DT. Cross-dataset analysis is less prevalent as compared to single-dataset analysis. Primary challenges are related to data preparation and arise when standardizing metadata across datasets, including annotations of drugs, cancer samples, and omics features, as well as utilizing consistent data preprocessing steps for feature normalization (e.g., addressing batch effect) and computation of response metrics.

Inconsistencies in drug screening data across cell line studies, partially due to different experimental setups, are an acknowledged reality which impedes naive integration of data from multiple sources into a single dataset (62, 134). A large-scale empirical study focused on assessing generalization of DL and ML models across five cell line datasets suggests that generalization may depend on multiple attributes of DS and DT datasets, including the number of unique drugs and cell lines in DS and DT, the drug and cell line overlap between DS and DT, and the sensitivity assays used for measuring drug response. Although this type of analysis requires adequate knowledge and substantial effort in data preparation and model development, demonstrating the ability to make accurate predictions across datasets or cancer models can be essential for a DRP model to become a favorable candidate for preclinical and clinical studies.



7.3. Baselines

Proposing novel DRP models could be seen unnecessary unless it leads to better performance as compared to existing models. In predictive modeling, baseline models usually refer to models that serve as a point of reference. Figure 7D shows the number of times each model was used as a baseline across papers, where ML-based and DL-based models are color-coded to distinguish between the two types. The label None refers to cases where this type of baseline (i.e., ML or DL) was not used in performance analysis at all (e.g., the blue bar for None shows that 16 of the papers have not used DL-based baselines in their analysis).

The most popular choice for a baseline is to use a simpler version of a proposed model, where simplicity is defined in the context of a given model. For example, in the case of MOLI which advocates for multi-omics late integration with triplet loss function, simpler versions include combinations of single- instead multi-omics, early instead of late integration, and binary cross-entropy loss function instead of triplet loss function (39). Using simpler versions of a model as baselines can be both straightforward and insightful. In many cases, modifying a model to construct a baseline involves minor changes of little complexity where model attributes are replaced with simpler alternatives followed by ablation analysis demonstrating the necessity of the proposed attributes. However, the actual baselines and ablation experiments that are chosen to benchmark models are a critical aspect that affects credibility. Some DL models explore alternative data representations, such as images (76, 77) or graphs (105, 118). In these cases, ablation studies with common vector-based representations (e.g., FPS, descriptors) should be considered. Certain models incorporate structural biological information such as pathways into NN architectures with the goal to produce interpretable DRP models. With these models, a baseline may need to incorporate random pathway information to serve as a reference point to any claimed pathway interpretability, as discussed in Li et al. (135).

The second most popular baseline model is random forest (RF) presumably due to its availability, simplicity, and predictive power. Boosting algorithms such XGBoost and LightGBM are less prevalent although poses similar characteristics as RF yet faster and often more predictive. Tree-based models and boosting algorithms have shown tremendous success in various prediction tasks and data science competitions. HP tuning is often an essential step to squeeze the maximum performance from these algorithms. When these models are used as baselines in DRP papers, very little (if any) HP tuning is performed. When the focus of proposed models is on prediction performance, extensive HP tuning should be performed with the baselines the reported.

Another common approach to demonstrate model performance is to compare it with other community models. The main problem with this approach is that many papers extract reported performance scores from original publications without actually implementing the models or using the same dataset. Model performance is likely to depend on feature types and specific samples allocated for training and testing. Thus, this approach makes sense in cases where benchmark datasets have been established with clearly designated training and testing samples. However, this is not yet the case with DRP tasks. Reproducing results from papers is challenging, time-consuming, and often contradicts the reported scores (26). Alternatively, there are papers that diligently reproduce models and use these as baselines. So long as benchmark datasets have not been established, reproducing models and benchmarking with consistent datasets should be considered the standard if one decides to compare a model with another published community model.

Oftentimes, simple analysis can lead to useful insights. For example, in the same study that analyzed baselines for interpretable pathway-based architectures (135), the authors also explored a naïve baseline which simply reports the average of drug response values across all samples. While very easy to implement, this baseline performed surprisingly well. This simple and model-agnostic baseline can be very informative not only with respect to a specific model, but more generally for the entire prediction task. Despite the extra amount of work which may require the design of appropriate baselines, rigorous and comprehensive benchmark analysis is likely to establish fidelity and attract the community.




8. Discussion


8.1. Practices

Development of DRP models is a comprehensive task, success of which depends on multiple factors, such as prepossessing and representation of data, model training, and performance evaluation. Good design choices related to each component of the DRP workflow (Section 2) can positively contribute to model performance, while bad practices can result in adverse effects, leading to poor performance. Here, we provide a short summary of practices that can guide researchers in developing DRP models.

Feature scaling is a common preprocessing step, usually applied to both cancer and drug features. However, when the dataset contains omics data from multiple sources or batches, active measures should be considered for mitigating systematic differences between the batches, which otherwise are likely to bias the downstream ML analysis (51, 136, 137). Possible measures include batch-correction (51) and architectures that are specifically designed to address discrepancies in the input feature space (50, 52). Notice that models can also benefit from standardizing data in the output space. For example, in order to combine response data from multiple sources, the drug response AUC values shall be calculated based on the same dose range (41). Still in the context of in vitro drug response, there is a consensus that the global measures of response such AUC and AAC are more robust and produce more predictive models as compared to models trained with IC50 (14, 41, 61).

Due to the diversity of NN architectures and learning schemes (Sections 6.1, 6.2), it is challenging to decipher best practices for DRP model development. Yet, some consensus seems to exist regarding several design principles. Late feature integration exhibits better generalization as compared to early integration approaches (39, 40, 78). Transfer learning and domain adaption significantly improve generalization across datasets and biological cancer models (50, 51). Similar to other application domains, DL for DRP usually requires extensive tuning of HPs to boost performance and integration of early stopping during the training process to avoid model over-fitting. Further comprehensive and systematic studies are required to produce unbiased conclusions regarding DL design methodologies for DRP.

Cross-validation with a DRP model can be performed through different data partitioning schemes, each simulating a different application of the model (Section 7). For example, if authors target the application of precision oncology, then cancer-blind analysis should be considered for model evaluation (Section 7.1.2). Alternatively, if mixed-set analysis is used (Section 7.1.1), the model will produce inflated scores, exhibiting overoptimistic results in the context of precision oncology. Similarly, drug-blind analysis should be used with models targeting drug development applications which commonly leads to significantly lower performance scores as compared to mixed-set and cancer-blind analysis (Section 7.1.3). Whenever possible and regardless of the chosen evaluation scheme, extensive cross-validation should be performed with multiple data splits (e.g., k-fold cross-validation repeated several times) that would generate enough data points for statistical significance analysis and comparison with baseline models (i.e., mean and standard deviation).

The choice of adequate baseline models is critical for objectively assessing the true capabilities of proposed methods, where ablation analysis plays a central role. Claims made about the predictive power of promising data representations such as molecular graphs (Section 5.3) should be benchmarked against common alternatives such as descriptors and FPs (Section 5.2). Another reasonable baseline is a model trained on one-hot encoded labels of drugs, which utilize only drug identities while ignoring the features (133, 138). Similar one-hot encoding strategies can be applied to cancer features (138) as well as ablation analysis exploring various omics cancer representations (105). Novel NN modules that aim to better leverage DRP data should be benchmarked against alternative and generally less complex modules (e.g., attention modules vs. dense layer). For models integrating cancer pathway data, randomly generated pathways can be used to evaluate the gain obtained by leveraging the pathway information (135). Another baseline is to take the average of sample response values. While very easy to implement, this naïve baseline often exhibits surprisingly good results and can put the model performance into the appropriate perspective, allowing to control for inflated performance scores (135).

Finally, there are two more practices that could be highly beneficial for increasing visibility, but are often neglected. First, many papers finalize their performance analysis by demonstrating performance scores using various validation schemes. Instead, it would be highly beneficial to discuss how the proposed DRP model could be integrated in a larger patient care or drug development workflow and what are the primary challenges preventing these type of models from being deployed in real-world applications. Use case scenario could be highly relevant in this context. The second practice relates to software implementation. Many papers are accompanied by software and data that were used to build their models. However, the code repositories often miss certain pieces of information required to reproduce the paper results. Instead, it is recommended for papers to publish well-documented repositories with reproduce code, including data preprocessing scripts and installation instructions of the computational environment. This practice will improve the usability of models, their adoption as baselines, and visibility within the community.



8.2. Challenges

In recent years, AI approaches have taken a notable place in health care (139). Their promise of utilizing large data arrays to improve treatment protocols, aid drug development efforts, and increase diagnostic precision is attractive to the clinical research community. However, navigating a complex landscape of factors affecting clinical outcomes is a challenging task. We can see it in the number of emerging papers on the DRP problem (140). The research community put in monumental efforts to develop methods that leverage multiomics and drug data, explore the applicability of the existing methods, and bridge the gap between results on ubiquitously used cell lines and patient-derived models. However, this area is facing multiple challenges related to the lack of unified evaluation framework, generalizability, interpretability as well as challenges relating to computational representations of omic data, biological response, and drug representations.


8.2.1. Unified framework for model evaluation and comparison

Currently, there is no standard or accepted framework for evaluation or comparison of cancer drug response models. Model development and performance comparison against baselines is frequently accomplished with different compositions of datasets, inconsistent training and testing splits, and diverse scoring metrics, using varying protocols for hyperparameter optimization or none at all. Yet, the majority of papers report to outperform current state-of-the-art (SOTA) in the task of drug response prediction. In ML, SOTA refers to the best model for a specific task as evaluated by concrete performance criteria on a benchmark dataset of predetermined test set samples. Thousands of benchmark datasets and prediction tasks are publicly available for different applications ranging from vision and language to drug discovery and tumor segmentation. Whereas, most papers follow the same general model development workflow (Figure 2), benchmark datasets and agreed-upon evaluation criteria have yet been established and adopted in the community. It makes identifying the most promising research areas challenging and impedes the research community from making directed efforts to breach them. Creating an ImageNet moment for DRP via established benchmark datasets, consistent test sets, robust evaluation criteria, and a platform for publishing and monitoring SOTA models should be on the critical path for our community.



8.2.2. Generalizability

Despite the breadth of methods, the majority of papers have focused on improving predictions in cell lines, often demonstrating only a marginal improvement in prediction generalization. While cell lines remain a primary biological media to study cancer and conduct drug screenings, the potential utility of prediction models for improving patient care is not immediately evident, and several questions naturally arise. How well models trained with cell lines would generalize to xenografts or patients? How much one could rely on any given model prediction in a decision-making process? What are the potential clinical application for these models? Addressing questions important from the user perspective and suggesting use case scenarios have not been the driving mechanism behind the majority of published models. Yet, certain trends aiming to respond to these challenges emerge: transfer learning that utilize abundant cell line datasets to improve predictions in PDX and patients, uncertainty quantification allowing to estimate the confidence for each model prediction (51), and ranking learning models principally suitable for personalized treatment recommendation (72, 74, 141). Demonstrating the utility of DRP models, integrated in a larger patient care workflow, could provide the needed user-centric view and navigate the community toward developing application-aware models.



8.2.3. Interpretability

Despite the demonstrated success of the DL on expansive datasets, delegating the decision-making process on patient well-being to the black box is widely contested (142). Thus, providing not only precise but also salient results is a task of paramount importance for the clinical community. To address this challenge, model-agnostic methods such as Integrated Gradients (143) and SHAP (144), designed to explain model predictions, have been applied post-training to DRP models (42, 45, 145), where the explanation is provided in the form of most important features attributing to model predictions. However, it has been shown that these methods can lead to highly misleading information in applications more comprehensible to humans such as image classification, and therefore, attempting to explain black boxes with post-hoc methods is perceived as dangerous in high-stakes decision-making domains (146). Instead of explaining predictions, the alternative is to design interpretable models that are understandable by domain experts or provide insights into the decision-making process (147, 148). Unfortunately, no single definition exists, and identifying a model as interpretable is considered domain-specific (146, 147). Several papers referring to their DRP models as interpretable integrate domain structural knowledge into the model form (145, 149–151). Currently, no clear definition of an interpretable DRP model yet exists, nor the extent to which it might improve cancer treatment is known. Therefore, it is challenging to evaluate whether existing efforts in this direction are in line with the views of the clinical community at large on this important matter. Addressing the interpretability issue will perhaps require better framing of what interpretable DRP models are and how much performance drop could be tolerated, if any, for improved interpretability. As discussed in Section 7.3, baseline models that can assess the quality and robustness of model interpretability can serve to bolster the claim regarding the benefits and usability of interpretable models (135). Collaboration with cancer biologists and clinical oncologists would be essential to advance this direction. And, as discussed in Section 7.3, baseline models which compare the quality and robustness of interpretability can serve to bolster claims regarding the improvement or introduction of model interpretability.



8.2.4. Variability and high dimensionality associated with omics data

Omics values differ substantially depending on the underlying biological model (e.g., cell line, organoid, xenograft), experimental protocols and selected platforms (e.g., Illumina, Nanopore), technical variations (batch effect), and computational pipeline for processing raw data. Identifying the potential sources of variation and taking directed measures to mitigate the undesired differences is critical, especially in cross-domain generalization scenarios where the similarity between the source and target domains is a fundamental assumption (50–52, 67). A major conclusion of the NCI-DREAM challenge was that gene expression modality provides most of the predictive power for cell line drug sensitivity prediction with additional improvement when combined with other omics types (27). This collaborative effort contributed to the adoption of gene expression (GE; e.g., microarrays or RNA-Seq) or combining them with other omics in DRP models. Integrating multiomics into the learning process further exacerbates the already problematic feature size of single omics data. A few papers indeed demonstrate significant performance boost with multiomics (45, 49, 108) but the majority report only marginal improvement (104, 108, 118, 126, 141, 152). As opposed to DREAM participators which utilized agreed-upon datasets and scoring metrics, the DRP models in Supplementary Table 1 substantially differ among them as discussed earlier, largely contributing to discrepancies and mixed conclusions. Analysis across multiple models and omics types is required to evaluate the predictive capabilities of individual data types and their subsets and make unbiased and coherent conclusions. Such analysis should incorporate recent trends which encode biological information such as protein-protein interactions (PPI), gene correlations, and pathway information (45, 49, 109, 111).



8.2.5. Representation of biological treatment response

In vitro response data (e.g., cell line and organoid) is usually derived from a series of inherently noisy cell viability experiments and subsequent curve fitting. However, these curves do not always have a good fit, and usage of a single point on the fitted curve may result in a substantial information loss. While the use of IC50 as a prediction variable has been the most prevalent in regression models (Figure 4), recent assessment studies could shift this trend toward the use of global and generally more robust measures such as AUC and AAC (14, 41). With the objective of utilizing prediction models in decision-making situations, another option is converting continuous into discrete values. This is particularly common in cross-domain generalization from in vitro to in vivo, where in vivo response is generally encoded as discrete values. The third option is generating a rank list of items. This has been applied to a personalized treatment recommendation given cancer information. Surprisingly, despite the success of recommendation algorithms and the direct relevance to precision oncology, only few methods have been explored (72, 74, 141).



8.2.6. Vastness of chemical space and its representations

Reviewed papers consistently report the response prediction accuracy drop for compounds, previously unseen by the model. Inability to reliably overcome this limitation severely limits the practical value of DRP models to virtual drug screening or drug design applications. Representing drug molecules with graphs and using GNN for learning response prediction has recently inspired many DRP architectures. The use of graph structures is motivated by the proposition that molecular graphs better capture intrinsic chemical properties of molecules (49, 108, 153). Whereas, this is presumably expected to produce a better prediction of drug response, we have not found a comprehensive study that could assert this hypothesis. In fact, in a related field of molecular property prediction, a comparison with multiple datasets and prediction tasks suggests that on average models that use FPs or descriptors outperform graph-based models (154). We have found only one study comparing side-by-side the added value of molecular graphs against SMILES, reporting <0.5% improvement as evaluated by Pearson correlation coefficient (155). As in the case of cancer representation, further studies are required across various models and datasets to assess the predictive capabilities of molecular graphs and other drug representations to DRP. Several underexplored but interesting directions include SMILES combined with transformer-based models, kinase inhibition profiles representing kinase inhibitor therapies (44), and 2D-CNNs that learn from FPs or descriptors transformed into images (77).

This list of challenges is in no way conclusive, as we refrained from studying even more complicated scenarios emerging in polypharmacy, even though the treatment of patients in the clinic often involves combination therapy. Meanwhile, most of the prediction models to date focus on single-drug treatments. This highlights a significant disconnect between the modeling community and the current patient standard of care. However, even this simplified problem raises many obstacles, and making progress in overcoming them would significantly benefit the scientific community because they are relevant to a much wider domain of AI-driven biological research. Each of the highlighted problems has multiple potential solutions, and we hope to see subsequent progress in the near future, allowing AI to deliver on its grand promise.
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Footnotes

1 Sometimes referred as pan-drug.

2 Cancer Dependency Map Portal. Last accessed: January (2023). https://depmap.org/portal.

3 RDKit: Open-source cheminformatics. Last accessed: January (2023). https://www.rdkit.org.
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One of the most common cancers is hepatocellular carcinoma (HCC). Numerous studies have shown the relationship between abnormal lipid metabolism-related genes (LMRGs) and malignancies. In most studies, the single LMRG was studied and has limited clinical application value. This study aims to develop a novel LMRG prognostic model for HCC patients and to study its utility for predictive, preventive, and personalized medicine. We used the single-cell RNA sequencing (scRNA-seq) dataset and TCGA dataset of HCC samples and discovered differentially expressed LMRGs between primary and metastatic HCC patients. By using the least absolute selection and shrinkage operator (LASSO) regression machine learning algorithm, we constructed a risk prognosis model with six LMRGs (AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1). The risk prognosis model was further validated in an external cohort of ICGC. We also constructed a nomogram that could accurately predict overall survival in HCC patients based on cancer status and LMRGs. Further investigation of the association between the LMRG model and somatic tumor mutational burden (TMB), tumor immune infiltration, and biological function was performed. We found that the most frequent somatic mutations in the LMRG high-risk group were CTNNB1, TTN, TP53, ALB, MUC16, and PCLO. Moreover, naïve CD8+ T cells, common myeloid progenitors, endothelial cells, granulocyte-monocyte progenitors, hematopoietic stem cells, M2 macrophages, and plasmacytoid dendritic cells were significantly correlated with the LMRG high-risk group. Finally, gene set enrichment analysis showed that RNA degradation, spliceosome, and lysosome pathways were associated with the LMRG high-risk group. For the first time, we used scRNA-seq and bulk RNA-seq to construct an LMRG-related risk score model, which may provide insights into more effective treatment strategies for predictive, preventive, and personalized medicine of HCC patients.
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1 Introduction

According to recent epidemiological data, 906,000 new cases of liver cancer were diagnosed globally in 2020, making it the sixth most prevalent cancer worldwide (1). Hepatocellular carcinoma (HCC) is a common type of liver cancer (2). The disease is caused by a number of risk factors, including HBV/HCV infection, nonalcoholic steatohepatitis (NASH), alcoholism, and smoking. HCC treatment, including surgery, chemotherapy, and radiation therapy, has significantly enhanced survival and reduced cancer cell proliferation in patients with the disease (3). Early HCC is treatable with tumor resection and liver transplantation; however, many patients are not diagnosed until the late stages (4). As HCC is highly heterogeneous, predictive, preventive, and personalized medicine can improve therapy outcomes. Therefore, it is essential to uncover the mechanisms that drive the progression of HCC, and effective biomarkers must be identified as soon as possible to provide individualized treatment for HCC patients.

Recent studies have revealed that alterations in lipid metabolism are significant metabolic indicators of cancer cells in general (5). Changes in lipid metabolism, for instance, can occur in tumor cells and the tumor microenvironment, which influences the development, proliferation, invasion, and metastasis of cancer cells (6). A previous study showed that TAR DNA-Binding Protein 43 (TDP-43) can suppress apoptosis by facilitating lipid metabolism in HCC (7). In HCC, ovarian cancer, lung adenocarcinoma, pancreatic cancer, renal cell carcinoma, and diffuse glioma, lipid metabolism-related genes (LMRGs) show excellent predictive values (8). Consequently, targeting lipid metabolism has been viewed as a potential way of treating tumors. To date, several prognostic models have examined the value of genes associated with ferroptosis, epithelial-mesenchymal transition, and immunity in HCC, whereas little is known about how LMRGs contribute to HCC and whether LMRGs are correlated with HCC patient prognosis (9–11).

Multiple gene signatures for predicting the prognosis of HCC patients have been created in prior research based on bulk RNA sequencing; however, these signatures have not been used in clinical settings. RNA signals from several cells within a sample are combined during bulk RNA sequencing to reflect the sample’s average RNA content. As a result, cell type predominance has a large impact. However, there are certain genetic traits linked to HCC that may differently favor its development. Therefore, uncommon or diverse cell populations cannot be studied by bulk RNA sequencing. Single-cell RNA sequencing (scRNA-seq), in contrast to bulk RNA sequencing analysis, enables the investigation of transcriptional activity inside a single cell and allows the detection of tiny, clinically important tumor subpopulations (12).

Machine learning (ML) research has increased quickly because it provides a practical means to analyze huge and complicated datasets. In practice, a variety of ML algorithms are used (including random survival forest, support vector machine, gradient boosting, Bayesian, and deep learning). Moreover, these machine learning algorithms have been applied to the clinical management and prevention of HCC (13), including the discovery of biomarkers for early diagnosis (14), the development of prediction signatures for HCC recurrence (15, 16), and the production of single-cell atlases of HCC cell heterogeneity in response to immunotherapy (17).

In this study, we aimed to identify a prognostic biomarker that predicts the overall survival of HCC patients by scRNA-seq and bulk RNA-seq. We identified an LMRG signature in a training HCC cohort and further validated it in an external cohort. A novel nomogram incorporating clinical features and an LMRG signature was also constructed. The results demonstrated that this LMRG signature could help in the early diagnosis of patients with HCC, which also plays essential roles in the prognostication process and could be a viable therapeutic target for HCC patients.



2 Methods


2.1 Data collection and preparation

TCGA and ICGC provide data on gene expression, prognosis, and clinicopathology for hepatocellular carcinoma (HCC) (18). Single-cell RNA sequencing (scRNA-seq) data from ten HCC patients were downloaded from the Gene Expression Omnibus (19). In addition, a total of 260 HCC samples from the ICGC cohorts (20) with clinical data and 232 with gene expression data were used as independent validation sets. Moreover, lipid metabolism-related genes (LMRGs) were obtained from Reactome.



2.2 ScRNA-seq data processing

The transcript count matrix were analyzed with the Seurat package v4.1.0 in R, as mentioned previously. Subsequent analysis was performed for the three specific tumor sites at the primary tumor, portal vein tumor thrombus, and metastatic lymph node in the 10 HCC patients. The resulting matrix was used to select the top 2000 highly expressed and variable genes. These selected genes were then used to compute the independent component (IC). RunUMAP were used to perform expression profile analysis. An absolute value of (|log FC|) > 0.5 and an adjusted P value (adj P) < 0.05 were used as the cutoff values for differentially expressed genes (DEGs).



2.3 Machine learning model construction

We created models utilizing ML algorithms to forecast the prognosis of HCC patients using the TCGA-LIHC dataset. The ML approach, the least absolute shrinkage and selection operator (LASSO) regression model, was chosen based on the distribution of the outcome variable. The LASSO regression approach automates the selection of variables by shrinkage and the deletion of nonsignificant variables by setting them to zero to achieve L1 regularization to maximize prediction accuracy (21). By minimizing the sum of squares, LASSO adjusts a shrinkage penalty lambda (λ) or tuning hyperparameter to the regression coefficients. As lambda values increase, the model becomes more biased, and further coefficients may be eliminated or set to zero. Using the optimum lambda value, the parameter estimates for the prediction model were calculated. We fitted additional models using a negative binomial depending on the number of zeros in the outcome variable. To determine which factors had the highest predictive value for determining the prognosis of HCC, we assessed the variable relevance rankings. The variables with the highest predictive value were identified among those chosen by the model with the best lambda value. The LMRG signature was then determined using the risk score (RS) formula based on the findings of the multivariate COX regression: RS = ∑ (βi * Expi). The accuracy of the risk score model was evaluated by ROC and Kaplan–Meier survival analyses. The Kaplan–Meier survival curve combined with the log-rank test was employed to evaluate the survival differences between the LMRG high- and low-risk groups. The model was further validated in an external dataset of ICGC.



2.4 Nomogram construction

Univariate and multivariate regression analyses were used to analyze the independent clinical factors. Prior to nomogram construction, the LMRG signature and the clinical characteristics were integrated. The predictive accuracy of the prognostic model was evaluated by the time-dependent ROC curve. We evaluated the performance of the established nomogram on the basis of ROC curves, and decision curve analysis for overall survival at 1, 3, and 5 years.



2.5 Histological data analysis of HCC

The protein expression of AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1 in HCC patients was analyzed using histological data from the Human Protein Atlas (HPA) database (http://www.proteinatl.as.org/).



2.6 Western blot

HCC samples from all patients were collected with written informed consent with approval from the institutional research ethics committee of the First People’s Hospital of Qinzhou (Approval number, 2021-15). The patients provided their written informed consent to participate in this study. Total proteins were extracted by lysis buffer radioimmunoprecipitation assay (RIPA; Beyotime, USA) with 1% phenylmethylsulfonyl fluoride (PMSF). Polyvinylidene fluoride (PVDF) membranes containing proteins separated on sodium dodecylsulfate–polyacrylamide gel electrophoresis (SDS-PAGE) gels were blocked with 5% nonfat milk and incubated with different primary antibodies, including β-ACTIN (#4970S, Cell Signal Technology), CYP27A1 (#67045-1-Ig, Proteintech), and GLB1 (#TA505544, ORIGENE), overnight at 4°C, and chemiluminescence was used for detection. Protein quantification was performed using ImageJ software.



2.7 Tumor mutational burden

The DNA somatic mutation dataset from TCGA-LIHC was used to determine whether LMRG signatures were associated with TMB. In accordance with our previous description, HCC patients were divided into LMRG-high and LMRG-low risk groups (https://www.gsea-msigdb.org/gsea/msigdb/index.jsp). The somatic mutations in the two LMRG groups were further visualized using the “maftools” R package.



2.8 Gene set enrichment analysis

To further understand the relationship of LMRGs and biological processes, we used GSEA software based on the Kyoto Encyclopedia of Genes and Genomes (KEGG) gene set (KEGG C2, MSigDB database v7.5.1) to assess possible differences in biological functions between the LMRG high- and low-risk groups (https://www.gsea-msigdb.org/gsea/msigdb/index.jsp). To measure the significance of genomic enrichment, we used the P value of normalized enrichment scores and the Q-value of FDR.



2.9 Immune infiltration

To analyze the association between LMRG signatures and tumor-infiltrating immune cells, xCell analysis was used to estimate the fraction of the 64 subtype immune cells in each TCGA-LIHC sample (22). Subgroup analysis of signature immune cells for both LMRG high- and low-risk patients was carried out. An illustration of the results is shown using a heatmap and  violin plot.



2.10 Statistical analysis

All analyses were performed with R version 4.0.5 and its appropriate packages without special instructions. A P value < 0.05 was set as statistically significant for all the analyses.




3 Results


3.1 Data profiling of the GSE149614 cohort by scRNA-seq

The workflow of this study is shown in Figure 1. After downloading the GSE149614 cohort from the GEO database, the data were profiled using scRNA-seq to determine the differentially expressed genes (DEGs) between primary and metastatic tumor tissues in HCC (19). UMAP algorithms were implemented for nonlinear dimensionality reduction, and samples were clustered, as shown in Figures 2A–C. The samples included 53 clusters (Figure 2A) and six major cell types (Figure 2B). Among the six major cell types, hepatocytes are the most abundant cells. Myeloid cells, T/NK cells, B cells, fibroblast cells, and endothelial cells are less abundant cells. We also showed the distribution of cells in primary HCC and metastatic HCC (Figure 2C).




Figure 1 | Workflow of this study. Step 1: Single-cell analysis. Step 2: LMRG signature identification. Step 3: LMRG-high and -low risk group characterization.






Figure 2 | Data profiling of the GSE149614 cohort by scRNA-seq. (A-C) Samples from primary and metastatic hepatocellular carcinoma (HCC) tissue clustered by the UMAP algorithm. The dimension reduction showed the results of (A) 53 clusters, (B) six major cell types, and (C) primary and metastatic HCC. (D) Identification of lipid metabolism-related genes (LMRGs) in HCC development. A total of 746 LMRGs were assessed in the Reactome Pathway Database (https://reactome.org/). A total of 319 differentially expressed genes (DEGs) between primary and metastatic HCC samples were used to intersect with the 746 LMRGs. Finally, 28 screened LMRGs were identified. (E) Dot plot showing the expression of 28 LMRGs in different cell types.



Then, DEGs related to HCC development were identified. To identify lipid metabolism-related genes (LMRGs) in HCC development, the DEGs were intersected with the LMRGs in the Reactome Pathway Database (https://reactome.org/), and 28 genes were obtained (Figure 2D and Supplementary Table 1). The 28 genes were defined as the screened LMRGs. Figure 2E shows the expression of 28 genes in different cell types. Most of the 28 genes were highly expressed in hepatocytes. However, G0S2 and ALOX5AP were highly expressed in myeloid cells, PLPP1 was highly expressed in endothelial cells, and FABP4 was highly expressed in fibroblasts and endothelial cells.



3.2 Identification and validation of prognostic biomarkers for the risk model

To construct a predictive risk model, 28 previously screened LMRGs were subjected to univariate Cox regression analysis and the LASSO method. Supplementary Table 2 details the univariate Cox analysis of the 28 LMRGs. The LASSO model in Supplementary Figures 1A, B implies that eight genes (AKR1C1, APOA1, CYP27A1, CYP2C9, GC, GLB1, HMGCS2, and PLPP1) would be assessed in multivariate Cox analysis. As a result, AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1 were selected for the LMRG signature (Supplementary Table 2), and the risk score was risk score (RS) = 0.00225 × AKR1C1 - 0.00200 × CYP27A1 - 0.00182 × CYP2C9 + 0.02063 × GLB1 - 0.00074 × HMGCS2 - 0.01185 × PLPP1. Based on Kaplan-Meier analysis, we calculated survival probabilities for HCC patients with high and low expression of each gene (AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1). The results showed that high expression of CYP27A1, CYP2C9, HMGCS2, and PLPP1 was correlated with better overall survival (OS) outcomes (Figure 3A). The expression of these genes in single-cell data (GSE149614) is shown in Figures 3B. Moreover, to examine the protein levels of AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1 between HCC and normal samples, we used the histological data in the HPA database and identified that the protein expression of AKR1C1 and GLB1 was significantly higher in HCC than in normal patients, while the protein expression of CYP27A1 and HMGCS2 was significantly higher in normal samples than in HCC samples (Figure 4A). Previous studies showed that AKR1C1 was upregulated in HCC and HMGCS2 was downregulated in HCC (23–25), which was consistent with our results. Since AKR1C1 and HMGCS2 were already reported in previous studies, we further validated the expression of GLB1 and CYP27A1 by Western blotting in HCC samples and adjacent normal samples. The results were consistent with the IHC results, as shown in Figure 4B. Subjects in the training cohort (TCGA-LIHC) and the testing cohort (ICGC-LIRI-JP) were divided into LMRG high- and low-risk groups by the median RS (Supplementary Table 3). The median RS for TCGA-LIHC was 1.001, and the median RS for ICGC-LIRI-JP was 0.976. Moreover, the areas under the ROC curves (AUCs) were evaluated, resulting in finding the AUCs of OS. The values for the training cohort were 0.745 (1 year), 0.696 (3 years), and 0.702 (5 years), while the values for the testing cohort were 0.792 (1 year), 0.79 (3 years), and 0.761 (5 years) (Supplementary Figures 2A, B). The survival probabilities of HCC patients in both the training and testing cohorts were estimated by Kaplan-Meier analysis. Figures 4C, D show that poorer overall survival outcomes were observed in the LMRG high-risk groups than in the LMRG low-risk groups.




Figure 3 | Identification of biomarkers for HCC. (A) Kaplan-Meier analysis showed the survival probabilities of HCC patients with high and low expression of the hub LMRG gene (AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1). (B) UMAP results showed the expression of the hub LMRG genes (AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1) in single-cell data.






Figure 4 | Validation of hub LMRG genes. (A) Histological data of AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1 from the Human Protein Atlas. (B) Western blotting analysis of GLB1 and CYP27A1. (C) Kaplan-Meier curves of the risk model in the training cohort. (D) Kaplan-Meier curves of the risk model in the testing cohort. Training cohort: TCGA-LIHC; testing cohort: ICGC-LIRI-JP. *p<0.05.





3.3 Construction and validation of the nomogram

On the basis of the training cohort, univariate and multivariate Cox regression models were utilized to screen significantly correlated clinical parameters for prognosis (Supplementary Figures 3A, B). As a result, cancer status and RS were screened (Supplementary Figures 3A, B). Then, a nomogram involving cancer status and RS was developed, and the survival of HCC patients at 1, 3, and 5 years was predicted by summarizing all points of the clinical parameters (Figure 5A). High AUC values (0.704, 0.743, and 0.792 for 1-, 3-, and 5-year survival, respectively) implied that the nomogram performed well in predicting OS (Figure 5B). To estimate the prediction power of the nomogram constructed, a decision curve analysis was performed. The results revealed that the nomogram could provide better benefits to HCC patients than the risk model constructed by genes for 5-year OS prediction (Figure 5C).




Figure 5 | Construction and validation of a nomogram for HCC. (A) A nomogram was constructed based on cancer status and six LMRGs. (B) ROC curves of the nomogram in the training cohort. (C) Decision curve analysis of the nomogram in the TCGA cohort at 5 years. ***p<0.001.





3.4 Mutation analysis in the training cohort

Somatic mutations were evaluated to analyze the tumor mutation burden and RS. The mutational landscape was constructed, indicating that the LMRG high-risk group (92.64%) had more frequent mutation events than the low-risk group (86.14%) (Figure 6A). In addition, three significantly mutated genes, TP53 (LMRG high-risk: 43%, low-risk: 17%), CTNNB1 (LMRG high-risk: 16%, low-risk: 33%), and TTN (LMRG high-risk: 23%, low-risk: 21%), were identified in the two groups (Figure 6B. Accordingly, it was revealed that a mutation event was a risk factor in HCC.




Figure 6 | The tumor mutation burden characteristics of patients in the LMRG high- and low-risk groups. (A) Mutational landscape in the TCGA cohort of the LMRG high-risk groups. (B) Mutational landscape in the TCGA cohort of the low-risk groups.





3.5 Gene set enrichment analysis in the training cohort

Next, gene set enrichment analysis provided the pathways that were enriched in the LMRG high- and low-risk groups of the training cohorts. Pathways such as RNA degradation, spliceosome, epithelial cell signaling in Helicobacter pylori infection, lysosome, oocyte meiosis, and progesterone-mediated oocyte maturation were upregulated in the LMRG high-risk group (Figure 7A). On the other hand, pathways such as fatty acid metabolism, drug metabolism-cytochrome P450, glycine, serine and threonine metabolism, retinol metabolism, valine, leucine and isoleucine degradation, and tryptophan metabolism were upregulated in the LMRG low-risk group (Figure 7B). Moreover, other enriched pathways are illustrated in Supplementary Table 4.




Figure 7 | The KEGG pathway enrichment analysis of patients in the LMRG high- and low-risk groups. (A) Enriched pathways in the LMRG high-risk group. (B) Enriched pathways in the LMRG low-risk group.





3.6 Analysis of immune microenvironment characteristics in the training cohort

A training cohort was implemented in the xCell algorithm for immune infiltration estimation (Supplementary Table 5). The results of the immune infiltration in the TCGA-LIHC cohort were shown in Figure 8A. Remarkably, high levels of naïve CD8+ T cells, common myeloid progenitors, endothelial cells, granulocyte-monocyte progenitors, hematopoietic stem cells, M2 macrophages, and plasmacytoid dendritic cells were observed in the LMRG high-risk group. However, high levels of activated myeloid dendritic cells, B cells, memory CD4+ T cells, class-switched memory B cells, common lymphoid progenitors, myeloid dendritic cells, M1 macrophages, mast cells, monocytes, NKT cells, and Th2 CD4+ T cells were observed in the LMRG low-risk group (Figure 8B).




Figure 8 | The different immune infiltration of patients in the LMRG high- and low-risk groups were identified. (A) The profile of immune infiltration in the TCGA-LIHC cohort showed by heatmap. (B) The violin plot shows the significantly different immune cells between the two risk groups in the TCGA cohort.






4 Discussion

Hepatocellular carcinoma (HCC), one of the most common and aggressive tumors, has been linked to a high rate of morbidity for patients. Although several environmental or genetic risk factors linked to hepatocellular carcinoma (HCC) have been identified, the molecular processes causing HCC occurrence are still unknown. The proliferation and spread of tumors are facilitated by abnormal lipid metabolism. Research on the mechanism of lipid metabolism might therefore aid in the development of novel, targeted treatments to control or remove these refractory tumor cells, which might lead to the development of new medicines for HCC. A great number of studies have found a link between abnormal lipid metabolism and the onset and progression of malignancies (26). As a result, a lipid metabolism-related gene (LMRG) signature for predicting the survival of HCC patients is needed. Large-scale bulk and single-cell sequencing of tumor samples is now possible because of recent breakthroughs in sequencing technology. Moreover, the direct examination of genetic cell-to-cell variety is made possible by machine learning technology. For the first time, we were able to create a 6-LMRG signature of HCC in this study by scRNA-Seq. AKR1C1, CYP27A1, CYP2C9, GLB1, HMGCS2, and PLPP1, all six LMRGs, have been implicated in the genesis and progression of cancer. Upregulated AKR1C1 expression was found in HPV16-positive oropharyngeal squamous cell carcinoma with viral integration, and it was linked with a poor prognosis in both HPV-positive and HPV-negative tumors (27). Furthermore, as one of the vitamin D pathway genes, CYP27A1 has some impact on prostate cancer chemoprevention based on vitamin D metabolism and has the ability to predict the prognosis of prostate cancer patients (28, 29). A variation in the CYP2C9 gene has been linked to an increased risk of colorectal cancer and adenoma (30). GLB1 is a lysosomal exoglycosidase that catabolizes glycoconjugates and has been linked to cancer cell senescence (31). HMGCS2 has been linked to oncogenic activity in a variety of human tumors (32, 33). HMGCS2 was identified as a differential hub gene of lipid metabolism in the pancancer immune microenvironment. Lower levels of PLPP1 mRNA expression in tumor tissues than in surrounding normal tissues are linked to a worse prognosis (34).

Using a multivariate Cox regression analysis approach, we combined the signatures of several genes. The nomogram model, composed of the tumor status and the risk score derived from the LMRG signature, can visually predict the one-, three- and five-year overall survival outcomes for individual HCC patients. The final six genes demonstrated high accuracy in both the validation set and the overall prognosis for samples. In both TCGA and ICGC data, the LMRG low-risk score group showed worse results than the LMRG high-risk score group. In our present study, the most frequent somatic mutations in the LMRG high-risk group were CTNNB1, TTN, TP53, ALB, MUC16, and PCLO. Previous studies have shown that TP53, MUC16, and TTN mutations are common in many types of cancer, including gastric cancer and pancreatic and bladder cancers, and are associated with poor prognoses (35–38). In our study, the immune microenvironments of the LMRG high- and low-risk groups were analyzed by the xCell algorithm. Here, naïve CD8+ T cells, common myeloid progenitors, endothelial cells, granulocyte-monocyte progenitors, hematopoietic stem cells, M2 macrophages, and plasmacytoid dendritic cells were significantly correlated with the LMRG high-risk group, which was first revealed in an HCC study.

The results of the gene set enrichment analysis showed that fatty acid metabolism and lysosome pathways, which involve lipid metabolism-related genes, changed between the LMRG high-risk group and the LMRG low-risk group. The fatty acid metabolism pathway participates in energy production, membrane synthesis, and signal transduction in tumor initiation and progression. Cancer cells rely on fatty acids as cellular building blocks for membrane formation, energy storage, and the production of signaling molecules (39). Lysosome pathways were associated with the LMRG high-risk group in our study. Lysosome pathways play an important role in autophagy. Autophagy, which is an evolutionarily conserved cellular degradation process that delivers cellular components to lysosomes, plays a critical role in cellular homeostasis through the degradation of lipids (40). Dysfunction or dysregulation of autophagy has been proven to be associated with HCC (41). The lysosome is a metabolic signaling hub that integrates different environmental signals to regulate core anabolic and catabolic pathways critical in the maintenance of cellular homeostasis (42). As a result, the changes in fatty acid metabolism and lysosome pathways between the LMRG high-risk group and the LMRG low-risk group affect the overall survival outcomes of HCC patients through cellular homeostasis.

The findings of our study highlight the significant role of multiomics studies in basic research as well as translational and applied research within the field of personalized medicine for HCC. In particular, biomarkers based on LMRGs are essential for a reliable and effective evaluation of HCC prognosis and diagnosis. Moreover, clarifying molecular mechanisms through LMRGs is essential for the discovery of effective targets to treat HCC personalized treatment. HCC personalized medicine will benefit greatly from the prognosis-related LMRGs, and risk models identified in this study.
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Patient-derived xenografts (PDXs) are an appealing platform for preclinical drug studies. A primary challenge in modeling drug response prediction (DRP) with PDXs and neural networks (NNs) is the limited number of drug response samples. We investigate multimodal neural network (MM-Net) and data augmentation for DRP in PDXs. The MM-Net learns to predict response using drug descriptors, gene expressions (GE), and histology whole-slide images (WSIs). We explore whether combining WSIs with GE improves predictions as compared with models that use GE alone. We propose two data augmentation methods which allow us training multimodal and unimodal NNs without changing architectures with a single larger dataset: 1) combine single-drug and drug-pair treatments by homogenizing drug representations, and 2) augment drug-pairs which doubles the sample size of all drug-pair samples. Unimodal NNs which use GE are compared to assess the contribution of data augmentation. The NN that uses the original and the augmented drug-pair treatments as well as single-drug treatments outperforms NNs that ignore either the augmented drug-pairs or the single-drug treatments. In assessing the multimodal learning based on the MCC metric, MM-Net outperforms all the baselines. Our results show that data augmentation and integration of histology images with GE can improve prediction performance of drug response in PDXs.
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1. Introduction

With recent advancements in applications of artificial intelligence in medicine and biology, predictive modeling has gradually become one of the primary directions in cancer research for analytically predicting the response of tumors to anticancer treatments (1, 2). In particular, conventional machine learning (ML) and deep learning (DL) methods have been widely investigated for building computational drug response prediction models for cancer cell lines with large datasets of omics profiles (3). The complex heterogeneities of cancer that occur within and between tumors present a major obstacle to successful discovery of robust biomarkers and therapies (4, 5). Patient-derived tumor xenografts (PDXs) are a contemporary biological model that is created by grafting cancerous tissue, obtained from human tumor specimens, into immunodeficient mice. The in vivo environment of PDXs helps preserve tumor heterogeneity as compared to in vitro cell lines, and therefore, is presumed to better mimic the response of human patients with certain cancer types. PDXs continue to gain reputation for studying cancer and investigating drug response in preclinical drug studies (6–8).

Predicting the response of tumors to drug treatments with accurate and robust computational models provides a modern approach for identifying top candidates for preclinical drug screening experiments or personalized cancer treatments. A variety of ML and DL approaches have been explored with high-throughput drug screens and cell lines (9, 10). Alternatively, our literature search retrieved only two publications that have used only PDX data to train prediction models for drug response (11, 12). Both studies used the Novartis PDX data (NIBR PDXE), which were generated using a 1 x 1 x 1 experimental design (13, 14), where each drug was tested against each patient PDX model using only one entumored mouse per model. Nguyen et al. (11) used an optimal model complexity (OMC) strategy with random forests to build drug response models for 26 treatment-cancer type combinations. They considered three genomic feature types in their analyses, including gene expressions (GE), copy-number alterations (CNAs), and single-nucleotide variants (SNVs). While considering a single feature type at a time, they used OMC to determine an optimal subset of features to obtain the best performing model for each treatment-cancer type pair. They showed that for the majority of cases, models developed with OMC outperform models that used all the available features. In another study, Kim et al. proposed PDXGEM, a pipeline that identifies biomarkers predictive of drug response in PDX and then uses the identified markers to train prediction models (12). To identify predictive genes based on GE and drug response, the pipeline utilizes a strategy similar to co-expression extrapolation (COXEN) (15, 16), and consequently selects the genes whose co-expression patterns are best preserved between PDXs and patient tumors. They trained prediction models using random forests for six treatment-tumor type combinations and then predicted response in patients.

A primary challenge in modeling drug response with PDXs is the limited availability of drug response data. The sample size of PDXs is usually orders of magnitude smaller than the analogous cell line datasets. It has been shown that increasing the amount of training samples improves generalization performance of supervised learning models in vision and text applications (17, 18), as well as drug response models in cell lines (19, 20). Collecting PDX response data, either through experiments or integration of multiple datasets, carries considerable technical and financial challenges. Alternatively, instead of directly increasing the sample size, the volume of data can be expanded by representing each sample with multiple feature types. Multimodal architectures that integrate genomic and histology images have been shown to improve prognosis prediction of patients with cancer as compared with unimodal architectures that learn only from a single data modality (i.e., feature type) (21–23). Another possible direction to address the limited sample size is data augmentation. Augmentation techniques have been extensively explored with image and text data, but not much with drug response. While augmenting images has become a common practice, tabular datasets such as omics profiles lack standardized augmentation methods.

In this study, we investigate two approaches for predicting drug response in PDX, including multimodal learning and data augmentation. We explore a multimodal neural network (MM-Net) that learns to predict drug response in PDXs using GE and histology whole-slide images (WSIs), two feature types representing cancer tissue, and molecular descriptors that represent drugs. The multimodal architecture is designed to take four feature sets as inputs: (1) GE, (2) histology images, and (3,4) molecular descriptors of a pair of drugs. We benchmark the prediction performance of MM-Net against three baselines: (1) NN trained with drug descriptors and GE, (2) NN trained with drug descriptors and WSIs, and (3) LightGBM model (24) trained with drug descriptors and GE. With multimodal learning, our goal is to explore whether the integration of histology images with GE improves the prediction performance as compared with models that use GE features alone. For data augmentation, we homogenize the drug representation of single-drug and drug-pair treatments in order to combine them into a single dataset. Moreover, we introduce an augmentation method that doubles the sample size of all drug-pair treatments. The proposed augmentations allow us to combine single-drug and drug-pair treatments to train MM-Net and the baselines without changing the architectures and the dataset. We explore the contribution of augmented data for improving the prediction of drug response.

This paper provides unique contributions compared with existing works that train drug response models with PDX data (11, 12). First, we build general drug response models for PDXs across multiple cancer types and drug treatments. Alternatively, prediction models in Kim et al. (12) and Nguyen et al. (11) are built for specific combinations of cancer type and drug treatment. Thus, our study targets a more challenging task. Second, we utilize PDX histology images with multimodal architecture which has not yet been studied for drug response prediction in PDX. Our study presents a framework for integrating image data with genomic measurements and drug chemical structure for predicting treatment effect. Third, we combine multiple treatments into a single dataset by homogenizing single-drug and drug-pair treatments and utilize drug features for training models. This provides an advantage over existing works which built prediction models for unique combinations of drugs and cancer types, and therefore, disregard drug features when model training. Furthermore, we propose an augmentation method for drug-pairs that doubles the sample size of the drug-pair treatments in the dataset. Fourth, existing studies built prediction models using the PDXE drug screening data which were generated using a 1 x 1 x 1 experimental design, i.e., one mouse per model per treatment. In contrast, we utilized the PDMR dataset where treatment response is measured by comparing a group of treated mice to a group of untreated mice. The group approach allows assessing the variability of response across mice and might be considered as more reliable in capturing tumor heterogeneity.



2. Materials and methods


2.1. Data
 
2.1.1. Experimental design of drug efficacy in PDX

We used unpublished PDX drug response data from the NCI Patient-Derived Models Repository (PDMR; http://pdmr.cancer.gov). The NCI PDMR performs histopathology assessment, whole-exome sequencing and RNA-Seq analysis of a subset of tumors from each PDX model to establish baseline histology and omic characterization for each model. To date, over six hundred unique PDX models have been characterized and data made available through the public website. Baseline pathology and omic characterization from 487 models were used for this analysis. The efficacy of drug treatments in PDMR is measured through controlled group experiments. Figure 1 illustrates the process of obtaining primary tumor specimen from a patient, engrafting tumor tissue into PDX models, performing baseline characterization, expanding tumor tissue over multiple passages within a lineage, and then using the expanded tumors in drug treatment experiments. A total of 96 PDX models from 89 unique patients were used for the experiments. The tumors are grown subcutaneously in NOD.Cg-Prkdcscid Il2rgtm1Wjl/SzJ (NSG) host mice and staged to an approximate tumor weight of 200 mm3 for the drug studies. The control group is treated with a vehicle only (i.e., a solution that delivers drugs to the treated animals). The preclinical dataset includes twelve single-drug and 36 drug-pair treatment arms (the drugs are still in preclinical and/or clinical investigations and their names and properties are expected to be released in the future). Median tumor volume over time for each vehicle or treatment group is used for response assessment. The GE profiles and WSIs were aggregated and preprocessed for the downstream ML and DL analysis.


[image: Figure 1]
FIGURE 1
 Expansion of tumor tissue from the source specimen (ORIGINATOR) to mice across multiple passages. Mice originated from the same specimen are divided into a control group and multiple treatment groups. Tumors from certain mice were histologically and molecularly profiled, resulting in whole-slide images and omics profiles.




2.1.2. Drug response in PDX

The growth of tumor volume over time represents the response of PDX tumors to drug treatments, as shown in Figure 2. There are several methods available in the literature for encoding drug response in PDXs which include both continuous and categorical types, but no consensus currently exists regarding which type or actual representation is better (6, 25). Continuous metrics include percent change in tumor volume, area under the tumor growth curve, best tumor response, best average response, and more. In this study we chose to use the binary representation of response which aligns with other drug response prediction studies that are mentioned earlier (11, 12), and the RECIST criteria, an existing standard for encoding response in patients (26). The group approach intends to capture the variability of PDX drug response across mice of the same lineage (25). Median tumor volume per treatment group is assessed relative to the control group to create a binary variable representing response. Specifically, for each drug treatment experiment, a single experienced preclinical study analyst assessed the curves of median tumor volume over time for each treatment arm, and assigned label “1” for response (regression of at least 30% from staging for more than one consecutive time point at any point during the study) and label “0” for non-response. In essence, a modified RECIST score for regression vs. no regression was used to label the response. Thus, a single best response value was assigned for each treatment arm.


[image: Figure 2]
FIGURE 2
 Representative tumor growth curves for vehicle control and three drugs. The label of response was assigned to Drug B because the tumor achieved regression and non-response was assigned to the remaining drugs.




2.1.3. Data generation

Three feature types were used for model training, including drug descriptors, GE, and histology image tiles.

Gene expressions. Gene expressions have been considered to provide more predictive power than other omics data types for drug response prediction (DRP) (27), and therefore, are often used to represent cancer in DRP models, either standalone or in a combination with other multiomics (28). However, the high dimensionality of gene expressions and the relatively small sample size can lead to overfitting (2). To address this issue, several gene selection methods have been utilized, including filtering genes based on variability across samples (29–31) or using gene subsets such as LINCS (10, 32–36) or COSMIC (35, 37–40) that are known to be associated with cancer and/or treatment response. We are not aware of any systematic analysis that studied which filtering method better addresses overfitting and improves prediction generalization. In this study, we filtered the RNA-seq data by selecting 942 landmark genes discovered by the Library of Integrated Network-Based Cellular Signatures (LINCS) project. The LINCS genes have been shown to comprehensively characterize and infer the gene expression variation of more than 80% of the whole transcriptome (32). We used TPM (transcripts per kilobase million) expression values of these genes, which were transformed by log2x+1, where x is the TPM value of a gene. The log transformed TPM values of each gene were then standardized to have a zero mean and a unit standard deviation across all gene expression profiles.

Drug descriptors. We used the Dragon software package (version 7.0) to calculate numerical descriptors of drug molecular structure. The software calculates various types of molecular descriptors, such as atom types, estimations of molecular properties, topological and geometrical descriptors, functional groups and fragment counts, and drug-like indices. A total of 1,993 descriptors were used for the analysis after removing descriptors with missing values. We standardized the descriptor values across drugs to have a zero mean and a unit standard deviation.

Histology images. During PDX model expansion, entumored mice were sacrificed between 1,000 and 2,000 mm3 for collection of tumors for representative model characterization including histopathological examination. Hematoxylin and Eosin (H&E) stained pathology slides were digitized into WSIs using an Aperio AT2 digital whole slide scanner (Leica Biosystems) at 20x magnification. A board-certified pathologist from Frederick National Laboratory of Cancer Research reviewed the slides to ensure the PDX models were consistent with the original patient diagnosis. Tumor regions of interest (ROIs) were annotated within the image slides using QuPath (41) by a single University of Chicago pathologist.

Whole slide images were processed into individual tiles using the Slideflow software package (42, 43), as shown in Figure 3. Image tiles were extracted from within annotated ROIs in a grid pattern at 302 μm by 302 μm with no overlap, then downsampled to 299 pixels by 299 pixels, resulting in an effective optical magnification of 10x. Background tiles were removed with grayscale filtering, where each tile is converted to the HSV color space and removed if more than 60% of its pixels have a hue value of less than 0.05. Image tiles then underwent digital stain normalization using the Reinhard method (44) and were subsequently standardized to give each image a mean of zero with a variance of one.


[image: Figure 3]
FIGURE 3
 Whole-slide histology image processing. (A) Whole-slide images were annotated with region of interest (ROI) outlines, and image tiles were extracted from within ROIs in a grid-wise fashion. (B) Extracted non-background tiles underwent digital stain normalization using the Reinhard method (44).




2.1.4. Constructing PDX drug response dataset

In constructing the drug response dataset, we populated samples from each group experiment with the corresponding response label. Each sample that was molecularly and histologically profiled consists of three feature types and a binary response value. The feature types include drug descriptors, GE, and histology tiles, as illustrated in Figure 4. Table 1 lists the summary statistics of the dataset.


[image: Figure 4]
FIGURE 4
 Data arrangement of the PDX drug response dataset. The dataset contains 959 treatment groups after homogenizing and augmenting the drug experiments as described in Section 2.1.4. For example, Sample 1 is a single-drug treatment that is structured as a pseudo drug-pair treatment where Drug 1 and Drug 2 features are the same feature vectors; Sample N is an augmented version of Sample N-1, in which the positions of drug feature vectors are switched. Note that each sample contains multiple histology image tiles that were extracted from a large WSI.



TABLE 1 Summary of the PDX drug response dataset used for building prediction models.

[image: Table 1]

The PDMR preclinical dataset contains experiments of single-drug treatments and drug pairs. In order to include both single-drug and drug-pair treatments in the dataset, and ensure consistent dimensionality of drug features, we homogenized single-drug treatments by duplicating drug descriptors to form a pseudo drug-pair that includes two identical drug feature vectors. In this case, the samples of single-drug and drug-pair treatments will follow the same input dimensionality for all ML models. Moreover, because switching the position of drug features in drug-pair treatments should not change the drug response, we augmented all drug-pair samples by switching the position of the two drugs while keeping the drug response value unchanged. Such data augmentation doubles the number of drug-pair samples in the dataset.

Following the integration of group samples into the dataset and the augmentation of drug-pair treatments, the drug response dataset contains 6,962 samples. The total number of treatment groups in the dataset is 959 with 917 non-response and 42 response groups. The dataset contains three feature types (modalities): two vectors of drug descriptors (a vector for each drug), GE profile, and histology tiles. Each sample consists of a unique combination of drug descriptors and GE profiles. However, each such sample contains multiple image tiles from a corresponding histology slide. Concretely, each sample consists of a GE profile, vector of descriptors for drug 1 and drug 2, and multiple image tiles as shown in Figure 4. We store the data in TFRecords (TensorFlow file format) which enables efficient data prefetching and loading, and therefore, considerably decreases the training and inference time.



2.1.5. Data splits

Data leakage can lead to overly optimistic predictions (45). Two primary characteristics of our dataset may lead to leakage if random splitting is used to generate training, validation, and test sets. First, a drug response label is assigned to all the samples in the entire treatment group. To prevent leakage, we make sure that samples from the same treatment group always appear together in one of the training, validation, or test sets. Second, the augmented drug-pair samples represent, in reality, the same experiment, and therefore, are also placed together when generating the splits. With this strategy, we generated 100 data splits for the analysis (10-fold cross-validation repeated ten times with different random seeds), where the tissue features (GE profiles and WSIs) of the same treatment group are kept together and not shared across training, validation, and test sets of each data split.




2.2. Prediction models

We explore the performance of MM-Net, shown in Figure 5, in predicting the drug response in PDXs. The model takes preprocessed feature sets as inputs, including drug descriptors, GE, and histology tiles, and passes them through subnetworks of layers. The encoded features from the subnetworks are merged via a concatenation layer and propagated to the output for predicting a binary drug response.


[image: Figure 5]
FIGURE 5
 Multimodal neural network (MM-Net) learns from drug descriptors, gene expressions, and tiles generated from whole-slide images, to predict drug response in PDXs.


Since the dataset is highly redundant in terms of GE and drug features as shown in Figure 4 and Table 1 (there are 48 unique drug treatments and 487 unique expression sets), we use a single layer of trainable weights to encode these features with the goal to mitigate overfitting. The image tiles are passed through a subnetwork of convolutional layers of the Xception model (46) with weights pre-trained on ImageNet (47). The output from the convolutional neural network (CNN) is passed through a series of dense layers before being concatenated with the encoded GE and drug descriptor representations.

We compare the performance of MM-Net with three unimodal baselines that use either GE or WSI as tumor features: (1) UME-Net, NN that uses GE, (2) UMH-Net, NN that uses histology tiles, and (3) LGBM, LightGBM that uses GE. Note that all models use drug descriptors.



2.3. Training and evaluation

We used a randomized search to obtain a set of hyperparameters (HPs) for UME-Net, including optimizer, learning rate, and layer dimensions that encode GE and drug descriptors. The values of these HPs were also used for MM-Net. A few remaining HPs that are unique to MM-Net were determined in a separate search using the MM-Net architecture. Another randomized search was performed to obtain the HPs for LGBM such as the number of leaves in the decision tree and the number of trees.

To mitigate overfitting, we used the early stopping mechanism in TensorFlow and LightBGM where model trainings terminate automatically if the predictions on a validation set have not been improved for a predefined number of training iterations. The early stopping parameter was set to 10 epochs for all NNs and 100 boosting rounds for the LGBM. All NNs were trained for 400 training epochs which triggered early stopping and ensured model convergence. To further address overfitting, we applied standard image augmentation methods such as rotation and horizontal flipping to histology tiles during the training of MM-Net and UMH-Net.

Since the dataset is highly imbalanced in terms of drug response distribution, we used a weighted loss function that penalizes more heavily incorrect predictions of the response samples as opposed to the non-response samples. For training MM-Net, we used only 10% of the image tiles that were available in each WSI, because our preliminary experiments revealed that the prediction performance does not improve if additional tiles are used. The 10% of the tiles have been drawn at random from each WSI.

For model evaluation, we used three performance metrics for binary classification tasks, including Matthews correlation coefficient (MCC), area under the receiver operating characteristic curve (AUROC), and area under the precision-recall curve (AUPRC). We calculated the metrics based on a test set of each one of the 100 splits. To compute each metric for a given test set, we aggregated all the sample predictions in the test set. In the case of baseline models where each tumor sample is represented by a GE vector, the prediction model generates in a single probability value for each sample. However, in the case of MM-Net where each tumor sample is represented by multiple image tiles in addition to the GE profile, the prediction model generates a single probability value for each image tile which results in multiple predicted probability values for a single sample. To conform with the output of the baseline models, the tile predictions from MM-Net were aggregated via mean to provide a single probability value for each sample. Note that while only 10% of the available tiles were used for training MM-Net, all tiles in the test set were used to compute predictions and subsequently obtain the performance metrics.




3. Results

A total of six prediction models were analyzed, as summarized in Table 2. The models differ in terms of the feature sets and the samples that were used for training and validation (binary columns in Table 2). All models were evaluated across the same 100 data splits. Figure 6 shows the performance metrics, including MCC, AUPRC, and AUROC where each data point is a metric value calculated for a given split. The average score of each model was aggregated via mean across the splits for each metric (listed in Table 2).


TABLE 2 Performance metrics including MCC, AUPRC, and AUROC are listed for drug response prediction models (UME-Net, UME-Netorg, UME-Netpairs, UMH-Net, MM-Net, and LGBM).
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FIGURE 6
 Boxplots showing the distribution of scores for the investigated drug response prediction models. The differences between the models are summarized in Table 2.


In constructing the drug response dataset, we used two approaches to increase the number of response values, as described in Section 2.1.4. We analyzed the effect of these two methods on the prediction performance by comparing three unimodal NNs that were trained with GE and drug descriptors on subsets of the dataset: (1) UME-Net, trained with the full dataset that includes the original and the augmented drug-pair treatments as well as single-drug treatments, (2) UME-Netpairs, trained with only drug-pair samples which include the original and the augmented samples, and (3) UME-Netorg, trained with the original single-drug and drug-pair samples that exclude the augmented drug-pair samples. Figure 6 shows the prediction performance of using the different training subsets across the data splits where each data point is a metric value calculated for a given split. While the distribution of scores across the splits is quite substantial, removing either subset of samples (i.e., single-drug samples or augmented drug-pairs) results in a significant decline in prediction performance, as demonstrated by two statistical tests, including paired t-test and Wilcoxon signed-rank test (p < 0.05). In other words, augmentation methods lead to a significant improvement in performance of the NNs when trained with GE and descriptors. Hence, we used the full set of the available training samples for the analyses of multimodal learning.

The MM-Net architecture, shown in Figure 5, was compared against three baseline models, including UME-Net, UMH-Net, and LGBM. The performance metrics represent the ability of the models to generalize to a test set of unseen observations. Statistical tests (paired t-test and Wilcoxon signed-rank test) were performed to assess statistical difference between the models across the 100 data splits. Based on the aggregated MCC score, MM-Net statistically significantly outperforms all the baselines (p < 0.05 for both tests) except for UME-Net. When considering the AUPRC, MM-Net outperforms UMH-Net but there is no significant difference when comparing MM-Net with UME-Net or LGBM. No statistical significance was observed when comparing MM-Net with the other models. All the performance scores and statistical tests are provided in Supplementary Table S1.

As compared to DL models that are trained with cell line data, all models in Table 2 generally exhibit a relatively lower performance. For example, the average AUPRC is around 0.27 in Table 2 (all precision-recall curves are provided in the Supplementary material) but models trained on cell lines can exhibit AUPRC of 0.7 and above (48). Yet, we can observe a large spread of scores for all models and metrics (Figure 6). This indicates that for certain data splits, the models exhibit very high generalization performance, while for other splits, the models almost entirely fail to learn a meaningful mapping function for predicting drug response. In practical scenarios, where the goal is to design a highly generalizable model, a careful analysis should be conducted to determine the training and validation sets that adequately represent the test set. Subsequently, the threshold of the classifier can be determined depending on the error rate that the stakeholders can tolerate which will ultimately depend on the specific application that the model was designed for (e.g., precision oncology, drug development, etc.). In our analysis, however, the objective was to conduct large-scale trainings across multiple data splits and examine the overall capacity of MM-Net in predicting drug response across multiple cancer types and treatments. We observe that for certain dataset splits, MM-Net outperforms the baselines but for other splits it underperforms, as shown in Figure 7. An in-depth investigation is further required to understand in which cases MM-Net trained with WSI significantly improves prediction generalization.


[image: Figure 7]
FIGURE 7
 Receiver operating characteristic (ROC) curves for two different data splits. (A) MM-Net outperforms the baseline models. (B) MM-Net underperforms the baseline models.




4. Discussion

In this study, we investigated data augmentation methods and a multimodal architecture for predicting drug response in PDXs. We utilized the PDMR drug response dataset of single-drug and drug-pair treatments that were generated in controlled group experiments with PDX models of multiple cancer types. To assess the utility of the proposed methods, we conducted a large-scale analysis by training MM-Net and three baseline models over 100 data splits that contain GE profiles, histology image tiles, and molecular drug descriptors. We demonstrated that data augmentation methods lead to a significant improvement in drug response predictions across all performance metrics (MCC, AUPRC, and AUROC). Alternatively, the MM-Net model exhibits statistically significant improvement in prediction performance only when measured by the MCC.

The data splitting strategy and the choice of performance metrics play an important role in the downstream analysis when evaluating the utility of prediction models for practical applications. The dataset size and its diversity in terms of PDX models and treatments allowed us to generate multiple data splits while mitigating data leakage between training, validation, and test sets. Since each split comprises unique GE and histology images, we face a challenging prediction problem as opposed to a situation in which the samples are randomly split. Alternative splitting strategies may involve a careful choice of a single test set with the goal to reduce the distributional shift between training and test sets (49). Instead of carefully assembling the most representative test set, we chose to conduct a large-scale analysis to assess the empirical range of prediction performance with NNs and LGBM. The results show a large spread of scores across the splits, indicating that for certain data splits the models exhibit high prediction performance, while for other splits, the learning of models fails. When we specifically focus on the performance of MM-Net as compared with the baselines, we discover that in 46 out of the 100 splits, the MM-Net outperformed the UME-Net baseline. This observation implies that for certain data splits, the histology images boost the generalization performance of the prediction model, and therefore, its potential utility in preclinical and clinical settings. A further investigation is required to better understand the cases and data characteristics in which histology images improve response prediction.

Technological progress in digital pathology and high-throughput omic profiling have led researchers to generate big data repositories of histology images and omics data, as well as algorithms to jointly analyze these diverse data types. Several papers have explored multimodal architectures that combine histology images with omics data for predicting survival outcomes of cancer patients. Mobadersany et al. demonstrated that a CNN-based supervised learning model combined with cox regression accurately predicts survival outcomes of glioma patients from histology and mutation data (21). Cheerla et al. proposed an unsupervised learning method to learn a low-dimensional representation for each feature type and, consequently, concatenated the learned representations to predict survival outcome of cancer patients (22). They have also demonstrated on 20 cancer types that a custom dropout layer that randomly drops an entire feature vector improves predictions. Building upon existing works, Chen et al. introduced a supervised architecture for multimodal fusion of histology and omics data to predict patient survival and applied their method to glioma and clear cell renal cell carcinoma patients (23). The model uses graph convolutional network (GCN) and CNN to encode histology image data and feed-forward network for mutation data. Each encoded feature vector is passed through an attention mechanism and subsequently fused via a Kronecker product. The cox regression is finally used to predict patient survival. While these papers do not consider drug treatments in their analysis, they exploit modern approaches for enhancing predictions of multimodal NNs with histology and omics data and can be further explored for drug response prediction.

A wide spectrum of methods is available in vision applications for inducing changes in images that allow for data augmentation (50). In this study, we exploit the lack of invariance to permutation as the means to augment the sample size. Recently, additional methods have been proposed for augmenting transcriptomic data which can potentially be combined and provide further improvement in predicting drug response (51–53). Considering the scale of existing PDX datasets, data fusion and augmentation provide promising research directions for enhancing predictive capabilities with PDXs. However, special care should be taken because high-dimensional feature sets can often lead to severe overfitting and poor generalization. Presumably to mitigate overfitting, Nguyen et al. (11) and Kim et al. (12) used feature selection methods to reduce the dimensionality of PDX data while considering a single omics feature type at a time. Therefore, multimodal learning exhibits a tradeoff between enriching the feature space via multimodal fusion and overfitting. To alleviate this tradeoff, alternative methods can be explored to reduce the feature space while incorporating multiple feature types (54). With the methods proposed in this study and ongoing research into novel augmentation and fusion techniques, PDX pharmaco-omic datasets may become more suitable for modern deep learning techniques and further increase interest for building prediction models to advance precision oncology.



5. Conclusions

Deep learning methods have shown promising results in predicting drug response in cancer cell lines. While PDXs are presumed to better mimic human cancer, drug response datasets with this cancer model are substantially smaller as compared to cell line datasets. We investigate multimodal learning and data augmentation methods to address the challenge of limited drug response sample size. Our results suggest that data augmentation and integration of histology images and gene expressions can improve prediction performance of drug response in PDXs.
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Introduction

Local and regional recurrence after surgical intervention is a significant problem in cancer management. The multistage theory of carcinogenesis precisely places the presence of histologically normal but mutated premalignant lesions surrounding the tumor - field cancerization, as a significant cause of cancer recurrence. The relationship between tissue dynamics, cancer initiation and cancer recurrence in multistage carcinogenesis is not well known.





Methods

This study constructs a computational model for cancer initiation and recurrence by combining the Moran and branching processes in which cells requires 3 or more mutations to become malignant. In addition, a spatial structure-setting is included in the model to account for positional relativity in cell turnover towards malignant transformation. The model consists of a population of normal cells with no mutation; several populations of premalignant cells with varying number of mutations and a population of malignant cells. The model computes a stage of cancer detection and surgery to eliminate malignant cells but spares premalignant cells and then estimates the time for malignant cells to re-emerge.





Results

We report the cellular conditions that give rise to different patterns of cancer initiation and the conditions favoring a shorter cancer recurrence by analyzing premalignant cell types at the time of surgery. In addition, the model is fitted to disease-free clinical data of 8,957 patients in 27 different cancer types; From this fitting, we estimate the turnover rate per month, relative fitness of premalignant cells, growth rate and death rate of cancer cells in each cancer type.





Discussion

Our study provides insights into how to identify patients who are likely to have a shorter recurrence and where to target the therapeutic intervention.





Keywords: computational modeling, cancer initiation, cancer recurrence, field cancerization, stochastic processes





Introduction

Cancers are dynamic cells whose features favors cellular proliferation, differentiation and movement while restricting cell death and tissue stability (1). Surgery is a potent curative tool for managing cancers, however, local recurrence has remained a clinically significant problem in most cancer types (2–4). Local recurrence rates could be as high as about 85% (5) for ovarian cancer, or 30% in non-small cell lung cancer (NSCLC) (6, 7) and as low as between 8% (8) to 16.5% (9) in breast cancer. Advanced surgical techniques, chemotherapy, radiotherapy (4) as well as endocrine therapy (10) are being used to minimize locoregional recurrence but “minimal” improvements and treatment-related mortality has highlighted the need for a better understanding and strategy for local recurrence (11, 12).

Since its introduction in 1953 (13), field cancerization has been recognized as a major cause of local recurrence (14). Field cancerization is the presence of “histologically normal” cells surrounding cancer cells that have acquired some but not all the genetic and phenotypic traits required for malignancy in a tissue (15, 16). These cancerized cells may have a survival or growth advantage and does serve as a hotbed for recurrent tumors as only a small number of additional steps are needed for cancer initiation. Recent advances in molecular, genomic and bulk sequencing techniques have supported the role of field cancerization (17). In breast cancer, microsatellite markers, epigenetic aberrations, transcriptomic deregulations and hTERT overexpression have been detected in histologically normal mammary tissues (18, 19). In head and neck cancer, loss of heterozygosity of chromosome 9p and telomere dysregulation were commonly observed in benign squamous hyperplasia (20, 21). In colon cancer patients with Crohn’s ileocolitis, the same mutations of KRAS, CDKN2A, and TP53 were observed within neoplasia and non-tumor epithelium (22, 23). In Non-small cell lung cancer, miRNA dysfunction has been shown at the level of the tumor and cancerized field (24). Residual tumor (25), anesthesia choice (26) and CTCs (27) have been shown to have minimal impact on cancer recurrence; therefore, a proper understanding of the field cancerization formation process will contribute to the estimation of the risk of locoregional recurrence and the development of optimal treatment in each tissue.

Several Theoretical studies have shed light on field cancerization impacts on cancer initiation (15). Jeon et al. examined the multistage clonal expansion model by employing the Poisson process to consider the effects of premalignant cells on cancer initiation (28). The model was applied clinically to predict the long-term impact of ablative treatments on reducing esophageal adenocarcinoma incidence in Barrett’s esophagus (29). Foo et al. developed a spatial evolutionary framework to determine the size distribution of histologically undetectable premalignant fields during diagnosis (30). This model was applied to the head and neck cancer and revealed that the patient’s age was a critical predictor of the size and multiplicity of precancerous lesions (31). These findings are in agreement with bulk sequencing data that shows the accumulation of cancer-related mutations as we age (32). A 2-step tumor initiation model provides insights into the relationship between different tissue kinetic parameters and the incidence of recurrent cancers (33) by using public datasets from the cancer genome atlas (TCGA), a valuable resource for genomic and clinical data analysis (34, 35) but fails to account the varying number of mutational hits required for carcinogenesis (36–38). The cancer genome atlas (TCGA) is a rich computational resource for the genomic and mutational data for different cancer types (34, 35) and will be helpful in validating our understanding of field cancerization.

This study developed a novel computational model of multi-stage cancer initiation and recurrence with spatial structure. We employed a combined stochastic model of Moran and a branching process to represent tissue and tumor dynamics, respectively, in order to observe cancer initiation and relapse after surgical resection of the first tumor in silico. Particularly, we focused on the relationship between the tissue compositions at the time of surgery and the time until the emergence of recurrent tumors. This model builds upon our previous work (33) by expanding the number of mutation steps for carcinogenesis via adding cell types as well as incorporating the spatial structure setting. Moreover, based on the public clinical datasets for locoregional recurrence rates, we succeeded in identifying tissue-specific carcinogenic parameters for various cancer types. Our approach provided insights on how to predict the time of recurrence from the tissue dynamics at the time of surgery and how to intervene patients to prevent the recurrence.





Materials and methods




Computational model

This model employs the multi-stage carcinogenesis concept. As tissues might require anywhere between 2 to 8 driver mutations (denoted by S) for malignant transformation (37), we first identify different cell types that can lead to a malignant transformation based on number of driver mutations. Let us visualize the dynamics of 5 types of cells in a tissue (Figure 1). “Type 0”, “Type 1”, “Type K”, “Type S-1” and “Type S” represent normal healthy cells with no mutation; premalignant cells with one cancer-related mutation; premalignant cells with K cancer-related mutation, premalignant cells with S-1 cancer-related mutations and cancer cells with S cancer-related mutations, respectively. Emergence of cancer cells must be preceded by that of premalignant cells with mutations from Type 1 cell to Type S-1 cell. Type K cell may or may not be present depending on number of mutations required for carcinogenesis. We assume that a normal healthy tissue consists of Type 0, Type 1, Type K and Type S-1 cells undergoing cellular turnover with a small probability of a mutation. Moran process is employed to consider the tissue turnover dynamics, where the total number of Type 0, Type 1, Type K and Type S-1 cells is kept constant as N (39). The turnover rate of a whole tissue is defined by d. Type S cells are considered as uncontrolled, highly proliferating cancer cells. The branching process is employed to consider the process of Type S proliferation (40).




Figure 1 | The illustrative representation of our models (A) The different cell types in our models with its own mutation rate (µ) and fitness (r). Type K cells may not be applicable if only 3 mutations or less are needed for carcinogenesis. (B) In a normal tissue composed of Type 0, Type 1, Type K, and Type S-1 cells, cell turnover is conducted according to the Moran process, and the number of cells is kept constant. If a Type S cell emerges, it proliferates without limit and can be detected and primed for surgery when the cancer cell number reaches 109. (C) At surgical intervention, all the Type S cells are resected while the number of Type 0, Type 1, Type K (if present) and Type S-1 cells remaining in a tissue are preserved. The time until the next Type S population reaches 109 is measured as time to recurrence. (D) The spatial structure integration in the model accounts for the positional relation between a cell poised to die and the possible cells that can divide to replace the dead cells.



Initially, N Type 0 cells occupy the tissue. There is a rare chance of a mutation every time a cell divides, and a daughter cell may change into a Type 1 cell with a mutation rate, μ1. Mutation rate, μ, refers to the sum total of the genomic or epigenetic factors affecting change from one cell type to another (41). When a cell dies, a cell to be divided in a tissue is selected depending on the cell fitness, r. The fitness of Type 0, Type 1, Type K, and Type S-1 are denoted by r0, r1, rK and rS-1, respectively. Cell fitness, r refers to the transcriptional and metabolic potential of a cell type to “out-compete” other cell types (42). A cell could divide to give rise to the same cell type or mutate to another cell type. When a Type 1 cell divides with a mutation, a daughter cell may change into a Type K cell with mutation rate μK (if more mutations are needed) or a Type S-1 cell with a mutation rate, μS-1 (if additional mutation steps are not needed). Intermediate cell type, Type K, becomes Type S-1 after sequential accumulation of mutations. Finally, a Type S-1 cell is capable of mutating to become a malignant cell – Type S cell based on the mutation rate from Type S-1 to Type S cell, μS. Once a Type S cell appears, the cells proliferate indefinitely based on the growth rate of Type S cells, rS, disrupting tissue dynamics and homeostasis. Type S cancer cells are “super-competitors” with outstanding metabolic prowess and assumed to increase exponentially with a net growth rate of rS - dS > 0, where dS is a death rate.

We propose that the most important premalignant cells are the Type 1 cell that have acquired the first driver mutation and the Type S-1 cell that needs just one more driver mutation to become a cancer cell. These cells look phenotypically normal and are not regarded as important clinically but their genetic features are indispensable in cancer formation. As a result, the cell fitness of these 2 cell types must be taken into account in all computational analysis. For scenarios where additional mutations and more cell types are needed, we approximate intermediate mutational steps between Type 1 and Type S-1 by adjusting the values of μS-1 so that a low mutation rate, μS-1, represents additional mutational steps. So, our computational analysis will be executed to account for the most important mutational events that affect cell fitness and all the mutation rates that can affect the number of steps required for carcinogenesis. In other words, we skip the state of Type K cell and a mutation rate stands in for the number steps.

The net growth of Type 0, Type 1, and Type S-1 cells is zero (equal frequency of cell division and death), while that of Type S cells is positive. Type 0, Type 1, and Type S-1 cells consist of a healthy tissue based on the Moran process, so r0, r1 and rS-1 are parameters to determine status of dividing cell and which daughter cell are obtainable at the time of a cell division. Alternatively, rS is the growth rate, which determines the average number of increases in Type S cells during a unit time. When the number of Type S cells reaches 109 at the first time, all the Type S cells are discarded to represent surgical resection, whereas the number of Type 0, Type 1 and Type S-1 cells in a tissue is preserved so that the time until the emergence of the recurrent tumor is influenced by the frequency of residual Type 0, Type 1 and especially, Type S-1 cells. Since the conversion from the number of cells to the tumor volume is frequently done using the following relationship as 109 cells in a 1 cm3 tumor, the time of surgery in this model is conducted when the size of the tumor becomes 1 cm3. We describe it as “time of cancer detection”. After the first treatment, the simulation continues until the next Type S cell appears from the tissue and the number reaches 109 again, representing the recurrence of the tumor after surgery.





Simulation framework

To integrate the Moran process and branching process, we adopted stochastic simulations based on Gillespie’s algorithm (43) as follows: We firstly considered three events: (i) cell turnover in a healthy tissue as per Moran process, (ii) birth of a Type S cell as per Branching process, and (iii) death of a Type S cell. The rates of each event at time t is given by (i) dN (ii) rSXS(t), and (iii) dSXS(t), respectively. Here rS, dS, and XS(t) are a proliferation rate, a death rate, and the number of Type S cells at time t, respectively. Then an average time until one of the three events happens,  , is given by

	

Let us first consider the case where a cell turnover happens. The probability that a cell turnover happens in   is given by  . In our model, a cell turnover in a healthy tissue is governed by a cell death. When one of N cells is randomly selected as a cell to die, and another cell is chosen to divide within the same time step to complete cell turnover. In a healthy tissue, there are three types of cells, corresponding to the number of acquired mutations, Type 0, Type 1, and Type S-1.The number of each cell type is denoted by X0, X1 and XS-1, respectively. In brief, there are several possibilities of tissue composition transitions in the tissue dynamics and we consider the six events that affect the cell type composition of a tissue: (i) a type 0 cell increases by one while a type 1 cell decreases by one (ii) a type 0 cell increases by one while a type S-1 cell decreases by one (iii) a type 1 cell increases by one while a type 0 cell decrease by one (iv) a type 1 cell increases by one while a type S-1 cell decreases by one (v) a type S-1 cell increases by one while a type 0 cell decreases by one; or (vi) a type S-1 cell increases by one while a type 1 cell decreases by one. In such a condition, a Type 0 cell can increase by one if either a Type 1 or Type S-1 cell dies and a Type 0 cell divides without a mutation. Then the probability for these events leading to an increase in Type 0 cells are given by (i)  , and (ii)  . Here,  is a scaling factor for selecting a dividing cell. The probability of a Type 1 or Type S-1 cell death is given by   and  , respectively. Taken together, the transition probability that the number of Type 0 cell increases by one and that of Type 1 decreases by one is given by

	

and the probability that the number of Type 0 cell increases by one and that of Type S-1 decreases by one is given by

	

A Type 1 cell can increase by one if either a Type 0 or Type S-1 cell dies, and either a Type 1 cell divides without mutation or a Type 0 cell divides with mutation to become a Type 1 cell. Then the probabilities for these events leading to an increase in Type 1 cells are given by (iii)  , and (iv)  . Taken together, the transition probability that the number of Type 1 cell increases by one and that of Type 0 decreases by one is given by

	

and the probability that the number of Type 1 cell increases by one and that of Type S-1 decreases by one is given by

	

Similarly, a Type S-1 cell can increase by one if either a Type 0 or Type 1 cell dies, and either a Type S-1 cell divides without mutation or a Type 1 cell divides with mutation. The probabilities for the events leading to an increase in Type S-1 cells are given by (v)  , and (vi)  . Taken together, the transition probability that the number of Type S-1 cell increases by one and that of Type 0 decreases by one is given by

	

and the probability that the number of Type S-1 cell increases by one and that of Type 1 decreases by one is given by

	

In addition, a Type S cell can increase by one if a Type S-1 cell divides with mutation. The probability is given by  . Since a Type S cell is not a component of a tissue, once a Type S appears by mutation, another round of selection for a dividing cell is performed according to the transition probabilities described above. This is because malignant Type S cell disrupts 2D lattice structure and the Moran process is no longer applicable to it.

Next, let us consider the case where Type S cell divides or dies. The probabilities of Type S cell division or death is given by  and  , respectively.

In summary, the time of one step in our simulation is calculated using Eq. (1) and in one time step, one of the following three processes occurs: (i) a cell turnover in a tissue, (ii) the birth of a Type S cell, or (iii) the death of a Type S cell. Initially, all the cells are Type 0. Once the number of Type S cells reaches 109, computational surgical resection sets the number of Type S cells to be 0, keeping the cell type composition in a tissue remained and computational carcinogenic process restarts again. After that, the time until the number of Type S cells reaches 109 is measured as recurrence time.





Spatial structure

Two-dimensional lattice structure   is introduced to a tissue dynamics in our computational model. The transition probabilities are basically the same with or without spatial structure. The difference is the choice of a dividing cell. If a cell at position   dies, 4 adjacent cells –  ,  ,   and   can divide to replace it. The transition probabilities are calculated according to the cell type at those positions. We assume wall boundary condition to represent an asymmetric tissue structure.





Deterministic approximation of type S cell growth

As for the calculation of the Type S growth, we assume that when the number of cells is small, the stochastic effect should be considered. When the number of Type S cells exceed twice as large as the size of the normal tissue, 2N, growth can be regarded as a deterministic process. Then, the time duration from when the number of Type S cells is 2N to 109, ∆ts, is given by

	





Clinical data

The data used in our analysis were from TCGA Pan-Cancer Clinical Data Resource (34, 35) and are available in the cBio Cancer Genomics Portal (44, 45). We adopt the clinical data of locoregional recurrence from 8,957 patients with 27 different non-sarcoma, non-hematological cancer types. From these datasets, the inclusion criterium for our study was “disease-free” survival – patients with no detectable malignant disease after surgery or total remission. We excluded data of “progression-free” survival in order to eliminate patients who survived with detectable disease possibly as a result of treatment-resistant clones; and also excluded data containing metastatic progression. We also included data from other independent publications for extra validation. Sarcomas and hematological cancers were excluded due to their non-conformity to a 2-dimensional lattice structure.





Survival time analysis

Survival time analysis of clinical data is calculated using the Kaplan–Meier method from disease-free intervals mentioned in Clinical Data section. In this study, disease-free interval is defined as the survival time without cancer recurrence of each patient, which corresponds to the time to recurrence of each simulation trial.





Statistical analysis

The whole process of our model is conducted on C++. Simulation codes have been deposited in a GitHub repository (https://github.com/sharaf501/Heano-Lab-Codes). The survival time analysis and other statistical analysis is conducted on Prism (version 9.4.1). Mantel-Cox (log-rank) test is used to compare difference between survival curves. A p value less than 0.05 is considered to be statistically significant.






Results




Cancer initiation patterns

Firstly, we conducted stochastic triplicate simulations for the cancer initiation up to the time of cancer detection. We were curious to know what effect the presence or absence of the spatial structure would have on the model. We traced the time course of 4 cell populations – Type 0, Type 1, Type S-1 and Type S cells using a combination of various parameter sets. Lower mutation rate from Type 1 to Type S-1, μS-1, was additionally examined to account for additional premalignant cell types between Type 1 and Type S-1. In the model without spatial structure, we observed 3 patterns of cancer initiation based on frequency of non-malignant cell population at cancer detection (Figure 2A). Interestingly, all the patterns show a progressive decline of Type 0 cells until the entire tissue is dominated by Type 1, Type S-1 or both Type 1 and Type S-1 cells. By combining various parameter sets in our simulation, we extrapolated the varying distribution of the cancer initiation patterns (Figure 2B and Supplementary Figure 1). Lower fitness of Type 1 cells, r1 generally favored Type S-1 cells dominance when fitness of Type S-1, rS-1, is high. Higher r1 values favored Type 1 dominance while equal fitness of Type 1 and Type S-1 cells yielded Type 1 dominance or Type 1/S-1 co-dominance. Mutation rates generally affected time to cancer detection and appearance of dominance. We also extended the mutation rates from Type 1 to Type S-1 cell type to denote other additional mutation steps and found a consistent increase in cancer detection times but patterns generally remained the same. In some cases where low fitness of both Type 1 and Type S-1 were coupled with lower mutation rates, Type S malignant cells failed to appear at extended times and simulations were terminated. Most curiously, mutation rate from Type 0 to Type 1, μ1, did not affect the pattern of cancer initiation or time to cancer detection (Supplementary Figure 1).




Figure 2 | Patterns of tissue composition at cancer initiation (A) Simulation studies without spatial structure show three patterns of cancer initiation. For each pattern, black, blue, green and red curves indicate Type 0, Type 1, Type S-1 and Type S cells, respectively. Each parameter set was simulated in triplicate (Joined, dashed, and long-dashed lines). (B) Panel showing several patterns of tissue composition and time to detection using combination of various parameter sets. Cell type “Dominance” indicates >90% of a particular cell type at cancer detection. “Co-dominance” refers to 2 cell populations with >40% or 3 cell populations with >30% at cancer detection. Parameter values used are: N = 1,000; d = ds = 1.0; r0 = 1.0; r1 = 0.75, 1.00 and 1.25; rS-1 = 0.75, 1.00 and 1.25; rS = 1.5; μ1 = 0.001 and 0.01; μS-1 = 0.000001, 0.00001, 0.0001, 0.001 and 0.01; μS = 0.001 and 0.01. Note: Mutation rate, μ1, does not impact the results and is not shown.







Parameter dependence of recurrence time

Next, we examined the time to recurrence after surgical resection and the proportion of Type S-1 cells at the time of surgery in varying parameter sets. We reasoned that since Type S-1 cells needs only one more step for malignant transformation; therefore, its proportion was thought to be critical for cancer recurrence. To do this, we ran 1,000 simulations for each parameter set and calculated the mean recurrence time (Figures 3A–K). We also ran similar simulations at higher cell number in a tissue, N, between 100 to 1,000 times to assess the effect of tissue size on the parameter dependency (Figures 3B–L). We found that higher fitness of Type 1 cells, r1 increased the mean recurrence time (Figures 3A, B), while mutation rate from Type 0 to Type 1, μ1, had no effect on mean recurrence time (Figures 3G, H). Other parameters however, showed a negative correlation to the mean recurrence time – higher parameter values resulted in shorter mean recurrence time. Higher tissue cell number yielded an overall shortening of mean recurrence time but parameter dependency remained the same. We also observed a reduction in the proportion of Type S-1 cells at the time of surgery when r1, rS and μS increases (Figures 3A–L), while rS-1 and μS increases in the proportion of Type S-1 cells (Figures 3C–J). Mutation rate from Type 0 to Type 1, μ1, had little effect on the proportion of Type S-1 cells (Figures 3G, H).




Figure 3 | Parameter dependence on recurrence time. Simulation studies without spatial structure are shown. Mean values obtained from 100 to 1,000 simulations are shown by dots, and standard deviations are indicated by bars. Pie charts in the panels indicate the proportion of Type S-1 cells in a normal tissue at the time of first treatment. Blue, orange and grey represent small (XS-1 ≤ 0.1N), intermediate (0.1N< XS-1 ≤ 0.9N), and large (XS-1 > 0.9N) proportion of Type S-1 cells, respectively. Standard parameter values used in (A–L) are d = ds = 1.0, r0 = 1.0, r1 = 1.0, rS-1 = 1.2, rS = 1.0, μ1 = 0.001, μS-1 = 0.001, μS = 0.001; and N = 1,000 in (A, C, E, G, I, K); and N = 10,000 in (B, D, F, H, J, L).







Effect of spatial structure on cancer initiation patterns

We then incorporated the spatial structure framework into the model to investigate the effect of tissue positional influence in cancer initiation patterns and time of cancer detection. After triplicate simulations using various parameters, we identified seven distinct patterns of cancer initiation (Figure 4A) based on the composition of non-malignant cell population at cancer detection. Figure 4B and Supplementary Figure 2 showed the distribution of the patterns in a wide parameter range. Low r1 values showed Type 0 dominance at low rS-1 levels with failure to detect cancer cells at very low μS-1 levels. With higher r1 values, Type 1 cell types begin to dominate. When combined with high μS-1, we saw Type 1/S-1 co-dominance (green region in Figure 2B). When r1 and rS-1 are equal to fitness of Type 0 (r0), we saw Type 0/1 co-dominance or Type 0/1/S-1 co-dominance depending on μS-1 values. We noticed a peculiar pattern of Type 0/S-1 co-dominance (black region in Figure 2B) when rS-1, μS-1, and μS were high with relatively lower r1 value. Type S-1 dominance (red region in Figure 2B) was regarded as the most undesirable scenario due to the abundance of Type S-1 cells, indicating shorter recurrence time. We saw this pattern when rS-1, μ1 and μS-1 were high, r1 was equal to 1.0 and μS was relatively small. Some parameter sets with low fitness failed to yield Type S cells at extended time points during the simulations. Here, the incorporation of the spatial structure to our simulation framework had remarkable alterations to the cancer initiation patterns and cancer detection time.




Figure 4 | Patterns of tissue composition at cancer initiation with spatial structure. (A) Simulation studies with spatial structure show 7 patterns of cancer initiation. For each pattern, black, blue, green and red curves indicate Type 0, Type 1, Type S-1 and Type S cells, respectively. Each parameter set was simulated in triplicate (Joined, dashed, and long-dashed lines). (B) Panel showing patterns of tissue composition and time to detection using combination of various parameter sets. The definitions of “Dominance” and “Co-dominance” are the same as those explained in Figure 2. Parameter values used are: N = 2,500; d = ds =1.0; r0 = 1.0; r1 = 0.75, 1.00 and 1.25; rS-1 = 0.75, 1.00 and 1.25; rS = 1.5; μ1 = 0.001 and 0.01; μS-1 = 0.000001, 0.00001, 0.0001, 0.001 and 0.01; μS = 0.001 and 0.01.







Effect of spatial structure on recurrence time

Subsequently, we examined the mean recurrence time after surgical resection and the proportion of Type S-1 lesions at the time of surgery in a vast parameter range with the influence of the spatial structure setting (Figure 5). Similarly, we ran 100 to 500 simulations to obtain mean recurrence time (Figures 5A–K) and to check the effect of larger cell numbers (Figures 5B–L). Generally, we saw that the integration of the spatial structure to our simulation framework had noteworthy changes to the parameter dependency to recurrence time. When the size of the normal tissue was small, the effect of fitness advantage on the proportion of Type S-1 cells in a tissue became larger. Our simulation results showed that an increase in the cell fitness shortened the mean time to recurrence (Figures 5C–F). However, an increase in r1 was found to reduce the recurrence time but begin to increase slightly at much higher levels regardless of the tissue size. We also found a consistent reduction in the mean recurrence time as mutation rates μ1, μS-1 and μS increased (Figures 5G–L). We also observed a reduction in the proportion of Type S-1 cells at the time of surgery with a spatial structure. Especially, when either rS or μS was small, and any of rS-1, μ1, or μS-1was large, the proportion of Type S-1 increased (Figure 5).




Figure 5 | Parameter dependence on recurrence time with spatial structure. Simulation results with spatial structure are shown. Mean values obtained from 100 to 1,000 simulations are shown by dots, and standard deviations are indicated by bars. Pie charts in the panels indicate the proportion of Type S-1 cells in a normal tissue at the time of first treatment. Blue, orange and grey represent small (XS-1 ≤ 0.1N), intermediate (0.1N< XS-1 ≤ 0.9N), and large (XS-1 > 0.9N) proportion of Type S-1 cells, respectively. Standard parameter values used in (A–L) are d = ds =1.0, r0 = 1.0, r1 = 1.0, rS-1 = 1.2, rS = 1.0, μ1 = 0.001, μS-1 = 0.001, μS = 0.001; and N = 2,500 in (A, C, E, G, I, K); and N = 10,000 in (B, D, F, H, J, L).







Fitting of recurrence time to clinical data

By using our computational model with spatial structure, multiple runs of stochastic simulations were performed with multiple parameter sets and in silico Kaplan–Meier curves were made. The data points about the time when 0% to 100% of patients experienced recurrence with an interval of 4% (time when 0%, 4%, 8%, …, 100% of patients experienced recurrence) were employed to compare between the in silico and published clinical data (44, 45) of 27 cancer types. In this analysis, we adopted random sampling for parameters to obtain in silico recurrence data and determined the best parameter set for each cancer type that minimized the mean of squared logarithmic residuals (log-MSR) between outputs in silico and in public. The accepted parameter set (Table 1) was used to extrapolate recurrence time which were then fitted to clinical data and disease-free survival curves were depicted (Figure 6).


Table 1 | Tumor-specific carcinogenic profiles and p values of survival curves (µ values are in log10 while SQ are log-SSR values).






Figure 6 | Fitting of model-derived in silico data to published clinical data for 27 cancer types. Thousands of stochastic runs were used to obtain parameter sets that best fit survival curves of 27 non-sarcoma, non-hematologic cancer types. Blue curves indicate clinical data while red curves indicate simulation data survival curves. p values between curves are found in Table 1. ACC, Adrenocortical Carcinoma; BLCA, Bladder Urothelial Carcinoma; BRCA, Breast Invasive Carcinoma; CESC - Cervical Squamous Cell Carcinoma; CHOL – Cholangiocarcinoma; COAD, Colorectal Adenocarcinoma; ESCA, Esophageal Adenocarcinoma; HNSC, Head & Neck Squamous Cell Carcinoma; KICH, Kidney Chromophobe; KIRC, Kidney Renal Clear Cell Carcinoma; KIRP, Kidney Renal Papillary Cell Carcinoma; LIHC, Liver Hepatocellular Carcinoma; LUAD, Lung Adenocarcinoma; LUSC, Lung Squamous Cell Carcinoma; MESO – Mesothelioma; OV, Ovarian Serous Cystadenocarcinoma; PAAD, Pancreatic Adenocarcinoma; PRAD, Prostate Adenocarcinoma; STAD, Stomach Adenocarcinoma; THCA, Thyroid Carcinoma; UCEC, Uterine Corpus Endometrial Carcinoma; UVM, Uveal Melanoma; ACYC, Adenoid Cystic Carcinoma; MEL, Acral Melanoma; UTUC, Upper Tract Urothelial Cancer; OSCC, Oral Squamous Cell Carcinoma; SKCM, Skin Cutaneous Melanoma.



Mantel-Cox test was used to compare between the curves of simulated and clinical data revealing minimal statistical nonconformity. According to the estimated parameters (Table 1), we firstly deduced a tissue-specific turnover per month from dS. Kidney chromophobe had the fewest cellular turnover cycles per month while bladder urothelial carcinoma and colorectal adenocarcinoma had the highest turnover cycles. Moreover, colorectal adenocarcinoma, kidney chromophobe, renal clear cell carcinoma, thyroid carcinoma, adenoid cystic carcinoma and acral melanoma showed higher fitness of all their premalignant cells than normal cells. Of note, the proliferation rate of the Type S malignant cells, rS, was estimated to be high in cholangiocarcinoma, liver hepatocellular carcinoma, mesothelioma and upper tract urothelial cancer while being relatively low in breast invasive carcinoma, kidney chromophobe and skin cutaneous melanoma. Kidney chromophobe had the lowest mutation rate from the final premalignant cell stage to malignant cells while cervical squamous cell carcinoma and prostate adenocarcinoma had the highest mutation rate. Figure 7 showed the negative correlation between mutational steps required for carcinogenesis (37) and overall mutation rates (μI) obtained from our studies by multiplying the mutation rates for all steps.




Figure 7 | Relationship between integrated mutation rate and number of mutation hits required for cancer initiation (A) Published data for number of mutational hits required for carcinogenesis (37) in some cancer types was plotted against corresponding integrated mutation rate  . The linear regression was performed, and the regression line and the p value are shown. (B) Predicted number of mutations for unpublished cancer types as per equation from (A) ACC, Adrenocortical Carcinoma; BLCA, Bladder Urothelial Carcinoma; BRCA, Breast Invasive Carcinoma; CESC, Cervical Squamous Cell Carcinoma; CHOL – Cholangiocarcinoma; COAD, Colorectal Adenocarcinoma; ESCA, Esophageal Adenocarcinoma; HNSC, Head & Neck Squamous Cell Carcinoma; KICH, Kidney Chromophobe; KIRC, Kidney Renal Clear Cell Carcinoma; KIRP, Kidney Renal Papillary Cell Carcinoma; LIHC, Liver Hepatocellular Carcinoma; LUAD, Lung Adenocarcinoma; LUSC, Lung Squamous Cell Carcinoma; MESO – Mesothelioma; OV, Ovarian Serous Cystadenocarcinoma; PAAD, Pancreatic Adenocarcinoma; PRAD, Prostate Adenocarcinoma; STAD, Stomach Adenocarcinoma; THCA, Thyroid Carcinoma; UCEC, Uterine Corpus Endometrial Carcinoma; UVM, Uveal Melanoma; ACYC, Adenoid Cystic Carcinoma; MEL, Acral Melanoma; UTUC, Upper Tract Urothelial Cancer; OSCC, Oral Squamous Cell Carcinoma; SKCM, Skin Cutaneous Melanoma.








Discussion

In this study, we constructed computational models with and without spatial structure that described cell population dynamics in both normal and cancer tissues. Using our models, we clearly observed different patterns of cancer initiation and the residual premalignant cells present at the time of cancer detection or surgical intervention. Integrating the spatial structure setting to the model revealed additional patterns of cancer initiation as against just three in the model without spatial structure. Especially, the preservation of intact normal cells was observed in the model with spatial structure (Figures 2–4). According to the comprehensive analysis of parameter dependence, we found that field cancerization at the detection time depended on a combination of fitness and mutation rates.

We also revealed the relationship between the proportion of premalignant cells and recurrence time (Figures 3–5). The model without spatial structure overemphasized the power of Type 1 fitness and its ability to limit Type S-1 and Type S appearance which led to longer mean recurrence times as r1 increases (Figures 3A, B). The same effect was seen in the mutation rate from Type 0 to Type 1 which rendered μ1 impotent in affecting mean recurrence time (Figures 3G, H). All other fitness and mutation parameters led to shorter recurrence time as their effects became larger. Generally, with the spatial structure setting, we found that recurrence time became shorter when mutation rates or fitness of cancer cells were large, while the time became longer when the fitness of premalignant cells or growth rate of cancer cells were low (Figure 5). An exception would be the mean recurrence time with r1 (Figures 5A, B) which was seen to shorten as r1 became larger but to get longer as r1 became much larger. This could be due to a tissue competition between Type 1 and Type S-1 cells which subsequently delayed the emergence of Type S cells and hence, a more favorable recurrence time.

Moreover, we successfully estimated the characteristic parameter sets of the computational model that best reproduced the clinical data of disease-free survival in each cancer type. All the non-sarcoma cancer types were successfully fitted with no statistical deviation (Table 1). Even though some datasets like ESCA contains 2 different cancer types – esophageal adenocarcinoma and esophageal squamous cell carcinoma, we obtained p values that indicates no statistical difference. At the same time, we obtained valuable information about cellular turnover per month (dS), relative fitness of premalignant cells (r1, rS-1), a growth rate of cancer cells (rS) and mutation rates from one cell type to another (μ1, μS-1, μS) for each carcinogenesis. We have specified the growth rate for each cancer using the rS values from our clinical fitting. Interestingly, we observed relatively high growth rates of malignant cells (Type S cells) in some common cancer types like lung and colorectal cancers, whereas a relatively lower growth rate was estimated in breast invasive carcinoma which was also a common cancer type but was relatively asymptomatic in agreement with several studies (46, 47). From the high μS-1 values, we elucidated that uveal melanoma, breast invasive carcinoma, stomach adenocarcinoma and lung squamous cell carcinoma had the shortest time to reach late premalignant cell stage from the earliest premalignant cell stage possibly indicating fewer mutational steps. On the other hand, thyroid carcinoma and head and neck carcinoma had small μS-1 values, indicating the multiple steps in the carcinogenesis. Our data was in alignment with data that estimated the number of hits required for carcinogenesis (37), where liver, kidney and thyroid cancers had the lowest overall mutational rates indicating more mutational requirements while uterine, ovarian and lung cancers had higher overall mutational rates indicating fewer mutational requirements (Figure 7).

Additionally, our findings successfully revealed average cellular turnover rates per month by inferring our model with published clinical data whose measurements were in months. Kidney chromophobe and pancreatic cancer showed low turnover rates per month (about 1.5 times), possibly indicating low incidence rate. On the other hand, bladder urothelial carcinoma, liver hepatocellular carcinoma, colorectal adenocarcinoma and upper tract urothelial carcinoma had the highest turnover rates (almost 4 times per month) which perhaps explained why they were the most common cancers in men and women (48). This also corresponded with data that suggested that number of cell division was a significant risk factor for cancer (49).

We propose from our findings that certain cell populations, specifically Type S-1 could be targeted to address the threat of locoregional recurrence. With currently available tools and advancements in personalized medicine, it is possible to prevent recurrence by targeting a particular cell type or lesion. An example in case in the outstanding success achieved using PD-1 Blockade in mismatch repair–deficient, locally advanced rectal cancer which recorded a 100% success (50). CRISPR-based mutation can also aid in cell competition studies to identify cell fitness levels among the known and unknown driver mutations to further provide actionable data for more studies.

In this study, we estimated cell fitness as a single numerical value with 1.0 indicating normal cells and other cells with ranges from normal cells. In reality, this is an “oversimplification” as cell fitness is a complex and dynamic concept which can be related to both genetic (51) and non-genetic (52) alterations. Unfortunately, studies on cell fitness with regards to known or even unknown cancer-related mutations are lacking. Also, order of mutations in premalignant cells and a comprehensive study of cell-based or animal model mutational requirements for certain cancers are unavailable. These limit the tools with which we can perform additional validation of our model. Mutation rates were chosen to include processes involved with DNA repair, epigenetics, infection and role of external agents. Each of these could independently affect the model but we chose to combine them. In the current analysis, hematologic or liquid cancers were not included partly because of their dynamic nature and lack of 2D lattice arrangement but mainly the difficulty in assessing exact cell numbers. Even though certain tumor markers for certain malignancies may be used to quantify cell number, the threshold for detection and overall utility is not fully assured. The model without spatial structure might be applicable in this scenario as well as for sarcomas. Moreover, we did not stratify or independently differentiate demographic information such as age, sex or race for each cancer type. Possible extension of the analysis may be to perform age or other parameter dependent analysis. Furthermore, we did not specify the order of mutations for malignant transformation in our model, which albeit gave us a good fit with clinical data. The order of mutations is quite important as revealed from data accrued from colorectal cancer progression (53). Considering multiple mutational orders could be beneficial especially those leading to histologically ‘abnormal’ benign lesions. Barrett’s Esophagus (BE) is a notable example where whole genome sequencing found similar mutational events between esophageal adenocarcinoma and non-dysplastic BE (54) thereby suggesting different mutational order (55). Reports that prior diagnosis of BE affords a better prognosis (56) with only about 5% of BE patients developing esophageal adenocarcinoma (57) further strengthens the different order of mutation concept.

One challenge for cancer management is late diagnosis. Our model computes a cancer detection stage of 1cm3 – 109 cells. To evaluate the effect of late diagnosis, we changed the cancer detection time to 1010 and assess parameter dependence on recurrence time. We observed a reduction in time to recurrence indicating that late diagnosis might contribute to shorter recurrence time (Supplementary Figure 3). Another challenge to the usage of this model is the variability of proportion of locoregional recurrence out of total recurrence rate among various cancer types. It is common knowledge that recurrence can occur at a distant area from the original issue – metastasis; our model however, does not take this into account. As a result, the utility of this model is high for certain cancer types but unfortunately, subdued for other cancer types. Consequently, malignancies where locoregional recurrence accounts for a high proportion of total recurrence such as thyroid cancer with 94% (58), oral squamous cell carcinoma with 90% (59), cholangiocarcinoma with 85% (60), prostate cancer with 81% (61), liver cancer with 78% (62), mesothelioma with 74% (63), head & neck squamous cell carcinoma with 69% (64), and ovarian cancer with 68% (65) could reap great benefit from this model. On the other hand, cancers where distant metastasis accounts for a major proportion of total recurrence such as kidney cancers with 73% (66), skin cutaneous melanoma with 71% (67) and bladder urothelial cancer with 66% (68) might feel the need to complement our model with additional tools to increase its precision. Interestingly, we can get some insight from recurrence pattern of breast cancer. In patients undergoing conservative breast surgery only, locoregional recurrence accounts for 62% of all cancer recurrence (69). However, in a study with data for different surgical intervention types, locoregional recurrence rates were 42.9% and 19% of total recurrence in breast conservative surgery and total mastectomy respectively (70). This could perhaps be due to the elimination of the cancerized field by total mastectomy which conservative surgery is unable to achieve.

In conclusion, this model reveals parameter combinations that fit clinical data and contributes to the ever-growing knowledge about cancer initiation and recurrence. The model shows elucidate cancers which have premalignant cells with high fitness are likely to have a short recurrence time. This approach can be a valuable tool in the management of cancer especially in the field of personalized molecular medicine to target patients who are at highest risk of recurrence.
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Introduction: The Cancer Field Effect describes an area of pre-cancerous cells that results from continued exposure to carcinogens. Cells in the cancer field can easily develop into cancer. Removal of the main tumor mass might leave the cancer field behind, increasing risk of recurrence.

Methods: The model we propose for the cancer field effect is a hybrid cellular automaton (CA), which includes a multi-layer perceptron (MLP) to compute the effects of the carcinogens on the gene expression of the genes related to cancer development. We use carcinogen interactions that are typically associated with smoking and alcohol consumption and their effect on cancer fields of the tongue.

Results: Using simulations we support the understanding that tobacco smoking is a potent carcinogen, which can be reinforced by alcohol consumption. The effect of alcohol alone is significantly less than the effect of tobacco. We further observe that pairing tumor excision with field removal delays recurrence compared to tumor excision alone. We track cell lineages and find that, in most cases, a polyclonal field develops, where the number of distinct cell lineages decreases over time as some lineages become dominant over others. Finally, we find tumor masses rarely form via monoclonal origin.
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1. Introduction

The idea of field cancerization was first mentioned by Slaughter et al. (1953) in 1953 when histologically observing 783 squamous-cell tumors in oral cancers. Within the entire patient population it was found that benign epithelium surrounding the malignant tumor was abnormal. As well, some of the patients had multiple separate tumors occur in the same area of the oral cavity. From these observations, Slaughter et al. proposed a process termed field cancerization, in which a carcinogenic agent preconditions an area of epithelium toward cancer. If an area of epithelium is exposed to a carcinogenic agent for a sufficient amount of time and with enough intensity then it produces irreversible changes in cells and cell groups, such that the process toward cancer becomes inevitable (Slaughter et al., 1953). In Slaughter et al. (1953), it is also noted that a field of preconditioned epithelium may develop cancer at multiple points and possibly lead to multiple tumors. As a result, cancer does not arise from one cell that suddenly becomes malignant but instead from areas of precancerous change. Local recurrence after surgery or radiation occurs due to left-over benign epithelium that is preconditioned toward cancer, i.e., from the remaining pre-cancer field. Many papers were written following (Slaughter et al., 1953) that showed field cancerization can be found in colon carcinoma (Galandiuk et al., 2012; Alonso et al., 2015), gastric carcinoma (Kang et al., 1997; Zaky et al., 2008; Takeshima et al., 2015), esophageal carcinoma (Cense et al., 1997; Oka et al., 2009; Lee et al., 2011), non-small-cell lung squamous carcinoma (Franklin et al., 1997; Steiling et al., 2008; Kadara and Wistuba, 2012), non-small-cell lung adenocarcinoma (Gomperts et al., 2013; Kadara et al., 2014), head and neck squamous cell carcinoma (HNSCC) (oral, oropharynx, hypopharynx, larynx) (Slaughter et al., 1953; Califano et al., 1996; Braakhuis et al., 2003; Angadi et al., 2012), breast carcinoma (Trujillo et al., 2011; Rivenbark and Coleman, 2012; Foschini et al., 2013), cervix (Chu et al., 1999), prostate carcinoma (Nonn et al., 2009; Trujillo et al., 2012), bladder carcinoma (Hafner et al., 2002), and skin carcinoma (Kanjilal et al., 1995; Hu et al., 2012; Szeimies et al., 2012).

Biomarkers that were discovered to correlate with the presence of a cancer field are loss of heterozygosity (LOH) (Tabor et al., 2001), micro-satellite alterations (Tabor et al., 2001), chromosomal instability (Hittelman, 2001), and mutations in the TP53 gene (Brennan et al., 1995; van Houten et al., 2002). Braakhuis et al. (2003) related field cancerization to genetics and identified: “growth of one or more genetically altered cell(s) that produces a field of cells predisposed to subsequent tumor growth.” Based on genetic evidence, there currently exists two main hypotheses that explain the underlying cellular basis of field cancerization: polyclonal origin and monoclonal origin. Polyclonal origin proposes that mutations occur in multiple sites of the epithelium due to continuous carcinogen exposure, which leads to multi-focal carcinomas or lesions of independent origin (van Oijen and Slootweg, 2000). Monoclonal origin proposes that the mutant cells from the initial lesion migrate and develop multiple lesions that share a common clonal origin (Braakhuis et al., 2003). Here, we show that while all cases are possible in our model, a polyclonal field is by far the most common outcome of our simulations.

Another breakthrough in biology since (Slaughter et al., 1953) was the discovery of cancer stem cells CSCs and their importance in cancer initiation, progression, and treatment. Simple et al. (2015) explain field cancerization using Braakhuis model of genetic alterations (Braakhuis et al., 2003) plus the addition of CSCs. They consider both monoclonal and polyclonal origin within their model. In Simple's model (Simple et al., 2015) for oral cancer, a continuous exposure of the oral mucosa to carcinogens results in molecular alterations that lead to the induction of CSC-like behavior in a step-wise manner. CSCs originate either by transformation of normal stem cells (NSCs), or by dedifferentiation of the tumor cells (TC) and migration through normal mucosa to develop the field. Repeated mutations at 17p (the location of the TP53 gene) and 3p/9p (p16/FHIT gene) lead to transformation of the NSCs into transit amplifying cells (TACs). These transformed cells divide and expand to create a field of neoplastic cells. Finally, a genetic hit in the cells within the field at 13q (the location of the Rb gene) allows a carcinoma to develop. Note that alteration to the Rb gene is known to release CSCs from their quiescent stage such that proliferation, self-renewal and formation of tumors can occur. The work of Simple motivated us to include gene expression levels explicitly in our model, and to use a neural network to describe those changes.

Recently Curtius et al. (2017) studied field cancerization from an evolutionary perspective. They define a cancerized field to be a single cell or group of cells that are further along the evolutionary path toward cancer. Driver mutations have been found in both the carcinoma and the cancerized field thus indicating that a driver mutation may also be a field cancerization characteristic. As a result, field cancerization can occur because of multiple independent clonal expansions, i.e., polyclonal origin. Thus, both Simple et al. (2015) and Curtius et al. (2017) consider that a cancerized field can be formed via monoclonal or polyclonal origin.


1.1. Our model

In our model, a cancer field will be considered as a region of tissue that has genetic and phenotypic change that preconditions it toward the possible formation of one or more tumors within it. The genetic and phenotypic change can be caused by carcinogenic onslaught, genetic defects at birth, mutations later in life, or a combination thereof. We focus on the effect of a certain body region or organ—such as the mouth or the tongue—and we do not consider a system-wide pre-mutation as a cancer field.

The steps of the process of field cancerization that will be considered here are as follows:

• A region of tissue is repeatedly affected by one or more carcinogens over time, for example through smoking tobacco.

• The carcinogen(s) cause genetic mutations in the cells of the tissue which in turn influence the phenotype of the cell;

• As the cells start to proliferate and differentiate, the field expands;

• Eventually a CSC will be created, which will finally create the first TC and consequently a tumor.

We develop the model in the framework of a hybrid cellular automaton as introduced by Gerlee and Anderson (2007). The details will be explained in Section 2. With this model we try to answer:

1. What degree of carcinogenic onslaught is necessary for field cancerization to occur? Which carcinogens are the most aggressive, smoking related carcinogens or alcohol?

2. How long before a cancer field is formed? How long before the first tumor cell within the field is formed?

3. Is the field formed via monoclonal origin, polyclonal origin, or a mixture of both? Which type of origin is the most common?

4. How long does it take for a tumor to be large enough such that it is detectable by physicians? Once a tumor is detected, what size is the surrounding field?

5. How long does it take a recurrence to occur after removal of the tumor vs. the removal of tumor and field?

6. What are the dynamics of different cell lineages in an established cancer field?

Though field cancerization is found in many types of tissue throughout the body, the most commonly studied case is head and neck squamous cell carcinoma (HNSCC), which we consider here. Alcohol and smoking are the most commonly associated carcinogens to HNSCC. These two carcinogens typically enter the body through smoking and/or chewing tobacco and drinking alcohol, respectively. We use parameter values that are typically associated to smoking and alcohol drinking.

We find in our model, that a continued, long-time onslaught of carcinogen on tissue of the mouth inevitably leads to a formation of a cancer field. Our model confirms the general understanding (Hashibe et al., 2009; LoConte et al., 2018) that smoking induced carcinogens are much more potent than alcohol. The timing of the first tumor cell is usually quite long, in the order of 10s of years, hence for many people, a cancer will not arise. In almost all situations the field is polyclonal. Monoclonal fields are only seen in very small domains. A removal of the tumor, in our model, leads to a quick recurrence if the field is left behind. If the field is removed as well, then recurrence takes very long time. When we follow the cell lineages, we see that new lineages form and several of them will die out over time. However, some lineages establish themselves and become cancerous. In that case we observe a polyclonal cancer field, and also polyclonal cancers.



1.2. Carcinogenesis

Most carcinogenesis models consider that cancer is initialized from the result of a multi-step process (Frank, 2007). A normal cell does not become a cancer cell until multiple genetic alterations accumulate within it. The number of genetic alterations in a cancer cell is an indicator of the level of malignancy of the cell.

Gatenby and Gillies (2008) found six micro-environmental barriers for a malignant phenotype: apoptosis with loss of basement membrane contact, inadequate growth promotion, senescence (deterioration of a cells' power of division and growth with age), hypoxia (deficiency in the amount of oxygen reaching the tissues), acidosis (excessively acidic condition of the body fluids or tissues), and ischaemia (restriction of blood supply to tissues, causing hypoxia). The development of cancer occurs when a normal cell overcomes at least one of these barriers. Thus, the micro-environment is an important factor to consider in cancer initialization.

A normal cell lineage can acquire mutations (Curtius et al., 2017), that are positively selected in the micro-environment of a healthy organ. A driver mutation is one that confers growth or survival advantages for tumor cells within the appropriate micro-environment (Greaves et al., 2003; Calabrese et al., 2004; Stratton et al., 2009). A passenger (neutral) mutation is one that passively accumulates in cell lineages (Greaves et al., 2003; Calabrese et al., 2004; Stratton et al., 2009). It may be that some driver mutations are not currently affecting cancer growth but instead had previously driven the growth of an lineage (Curtius et al., 2017). Progression to cancer usually requires the accumulation of multiple driver mutations (Weaver et al., 2014). A mutant lineage/clone, can grow to produce large patches, or fields, of cells that are predisposed to eventually progress to neoplasm.

It has been reported by Knopf et al. (2015) that at least 232 genes are directly involved in HNSCC of young patients. Here, we focus on 10 genes of importance: TP53, TP73, RB, TP21, T16, EGFR, CCDN1, MYC, PIK3CA, and RAS (Knopf et al., 2015). Some of these genes are oncogenes (EGFR, CCDN1, MYC, PIK3CA, RAS), i.e., supporting cancer development if over expressed, and some are tumor suppressor genes (TP53, TP73, RB, TP21, TP16), i.e., support tumor growth if expression is inhibited.



1.3. Cancer stem cells

Before discussing cancer stem cells (CSCs) it should be noted that there is no single standardized definition of CSCs. Instead, many slightly different and sometimes contradictory definitions have emerged, each suited to a particular study. In general, CSCs are not normal stem cells (NSC), they are cells that have some of the characteristics of NSC. We consider CSCs as multipotent cells in a tumor that like NSCs have self-renewal ability, but in addition, have the abilities of tumor initiation, migration and metastasis (Biddle et al., 2011; Bu and Cao, 2012).

The origin of CSCs is explained by three possible processes. The first process states that a NSC undergoes several genetic as well as epigenetic alterations to give rise to a CSC (Feller et al., 2013). The second process states that CSCs originate from NSCs that acquire a precancerous phenotype during their development stage (Bjerkvig et al., 2005; Feller et al., 2013; González-Moles et al., 2013). The third process states that the CSC originate from mature tumor cells (Moon et al., 2011; Kumar et al., 2012; Herreros-Villanueva et al., 2013; Di Fiore et al., 2014) or epithelial cells (Bjerkvig et al., 2005; Feller et al., 2013; González-Moles et al., 2013) that undergo dedifferentiation into a CSC through modifications in signaling pathways and regulatory mechanisms. Note that the first and second processes only differ in whether an NSC acquires a genetic alteration when it is fully developed or still in development.



1.4. Previous mathematical models

There exists an extensive amount of literature that studies cancer initiation (Gentry and Jackson, 2013; Durrett et al., 2016; Paterson et al., 2020), progression (Beerenwinkel et al., 2014; Enderling and Chaplain, 2014), metastasis (Franssen et al., 2019), treatment (chemotherapy, immunotherapy, radiation) (de Pillis et al., 2009; Enderling and Chaplain, 2014; Radunskaya et al., 2018), and effects of various micro-environmental and external factors on cancer development (Gerlee and Anderson, 2007). However, the only mathematical model for field cancerization, that could be found at the time of writing, is the model by Foo et al. and its follow-up studies (Foo et al., 2014, 2020, 2022; Ryser et al., 2016). Here, we will further extend Foo's model using the hybrid cellular automaton approach of Gerlee and Anderson (2007).

Foo et al. (2014) describe field cancerization as a spatial Moran process on a square lattice. The cells are classified into three phenotypes, k = 0 healthy, k = 1 pre-cancerous, k = 2 cancer cells. These phenotypes have different fitness, with healthy having the lowest fitness, pre-cancer cells an intermediate fitness, and cancer cells the highest fitness. Random mutations allow cells to transit from k = 0 to k = 1 and k = 2. Foo et al. (2014) consider the dependence of their model on the parameters, and they identify three regimes. A first regime where pre-cancer cells quickly become cancerous. In that case no field is generated, as the progression to cancer is fast. A second regime where progress from pre-cancerous to cancerous is slow. This leads to a significant sized cancer field and multiple lesions in the tissue. And a third regime, where Field development and cancer development are on the same time scale. More recently, Foo et al. (2020, 2022) extended the model to include a three dimensional tissue structure consisting of epithelial layers, and more than k = 2 phenotypes.

We use these models by Foo et al.'s (2014, 2020, 2022) as a starting point for our model and we extend it by (i) allowing multiple mutations at different genes, which can or cannot lead to cancer development, (ii) allow for non-constant micro-environments, (iii) consider carcinogens as mutational driver, (iv) follow cell lineages, and consider additional phenotypic action such as apoptosis, quiescence, transit amplifying cells, and de-differentiation.

Ryser et al. (2016) applied the model described in Foo et al. (2014) to head and neck squamous cell carcinoma (HNSCC). The three histopathological stages of epithelial dysplasia (precancerous stages) are mild, moderate, and severe (carcinoma in situ [CIS]). Ryser et al. (2016) consider the following four type of cells: normal cells (type 0), mildly dysplastic cells (type 0*), moderately dysplastic cells (type 1), and severely dysplastic cells (type 2). They use the stochastic Moran model on a regular two-dimensional lattice as described in Foo et al. (2014). To estimate and compute the parameters for their model they use age-specific incidence rates from the Surveillance, Epidemiology, and End Results (SEER) program of the National Cancer Institute (18 registries, 2000–2012) in a Bayesian framework. Ryser et al. (2016) computed the survival function, the probability density function of the local field radius, and the probability of harboring at least two clonally unrelated fields in the head and neck region with respect to the mean age at smoking initiation to diagnosis with invasive cancer. They found that there is a strong dependence of the local field size on age at diagnosis, with a doubling of the expected field diameter between ages at diagnosis of 50 and 90 years. Further the probability of harboring multiple clonally unrelated fields at the time of diagnosis were found to increase substantially with patient age. As a result of these discoveries they suggest that patient age at diagnosis is a critical predictor of the size and multiplicity of precancerous lesions.

Our extensions of the model of Foo et al. (2014) will be in the framework of a hybrid cellular automaton as developed by Gerlee and Anderson (2007). Gerlee and Anderson (2007) created a hybrid cellular automaton to model the effect of various micro-environmental factors on solid tumor growth. Their model is a hybrid cellular automaton because the rule of the automaton depends upon the output of a neural network and partial differential equations. The cellular automaton is comprised of two cell types: an empty cell (normal cell) and a tumor cell. The neural network is used to approximate the relationship between the micro-environmental variables and the phenotype of a cell. The partial differential equations are used to model the spread of the various micro-environmental variables in the domain of consideration. While Gerlee and Anderson (2007) considered tumor growth, they did not specifically study the cancer field effect.

For the neural network they use a multi-layer perceptron (MLP), with input being the output of the partial differential equation for the cell at a location (x, y) and output being a vector of likelihoods of a phenotype and movement occurring at a time-step. The hidden layer of the MLP represents the genes and hence the neural network attempts to replicate the genotype-phenotype relationship. They consider the phenotypes proliferation (P), quiescence (Q), and apoptosis (A). Each time-step represents a cell cycle so that a single phenotypic action will occur once per time step for each cell. The maximum of the likelihoods between P, Q, and A determines which phenotypic action occurs. If the likelihood of movement is sufficiently large then the cell is allowed to move. The quiescent state is used to describe any normal activity of the cell which is not one of the three actions explicitly modeled above.

We extend Gerlee's model by (i) considering six cell types (normal tissue cells NTC, mutated normal tissue cells MNTC, normal stem cells NSC, mutated normal stem cells MNSC, cancer stem cells CSC, tumor cells TC, and empty cells) (ii) including transit amplifying cells (iv) including four phenotypic actions (proliferation, quiescence, apoptosis, differentiation) (v) including 10 gene expression levels for TP53, TP73, RB, TP21, T16, EGFR, CCDN1, MYC, PIK3CA, and RAS. (vi) following cell lineages, and (vii) considering full or partial surgical removal of cancer and cancer field cells.




2. The hybrid cellular automaton model

Here, we develop a hybrid cellular automaton (CA) model for the cancer field effect. We model on three distinct levels, a model for the carcinogen distribution, a neural network for the gene expression and a model for the cell dynamics over time.

We use carcinogen concentration function ci(x, y) to describe the carcinogen input on a two dimensional domain, where the index i is used to distinguish different carcinogens, for example i = 1 for smoking induced carcinogens, and i = 2 for alcohol induced carcinogens. In our simulations we consider a wide variety of carcinogen distributions ci(x, y), including a uniform, smooth spatial patterns, and random distributions. We found that the Gaussian distribution described below gave the most instructive results, hence we only report those. We choose a Gaussians centered in the domain middle as

[image: image]

where N is the domain size (number of grid cells), assuming a square domain is used.


2.1. Gene expression neural network

In this section, we describe a deep neural network with one hidden layer to account for varying levels of gene expressions through cell age and carcinogenic onslaught. A schematic of the layers of the neural network is given in Figure 1. We consider G∈ℕ genes that are biomarkers to the considered cancer type. Later we will model the gene expressions for HNSCC of the 10 genes TP53, TP73, RB, TP21, TP16, EGFR, CCDN1, MYC, PIK3CA, and RAS. Here, we formulate the model in general terms first.


[image: Figure 1]
FIGURE 1
 Schematic of the gene neural network. As input we use the carcinogen concentrations and the cell age. The hidden layer relates the carcinogens to the gene expression levels, which are the output of the neural network.



2.1.1. General case

A good general reference for neural networks can be found in Hastie et al. (2009). The gene expression of each gene is represented by the function

[image: image]

The gene expression is a non-dimensional value that is zero when the expression is normal, negative when it is under-expressed, and positive when it is over-expressed. The gene expression of each gene changes over time based upon a simple multi-layer perceptron (MLP). The input of the MLP is the vector

[image: image]

where ci(t) are the carcinogen concentrations, C denotes the number of carcinogen considered and α(t) is the age of the cell. The cell age α is measured for each cell after mitosis. Changes in gene expression are based upon the carcinogens in the environment of the cell and the age, which essentially means we are looking at the effects of the carcinogens and replication errors as a cell ages. The output of the MLP is given by

[image: image]

where [image: image] is the computed maximum possible change in gene expression for gene j. The amount the gene j will be mutated in a time-step is a random sample from the uniform distribution multiplied by [image: image].

Y(t) is computed using matrix multiplication, addition and application of a non-linear transform. The hidden layer is computed by

[image: image]

where

[image: image]

is the non-linear activation function that is applied element wise to a vector, and [image: image] is a weight matrix. Note that the activation function is chosen to ensure [image: image], hence allowing us to control the maximum amount the expression of gene j can change in a time-step via ν. After the hidden layer is computed the output is computed by

[image: image]

where [image: image] is a weight matrix and [image: image] is a bias vector.

Biologically speaking [image: image] represents how carcinogen i influences gene j, [image: image] represents whether cell age influences gene i, [image: image] represents whether gene i influences gene j, and [image: image] denotes whether gene i has a higher or lower chance of gene expression changes relative to other genes. Note that if a value in the weight matrices is negative it means there is a negative relationship, if it is positive it means there is a positive relationship, and finally if it is zero it means there is no relationship.

We assume that as the cell ages, replication errors increase in frequency and cause random changes in gene expression. In the case of determining how age affects each gene, the values of [image: image] are randomly made positive or negative at every time-step by sampling a Bernoulli random variable bi, t, with success probability parameter p = 0.5, and scaling [image: image] by [image: image] where
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Let zj~Uniform(0, 1), j = 1, …, G, be independent uniform random variables. The gene expression, ej(t), of a gene is updated by

[image: image]

A gene j is considered to be mutated if its gene expression is above the threshold value [image: image], i.e., [image: image]. The bias for a gene j, [image: image], is updated through the relation

[image: image]

where β∈ℝ+ is preset parameter.



2.1.2. Neural network parameters for the HNSCC case

For the case of HNSCC we make the following choices. We consider the G = 10 genes TP53, TP73, RB, TP21, TP16, EGFR, CCDN1, MYC, PIK3CA, and RAS. The type of gene is summarized in Table 1.


TABLE 1 List of 10 genes that are relevant for HNSCC.

[image: Table 1]

The weight matrix associated with the input of the neural network (5) is given by:

[image: image]

where [image: image] is defined by (9). As sufficient data was unavailable we assumed that each carcinogen has a weight of 1, −1, or 0 for each gene depending on how the carcinogen effects that gene. For example since ethanol tends to upregulate TP53 then [image: image]. The impact of alcohol and smoking induced carcinogens on gene mutations was taken from the large online data bases (PubChem, 2023a,b), and are listed in the last two columns in Table 1.

We assume that each gene has the same mutation rate which causes the last column in WX, that is associated with mutations caused by transcription errors due to cell age, to have one value. The mutation rate was chosen based upon the human genomic mutation rate being approximately 2.5 × 10−8 per base per generation (Nachman and Crowell, 2000). The weight matrix associated with the output of the neural network (7) is given by:

[image: image]

The main diagonal of the above matrix gives the main weights for each gene with [image: image] being the highest as it is TP53. Each diagonal value was given a default of 0.1 and it is increased by 0.1 for each gene it calls or is related to, so TP53 gets a value of 1 because it is assumed all the genes relate to TP53. Each column describes the relations between the other genes and the gene associated with the main diagonal value of that column, where if the gene is upregulated by the diagonal gene it gets a value of 0.01 and when it downregulates the gene it gets a value of −0.01. The magnitude of the values in the matrix were chosen by trial and error since there is not sufficient data to complete the matrix with accurate values.

The activation function (6) parameter is given by ν = 106. The value of ν results in the neural network outputting values in the range [image: image] and was chosen so to keep the maximum amount each gene can change to a reasonable figure.

Finally the mutation bias vector update function (11) parameter is given by β = 10−3. The value of β was chosen to correspond with the maximum output value of the neural network, so that when a gene is mutated, the neural network will always output the maximum value.




2.2. Cellular automaton

We consider a two dimensional regular grid with N grid cells. Each cell can be occupied by a cell, or be empty. The six cell classes that we consider are normal tissue cells (NTC, brown), mutated normal tissue cells (MNTC, green), normal stem cells (NSC, blue), mutated normal stem cells (MNSC, yellow), cancer stem cells (CSC, purple), and tumor cells (TC, red), plus an empty cell (white) (see Table 2).


TABLE 2 CA cell classes.

[image: Table 2]

The cell class in the CA is represented by s(t)∈{0, 1, ..., 6} with 0 = NTC, 1 = MNTC, 2 = NSC, 3 = MNSC, 4 = CSC, 5 = TC, 6 = empty.

Evolution of the model occurs in the following basic steps:

1. Given a carcinogen exposure, changes in gene expressions of a cell are computed by the neural network causing gene mutations to occur.

2. Based on the genetic profile, the cell executes one of four phenotypic actions: proliferation, quiescence, apoptosis, differentiation. If empty space is available in the neighborhood, the cell moves with a certain probability.

Here, we give a shortened description of the rules of the cellular automaton. A full description, involving mathematical formulas for all possible transitions, is given in the Appendix 1 (Supplementary material).

Each cell in the CA tracks the gene expression of the G genes in a vector defined by

[image: image]

The phenotype of a cell is tracked by a vector that contains probabilities for each type of phenotypic action occurring in a given time-step and is defined by

[image: image]

where p(t) represents proliferation, q(t) represents quiescence, a(t) represents apoptosis, and d(t) represents differentiation. The probabilities are set such that P(t) generates a probability distribution, so that

[image: image]

At a time-step in the CA a phenotypic action is chosen to occur by sampling from the probability distribution generated from P(t). Since we do not want a cell to reproduce more than once in a time-step, each time-step represents the length of a typical cell cycle for the type of tissue under consideration.

When a NSC, MNSC, or CSC differentiate the resultant cell initially is a transit amplifying cell (TAC) for a set number of generations, Θ, after which it turns respectively into a NTC, MNTC, or TC. As a result of this each cell has two parameters [image: image] and [image: image], where [image: image] is a binary parameter used to determine if a cell is currently a TAC or not and [image: image] is the number of generations a TAC cell lineage has produced. The parameters [image: image] and [image: image] are copied from parent to child cell and once [image: image] then [image: image], [image: image].

The final aspect of the cell that is tracked and represented in the overall cell state is the age of the cell, α(t)∈ℕ. Hence, the complete state of a cell in the CA is given by the vector that contains cell type s, age α, gene expression E, phenotye vector P, TAC state [image: image], and TAC generation [image: image] as

[image: image]

Each cell has a neighborhood that contains itself, the cardinal directions around it, and the cells directly NE, SE, SW, and NW of the cell. In CA theory this is called the Moore neighborhood (Gray, 2003). The boundary conditions of the grid are standard periodic boundary conditions for convenience. Other boundary conditions could be easily implemented too.


2.2.1. Cell mutations

The chosen G genes are known genes related to the type of cancer being studied. For the case of HNSCC, (see Table 1). We define the vector T∈{0, 1}G, where Tj = 0 represents a tumor suppressor gene and Tj = 1 represents an oncogene. A gene j is positively mutated toward cancer (positively mutated) if either it is a tumor suppressor gene and its gene expression is downregulated, [image: image], or it is an oncogene and its gene expression is upregulated, [image: image], where [image: image] is the given threshold. At each time-step the gene expression of each gene is updated from the results of the gene expression neural network from Section 2.1. The changes in the gene expression allow the gene to become mutated or even go from mutated to non mutated (normally expressed).

We also consider that a mutated gene can influence another gene, where we assume that a positively mutated gene will cause a positive mutation of a related gene. A non-positively mutated gene will cause a negative mutation (mutation that regulates a gene toward normal expression) of a related gene. We express this interdependence through a matrix R∈{0, 1}G×G, where each entry, Rij, represents whether gene i is related to gene j with 0 = unrelated and 1 = related. Note that the matrix R is not necessarily symmetric as a gene i might regulate gene j but not vice versa.

We show in the Appendix 1 (Supplementary material) how this update is done mathematically.



2.2.2. Update rules for phenotypic action

When a gene is mutated it can modify the probability of a phenotypic action occurring, Pi(t). Hence the phenotypic actions Pi need to be updated for each cell at each time step. We define the matrix [image: image], where each entry, [image: image], is an increment to the probability of phenotypic action i, Pi(t), under the circumstance that gene j is mutated and its' expression is upregulated. Similarly, we define the matrix [image: image], where each entry, [image: image], is an increment to the probability of phenotype action i, Pi(t), under the circumstance that gene j is mutated and its' expression is downregulated. We define detailed rules for updates to the phenotypic action probabilities in Appendix 1 (Supplementary material). Note that we often choose [image: image] for symmetry. The sum of the phenotype vector equaling one is maintained by balancing the probability of each phenotype action against the probability of quiescence and quiescence equally against all the other phenotypic actions (see Appendix 1 in Supplementary material for more details).



2.2.3. Update rules for cell class

A cell is considered mutated if it has more than or equal to Υ∈ℕ positively mutated genes. If a transition from a non-mutated cell to a mutated cell occurs, the phenotype vector is updated as described in Appendix 1 (Supplementary material).

Dedifferentiation is the process of a specialized cell reverting back to a non-specialized cell. In our model this is accomplished by a non stem cell becoming a stem cell. Dedifferentiation depends on a complex interaction of positive and negative feedback mechanisms involved in cell proliferation and gene expression. A recent review (Hillen and Shyntar, 2023) (and the references therein) discuss detailed modeling of these aspects. Here, dedifferentiation is used to help maintain the proper ratio of stem cells to non stem cells in the grid by dedifferentiating whenever the number of stem cells in the neighborhood of a non stem cell is less than or equal to some chosen value, Ŝ, or if the number of empty cells in the neighborhood of a non stem cell is less than or equal to some chosen value, Ê. To help reduce the number of cells dedifferentiating, the process is completed only when a random sample from the uniform distribution is less than or equal to some threshold, [image: image].

We associate a fitness value to each cell, so that the cells can compete and the population contains only the healthiest, or in the case of mutated cells, the most positively mutated cells. The characteristics that affect the fitness are based upon work by Bowling et al. (2019). High fitness is characterized by a low apoptotic rate, a high proliferation rate, young age. Also cancer cells are considered to have a high fitness.

In addition to the four phenotypic actions, quiescent cells can move with a specified probability into a neighboring cell. A CSC or TC can move into an occupied neighboring cells, killing the occupant in the process. In this case, the probability of moving into an occupied cell is lower than the probability of moving into an empty cell.

CSCs and TCs are the only class of cells that can kill other cells when moving during quiescence. If the parent cell is a CSC or TC and the chosen cell has a higher fitness then the phenotypic action is accomplished only if a sample from some random variable is less than a threshold to kill, κ ∈ ℝ+(0, 1). A CSC can kill a TC and TC a CSC only if the fitness is lower.

At each time step, each non-empty cell in the CA grid chooses an action to execute and attempts to complete such action. Consider that the cell that is performing the action is located at x(p) ∈ Ω. In certain cases the action will be performed upon a (randomly chosen) neighboring target cell, located at x(c) ∈ Ω. As mentioned above, the target cell need not be empty. In the case of proliferation, and differentiation, the action can take place when the occupant of target cell has a lower fitness.

The lineage of each cell is tracked for the purpose of following tumor cell lineages from their origin, checking how many independent tumor masses form throughout the simulation, and whether the origin is monoclonal or polyclonal.



2.2.4. CA model timeline

Each time-step has the following order of actions (1) Run the gene expression neural network, (2) Update the gene expressions based upon the output of the neural network in step 2, (3) Update the gene expressions via the gene instability process, (4) Update the phenotype vector based upon the gene expressions of each gene, (5) Update the states of each cell using the state transition process, (6) Apply the dedifferentiation process, (7) Apply the phenotypic action chosen by the cell for that time-step, and apply possible random walk to a neighboring empty cell, (8) Possibly perform tumor excision.



2.2.5. CA parameters for HNSCC

The initial seed is set such that the domain has the following breakdown of each cell type: 64.5% normal tissue cells (NTC; brown), 6.5% normal stem cells (NSC; yellow), and 29% empty cells (white). The maximum number of TAC generations is given by Θ = 2. The chance a cell moves when it is quiescent is 0.25. The chance a tumor cell (TC; red) or cancer stem cell (CSC; purple) randomly kills another cell during movement, proliferation, or differentiation is 0.2. The chance that an SC or MSC becomes a CSC is 2.5 × 10−6. The chance a non stem cell becomes a stem cell through dedifferentiation is 10−4. If either there are no stem cells or there are at least six empty cells in the neighborhood of a non stem cell, then the process of dedifferentiation will be attempted. When an excision is performed the number of neighbors around a TC removed is two.

We consider 10 genes which are given in Table 1. We set the mutation threshold to [image: image] and the minimum number of positively mutated genes for a cell to be considered mutated to be four (Anandakrishnan et al., 2019). Using the last two columns of Table 1 and assuming each phenotypic action is modified at the same magnitude we obtain the phenotypic action increment matrices (see Section 2.2.2 and Appendix 1 in Supplementary material) given by:
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Using Table 1, we can create the gene type vector, T, that is used in (A6), (A7), and (A28) which is given by:

[image: image]

where 0 means the gene is a tumor-suppressor and 1 means it is an oncogene.

Using Table 3, we can create the gene relationship matrix, R, that is used in (A7) which is given by:

[image: image]

where 0 means the genes are not related and 1 means the genes are related. Note that in the above matrix we assumed that TP53 is related to all the genes. The main diagonal is zero so that genes cannot modify themselves during the genetic instability phase of the model. The chance that a gene modifies the gene expression of another or that the body tries to repair the gene over or under expression is 0.45. The maximum amount a gene expression can be changed during the gene instability stage is [image: image]. We let [image: image] and [image: image] be the initial probabilities of apoptosis for a normal tissue cell and normal stem cell. Where [image: image] is the length of the cell cycle in hours, [image: image] is the life span of a cell, and [image: image] is the life span of a stem cell. The initial phenotype matrix that is used in Equation (A25) is given by:
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where [image: image] is the proliferation factor for normal tissue cell types, [image: image] is the proliferation factor for normal stem cell types, [image: image] is the apoptotic factor, [image: image] is the differentiation factor, and [image: image] is the probability of differentiation occurring neglecting competition between cells. The cell cycle length can range anywhere between 8 and 24 h for the various cells in the body, since we are analyzing the tongue we will use [image: image] (Beidler and Smallman, 1965). The lifespan of a taste bud is 250 ± 50 h (Beidler and Smallman, 1965), so [image: image]. The lifespan of a typical stem cell is around 25, 550 h (Sieburg et al., 2011), so [image: image]. We set [image: image], [image: image], [image: image], and [image: image] so that equilibrium in the tissue is maintained when there are no carcinogens in the domain. Note that [image: image] is less than 1, since we want most of the new cells to come from TACs created by SCs, because, biologically speaking, normal tissue cells rarely proliferate. Since each TAC produces a certain number of generations, given by Θ, then it will produce 2Θ+1−2 new cells so we set
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When a cell is a TAC the probability of proliferation increases by [image: image], so that it will create its Θ generations in as few time-steps as possible, assuming there is enough available space. The chance that a gene modifies the probability of a phenotypic action is given by 0.35. The maximum value a gene can modify the phenotypic action by is 10−6.


TABLE 3 Shows which genes are activated by certain genes.
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3. Results

In this section, we present the results of simulations of the CA model as applied to HNSCC. We will explore what impact the following have on the results: grid size, number of carcinogens, carcinogen concentration, and excising the tumor vs. excising the entire field. We will discuss field growth, changes in probabilities of phenotypic actions over time, mutation spread rates, and the number of lineages. By tracking lineages we will also check monoclonal vs. polyclonal origins.


3.1. Equilibrium

We first ensure that the model can maintain a healthy tissue structure, if not exposed to a carcinogen. This will show that in our base model random mutations alone cannot cause cancer on the time scales considered here due to the low mutational rate of genes in the healthy body, and the fact that the body is well adept at repairing mutations as they occur. We run the simulation on a 128 × 128 grid for 8,766 time-steps (about 120 months), and as stated above, with no carcinogens.

In Figure 2, we present three time-steps from a simulation where no carcinogens were included, with normal tissue cells (NTC) as the brown cells, normal stem cells (NSC) as the blue cells, and empty cells are white. Figure 2 shows (Figure 2A) the initial seed, Figure 2B the domain (tissue) at the halfway point of the simulation (5 years), and Figure 2C the final time-step (10 years). We observe that the tissue stayed in equilibrium. The changes through time are due to cell movement and the natural birth and death processes. The figures show that, as desired, no mutated cells (green, yellow) arise and thus no cancer stem cells (purple) or tumor cells (red) are formed.


[image: Figure 2]
FIGURE 2
 This figure includes three time-steps. The grid size is 128 × 128 and no active carcinogens are present. Using the color map for the cell classes as provided in Table 2. These show (A) the initial seed of the simulation t = 0, in (B) the domain (tissue) at the halfway point of the simulation t = 4, 383 steps = 5 years, and in (C) the final time-step at t = 10 years.




3.2. Results with carcinogens

Now we study simulations where carcinogens are present and cause mutations and, ultimately, cancer. Figure 3 illustrates the development of a cancer field and tumors within it, where smoking and alcohol consumption are simulated using carcinogen spatial distribution (1). The various time-steps show (Figure 3A) the initial seed, Figure 3B the cancer field at its early development, Figure 3C the cancer field further developing prior to cancer, in Figures 3D–F the multiple stages of cancer development. The color map for the cell classes is as provided in Table 2. The cancer field (green) is initially minimal and undeveloped, but over time it evolves and matures, eventually forming tumors (red and purple). These tumors grow and outpace the growth rate of the cancer field.


[image: Figure 3]
FIGURE 3
 This figure includes time-steps illustrating the development of a cancer field and cancer cells using the color map for the cell classes as provided in Table 2. These show (A) the initial seed, (B) the cancer field at its early development, (C) the cancer field further developing but prior to cancer, (D) the first stages of cancer development, (E) further cancer growth, and (F) the final time-step. Parameters are as follows: grid size 256 × 256, carcinogen spatial distribution 2, both carcinogens activated. A video of this simulation can be found on youtube: https://youtu.be/eKxsrSoDiKs.


We have uploaded four video files to youtube that show the dynamics of our hybrid CA model. Each video shows from left to right the carcinogen, the CA dynamics, and the 20 largest cell lineages. The grid size is 256 × 256 in all these simulations (see Table 4).


TABLE 4 List of youtube videos for the CA dynamics, where we show from left to right the carcinogen, the CA simulation, and the 20 largest cell lineages.
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3.2.1. Field development

Regardless of changes to parameters we observe that the field begins to form where the carcinogen is most concentrated; this can be verified with Figure 3B. Initially, the field is made up of only mutated normal tissue cells (green cells) and mutated normal stem cells (yellow cells). We defined the cancer field as the areas of the domain that contain cells from the mutated cell classes thus, the figure shows the cancer field growth over time. Typically, the first mutated cell is a MNTC due to there being a higher number of NTC compared to NSC. The field grows outwards as it takes over normal tissue. Once the first CSC arises, cancer grows quickly. We observe a number of focal regions of cancer development, and if untreated, it will fully overgrow the domain. The different focal points in Figure 3E correspond to different cell lineages, as we show later.

In Figure 4A, we show the time evolution of the fraction of all cell classes. The cancer field begins to from once the green curve starts to grow. Once the field has developed and grown large enough, the odds of a NSC or MNSC becoming a CSC increases. Soon after the emergence of the first CSC, TCs begin to form and grow in a logistic fashion into the domain. As cancer grows the normal tissue (brown) and field tissue (green) is reduced.


[image: Figure 4]
FIGURE 4
 (A) Fraction of the various sub-populations as function of time. (B) Time course of the fraction of mutated cells, thus illustrating the cancer field growth over time. (C) Evolution of phenotypic probabilities of proliferation, apoptosis, quiescence, and differentiation. Parameters are as follows: grid size 256 × 256, carcinogen spatial distribution 2, both carcinogens activated shows the fraction of cancer cells over time. Parameters are as follows: grid size 256 × 256, carcinogen spatial distribution 2, both carcinogens activated.




3.2.2. Mutational evolution

Recall we use the term “positive mutation” for mutations that promote cancer (i.e., upregulation of an oncogene or downregulation of a tumor suppressor gene). In Figure 5, we show various graphs that represent the mutational evolution of the genes over time. In Figures 5A, B the average gene expression is illustrated for first the tumor suppressors and secondly the oncogenes. In Figure 5C, we show the time evolution of the fraction of genes that are positively mutated. In Figure 5A all the tumor suppressor genes are downregulated, hence positively mutated. Other than RB, which decreases at a faster rate, the gene expressions of all the other tumor suppressor genes decrease at a similar rate. Figure 5B displays that the oncogenes are upregulated, therefore positively mutated. The gene expressions of the oncogenes increase at a similar rate except CCDN1 and RAS, which increase at a faster rate. We see that the gene expressions between the genes can vary significantly, principally with P21 and CCDN1. These two genes mutate because they are related to the most genes, and therefore have a higher weight in the MLP output weight matrix, Wy, in Equation (13).
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FIGURE 5
 In this figure, we show the mutational evolution of the genes. The time course of the average gene expression are shown for in (A) the tumor suppressor genes, in (B) the oncogenes. In (C), we show the time course of the fraction of genes that are positively mutated. Parameters were chosen as follows: grid size of 256 × 256, carcinogen spatial distribution 2 was used, both carcinogens were activated.


Figure 5C shows a lag of time before the first positively mutated genes occur, this is due to the low mutational rate. The initial spike in mutational rate at the onset of the first mutated cell is due to the relative size of the domain vs. the mutated cells. Once multiple genes become positively mutated the progression accelerates, due to changes in the expression of other genes caused by genetic instability, as displayed in the period starting at about 20 to 25 months. We observe that all the genes are positively mutated by about 25 months.



3.2.3. Phenotypic evolution

Next we consider the evolution of a phenotypic actions of proliferation, quiescence, apoptosis, and differentiation as functions of time. Figure 4C illustrates the phenotypic evolution of these actions as the time evolution of the fraction of cells that underwent each phenotypic action at a given time step. The probability of apoptosis occurring decreases as the cell population moves toward being cancerous. This occurs since the majority of the genes become positively mutated causing apoptosis to decrease. While the probability of apoptosis decreases, the chance of proliferation and differentiation increases, which again is caused by positively mutated genes. Probability of differentiation increases at a slower rate than proliferation because fewer of the genes we consider influence differentiation. Finally, for the most part, the probability of quiescence remains stable—it goes slightly up and down, due to being balanced against the other phenotypic actions, and not many genes are influencing it, but otherwise it is at equilibrium. Figure 4 shows us that apoptosis and proliferation change the most over time, in particular, as apoptosis decreases, we see that proliferation increases, due to less cells dying before they can become more cancerous.




3.3. Grid size comparisons

In Figure 6, we show a sample time-step for each grid size we compare. In Figure 6A the grid size is 64 × 64, in Figure 6B the grid size is 128 × 128, in Figure 6C the grid size is 256 × 256, and in Figure 6D the grid size is 512 × 512. When comparing the grid sizes all the other parameters were the same, both carcinogens were activated and carcinogen spatial distribution (1) was used. We see that as the domain size increases, the tumor masses within it also increase.
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FIGURE 6
 This figure shows a time-step from each of the grid sizes that were considered for comparison. In (A) the grid size is 64 × 64, in (B) the grid size is 128 × 128, in (C) the grid size is 256 × 256, and in (D) the grid size is 512 × 512. Parameters: both carcinogens were activated and carcinogen spatial distribution 2 was used.


The various grid sizes show slight differences in four ways, all predominantly due to the increase in the number of cells. Most of the events in the CA are probabilistic, as a result, almost automatically, as we increase the size of the grid, the chance of a probabilistic event increases as well. Therefore, the overall dynamics are the same for each grid size, but the timing of various main events differ slightly as will be illustrated with the following table.

In Table 5, we show the time-step at which the first mutated cell forms. The times are comparable and the first mutated cell is always an MNTC, due to the fact that a higher ratio of NTC than SC exists in the domain. We also compare the time-step the first CSC forms for each grid size. The variation between the smallest grid size as compared to the remaining three is substantial, due to the fact that the probability of a CSC forming is minuscule, attempting such an action within such a small grid size reduces the chances of these formations drastically in comparison to the larger grid sizes. We also note that the time for a first TC to develop from a CSC is short at about 3–4 time steps in all our simulations.


TABLE 5 In this table, we compare the time-step the first mutated cell forms, the time step where the first cancer stem cell (CSC) arises, and the number of cancer cell lineages at the end of the simulations, between the different grid sizes.
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A notable difference arises if we count the cell lineages inside the cancerous tissue, since a larger domain simply has more space for different cell lineages to thrive. Table 5 shows the number of tumor cell lineages at the end of the simulation for each grid size.



3.4. Various carcinogen schedules

In this section, we consider the carcinogens from alcohol and smoking individually and in combination with one another. We consider several administration schedules for heavy and light smokers and drinkers.

In Figure 7, we present the time evolution of the fraction of cells in the different cell classes for alcohol alone (Figure 7A), smoking alone (Figure 7B), and alcohol and smoking together (Figure 7C). In our simulations, alcohol alone does not cause a cancer field to develop (case A), while smoking alone and smoking with alcohol generates a cancer field (cases B and C). It would, however, be premature to conclude that alcohol has no effect on carcinogenesis. Alcohol causes cancer, but the mechanism might be different and not fully captured by the 10 genes that we consider here. Also, it is reported in Hashibe et al. (2009) and LoConte et al. (2018) that the carcinogenic effect of alcohol is significantly lower than the effect of smoking.
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FIGURE 7
 We show the time course of the fraction of cells in the different cell classes NTC, MNTC, NSC, MNSC, CSC, TC, and empty for (A) alcohol alone, (B) smoking alone, and (C) alcohol and smoking together. Grid size 256 × 256.




3.5. Tumor excision

In this section, we examine the dynamics of the field development after a tumor excision, including the recurrence time. We consider two types of excisions: (A) killing only the tumor and cancer stem cells but not the cancer field and (B) killing all mutated cell classes, including cancer and cancer field cells. Treatment schedule A corresponds to a targeted treatment such as an immunotherapy or an oncolytic viral therapy, while scenario B corresponds to a more global attack such as through radiation treatment or standard chemotherapy.

In Figure 8, we show the time evolution of the fraction of cells in the different cell classes. In Figure 8A, we consider the case of removing the cancer cells but not the cancer field cells and in Figure 8B, we show the case of removing the cancer and cancer field cells. Videos for the scenarios of keeping the field and removing the field are provided at https://youtu.be/zngGzjSlPwU and https://youtu.be/EOFI4Ai1A9U, respectively. Each video shows from left to right the carcinogen spatial distribution, the CA grid, and a visualization that shows the top 20 cell lineages. The excision occurs in the period of 40–60 months, prior to this period we observe normal cancer field and tumor development. We can follow the various sub populations in Figure 8. As the field develops, the number of normal tissue cells decreases as the number of mutated cells increases, with TC just starting to form and accelerate its growth and a very small uptake in CSCs beginning. At the point of excision there is a spike in the number of empty cells (black), which is more prominent in case B, and the number of tumor cells is set to be zero (red and purple). In the case B, the number of mutated cells (yellow) is reduced to zero as well. After an extended lag the field restarts its growth at about the same rate as originally. Whereas, when the field is kept intact (as in case A), the cancer comes back very quickly.
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FIGURE 8
 In figures (A, B), we show the time course of the fraction of cells in the different cell classes NTC, MNTC, NSC, MNSC, CSC, TC, empty. In the plots, we consider the case where we (A) remove only TCs (keeping the field) and (B) we remove all mutated cells (removing the field). Parameters are as follows: grid size 256 × 256, both carcinogens activated, carcinogen spatial distribution 2, and time elapse of excision following first TC appearance was 18 months.




3.6. Cell lineages

The last feature that we include is an identification of cell lineages. In Figure 9, we show time-steps that are relevant for the major developmental stages of field cancerization. We display the top 20 cell lineages at each time step. The time steps include the initial seed (Figure 9A), the early development of the cancer field (Figures 9B, C), the first emergence of cancer cells (Figure 9D), full cancer development (Figure 9E) where all 20 leading lineages are cancer lineages, and finally a polyclonal tumor (Figure 9F) comprised of the fittest cancer lineages. The videos that are listed in Table 4 show the cell lineage developments over time. Figure 9 shows that the largest cell lineages in the domain are contained in the cancer field, which is expected because it contains the most fit cells in the domain.


[image: Figure 9]
FIGURE 9
 Important time-steps that show the top 20 lineages throughout the development stages of field cancerization. In the figures we show (A) the initial seed, (B) early cancer field formation, (C) later cancer field development, (D–F) cancer development. Note that light gray means the cell is not in any of the top 20 lineages and each color represents a different cell lineage. Parameters are as follows: grid size 256 × 256 and both carcinogens activated. See also video https://youtu.be/eKxsrSoDiKs.


In all experiments on the 256 × 256 grid where we followed the lineages we found polyclonal cancer fields. Monoclonal cancers were only observed at small grid sizes such as 64 × 64 and 128 × 128.




4. Conclusion

We developed a sophisticated cellular automata model for the cancer field effect. The model is an extension to existing cellular automata models (Gerlee and Anderson, 2007; Foo et al., 2014) as we include the effect of two carcinogens, one related to smoking and one related to alcohol. The impact on gene expression of oncogenes and tumor suppressor genes are of significant importance to the given cancer. Based on the existing literature we also find that smoking is a potent carcinogen, while the effect of alcohol is minimal. The gene expression was modeled by a multi-layer neural network, which can be trained once more data is available. We admit that our modeling of gene mutations and their impact on phenotype is simplified. To train the neural network for the gene expression dynamics, we would need single cell genomic data. These data need to explain the mutational changes in gene expression based on carcinogen exposure, plus an understanding of how mutated genes change the phenotypic actions of proliferation, apoptosis, quiescence and differentiation. The former could be obtained from large scale cell profiling. The second question, how do genes impact phenotype, is still an unresolved holy grail of genomics.

We demonstrated that when an excision is performed that removes only the tumor cells but leaves the remaining surrounding tissue intact, the cancer recurs faster than when removing the entire field of mutated tissue. When the field is not removed during excision, the cancer that recurs is more aggressive than before the field was removed. We observed, by tracking cell lineages, that the tumor masses mostly form from polyclonal origins.

There are a number of possible extensions to our model that might yield additional insights. A dynamic mutation threshold could be considered that depends on a number of factors such as the number of mutated genes or cell age. This mutation threshold could also be specific for each gene. For example, in our model we assumed TP53 is related to all other genes, and, as a result, once it is mutated, all other genes become mutated as well. However, it might be useful to consider a specific order of gene mutations that lead to cancer.

Telomeres are at the end of the DNA strands and with each cell division they get cut shorter, eventually becoming so short that the cell can no longer proliferate and so will enter senescence. Senescent cells are similar to quiescent cells except they can not perform any actions and eventually they undergo apoptosis. Therefore, the model could be enhanced by introducing telomeres.

It would be interesting to include viral infections to the model such as human papillomavirus (HPV) as input to the gene expression neural network (Lee and Tameru, 2012).

One of the questions we originally wanted to answer was how long it would take for a tumor to become large enough to be detected by physicians, however, we were not able to answer this question due to the size of the cells requiring at least a domain size 1024 × 1024 to represent the required 1cm detection size. A few simulations at 1024 × 1024 were run and we found it would take more than 10 years to fill in the space, thus it would take at least 10 years for the tumor to be detectable.

With regards to efficiency of running the model, as the complexity increases, the speed of the calculations involved in the gene expression neural network could be improved with linear algebra libraries available in CUDA. Using texture memory in the GPU to store cell neighborhoods would make calculations both faster and easier, as it has faster bandwidth and built in boundary conditions. The code could be made more cross compatible by allowing parallel computation on the CPU and switching from CUDA to OpenCL.

Finally, we note that there are many aspects of cancer biology that are not included here. Chemical signaling and feedback mechanisms among cancer cell sub populations are an important aspect of cancer growth, as well as the interactions with the immune response, mechanical aspects of the tissue, and angiogenesis. The seminal “hallmarks” papers of Hanahan and Weinberg (2000), Hanahan and Weinberg (2011), and Hanahan (2022) give a rather complete picture of effects that are important to cancer growth. As our model is already quite complicated, we did not include all of these effects here. But they are interesting extensions for future versions of the model.

We are grateful for the comments of two anonymous referees. One of them made the following interesting observation. People with a hereditary carcinogenic birth defect are predestined to form cancers, even early in their lives. For example, Rb mutations can lead to Retinoblastoma and the BRCA gene mutations can increase breast cancer risks. In such a case, would the entire body be considered a cancer field? This is an interesting question of further thought, which certainly exceeds the abilities of our computational model.
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Patients in the SEER database

Inclusion criteria

diagnosed from 2004 to 2015

site recode “ICD-O-3/WHO 2008 ” restricted to “Lung and
Bronchus ”

pathologically confirmed as TC (ICD-O-3 code: 8240/3), AC (ICD-
0-3 code: 8249/3) or LCNEC (ICD-O-3 code: 8013/3)

11,870 patients included

506 patients included

Exclusion criteria:

aged <18 years old (n=36)

had a diagnosis of any other cancer (n=3966)

did not undergo radical surgery with systematic LN dissection
(n=7272)

had the diagnosis lacking pathological evidence (n=2)

had a history of preoperative radiotherapy (n=12)

at NO/N3 disease (n=6)

at M1 disease (n=40)

survived less or equal to one month after surgery (n=6)

had missing data related to race, laterality, tumor location,
radiotherapy, TNM staging system, and survival outcomes (n=24)
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Variables Disease-free survival

HR (95%CI)

Training cohort

RTIMS(High vs. low) 0.404(0.266-0.615)
Stage(1II vs. 1) 2.145(1.346-3.420)
Differentiation /

Validation cohort

RTIMS (High vs. low) 0.275(0.150-0.506)
Stage(I11 vs. 11) 2.066(1.020-4.184)
CEA 2.103(1.072-4.124)

RTIMS, radiomics tumor immune microenvironment score.

<0.0001
0.001
/

<0.0001
0.044
0.031

Opverall survival

HR (95%CI)

0.336(0.215-0.526)
2.036(1.219-3.403)
1.413(1.009-1.979)

0.198(0.107-0.367)
/
2.446(1.264-4.731)

<0.0001
0.007
0.044

<0.0001
/
0.008
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Variables

Gender
Female
Male
Age (years), median (IQR)
Age (years)
<60
>60
Tumor size (cm)
<4
24
Tumor location
Cardia
Body
Antrum
‘Whole
Differentiation status
Well

Moderate

Poor and undifferentiated

Lauren type
Intestinal type
Diffuse or mixed type

CEA
Normal
Elevated

CA199
Normal
Elevated

Depth of invasion
T1
T2
T3
Tda
T4db

Lymph node metastasis
No
N1
N2
N3a
N3b

Stage
I
it

Chemotherapy
No
Yes

RTIMS, radiomics tumor immune microenvironment score.

Training cohort (n =152)

low RTIMS (%)

18 (38.3%)
38 (35.8%)
61 (56-68)

22 (27.8%)
34 (45.9%)

19 (33.3%)
37 (38.5%)

26 (48.1%)
6 (22.2%)
15 (27.3%)
9 (52.9%)

11 (47.8%)
10 (37.0%)
35 (34.0%)

28 (41.8%)
28 (32.6%)

49 (37.4%)
7 (31.8%)

43 (34.4%)
13 (46.4%)

1 (6.7%)
6 (28.6%)
2 (14.3%)
35 (43.2%)
12 (54.5%)

12 (26.1%)
10 (45.5%)
11 (39.3%)
14 (35.0%)
9 (52.9%)

15 (25.0%)
41 (44.1%)

16 (25.8%)
41 (44.0%)

high RTIMS (%)

29 (61.7%)
68 (64.2%)
57 (48-66)

57 (72.2%)
40 (54.1%)

38 (66.7%)
59 (61.5%)

28 (51.9%)
21 (77.8%)
40 (72.7%)
8 (47.1%)

12 (52.2%)
17 (63.0%)
68 (66.0%)

39 (58.2%)
58 (67.4%)

82 (62.6%)
15 (68.2%)

82 (65.6%)
5 (53.6%)

4 (93.3%)
15 (71.4%)
12 (85.7%)
46 (26.8%)
0 (45.5%)

34 (73.9%)
12 (54.5%)
17 (60.7%)
26 (65.0%)
8 (47.1%)

45 (75.0%)
52 (55.9%)

46 (74.2%)
51 (56.0%)

P

0.772

0.02

0.518

0.023

0.459

0.24

0.615

0.232

0.007

0.285

0.017

0.022

Validation cohort (n = 77)

1owRTIMS (%)

9 (45.0%)
25 (43.9%)
57.5 (49.5-70.25)

18 (43.9%)
16 (44.4%)

9 (31.0%)
25 (52.1%)

14 (48.3%)
2 (25.0%)
10 (38.5%)
8 (57.1%)

5(33.3%)
7 (63.6%)
22 (43.1%)

15 (45.5%)
19 (43.2%)

27 (40.3%)
7 (43.8%)

22 (42.3%)
12 (48.0%)

0 (0.0%)
3(27.3%)
2 (40.0%)
23 (46.9%)
6 (75.0%)

8 (36.4%)
7 (77.8%)
5 (35.7%)
10 (41.7%)
4(50.0%)

7 (29.2%)
27 (50.9%)

17 (44.7%)
7 (43.6%)

high RTIMS (%)

1 (55.0%)
32 (56.1%)
58 (54-69)

23 (56.1%)
20 (55.6%)

20 (69.0%)
23 (47.9%)

5 (51.7%)
6 (75.0%)
16 (61.5%)
6 (42.9%)

10 (66.7%)
4 (36.4%)
29 (56.9%)

18 (54.5%)
25 (56.8%)

34 (55.7%)
9 (56.3%)

30 (57.7%)
13 (52.0%)

4 (100.0%)
8 (72.7%)
3 (60.0%)
26 (53.1%)
2 (25.0%)

14 (63.6%)
2 (22.2%)
9 (64.3%)
14 (58.3%)
4 (50.0%)

17 (70.8%)
26 (49.1%)

21 (55.3%)
22 (56.4%)

P

0.962

0.072

0.442

0.297

0.842

0.971

0.638

0.103

0.263

0.075

0.919
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Characteristic

Age at diagnosis (year)
<65
265
Sex
Male
Female
Race
White
Black
Other
Laterality
Right
Left
Site
Upper lobe
Middle lobe
Lower lobe
Other
Histotype

Large cell neuroendocrine carcinoma

Carcinoid tumor
Atypical carcinoid tumor

Differentiation

Well/moderately differentiated

Poorly differentiated/undifferentiated

Unknown
T classification
Tl
T2
T3
T4
N classification
N1
N2
Surgery
Sublobectomy
Lobectomy
Pneumonectomy
Radiotherapy
No/unknown
Yes
Chemotherapy
No/unknown

Yes

LODDS as a categorical variable

LODDS$<-0.79
LODDS=-0.79

N (%)

187 (62.3)
113 (37.7)

132 (44.00)
168 (56.00)

281 (93.67)
15 (5.00)
4 (1.33)

161 (53.67)
139 (46.33)

124 (41.33)
34 (11.33)
113 (37.67)
29 (9.67)

86 (28.67)
152 (50.67)
62 (20.67)

120 (40.00)
64 (21.33)
116 (38.67)

128 (42.67)

114 (38.00)
3 (14.33)
15 (5.00)

193 (64.33)
107 (35.67)

4 (8.00)
246 (82.00)
30 (10.00)

259 (86.33)
1 (13.67)

214 (7133)
86 (28.67)

190 (63.3)
110 (36.7)

Univariable analysis

HR (95%CI)

1:
3.10 (2.12-4.55)

1
0.62 (0.43-0.91)

1
1.11 (0.49-2.53)
0.00 (0.00-Inf)

1
0.87 (0.59-1.26)

1
0.41 (0.20-0.87)
0.74 (0.49-1.12)
0.69 (0.35-1.36)

1
0.13 (0.08-0.20)
0.23 (0.13-0.39)

1
6.22 (3.70-10.46)
1.98 (1.18-3.34)

1
1.12 (0.74-1.70)
1.35 (0.76-2.40)
0.91 (0.36-2.31)

1
1.76 (1.21-2.57)

1
0.38 (0.21-0.67)
0.49 (0.23-1.03)

1
1.98 (1.26-3.12)

1
1.86 (1.26-2.73)

1
1.71 (1.17-2.48)

P value

<0.001

0.014

0.801
0.994

0.453

0.02
0.149
0.284

<0.001
<0.001

<0.001
0.01

0.586
0.301
0.849

0.003

<0.001
0.058

0.003

0.002

0.005

LODDS, log odds of positive lymph node; OS, overall survival; HR, hazard ratio; CI, confidence interval.

Stepwise multivariable analysis

HR (95%CI) P value
1

233 (1.57-347) <0.001
1

0.74 (0.51-1.09) 0.131
1

0.09 (0.05-0.15) <0.001

0.18 (0.10-0.33) <0.001
1

151 (0.86-2.66) 0.151
1

043 (0.25-0.74) 0.002
1

1.76 (1.20-2.58) 0.004
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Characteristic

Age at diagnosis (year)
<65
265
Sex
Male
Female
Race
White
Black
Other
Laterality
Right
Left
Site
Upper lobe
Middle lobe
Lower lobe
Other
Histotype

Large cell neuroendocrine carcinoma

Carcinoid tumor
Atypical carcinoid tumor

Differentiation

Well/moderately differentiated

Poorly differentiated/undifferentiated

Unknown
T classification
Tl
T2
T3
T4
N classification
N1
N2
Surgery
Sublobectomy
Lobectomy
Pneumonectomy
Radiotherapy
No/unknown
Yes
Chemotherapy
No/unknown

Yes

LODDS as a categorical variable

LODDS$<-0.79
LODDS=-0.79

CSS, cancer-specific survival; LODDS, log odds of positive lymph node; HR, hazard ratio; CI, confidence interval.

N (%)

187 (62.3)
113 (37.7)

132 (44.00)
168 (56.00)

281 (93.67)
15 (5.00)
4(1.33)

161 (53.67)
139 (46.33)

124 (41.33)

34 (11.33)

113 (37.67)
9 (9.67)

86 (28.67)
152 (50.67)
2 (20.67)

120 (40.00)
64 (21.33)
116 (38.67)

128 (42.67)

114 (38.00)
3 (14.33)
15 (5.00)

193 (64.33)
107 (35.67)

4 (8.00)
246 (82.00)
30 (10.00)

259 (86.33)
1 (13.67)

214 (7133)
86 (28.67)

190 (63.3)
110 (36.7)

Univariable analysis

HR (95%CI)

1:
2.45 (1.57-3.82)

1
0.68 (0.44-1.06)

1
1.03 (0.38-2.81)
0.00 (0.00-Inf)

1
0.85 (0.54-1.32)

1
0.25 (0.09-0.71)
0.59 (0.36-0.96)
0.41 (0.16-1.04)

1
0.08 (0.04-0.14)
0.19 (0.10-0.35)

1
6.97 (3.87-12.52)
1.52 (0.81-2.85)

1
0.93 (0.56-1.54)
1.54 (0.82-2.88)
0.95 (0.34-2.68)

1
1.74 (1.12-2.71)

1
0.28 (0.15-0.52)
0.45 (0.20-1.00)

1
2.34 (1.40-3.89)

1
2.63 (1.69-4.10)

1
2.23 (1.43-3.48)

P value

<0.001

0.087

0.958
0.995

0.467

0.009
0.033
0.061

<0.001
<0.001

<0.001
0.195

0.777
0.178
0.923

0.014

<0.001
0.049

0.001

<0.001

<0.001

Stepwise multivariable analysis

HR (95%CI)

1
1.82 (1.13-2.93)

1
0.06 (0.03-0.12)
0.16 (0.08-0.31)

1
0.69 (0.35-1.34)
1.33 (0.56-3.14)

1
0.63 (0.37-1.07)

1
221 (1.38-3.52)

P value

0.014

<0.001
<0.001

0.270
0.516

0.084

<0.001
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Characteristic

Age at diagnosis (year)
<65
=265
Sex
Male
Female
Race
White
Black
Other
Laterality
Right
Left
Site
Upper lobe
Middle lobe
Lower lobe
Other
Histotype
Large cell neuroendocrine carcinoma
Carcinoid tumor
Atypical carcinoid tumor
Differentiation
Well/moderately differentiated
Poorly differentiated/undifferentiated
Unknown
T classification
T1
T2
T3
T4
N classification
N1
N2
Surgery
Sublobectomy
Lobectomy
Pneumonectomy
Radiotherapy
No/unknown
Yes
Chemotherapy
No/unknown
Yes
Number of dissected lymph nodes
Number of positive lymph nodes
LODDS as a categorical variable
LODDS<-0.79
LODDS=-0.79

Total (n = 506) Derivation dataset (n = 300)

321 (63.44) 187 (62.3)
185 (36.56) 113 (37.7)
232 (45.85) 132 (44.00)
274 (54.15) 168 (56.00)
453 (89.53) 281 (93.67)
9 (5.73) 15 (5.00)
24 (4.74) 4 (1.33)
281 (55.53) 161 (53.67)
225 (44.47) 139 (46.33)
194 (38.34) 124 (41.33)
64 (12.65) 34 (11.33)
196 (38.74) 113 (37.67)
52 (10.28) 29 (9.67)
129 (25.49) 86 (28.67)
274 (54.15) 152 (50.67)
103 (20.36) 62 (20.67)
201 (39.72) 120 (40.00)
97 (19.17) 64 (21.33)
208 (41.11) 116 (38.67)
209 (41.30) 128 (42.67)
190 (37.55) 114 (38.00)
74 (14.62) 43 (14.33)
33 (6.52) 15 (5.00)
319 (63.04) 193 (64.33)
187 (36.96) 107 (35.67)
44 (8.70) 24 (8.00)
406 (80.24) 246 (82.00)
56 (11.07) 30 (10.00)
439 (86.76) 259 (86.33)
67 (13.24) 41 (13.67)
374 (73.91) 214 (71.33)
132 (26.09) 86 (28.67)

9.00 (6.00-14.75)
2.00 (1.00-3.00)

9.00 (6.00-14.00)
1.00 (1.00-2.00)

334 (66.01)
172 (33.99)

190 (63.3)
110 (36.7)

External validation dataset (n = 206) P value*

0533
134 (65.0)
72 (35.0)
0314
100 (48.54)
106 (51.46)
<0.001
172 (83.50)
14 (6.80)
20 (9.71)
0308
120 (58.25)
86 (41.75)
0360
70 (33.98)
30 (14.56)
83 (40.29)
23 (11.17)
0.100
43 (20.87)
122 (59.22)
41 (19.90)
0237
81(39.32)
33 (16.02)
92 (44.66)
0387
81(39.32)
76 (36.89)
31 (15.05)
18 (8.74)
0468
126 (61.17)
80 (38.83)
0483
20 (9.71)
160 (77.67)
26 (12.62)
0733
180 (87.38)
26 (12.62)
0.111
160 (77.67)
46 (22.33)
9.00 (6.00-15.00)
2.00(1.00-3.00)

0.080
0.139
0.864
132 (64.1)
74 (35.9)

Data are listed as median (IQR) or n (%). *P values for Mann-Whitney test or Chi square test by comparing the basic characteristics in the derivation and external validation datasets.

LODDS, log odds of positive lymph node.
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Variables

Disease-free survival

Overall survival

HR (95%Cl) P HR (95%Cl) P
Age 1.010 (1.003-1.020) 0.047 1.008 (1.000-1.017) 0.062
Location
Cardia - - 1 Reference
Body = = 1.043 (0.759-1.434) 0.793
Antrum = - 0.882 (0.645-1.205) 0.430
Whole - = 1.208 (0.659-2.215) 0.540
TNM stage
| 1 Reference 1 Reference
I 3.100 (2.038-4.715) <0.001 3.268 (2.153-4.960) <0.001
n 5.687 (3.692-8.760) <0.001 5.867 (3.8156-9.022) <0.001
\% = - 10.769 (6.848-16.935) <0.001
Chemotherapy
No 1 Reference 1 Reference
Yes 0.494 (0.386-0.633) <0.001 0.446 (0.357-0.556) <0.001
TMEclassifier
A 1 Reference 1 Reference
B 0.795 (0.554-1.142) 0.214 0.808 (0.596-1.095) 0.169
C 1.697 (1.239-2.323) 0.001 1.463 (1.097-1.958) 0.010
D 1.392 (1.063-1.824) 0.016 1.300 (1.014-1.665) 0.038

Cl, confidence interval: HR, hazard ratio. Patients for disease-free survival assessment had undergone potential radical surgery.
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Variables

No. of patients
Median age (range)

Male (%)
Location (%)
Cardia
Body
Antrum
Whole
Lauren type (%)
Intestinal
Diffuse
Mixed
T stage (%)

M stage (%)
MO

M1

TNM stage (%)

Potential radical surgery
Chemotherapy (%)
Recurrence (%)

Median follow-up, mo.

ACRG

300
64
(24-86)
199 (66.3)

32(10.7)

107 (35.7)

155 (51.7)
6(2.0)

150 (50.0)
141 (47.0)
9(30)

0

188 (62.7)
91 (30.3)
21(7.0)

38(12.7)
131 (43.7)
80 (26.7)
51(17.0)

273(91.0)
27 (9.0)

30(10.0)
97 (32.3)
96 (32.0)
77 (25.7)
Reported
144 (48.0)
125 (41.7)
80

smc

432
53
(23-74)
280 (64.8)

54 (12.5)

139 (32.2)

226 (52.3)
133.0

139 (32.2)
280 (64.8)
13 (3.0)

68 (15.7)
167 (38.7)
130 (30.1)
67 (16.5)
Reported
432 (100)
177 (41.0)
84

YUHS

59
63
(32-83)
41 (69.5)

17 (28.8)
28 (47.5)
12 (20.3)

55 (93.2)
468

2(20.3)
1(18.6)
24 40.7)
2(20.3)
Reported
45 (76.3)
26 (44.1)
91

KuCMm

109
58
(08-74)
69 (63.3)

102 (93.6)
7(6.4)

40 (36.7)
8(16.5)
36 (33.0)
5(13.8)

Reported

39 (35.8)
60 (55.0)

KUGH

93
60
(36-83)
73 (78.5)

9(9.7)
29(31.2)
55 (59.1)

59 (63.4)
31(33.3)
222

85 (91.4)
7(75)

1(11.8)
8(19.4)
27 (29.0)
36 (38.7)
Reported
67 (72.0)
32 (34.4)
49

TCGA-STAD

372
67
(35-90)
240 (64.5)

133 (35.8)
89 (23.9)
134 (36.0)

162 (43.5)
74 (19.9)

20 (5.4)
80 (21.5)
170 (45.7)
98 (26.9)

114 (30.6)
101 (27.2)
75 (20.2)
75 (20.2)

347 (93.3)
23(62)

52 (14.0)
112 (30.0)
155 (41.7)
39 (10.5)
Reported

123 (33.1)
22

SGP

248
68
(23-92)
161 (64.9)

138 (55.6)
86 (34.7)
2289

42 (16.9)
2 (16.9)
1(36.7)
73 (29.4)
Not reported

75

MDACC

40
58
(33-78)
27 (67.5)

1(25)
6(15.0)
12 (30.0
21 (52.5)

TYB

126
59
23-71)
99 (78.6)

5(4.0)
5(4.0)
108 (85.7)
8(6.3)

CGH

199
61
(34-81)
145 (72.9)

55 (27.6)
101 (50.8)
43 (21.6)

105
25 (12.6)
145 (72.9)
28 (14.1)

42 (21.1)
72 (36.2)
66 (33.2)
19(9.5)

175 (87.9)
24 (12.1)

9(4.5)
31 (15.6)
104 (52.3)
55 (27.6)

KOREA

433
62
(27-86)
296 (68.4)

11(2.5)
38 (8.8)
92 (21.2)

292 (67.4)

80 (18.5)

188 (43.4)

132 (30.5)
33 (7.6)

Reported Reported Reported  Reported

40 (100)

85

70

51

116

A dash indiicates that data are not available. The version of TNM staging system for ACRG, SMC, YUHS, KUCM, KUGH, TCGA, SGP, MDACC, TYB, CGH, and KOREA was the American
Joint Committee on Cancer (AJCC) 6th or 7th edition.
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(ii) Binary response

(iii) FPC scores

(iv) Integrated response

measure Req SOS Ry SOS R2eq
Goldberg -0.00992 ‘ -0.22303 -0.00106 -0.02394 -0.00684 -0.15374
-0.00993 ‘ -0.19275 0.00457 ‘ 0.08869 -0.00613 -0.11905
Amgen -0.00001 ‘ -0.00447 0.00114 ‘ 0.68428 0.0009 0.54028
0.0002 ‘ 0.10568 0.00069 ‘ 035978 000118 0.61047

SOS: the shared over simple effect.

It is defined as the ratio of R-squared measures of the mediated and the total treatment effects on OS.
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