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Editorial on the Research Topic 


Innate immunity and intercellular communication



Introduction

As one of the important components of the primary defense system, the innate immune system can be rapidly deployed in organisms against microbial infections upon activation. Both pathogen-associated molecular patterns (PAMPs) and damage-associated molecular patterns (DAMPs) activate innate immune pattern recognition receptors to trigger downstream inflammatory responses and other immune responses. Therefore, elaborating more detailed mechanisms for the precise regulation of innate immunity has important implications for the treatment of human diseases.

Various soluble factors and particles in body fluids mediate immunological, long-distance intercellular communication. In the past decades, the investigation of extracellular vesicles (EVs), a group of nano-size particles with lipid bilayer membranes that carry particular cellular contents of parent cells, is a paradigm shift for traditional intercellular communication mechanisms and ushers in a new research interest for cell-to-cell communication mechanisms. EVs may raise the alarm for innate immune responses or silence them via the transfer of cargo biomolecules between cells to affect intracellular communication (1).

This Research Topic encompasses a collection of reviews, opinions, perspectives, as well as primary research articles investigating Innate Immunity and Intercellular Communication.



Exploration of the unknown in innate immunity

Although innate immune signaling pathways have been well investigated, there are still have many aspects in this area that need more in-depth study. The scientific researchers involved in the current Research Topic introduce us to some interesting research directions, pointing towards future research possibilities.

Pathogen constituents, including microbial lipids and nucleic acids (NAs), are able to activate Toll-like receptor (TLR) signaling pathways. To prevent unnecessary autoimmune responses, NA-sensing TLRs are localized in the endosomal compartment. With the degradation of NAs in endosomal compartment, TLR subfamilies are less activated by self-derived NAs. Surprisingly, NA degradation products were found to be effective TLRs ligands. Miyake et al. summarize recent findings of how dysregulation of NA metabolism affects TLR responses and their relationship with diseases.

Unlike the TLR family, nucleotide-binding and oligomerization domain (NOD)-like receptors (NLRs) have different subcellular localization and complex caspase reaction signals. However, limited structural evidence restrained the understanding of NLR activation mechanism. Ohto‘s review introduces the mechanisms of activity regulation and signal transduction as revealed by structural biology studies conducted over the past decade. These detailed structural biology studies are expected to aid further development of therapeutic agents.

Ym1 is a widely confirmed M2 polarization marker, but there is still a lack of research on its function. Kang et al.‘s review highlights the relationship between Ym1 and diseases such as allergic lung inflammation, parasitic infection, autoimmune diseases and nervous system diseases.

Protein tyrosine phosphatases (PTPs) remove phosphates from tyrosine residues in some proteins. Luo et al. found an SH2-domain-containing PTP named LvPTPN6 in Litopenaeus vannamei and reveal the mechanism whereby LvPTPN6 enhances the antiviral immunity of shrimp via the JAK/STAT signaling pathway.

Extracellular traps (ETs) of neutrophils are widely reported in both animals and plants, where they play a vital role in killing invading microbes. Liao et al.‘s review summarize the mechanism through which bacteria, fungal pathogens and parasites use nucleases to evade the ETs of the host.

Both innate and adaptive immune processes involve hemichannels (HC)/gap junctions (GJs) and immunoglobulin (Ig)-like domain-containing proteins (IGLDCPs). Meng et al. summarize the current understanding of HC-released immune signaling factors that influence IGLDCPs in regulating innate/adaptive immunity.

HMGB1 can function as a DAMP outside the cell, activating the immune system and promoting inflammation. Gao et al. show that HMGB1 mobilization was completely inhibited by selective H1-receptor antagonists, suggesting that histamine induces HMGB1 release from vascular endothelial cells through H1 receptor stimulation. Anti-HMGB1 antibodies may become a new therapeutic option.



Development of disease therapy strategies

Cannabidivarin (CBDV) is a non-psychoactive phytocannabinoid found in plants of the Cannabis species. Wang et al. demonstrate that CBDV has anti-neuroinflammatory effects through direct binding to MD2, possibly acting as an antagonist of TLR4. CBDV further mediates analgesic effects by inhibiting morphine-induced glial activation. CBDV could be a potential agent for improving morphine-mediated analgesia.

ACT001 was proven to be an anti-tumor drug. In Tianshu Zhang et al.‘s work, ACT001 effectively reduced the peripheral injury and activation of microglia and astrocyte via inhibiting the formation of TLR4/MD2/MyD88 complex. Their work provides strong evidence for ACT001’s potential in the treatment of neuropathic pain.



Investigating roles of EVs in innate immunity

EVs are known as a novel carrier of MAMPS and DAMPs. Therefore, studying isolation methods and mechanisms for EVs is helpful for the investigation of the function of EVs in innate immunity.

Although gut bacteria cannot easily cross the complex gut-blood barrier into circulation, a large number of studies have shown that both gram-positive and -negative EVs can be detected in circulation. Wei et al. presents a new bioanalytical technology for the purification of bacterial extracellular vesicles (BEVs), which contain various bioactive compounds and thus can be further used as therapeutic approaches for modulating innate immune responses of host cells. Epsilon-poly-L-lysin (ϵ-PL) is useful for collecting BEVs, and BEVs purified by ϵ-PL (ϵ-PL BEVs) are comparable to those concentrated by ultracentrifugation.

In aging individuals, chronic inflammation is widely observed, but the biological functions of EVs are still beyond investigation. Xiao et al. found that senescent fibroblasts in the aging microenviroments release larger amounts of miR-30b-5p containing EVs. These EVs can specifically activate the classical NF-kB signaling pathway via releasing miR-30b-5p into recipient cells.



Conclusion

The Research Topic of ‘Innate Immunity and Intercellular Communication’ has gathered numerous worthy investigations and contributions on the subject of innate immune signaling pathways and intercellular communication, offering us research tactics and insights into new research direction on new players in signaling pathways. The articles in this collection highlight important interrelated topics and will hopefully serve as a catalyst for further studies such as elucidation of mechanisms involved in signaling pathways in innate immune responses. Ultimately, we trust that these efforts may eventually lead to the development of new anti-inflammatory drugs and bioengineering techniques for theranostics.
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Neuropathic pain is a common and challenging neurological disease, which renders an unmet need for safe and effective new therapies. Toll-like receptor 4 (TLR4) expressed on immune cells in the central nervous system arises as a novel target for treating neuropathic pain. In this study, ACT001, an orphan drug currently in clinical trials for the treatment of glioblastoma, was identified as a TLR4 antagonist. In vitro quenching titrations of intrinsic protein fluorescence and saturation transfer difference (STD)-NMR showed the direct binding of ACT001 to TLR4 co-receptor MD2. Cellular thermal shift assay (CETSA) showed that ACT001 binding affected the MD2 stability, which implies that MD2 is the endogenous target of ACT001. In silico simulations showed that ACT001 binding decreased the percentage of hydrophobic area in the buried solvent-accessible surface areas (SASA) of MD2 and rendered most regions of MD2 to be more flexible, which is consistent with experimental data that ACT001 binding decreased MD2 stability. In keeping with targeting MD2, ACT001 was found to restrain the formation of TLR4/MD2/MyD88 complex and the activation of TLR4 signaling axes of NF-κB and MAPKs, therefore blocking LPS-induced TLR4 signaling downstream pro-inflammatory factors NO, IL-6, TNF-α, and IL-1β. Furthermore, systemic administration of ACT001 attenuated allodynia induced by peripheral nerve injury and activation of microglia and astrocyte in vivo. Given the well-established role of neuroinflammation in neuropathic pain, these data imply that ACT001 could be a potential drug candidate for the treatment of chronic neuropathic pain.
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1 Introduction

Neuropathic pain is a chronic and pathological disease resulting from nerve injury or inflammation which remains poorly managed by currently available therapeutics (1). Most of these therapeutics target neurons (2). Recently considerable investigations demonstrate that glia also plays a key role in neuropathic pain outcomes (3, 4). Once the peripheral nerve is injured, glial cells become activated and release pro-inflammatory cytokines, chemokines, and other inflammatory mediators such as nitric oxide (NO), which contributes to the maintenance of neuronal central sensitization (4, 5). Therefore, resetting the activated glia to the resting state and blocking the neuroinflammation would be a useful intervention strategy for treating neuropathic pain.

Toll-like receptor 4 (TLR4) is a pattern recognition receptor (PRR), which is responsible for the recognition of pathogen-associated molecular patterns (PAMPs), damage-associated molecular patterns (DAMPs), and xenobiotic-associated molecular patterns (XMAPs) (6). Lipopolysaccharide (LPS), a component of the outer membrane of Gram-negative bacteria, is a natural ligand of TLR4 (6). In the central nervous system(CNS), TLR4 is primarily expressed on microglia (7), functioning mainly in the regulation of pro-inflammatory factors production. Injured sensory neurons may release extracellular matrix molecules and DAMPs, which are detected by TLR4 thus activating immunocompetent cells and exerting the influence on the neural pain (7, 8). Therefore, TLR4 antagonists could be potential therapeutics for treating neuropathic pain. However, there are rare TLR4 antagonist that cross the blood-brain barrier (BBB).

ACT001 (also known as dimethylaminomicheliolide, DMAMCL), derived from parthenolide (9), displays anti-tumor activities in various cancers, including hepatocellular carcinoma, breast cancer, and glioblastoma (10–13). As a promising drug for the treatment of glioblastoma, ACT001 has an excellent effect on restraining the growth of glioblastoma in Phase I clinical trials and now it is currently undergoing Phase II clinical trials (14, 15). ACT001, which can penetrate the blood–brain barrier (BBB) and accumulate in the brain, alleviates glial activation and neuroinflammation (16, 17). As a foreign substance in CNS, it is not surprising that ACT001 would perturb the CNS immunity (16, 17). TLR4 is the key PRR of innate immune system, which detects PAMPs (18), DAMPs (19) and XMAPs (20, 21). It would be interesting to explore whether ACT001 acts as a XAMP and can be sensed by myeloid differentiation 2 (MD2), an accessory protein of TLR4 responsible for the recognition of ligand. This study found that ACT001 bound to MD2 and inhibited LPS-induced formation of TLR4/MD2/MyD88 complex and the activation NF-κB and MAPKs, therefore suppressing LPS-induced pro-inflammatory factors. Moreover, intravenous injection of ACT001 attenuated allodynia induced by peripheral nerve injury and lumbar spinal cord dorsal horn expression of Iba-1 (a microglial activation marker) and GFAP (an astrocyte activation marker) in vivo. These data implicate that ACT001 has the potential for treating neuropathic pain.



2 Manuscript Formatting


2.1 Materials and Methods


2.1.1 Materials

ACT001 was kindly provided by Tianjin Shangde Pharmaceutical Margin Technology Co., Ltd. Microglial BV-2 cells were obtained from China Center for Type Culture Collection. Ultrapure lipopolysaccharide (LPS), HEK Blue TLR4 293 cells, and HEK-Blue Selection were obtained from Invivogen. Phospha-Light™ SEAP Reporter Gene Assay System was purchased from Applied Biosystems. Dual-Glo Luciferase Assay System was purchased from Promega. Crystal violet, 2,3-diaminonaphthalene, protease inhibitor cocktails, and anti-β-actin antibodies were purchased from Sigma-Aldrich. Dulbecco’s Modified Eagle Medium (DMEM), TRIzol, RIPA buffer were purchased from Thermo Fisher Scientific. Fetal bovine serum was purchased from PAN-Seratech. RNeasy Mini Kit, RT² Easy First Strand cDNA Synthesis Kit, PCR primers and SYBR Green PCR Master Mix were obtained from Qiagen. Primary MD2 antibody, anti-Iba1 antibody, anti-TLR4 antibody and anti-GFAP antibody were purchased from Abcam. Primary antibodies targeting MyD88, p38 MAPK, NF-κB p65, ERK (1/2), IKK-β, SAPK/JNK, phospho-NF-κB p65, phospho-ERK(1/2), phospho-SAPK/JNK, phospho-IKK-α/β, and phospho-p38 MAPK antibodies were obtained from Cell Signaling Technology.



2.1.2 Fluorescence Titrations of MD2 With ACT001

MD2 expression and purification were performed as described previously (22, 23). Fluorescence titrations of MD2 with ACT001 were performed on a Cary Eclipse spectrofluorometer. All measurements were carried out at room temperature using a 2×10 mm quartz cell with MD2. The fluorescence titration was carried out at a wavelength of 280 nm to excite the Tyr and Trp residues in MD2. Emission at 310-450 nm was measured. 0.5 μM MD2 was titrated with different concentrations of ACT001 and fluorescence intensity at 337 nm was plotted against ACT001 concentration.



2.1.3 Saturation Transfer Difference (STD) NMR Measurement

MD2 was prepared in a phosphate buffer in D2O (75 mM potassium phosphate, 150 mM sodium chloride, pH 7.5)and ACT001 was dissolved in DMSO-d6 (50 mM) as stock solution. Saturation transfer difference NMR spectroscopy experiments were performed to investigate ligand-protein interactions. NMR spectra were acquired at 25 °C in a Bruker Avance III-600 MHz (proton frequency) spectrometer with a conventional inverse 5 mm probe head with z-gradients using standard Bruker pulse programs. Samples containing 400 μM ACT001 in the absence or presence of MD2 (4 μM) in D2O buffer were used for NMR spectra data acquisition.



2.1.4 Cellular Thermal Shift Assay (CETSA)

Cellular thermal shift assay (CETSA) was performed as described (21).



2.1.5 In Silico Simulations


2.1.5.1 System Preparation and Docking

The structure of ACT001 was drawn through Gauss View 6 (24) and optimized by Gaussian 09 (25) software using the B3LYP density functional method and 6-31G (d,p) basis set. The X-ray structure of MD2 was extracted from TLR4/MD2 complex (PDB ID: 2Z64) and was used for molecular docking and molecular dynamics simulations. Missing hydrogen atoms of MD2 were added by Maestro under pH 7.0 (26). Molecular docking was conducted through AutodockVina 1.1.2 in a box of 50 × 60 × 50 Å3, which covers MD2 protein completely (27). The most favorable binding site was searched and located by the Iterated Local Search Globule Optimizer (28, 29). MD2 was considered rigid and ACT001 was regarded as semi-flexible during molecular docking. Ten docking poses were generated by AutodockVina 1.1.2 and ranked according to their affinity with MD2. Of all the docking poses, the pose with the best affinity to MD2 was chosen for further simulations.



2.1.5.2 Molecular Dynamics Simulation

MD2 alone (apo-MD2) and the best docking pose of MD2 interacting with ACT001 were further studied through molecular dynamics simulations by the NAMD2.12 package (30) with AMBER ff03 force field (31, 32). R.E.D was used to optimize and fit the atomic charges of ACT001 based on the quantum mechanics calculations (33). The general AMBER force field (GAFF) was used to treat other atomic parameters (32). A TIP3P model of a water box was used to solvate all solutes with a distance of 10 Å between the protein and the edge of the box. Na+ and Cl- ions were added to neutralize the system with a concentration of 0.15 M. Energy minimization was performed for 5000 steps first and the system was heated to 310 K in 310 ps with 1 ns equilibration. The system was further run in the isothermal-isobaric (NPT) ensemble at a temperature of 310 K for 400 ns. SHAKE algorithm was used to restrain all bonds involving hydrogen (29). Calculations of long-range electrostatic interactions were performed by the Particle-mesh Ewald (PME) summation method (34). Langevin dynamics was used to keep the temperature of the system at 310 K with the collision frequency of 5 ps–1 and the pressure was set at 1 atm with Nosé–Hoover Langevin piston method (35).

The RMSD (root-mean-square deviation) and RMSF (root-mean-square fluctuation) analyses were performed through VMD (36) and Bio3D package (37), respectively. The interactions between MD2 and ACT001 were analyzed by LigPlot+ (38) and PyMol (39) software. The ratio of hydrophobic SASA (solvent accessible surface areas) in buried SASA was calculated as specified before (20).




2.1.6 Nitric Oxide (NO) Assay

BV-2 cells were cultured in supplemented DMEM (10% FBS, 50 U/mL penicillin, and 50 μg/mL streptomycin) and seeded at a density of 4×104 cells per well in 96-well plates. After overnight incubation, media was aspirated and changed to DMEM media without FBS. Cells were then treated with LPS (200 ng/mL) and the indicated concentrations of ACT001. The NO concentration in the culture supernatant was determined by the 2,3-diaminonaphthalene-based fluorescent method as described (23).



2.1.7 BV-2 Cells Morphology

BV-2 cells were cultured as above and treated with LPS (200 ng/mL) and 100 μM ACT001 for 6 h. Cell morphology images were collected by a Nikon microscope.



2.1.8 Cell Viability Assay

Cellular viability was determined by the crystal violet staining method and CCK-8 Kit as described (23, 40).



2.1.9 Secreted Embryonic Alkaline Phosphatase (SEAP) Assay

SEAP assay was performed as described (40).



2.1.10 Dual-Luciferase NF-κB Reporter Assay

Dual-luciferase NF-κB reporter assay was performed as described (40).



2.1.11 Co-Immunoprecipitation (Co-IP)

BV-2 cells were seeded at 4×106 cells/dish in 100 mm culture dishes. After 24 h incubation, cells were stimulated by LPS (200 ng/mL) and indicated concentrations of ACT001 for 1 h. Cells were washed twice with ice-cold PBS and lysed in 1 mL Co-IP lysis buffer (25 mM Tris pH 8.0, 150 mM KCl, 5 mM EDTA, 0.5% NP-40) with a complete protease inhibitor cocktail, 1 mM DTT, and 1 mM PMSF by incubating on ice for 30 min. Cell supernatant was collected via centrifugation at 12,000 g at 4 °C for 12 min and incubated with corresponding primary antibody at 4 °C overnight. Washed magnetic beads were then incubated with the samples at room temperature for 1 h. The magnetic beads were washed twice with PBS and boiled with 50 μL 2 × SDS sample buffer at 100 °C for 8 min for immunoblotting.



2.1.12 Immunoblotting

Immunoblotting was performed as described (23).



2.1.13 qRT-PCR

BV-2 cells were seeded at a density of 4×105 cells/well in 6-well plates. After overnight incubation, BV-2 cells were treated with LPS (200 ng/mL) and indicated concentrations of ACT001 for 6 h. Total RNA was isolated from BV-2 cells using TRIzol reagent and cDNA was generated with an oligo (dT) primer. Primer sequences are shown in Table 1. The ribosomal protein L27 gene RPL27 was used as the internal control. qPCR was performed on a TOptical Real-Time qPCR Thermal Cycler (Analytik Jena, Thuringia, Germany) using the SYBR Green method. The data were analyzed by the 2−ΔΔCT method and were normalized to RPL27.


Table 1 | Primer sequences of iNOS, IL-1β, TNF-α, IL-6 and RPL27.





2.1.14 In Vivo Study


2.1.14.1 Animals and Drug Treatment

Pathogen-free adult male Sprague-Dawley rats (300-350 g) were used in all experiments (Liaoning Changsheng Biotechnology, China). Rats were housed in temperature-controlled (20 ± 2 °C) and light-controlled (12-h light-dark cycle; lights on at 7:00 am) rooms with standard rodent food and water available ad libitum and allowed to habituate to the holding facility for ≥1 week before experimentation. All the animal-handling procedures were approved by the Institutional Animal Care and Use Committee (IACUC) of Changchun Institute of Applied Chemistry, Chinese Academy of Sciences (CIAC2021-0026).

Animals were randomly divided into three groups. Rats in sham group (n = 6) and CCI group (n = 9) were intravenously administrated with 0.9% saline, while rats in the CCI + ACT001 group (n = 9) were intravenously administrated with 50 mg/kg ACT001 (dissolved in 0.9% saline), once a day from the 2nd day to 42nd day after surgery.



2.1.14.2 CCI Induced Neuropathic Pain

Neuropathic pain was induced using chronic constriction injury (CCI) surgery as described previously (41). Briefly, rats were anesthetized and maintained with isoflurane. The left sciatic nerve was gently exposed. Four ligations were tied loosely around the sciatic nerve with sterile chromic gut sutures. The sham group animals were treated with the same surgery but without the ligation. All animals were monitored postoperatively until fully ambulatory before returning to their home cage and checked daily for any sign of infection. No such cases occurred in this study.



2.1.14.3 Mechanical Allodynia

Animals received at least two days of habituation in the test environment before baseline testing. The nociceptive behavior was monitored 1 day before surgery and 10, 14, 17, 21, 24, 28, 31, 35, and 42 days after surgery. Rats’ weight was collected every two weeks to monitor animal health state. The stimulus with Von Frey filaments, ranging from 0.6 to 26 g, was applied to the plantar surface of the hind paw. The paw withdrawal threshold was accessed via the up-down method using the Chaplan formula (42).



2.1.14.4 Immunofluorescence

Following the final behavioral testing, rats were anesthetized and perfused through the ascending aorta first with isotonic saline and then with fresh 4% paraformaldehyde in 0.1 M phosphate buffer (pH 7.4). The rat was decapitated, and the lumbar spinal cords (L4-L6) were removed immediately, immersed continuously in the 4% paraformaldehyde at 4 °C overnight. The spinal cord tissue was dehydrated with ethanol gradient, embedded in paraffin, and then sliced at a thickness of 4 μm. Paraffin-processed tissues were deparaffinized in xylene and rehydrated with a graded alcohol solution. The sections were placed in 0.01 M citrate buffer (pH 6.0) and heated in a microwave oven for hot repair antigen (43, 44). These sections were incubated with goat serum at 37 °C for 20 min and then with a mixture of rabbit-anti-Iba-1 monoclonal antibody and mouse-anti-GFAP monoclonal antibody at 4 °C overnight. After three washes with PBS, the sections were incubated with secondary antibody conjugated with Alexa-488 or 647 for 1 h in the dark. Ultimately, followed by three washes with PBS twice for 5 min each, the sections were counterstained with DAPI and examined under a confocal microscope.




2.1.15 Statistical Analysis

Origin 8 was used for the plotting of the data and statistical analysis. Non-linear Logistic regression was used to plot and analyze concentration-response curves and to obtain IC50. For the analyses of qRT-PCR data, immunoblotting data, von Frey test and quantification of immunofluorescence, an unpaired Student t-test was used for comparisons between two groups. Data are presented as mean ± SEM. P-value summary is mentioned on the bar of each figure. # P< 0.05; ## P< 0.01; ### P< 0.001 versus the control/sham group; *P < 0.05; **P < 0.01; ***P < 0.001 versus the LPS/CCI group. ns, not significant. P< 0.05 was considered statistically significant in all analyses.




2.2 Results


2.2.1 Biophysical Binding of ACT001 With MD2

Besides its anticancer action, ACT001 (Figure 1A) has also been reported to alleviate neuroinflammatory responses in the CNS (16). However, the molecular target responsible for the immunosuppressive effects of ACT001 is not known. Herein the acting of ACT001 is hypothesized to be, at least in part, mediated by TLR4, which plays a fundamental role in regulating innate immunity. MD2, a co-receptor of TLR4, is responsible for ligand recognition (45). Fluorescence quenching titration of MD2 was first performed to explore the possible interaction of ACT001 with MD2 as the potential target for the inhibition of innate immune signaling. ACT001 caused the quenching of MD2 intrinsic fluorescence (Figure 1B). A dissociation constant Kd of 2.8 ± 0.3 μM was derived by the nonlinear least-square fitting of the titration curve of MD2-ACT001 interaction. Moreover, saturation transfer difference (STD) nuclear magnetic resonance (NMR) was employed to characterize transient receptor-ligand interaction. Only ligand protons that are in close contact with the receptor-binding site and receive magnetization transfer will appear in the difference spectrum (46, 47). As the difference spectra shown in Figure 1C, hydrogens of methyl at positions 8, 19, 20 and 21 exhibited the most favorable binding characteristics, which confirm the direct interaction between ACT001 and MD2. To explore whether MD2 is the endogenous target of ACT001, cellular thermal shift assay (CETSA) was performed. CETSA is based on the principle that drug binding leads to the thermal stability change of the target protein as reflected by the shift of its melting temperature (Tm). ACT001 binding decreased the Tm value of MD2 by 6.4 ± 0.9 °C (Figures 1D, E), which indicates ACT001 directly binds to MD2 in the cellular context. Taken together, these biophysical binding characterizations show MD2 is a direct target of ACT001.




Figure 1 | ACT001 binds to MD2. (A) The chemical structure of ACT001. (B) Titration curve of MD2 intrinsic fluorescence with the increasing ACT001. 280 nm was chosen as the excitation and emission at 337 nm (peak position) was plotted against the titrated ACT001 concentration. A value of Kd = 2.8 ± 0.3 μM was derived by nonlinear least-square fit a one-site-binding model for the MD2-ACT001 interaction. (C) The upper panel corresponds to the NMR assignments of ACT001; the lower panel is the saturation transfer difference spectrum recorded for 400 μM ACT001 in the presence of MD2 (4 μM). (D) Cellular thermal shift assay of MD2 with ACT001. (E) Quantification of MD2 shown in panel (D) was made using immunoblotting. Three independent cell culture preparations were performed. All data are given as the mean ± SEM.





2.2.2 Computational Simulations of ACT001 Binding to MD2

In order to investigate how ACT001 interacts with MD2, molecular docking and molecular dynamics simulation were conducted. ACT001 was found to dock into the conserved hydrophobic cavity and overlap with the space of R2’, R3 and R2’’ chains of Lipid A in MD2, therefore hindering the binding of LPS to MD2 (Figure 2A). The best docking pose was refined using molecular dynamics simulations. The root-mean-square deviation (RMSD) analysis of backbone atoms of apo-MD2 and MD2 bound with ACT001 showed that both systems reached stable states during 400 ns simulations (Figure 2B). To investigate the flexibility changes caused by ACT001, the root-mean-square fluctuation (RMSF) analysis was conducted with the last 100 ns equilibrated trajectories. The binding of ACT001 rendered most regions of MD2 to be more flexible (Figure 2C), indicating that ACT001 destabilizes MD2. This result is consistent with the experimental CETSA data. The exposed solvent-accessible surface areas (SASA) of MD2 (Figure 2D) did not change upon interacting with ACT001. Interestingly, further analysis showed that ACT001 binding decreased the percentage of hydrophobic area in the buried SASA of MD2 (Figure 2E). It should be noted that the hydrophobic residues prefer to be buried inside owing to the hydrophobic interactions to stabilize the apo-MD2 (48). These in silico simulation results explicitly explain that ACT001 binding decreases MD2 stability.




Figure 2 | In silico simulation of ACT001 interacting with MD2. (A) Overlap of the best docking pose of ACT001 and lipid A in MD2. ACT001 occupied the LPS binding location (acyl chains R3, R2’ and R2’’). Lipid A was extracted from the active state of TLR4/MD2/LPS complex (PDB ID: 3VQ2) after aligning with ACT001-docked MD2. MD2 was shown as a cyan cartoon, lipid A as green sticks, and ACT001 as surface. (B) Time evolution of the RMSD of MD2 (apo-MD2) and ACT001 bound MD2 (ACT001-MD2) during the MD simulations at 310 K. (C) Time evolution of RMSF of MD2 and ACT001 bound MD2 during the MD simulations at 310 K. (D) The changes of the exposed SASA of MD2 upon binding with ACT001. Data were calculated based on the last 20 ns equilibrated MD trajectories at 310 K. ns, not statistically significant. (E) The ratio of the hydrophobic SASA in the buried SASA of MD2. Data were calculated based on the last 100 ns equilibrated MD trajectories at 310 K ****P< 0.0001. (F) The representative binding mode of ACT001 with MD2 at 310 K after molecular dynamics simulation.ACT001 was shown as a balls-stick model. MD2 was shown as a cartoon model. Key residues of MD2 in interacting with ligands were shown as stick and surface models labeled with residue names. Hydrogen bonds were shown as dashed lines in yellow. Water molecule interacting with ACT001 was represented as a balls-stick model.



The detailed binding mode of ACT001 with MD2 was subsequently investigated. Figure 2F shows the representative pose of ACT001 binding to MD2 after the molecular dynamic equilibration. ACT001 formed hydrogen bonds with surrounding water molecules and formed hydrophobic interactions with residues of MD2. Specifically, methyl at position 8 of ACT001 interacted with Ile97 and Pro98; methyl groups at positions 19 and 20 of ACT001 formed interactions with Val73; methyl at position 21 of ACT001 interacted with Phe101 and Cys113. These are consistent with STD-NMR results. In addition, Phe56, Leu58, Glu72, Phe99 and Phe131 were also found to form hydrophobic interactions with ACT001. All these in silico simulation results confirmed that ACT001 interacted with MD2 and decreased the stability of MD2.



2.2.3 ACT001 Inhibits TLR4 Signaling and LPS-Induced Pro-Inflammatory Factors

TLR4 activation leads to the recruitment of myeloid differentiation primary response protein 88 (MyD88) to activate NF-κB and MAPKs. Immunoprecipitation and immunoblotting were employed to measure the effect of ACT001 on TLR4 downstream signaling. As shown in Figures 3A-C, ACT001 inhibited LPS-induced MyD88 recruitment of TLR4 and significantly suppressed the formation of TLR4/MD2/MyD88 complex. LPS induced the phosphorylation of IKKβ, p65, JNK, ERK as well as p38 and ACT001 significantly inhibited LPS induced phosphorylation of these TLR4 signaling factors in a concentration-dependent manner (Figures 3D-I).




Figure 3 | Cellular characterizations of ACT001 on TLR4 signaling. BV-2 cells were administered with 200 ng/mL LPS and the indicated concentration of ACT001 for 1 h. (A-C) Co-immunoprecipitation of anti-TLR4 antibody, MD2, TLR4, and MyD88 were detected by immunoblotting. (D-I) The effect of ACT001 on LPS-induced phosphorylation of IKKβ, p65 and MAPKs. The total protein level of IKKβ, p65 and MAPKs was set as reference. All experiments were performed three times independently, and data were given as the mean ± SEM. ##P< 0.01, ###P< 0.001 versus the control; *P< 0.05, **P< 0.01, ***P< 0.001 versus the LPS group; ns, not significant.



To further quantitatively investigate the effect of ACT001 on TLR4 signaling NF-κB activity, HEK TLR4 cell line with a SEAP reporter gene, under the control of NF-κB responsive element, was used. ACT001 was found to inhibit LPS-induced NF-κB activation in a dose-dependent manner, with an IC50 of 22.4 ± 0.3 μM while no apparent cellular toxicity of ACT001 was observed within 200 μM (Figure 4A). In addition to HEK based NF-κB reporter cell, the effect of ACT001 on NF-κB activity in BV-2 cells, which reproduces many of the responses of immunocompetent primary microglia with high fidelity (49),was also examined. ACT001 inhibited LPS-induced NF-κB activation in BV-2 cells in a dose-dependent manner with an IC50 of 24.1 ± 1.3 μM without apparent cellular toxicity within 200 μM (Figure 4B). These data clearly show that ACT001 inhibits TLR4 signaling NF-κB activation.




Figure 4 | ACT001 inhibits LPS-induced NF-κB activation. (A) HEK Blue TLR4 293 cells, which over-express human CD14, TLR4, and MD2, were stimulated with 20 ng/mL LPS and indicated concentrations of ACT001. The NF-κB activity was determined by SEAP assay and cellular viability was measured by CCK-8 Kit. (B) BV-2 NF-κB luciferase reporter cells were treated with 200 ng/mL LPS and the indicated concentrations of ACT001. After 24 h of incubation, the NF-κB activity was determined by the Dual-Glo luciferase assay and cellular viability was measured by crystal violet staining. All experiments were performed 3 times independently and data were given as the mean ± SEM.



The pro-inflammatory mediators are downstream effectors of TLR4 innate immune responses. ACT001 inhibited LPS induced nitric oxide (NO) overproduction in BV-2 cells in a concentration-dependent manner with an IC50 of 16.0 ± 1.2 μM (Figure 5A). No apparent cellular toxicity of ACT001 was observed, even at the concentration of 100 μM, which eliminates the possibility of the observed inhibition of TLR4 signaling by ACT001 was owing to cell death (Figure 5A). qRT-PCR was performed to measure the effect of ACT001 on LPS-induced pro-inflammatory factors iNOS, IL-1β, IL-6 and TNF-α mRNAs expression. ACT001 suppressed LPS-induced iNOS (Figure 5B), IL-1β (Figure 5C), IL-6 (Figure 5D) and TNF-α (Figure 5E) mRNA expression in a concentration-dependent manner. The LPS-induced cell body was enlarged, and the percentage of amoeboid-like microglia increased significantly, while ACT001 markedly reversed the LPS induced morphological changes in BV-2 cells (Supplementary Figure 1). Together, these cellular signaling characterizations demonstrate that ACT001 inhibits the formation of TLR4/MD2/MyD88 complex and LPS-induced activation of NF-κB and MAPKs, therefore inhibiting TLR4 signaling downstream pro-inflammatory factors.




Figure 5 | ACT001 inhibits LPS-induced pro-inflammatory factors overproduction. (A) BV-2 cells were administered with LPS and indicated concentrations of ACT001. After 24 h incubation, the effects of ACT001 on LPS-induced NO and cellular viability were measured. (B-E) BV-2 cells were administered with 200 ng/mL LPS and indicated concentrations of ACT001. After 6 h incubation, the effects of ACT001 on LPS induced iNOS (B), IL-1β (C), IL-6 (D) and TNF-α (E) mRNA were measured. All the data represented the mean ± SEM; n, number of independent cell culture preparations = 3. #P< 0.05, ##P< 0.01, ###P< 0.001 versus the control; *P< 0.05,**P< 0.01, ***P< 0.001 versus the LPS group; ns, not significant.





2.2.4 ACT001 Attenuates Neuropathic Pain and Glial Activation

Chronic constriction injury (CCI)-induced allodynia is associated with up-regulated TLR4 expression in spinal cord and TLR4 antagonism has been shown to attenuate neuropathic pain (41).The mechanical threshold of ipsilateral hind paw of the CCI group decreased significantly compared to the sham group (Figure 6). Repeated systemic administration of ACT001 resulted in significant attenuation of allodynia since the 21stday after CCI surgery without interrupting weight gain in animals (Figure 6 and Supplementary Figure 2). To further analyze whether the attenuation of allodynia by ACT001 was associated with a decrease in the expression of glial activation markers, the lumbar spinal cords (L4-L6) of three group animals were collected following the final behavioral testing. These tissues were stained for microglia and astrocyte activation markers Iba-1 and GFAP, respectively. The expression of Iba-1 and GFAP in the ipsilateral spinal dorsal horn segments in the CCI group significantly increased when compared to the sham group (Figures 7, 8). Moreover, the number and size of glia were also elevated in CCI group compared to sham group. ACT001 significantly inhibited the CCI-induced overexpression of glial markers as well as the Iba1- and GFAP-positive area and the cell number (Figures 7, 8). These results show ACT001 attenuates neuropathic pain and glial activation.




Figure 6 | ACT001 attenuates neuropathic pain induced by CCI. All the data represented mean ± SEM. ###P< 0.001 versus the sham group; *P< 0.05, **P< 0.01, ***P<0.001 versus the CCI group.






Figure 7 | ACT001 inhibits microglial activation markers expression induced by CCI. The lumbar spinal cords (L4-L6) were collected following the final behavioral testing shown in Figure 6. These tissues were stained for microglial activation markers. (A-C) Representative immunofluorescence Iba1 images for the sham group (A), CCI group (B), and CCI + ACT001 group (C). (D-F) Representative images for sham group (D), CCI group (E), and CCI + ACT001 group (F) with high magnification (×60). (G-I) The quantification of Iba1 expression was shown as normalized fluorescence intensity (G), number (H), and size of (I) microglia. Scale bar = 200 μm. All the data represented mean ± SEM. #P< 0.05, ##P< 0.01 versus the sham group; *P< 0.05, **P< 0.01 versus the CCI group.






Figure 8 | ACT001 inhibits astrocyte activation markers expression induced by CCI. The lumbar spinal cords (L4-L6) were collected following the final behavioral testing shown in Figure 6. These tissues were stained for astrocyte activation markers. (A-C) Representative immunofluorescence GFAP images for the sham group (A), CCI group (B), and CCI + ACT001 group (C). (D-F) Representative images for sham group (D), CCI group (E), and CCI + ACT001 group (F) with high magnification (×60).(G-I) The quantification of GFAP expression was shown as normalized fluorescence intensity (G), number (H) and size of (I) astrocyte. Scale bar = 200 μm. All the data represented mean ± SEM. ##P< 0.01 versus the sham group; *P< 0.05, **P< 0.01, *** P< 0.001 versus the CCI group.






2.3 Discussion

ACT001 has been proved to exert anti-tumor functions through a variety of pharmacological activities. Houet al and Tong et al. reported that ACT001 inhibited glioblastoma growth by inhibiting AEBP1/PI3K/AKT and signal transducer and activator of transcription 3 (STAT3) signaling pathways (12, 50). Xu et al. found that ACT001 had an anti-growth effect on rhabdomyosarcoma, which was mediated by Bim protein up-regulation and ROS overproduction (51). Ba et al. and Yao et al. discovered that ACT001 repressed hepatocellular carcinoma and osteosarcoma proliferation and triggered cell cycle arrest via the intrinsic apoptotic pathway (13, 52). Moreover, ACT001 was found to alleviate NLRP3-mediated neuroinflammation (16). In this study, in vitro quenching titrations of MD2 intrinsic fluorescence and STD-NMR demonstrated the direct binding of ACT001 to TLR4 co-receptor MD2. CETSA validated that MD2 is the endogenous target of ACT001 in the cellular context. The RMSF analysis indicated that ACT001 destabilized MD2, which is consistent with CETSA data. In brief, ACT001 was found to bind to MD2 directly and inhibited the formation of TLR4/MD2/MyD88 complex and the TLR4 signaling NF-κB and MAPKs, therefore suppressing neuroinflammation. This study demonstrates that ACT001 is a TLR4 antagonist for the first time, which at least in part accounts for its anti-neuroinflammatory activity. However, it should be acknowledged that most likely ACT001 has other unknown non-MD2 targets, which deserves further investigations.

Neuropathic pain has affected 7%-10% of the general population (53). Despite several therapeutics are available for treating neuropathic pain, they have serious side effects. For example, opioids are less effective in treating neuropathic pain as the negative effects of tolerance and addiction may prevent their long-term use (54). Ion channel blockers such as gabapentin and pregabalin could relieve neuropathic pain, but there are dose limitations concerning efficacy and side effects like dizziness, sedation, and weight gain (55). Ziconotide is an effective analgesic for severe chronic pain refractory to other treatments but only can be delivered intrathecally (55). Therefore, there is an urgent need for the development of therapeutic agent for treating neuropathic pain. Extensive studies have demonstrated that the contribution of activated glia and their pro-inflammatory products to allodynia and that TLR4/MD-2 could be a novel drug target for treating neuropathic pain (7, 8, 56). Consequently, several TLR4 antagonists have been developed (6, 57, 58). However, few of these could cross BBB. Herein, ACT001, which can diffuse through BBB after oral administration (9), was repositioned as a TLR4 antagonist to attenuate allodynia in a preclinical model of neuropathic pain. The systemic administration of ACT001 resulted in antagonism of TLR4-expressing glial cells in the lumbar spinal dorsal horn. The in vivo studies provide support for ACT001 as a novel therapeutic drug for chronic pain, which would expand the clinical application of ACT001. It should be acknowledged that the in vivo behavioral testing in this study lacked dose-dependent investigation and was performed only in male rats. Further studies should be considered to evaluate the effect of ACT001 with different doses in vivo and also evaluate the sex differences of ACT001 as a TLR4 antagonist for treating neuropathic pain.

In summary, this study provides the first evidence that ACT001 binds to MD2, therefore blocking the TLR4 signaling. Furthermore, ACT001 attenuates allodynia induced by CCI and glial activation in dorsal horn of lumbar spinal cord. The results indicate that ACT001 could be a potential therapeutic intervention for chronic neuropathic pain. Our results add that MD2 is one of the important targets of ACT001and can partially explain its interference of innate immune function in CNS diseases.
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Toll-like receptors (TLRs) respond to pathogen constituents, such as microbial lipids and nucleic acids (NAs). TLRs recognize NAs in endosomal compartments. Structural and functional studies have shown that recognition of NAs by TLRs depends on NA processing by RNases and DNases. DNase II-dependent DNA degradation is required for TLR9 responses to single-stranded DNAs, whereas RNase T2-dependent RNA degradation enables TLR7 and TLR8 to respond to nucleosides and oligoribonucleotides. In contrast, RNases and DNases negatively regulate TLR responses by degrading their ligands. RNase T2 negatively regulates TLR3 responses to degrading the TLR3 ligand double-stranded RNAs. Therefore, NA metabolism in the endosomal compartments affects the endosomal TLR responses. Dysregulation of NA metabolism in the endosomal compartment drives the TLR-dependent pathologies in human diseases.




Keywords: nuclease, nucleoside, autoimmune disease, endosome, toll-like receptor



1 Introduction

The Toll family of receptors are expressed in innate immune cells, such as macrophages and dendritic cells (DCs), and respond to pathogen components to activate defense responses during bacterial and viral infections. Nucleic acids (NAs) are sensed by a subfamily of toll-like receptors (TLRs) including TLR3, TLR7, TLR8, TLR9, and TLR13. These NA-sensing TLRs are localized in the endosomal compartment to prevent hazardous autoimmune responses (1). NA degradation in the endosomal compartment negatively regulates TLR responses to self-derived NAs. However, evidence for another reason of TLR localization to the endosomal compartment is emerging. Structural and functional studies have shown that NA-sensing TLRs sense NA-degradation products, such as oligonucleotides and nucleosides (2–4), demonstrating that NA degradation generates TLR ligands. NA metabolism in the endosomal compartment is considered a positive and negative regulator of NA-sensing TLRs.

The endosomal compartment affects downstream signaling as well as NA sensing. TLRs activate two signaling pathways: proinflammatory signals activating NF-κB transcription factors and type I interferon signals activating transcription factors called interferon regulatory factors (IRFs) (5, 6). Both signals are activated in a mutually exclusive manner with the former preceding the latter pathway. Delayed activation of IRFs is ascribed to the requirement of endosomal trafficking for IRF activation by TLRs. Therefore, endosomal trafficking serves as a switch to change TLR responses from proinflammatory to type I interferon (IFN) responses.

Constitutive activation of NA-sensing TLRs causes inflammatory diseases. Constitutive TLR activation is caused by alteration in NA metabolism, the endosomal compartment, or downstream signaling. These inflammatory diseases reveal molecular and cellular mechanisms by which endosomal TLRs are controlled by the endosomal compartment (1, 7).

Here, we provide an overview of recent progress in our understanding of the mechanisms by which endosomal TLR responses are controlled and the diseases caused by dysregulation of these controlling mechanisms.


1.1 Nucleic Acid Recognition by TLRs in the Endosomal Compartment


1.1.1 TLR3

TLR3 responds to double-stranded RNAs (dsRNAs) longer than 40–50 bp (8); this length is required to interact with a pair of TLR3 molecules and induce their dimerization. However, it remains unclear whether longer dsRNAs induce stronger TLR3 responses. TLR3 is expressed not only in the innate immune cells, such as macrophages and dendritic cells, but also in non-immune cells, such as neurons and keratinocytes. Broad expression enables TLR3 to serve as a sentinel protein in non-immune cells. For example, loss-of-function mutations in the genes required for TLR3-dependent type I IFN responses increase susceptibility to herpes encephalitis (9). Because neurons express only a limited set of pathogen sensors, TLR3 expressed in neurons plays an indispensable role in the control of herpes virus infection. TLR3 is probably activated by dsRNAs of virus origin, of which expression increase during viral infection. TLR3 also responds to self-derived RNAs during tissue damage. In keratinocytes, TLR3 responds to self-derived U1 RNA released from UV-irradiated cells to promote tissue repair (10). In contrast, TLR3 plays a pathologic role in radiation-induced gastrointestinal syndrome (11). TLR3 expressed in intestinal crypt cells responds to dsRNAs released p53-dependently from irradiated cells. Expression of TLR3 in crypt cells causes cell death and exacerbates radiation-induced gastrointestinal syndromes. Broad expression and responses to self-derived dsRNAs allow TLR3 to serve as a sensor not only for viruses but also for various tissue damage.



1.1.2 TLR7, TLR8, and TLR13

TLR7 and TLR8 are known to respond to single-stranded RNAs (ssRNAs), but their structural and functional analyses have shown that these TLRs bind to nucleosides and oligoribonucleotides (2–4). TLR7 is activated by guanosine or deoxyguanosine along with oligoribonucleotides, whereas TLR8 responds to uridine and oligoribonucleotides. Nucleosides and oligonucleotides synergistically activate both TLRs because oligoribonucleotides enhance TLR7/8 affinity to nucleosides. TLR7 and TLR8, therefore, respond to RNA degradation products generated in the endosomal compartment. This is a strong reason for the localization of TLR7 and TLR8 in the endosomal compartment. In mice, TLR8 is not active, but TLR13 serves as a bona fide ssRNA sensor. TLR13 binds directly to bacterial 23S ribosomal RNA in a sequence-specific manner (12, 13).



1.1.3 TLR9

TLR9 responds to single-stranded DNAs (ssDNAs). Because TLR9 has two binding sites, ssDNA fragment binds to a pair of TLR9 molecules, leading to the formation of a TLR9 dimer with two ssDNA fragments (14). Because cell surface expression of TLR9 drives systemic inflammation (15), ssDNA fragments may be present in the extracellular space as well as in the endosomal compartment.




1.2 Effect of Nucleic Acid Metabolism on Endosomal TLR Responses


1.2.1 DNase I and DNase I-Like 3

NAs released from dead cells are internalized into the endosomal compartment of the macrophages. Extracellular DNA is degraded by members of the DNASE1 family, such as DNase I and DNase I-like 3 (Figure 1). Because these enzymes require an optimal pH of 7.0, they degrade DNA before internalization into the endosomal compartment. DNase I is expressed in the kidney and lacrimal gland, whereas DNase I-like 3 is expressed in the innate immune cells, such as DCs. Despite their restricted expression, DNases are secreted and can degrade DNA in the circulation (16). Lupus-like diseases develop in patients harboring loss-of-function mutations in DNASE1 or DNASE1L3 genes (17, 18). Consistent with this, Dnse1l3 deficiency in mice causes TLR7 and TLR9-dependent systemic autoimmune response (19). TLR7 activation in Dnse1l3−/− mice may be explained by TLR7 response to DNA-derived deoxyribonucleosides (2). Although DNase I is thought to negatively regulates TLR responses to self-DNA, TLR-dependency of lupus nephritis in Dnase1−/− mice has not been shown yet.




Figure 1 | Processing or degradation of TLR ligands by DNases and RNases. The extracellular and lysosomal enzymes involved in NA metabolism are shown. The Table summarizes the role of each enzyme in TLR responses. RNase T2 negatively regulates TLR3 responses but is required for TLR7 and TLR8 responses. PLD3, PLD4, and DNase I-like 3 negatively regulate TLR7, TLR8, and TLR9 responses. DNase 2 is required for TLR9 response.





1.2.2 DNase II

DNase II is expressed in various cell types and exhibits optimal activity at pH 5.0. It plays an indispensable role in DNA degradation in the endosomal compartment. Loss-of-function mutations in the DNASE2 gene cause type I interferonopathy characterized by anemia, thrombocytopenia, hepatosplenomegaly, glomerulonephritis, and liver fibrosis (20). Consistent with this, Dnase2a−/− mice are embryonically lethal owing to type I IFN-dependent anemia (21). Type I IFN production is driven by the cGAS-STING axis, because Dnase2a−/− Sting−/− mice are born normal (22). Although DNA accumulates in the endosomal compartment, TLR9 is not involved in type II IFN-dependent lethality (23) because DNase II is required for generation of a TLR9 ligand in DCs (24). Dnase2a−/− mice rescued by type I IFN receptor deficiency suffer from arthritis due to the constitutive activation of cGAS-STING and another cytoplasmic dsDNA sensor absent in melanoma 2 (AIM2) (25). The activation of cytoplasmic dsDNA sensors in Dnase2a−/− mice raises the question of how lysosomal DNA enters the cytoplasm. dsDNAs are released from the nucleus to the cytoplasm under various stresses, and cytoplasmic dsDNAs are degraded by endosomal DNase II (26). cGAS-STING and AIM2 may be activated by nuclear DNA, which escapes lysosomal degradation in Dnase2a−/− mice.



1.2.3 RNase T2

RNase T2, the member of the T2 family of RNases with optimal activity at pH 4–5, is broadly expressed in various cell types. RNase T2 degrades RNA in the endosomal compartment, such as ribosomal RNA (27, 28). Loss-of-function mutations in the RNASET2 gene cause cystic leukoencephalopathy (29), and RNase T2-deficient mice show type I interferonopathy; however, the responsible RNA sensor remains unclear (30). RNase T2 negatively regulates TLR3 responses by degrading dsRNAs, whereas it is required for TLR7/8 responses via the generation of ligands (31–33). These RNA-sensing TLRs might play a role in cystic leukoencephalopathy.



1.2.4 Phospholipase D3 and Phospholipase D4

Phospholipase D3 (PLD3) and Phospholipase D4 (PLD4) belong to the phospholipase D family. Macrophages express both PLD3 and PLD4, whereas B cells and DCs express only PLD4. Genome-wide association studies have shown that the PLD4 gene is linked to autoimmune diseases, such as systemic sclerosis, systemic lupus erythematosus (SLE), and rheumatoid arthritis (34–36). In contrast, the PLD3 gene is linked to neurodegenerative diseases, such as Alzheimer’s disease and spinocerebellar ataxia (37, 38). Pld3−/− Pld4−/− mice exhibit macrophage activation syndrome (39, 40). PLD3 and PLD4 exonucleases degrade both DNA and RNA and negatively regulate TLR7 and TLR9 responses. The constitutive activation of TLR7 and TLR9 contributes to the pathology in Pld3−/− Pld4−/− mice (39).




1.3 Endosomal Compartment as the Platform Controlling Endosomal TLRs


1.3.1 Unc93B1

Unc93B1 is a multi-transmembrane endoplasmic reticulum (ER) molecule that is directly associated with the endosomal TLRs, including TLR3, TLR5, TLR7, TLR8, TLR9, and TLR13 (Figure 2). Without Unc93B1, these TLRs remain in the ER and fail to respond to their cognate ligands (41). In addition to its role as a TLR-specific chaperone, Unc93B1 directly affects TLR response. For example, Unc93B1 dissociates from TLR9 and TLR3 upon ligand stimulation. If Unc93B1 stays with TLR9 and TLR3, these TLRs fail to dimerize and activate downstream signals (42, 43). In TLR7, Unc93B1 remains associated with ligated TLR7, but the complex is degraded after being transported into intralumenal vesicles (44). These results demonstrated the role of Unc93B1 as a negative regulator of endosomal TLR response by inhibiting dimerization or degradation. The D34A mutation of Un93B1 in mice causes systemic inflammation due to constitutive TLR7 activation (45), suggesting that Unc93B1 serves as a negative regulator of TLR7 at the steady state. However, little is known about the mechanism by which Unc93B1 dissociates from TLR9 or TLR3 upon ligand stimulation.




Figure 2 | Endosomal molecules controlling TLR responses. Endosomal molecules that control TLR responses are shown. Unc93B1 negatively regulates TLR9 dimerization. A complex consisting of SLC15A4 and TASL mediates TLR-dependent type I IFN production.





1.3.2 Mechanisms of Type I IFN Production

TLR-dependent type I IFN production is controlled by the endosomal compartment in multiple ways. For instance, the endosomal compartment is the site where metabolic information is gathered. It is not surprising that metabolic sensors, such as mammalian target of rapamycin complex 1 (mTORC1), are localized in the endosomal compartment. Type I IFN production by TLR7 or TLR9 in pDCs is dependent on mTORC1 activation. Interestingly, proinflammatory cytokine production does not depend on mTORC1. Because mTORC1 activation drives anabolic processes in immune cells, type I IFN response might be more dependent on the anabolic activity than on proinflammatory responses.

TLR-dependent type I IFN induction is preceded by the stimulation of proinflammatory cytokines (46). This delayed type I IFN induction is ascribed to the requirement of endosomal trafficking for type I IFN production (47). Endosomal trafficking depends on small GTPases such as ADP ribosylation factors like 8b (Arl8b) and Rab7a. Interestingly, these proteins are differentially activated by TLRs. For example, TLR7 trafficking in pDCs depends on Arl8b, whereas TLR3 trafficking is regulated by Rab7a (46, 48). These GTPases mediate anterograde trafficking of TLR-containing endosomes from perinuclear regions to the cell periphery. Endosomal trafficking enables TLRs to interact with mTORC1 (49), suggesting that such trafficking connects the metabolic status with type I IFN responses.

TLR7 activation in pDCs initiates inside-out signaling of αLβ2 integrin, the adhesion of which is required to induce endosomal trafficking (46). Consistent with this, cell-cell interactions enhance type I IFN production by pDCs (50). The initiation of type I IFN responses is likely to depend on the optimal environment, such as the anabolic process and cell adhesion. TLRs sense these environmental conditions through endosomal trafficking. In other words, environmental cues affect TLR-dependent type I IFN responses via endosomal positioning.

SLC15A3 and SLC15A4 are peptide transporters in endosomal compartments. These molecules transport endosomal muramyl dipeptides (MDPs), which are sensed by NOD2 in the cytoplasm (51). SLC15A4 is required for TLR7 and TLR9 responses in pDCs (52). It also mediates AP3-dependent endosomal trafficking required for TLR7 and TLR9 responses (53). Moreover, SLC15A4 serves as a scaffold protein by associating with TLR adaptor interacting with SLC15A4 on the lysosome (TASL) (54), which recruits IRFs to transmit signals from TLR7, TLR8, and TLR9. These molecules mediate the production of TLR-dependent type-I IFN. Interestingly, SLC15A4, IRF5 and TASL are all lupus-associated genes (55), which strongly suggest that type I IFN production by endosomal TLRs is activated in SLE.




1.4 Inflammatory Diseases Associated With Dysregulated Responses of Endosomal TLRs


1.4.1 Monogenic Diseases

Gain-of-function mutations in the TLR8 gene such as P432L, F494L, and G527D, cause neutropenia, infections, lymphoproliferation, and B cell deficiency (56). Although TLR8 is expressed in myeloid cells, T cell activation and B cell deficiency develop, probably because of the cell non-autonomous mechanisms. These clinical manifestations are not necessarily consistent with the phenotypes of TLR8 transgenic mice, in which TLR8 expression is driven by a human endogenous promoter (57). TLR8 transgenic mice exhibit severe inflammation in the pancreas, salivary glands, and joints. In contrast to human patients harboring gain-of-function mutations in the TLR8 gene, neither neutropenia nor B cell deficiency was observed. The TLR8 responses in TLR8 transgenic mice are distinct from those in humans.

Constitutive activation of TLR7 due to its gain-of-function mutation causes monogenic SLE in humans (58). The increase in B cell number depends on TLR7 expression. Because TLR7 is expressed not only in myeloid cells, but also in B cells, mutated TLR7 drives cell-autonomous B cell activation. A lupus-prone mouse strain, the Y-linked autoimmune accelerator strain, has an additional copy of the TLR7 gene that results in TLR7 hyperactivation, leading to lupus-like state (59, 60). Clinical manifestations in patients harboring gain-of-function mutations in TLR7 genes differ from those with TLR8 mutations and are ascribed to different expression in different immune cells. TLR7 is highly expressed in B cells and pDCs, whereas TLR8 is highly expressed in monocytes and macrophages.

The ACP5 gene encodes lysosomal acid phosphatase expressed in osteoclasts, macrophages, and DCs. Loss-of-function mutations in the ACP5 gene cause spondyloenchondrodysplasia with immune dysregulation, a disease characterized by skeletal dysplasia and neurologic and autoimmune manifestations (61). The detailed mechanisms underlying autoimmune manifestations remain unclear. ACP5 deficiency increases the level of hyperphosphorylated osteopontin, which is suggested to promote TLR9 responses in osteoclasts and macrophages.



1.4.2 Polygenic Diseases

SLE is an autoimmune disease characterized by autoantibody production and clinical manifestations affecting the skin, joints, kidneys, and the central nervous system (62). Causative autoimmune responses are driven by autoreactive B cells that produce autoantibodies against NA-associated autoantigens and cDCs and pDCs that produce proinflammatory cytokines and type I IFN, respectively (63, 64). In addition to these cells, monocytes/macrophages infiltrate the glomeruli and play pathologic roles in glomerular damage associated with SLE, independent of immune complex (IC) deposition (65–67). The TLR7 agonist imiquimod drives lupus nephritis in mice (68, 69), whereas the pathologies in the lupus-prone strain, New Zealand Black/New Zealand White F1 (NZBWF1) mice, is ameliorated by TLR7 chemical inhibitor or by anti-TLR7 monoclonal antibody (70, 71). The number of Ly6Clow patrolling monocytes TLR7-dependently increases in NZBWF1 mice (39). Interestingly, during monocyte maturation from Ly6Chi to Ly6Clow cells, TLR9 expression decreases with TLR7 expression unchanged (72). The IC-independent glomerular accumulation of Ly6Clow patrolling monocytes causes lupus nephritis in another lupus-prone mouse strain lacking the human SLE susceptibility gene, Tnip1 (67).

The TLR7-dependent increase in Ly6Clow monocytes/macrophages might be driven by self-derived RNAs. The 60 kDa Ro60 ribonucleoprotein, also known as the SSA/Ro antigen, is one of the most studied autoantigens associated with SLE or primary Sjögren syndrome. Because Alu retroelements, repetitive transposons, bind to Ro60 and activate TLR7 and TLR8 (73), the IC consisting of Ro60, Alu retroelements, and autoantibodies is formed in lupus-prone mice and internalized by autoreactive B cells or DCs via the BCR or FcR, respectively. Alu retroelements in the IC activate endosomal TLR7 or TLR8 to drive autoimmunity (74). TLR7 may also be activated by RNA from bacteria, which enter the circulation through the leaky gut (75). Notably, commensal orthologs of Ro60 might play a pathologic role in SLE (76).

Systemic sclerosis (SSc) is a multisystem life-threatening fibrosing disorder (77). Aberrant TLR8 expression in pDCs has been reported in patients with SSc (78). pDCs normally express only TLR7. Additional expression of TLR8 may promote autoimmune responses in SSc.
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SH2-domain-containing protein tyrosine phosphatases (PTPs), belonging to the class I PTP superfamily, are responsible for the dephosphorylation on the phosphorylated tyrosine residues in some proteins that are involved in multiple biological processes in eukaryotes. The Janus kinase/signal transducers and activators of transcription (JAK/STAT) pathway transduce signaling responding to interferons and initiate cellular antiviral responses. The activity of the JAK/STAT pathway is generally orchestrated by the de-/phosphorylation of the tyrosine and serine residues of JAKs and STATs, in which the dephosphorylation processes are mainly controlled by PTPs. In the present study, an SH2-domian-contianing PTP, temporally named as LvPTPN6, was identified in Litopenaeus vannamei. LvPTPN6 shares high similarity with PTPN6s from other organisms and was phylogenetically categorized into the clade of arthropods that differs from those of fishes and mammals. LvPTPN6 was constitutively expressed in all detected tissues, located mainly in the cytoplasm, and differentially induced in hemocyte and gill after the challenge of stimulants, indicating its complicated regulatory roles in shrimp immune responses. Intriguingly, the expression of LvPTPN6 was regulated by interferon regulatory factor (IRF), which could directly bind to the LvPTPN6 promoter. Surprisingly, unlike other PTPN6s, LvPTPN6 could promote the dimerization of STAT and facilitate its nuclear localization, which further elevated the expression of STAT-targeting immune effector genes and enhanced the antiviral immunity of shrimp. Therefore, this study suggests a PTPN6-mediated regulatory approach from IRF to the JAK/STAT signaling pathway in shrimp, which provides new insights into the regulatory roles of PTPs in the JAK/STAT signaling pathway and contributes to the further understanding of the mechanisms of antiviral immunity in invertebrates.
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Introduction

Protein tyrosine phosphatases (PTPs) are a sort of fundamental phosphatases responsible for the dephosphorylation of phosphorylated tyrosines in proteins that are involved in various biological processes including embryogenesis, organ development, tissue homeostasis, and the immune defenses in multicellular eukaryotes (1, 2). To date, more than 100 PTPs have been identified in the human genome and most of them possess non-redundant functions verified by the unique phenotypes of many reported gene deletions in mice (3, 4). According to the features of catalytic domains, PTPs can be classified into four subfamilies, among which classes I, II, and III are independently evolved PTPs that possess similar catalytic mechanisms and active targets, while class IV performs the catalytic function with a key aspartic acid and dependence on a cation (5–8). Class I PTPs are cysteine-based and strictly tyrosine-specific PTPs that possess the largest number of subfamily members, including the classical PTPs, vaccinia virus H1-like (VH1-like) enzymes, and “dual-specific” protein phosphatases (DSPs), constituting the most diverse group in terms of substrate specificity (9, 10). The classical PTPs can be further divided into receptor-like enzymes (RPTPs) and non-receptor PTPs (NRPTPs), which are distinguished by the containing of the transmembrane domain, while both of them are essential for the dephosphorylation of the tyrosine residues in their specific targets (5, 11).

The interferon (IFN) system plays a critical role in immunity, establishing a cellular antiviral state in cells of vertebrates and invertebrates (12, 13). The IFN regulatory factor (IRF) family is a kind of transcriptional factors, responsible for the transcriptional regulation of IFNs that can bind to IFN receptors and activate the Janus kinase (JAK)/signal transducers and activators of transcription (STAT) signaling pathway to promote the transcription of STAT-targeted genes (14, 15). The JAK/STAT pathway has been proved to mediate the transcription of numerous genes that participate in many cellular processes, such as cell proliferation, differentiation, apoptosis, and immunity, via a series of intracellular signaling cascades (16, 17). Briefly, after the binding of INFs, the transmembrane receptors are dimerized and trigger the auto- and trans-phosphorylation of JAKs to generate docking sites for the Src homology 2 (SH2) domains of latent STATs (18, 19). STATs are recruited and reversible phosphorylated by JAKs on a crucial tyrosine residue in their C-terminal region and then homo- or heterodimerized through the SH2-domain-phospho-tyrosine interactions. The activated STAT dimers are translocated into the nucleus for establishing the cellular transcriptional landscape (20, 21).

Since phosphorylation of tyrosine residues is a reversible process, activated STATs can be negatively regulated by PTP-mediated dephosphorylation. In mammals, seven PTPs had been proved to negatively regulate the JAK-STAT signaling pathway by dephosphorylating STATs, including PTP receptor-type D (PTPRD), PTP receptor-type T (PTPRT), PTP receptor-type K (PTPRK), Src homology region 2 (SH-2) domain-containing phosphatase 1 (SHP1, also named as PTPN6), SH-2 domain-containing phosphatase 2 (SHP2, also named as PTPN11), MEG2/PTP non-receptor type 9 (PTPN9), and T-cell PTP (TC-PTP)/PTP noc-receptor type 2 (PTPN2). However, some PTPs have been known to positively regulate the JAK/STAT signaling pathway through direct or indirect manners (22). For example, SHP-1 is positively involved in epidermal growth factor (EGF) and IFN-γ-induced STAT activation in non-hematopoietic Hela cells (23). SHP-2 could enhance the stability of JAK2 and facilitate prolactin/STAT5-mediated signaling by dephosphorylating tyrosine (Tyr-1007) of JAK2, a critical recruitment site for the ubiquitin ligase-associated inhibitory protein suppressor of cytokine signaling-1 (SOCS-1) (24).

Pacific white shrimp Litopenaeus vannamei is the major cultured shrimp species around the world, which has considerable nutritional and economic values (25). With the rapid development of the shrimp farming industry and the popularization of intensive farming systems, shrimp aquaculture has been threatened by various pathogens that cause huge economic losses (26, 27). Numerous studies had confirmed that L. vannamei possesses an IRF-Vago-JAK/STAT regulatory axis that is similar to the IRF-IFN-JAK/STAT axis of vertebrates, which establishes the important role of the JAK/STAT signaling pathway in shrimp anti-viral immunity (12, 28, 29). However, the detailed regulatory mechanism of the shrimp JAK/STAT signaling pathway remains unclear. In this study, the non-receptor protein tyrosine phosphatases 6 gene, temporarily named as LvPTPN6, was identified in L. vannamei. Results intriguingly revealed that LvPTPN6 mediated an intracellular IRF-JAK/STAT positive regulatory axis. These findings may provide new insights into the regulatory mechanism of the IRF-JAK/STAT signaling pathway in shrimp and give a better understanding of PTP evolution.



Materials and Methods


Shrimps

L. vannamei (∼10 g) were obtained from an aquaculture farm in Zhuhai, acclimated in a recirculating water tank system filled with air-pumped seawater (2.0% salinity), fed with 3% body weight artificial diet for two times each day, and detected by PCR to ensure they are free of WSSV, Vibrio parahaemolyticus, and Staphylococcus aureus with 5% random sampling.



Cloning of LvPTPN6

Total RNA was extracted from mixed tissues including gill, hepatopancreas, intestine, and stomach sampled from healthy L. vannamei using an RNeasy Plus Mini Kit (QIAGEN, Hilden, Germany). The first-strand cDNA was synthesized using the PrimeScript™ II 1st-strand cDNA synthesis kit (Takara, Shiga, Japan) with DNase-treated total RNA as template and Oligo d(T)18 as a reverse transcript primer, and the open reading frame (ORF) of LvPTPN6 was amplified by primers of PTPN6-KpnIF and PTPN6-HA-PmeIR (Table 1). The 3′ and 5′ ends of LvPTPN6 mRNA were amplified by rapid amplification of cDNA ends (RACE) using a SMARTer RACE cDNA amplification kit (Clontech, Shiga, Japan) according to the manufacturer’s instructions as previously described (30).


Table 1 | Primers and probes used in this study.





Quantitative Real-Time PCR

For the transcriptional-level analysis of specific genes in L. vannamei, cDNAs were synthesized from total RNAs using PrimeScript RT reagent kit with gDNA eraser (Takara, Japan) according to the manufacturer’s instructions. Quantitative real-time PCRs (qRT-PCRs) were performed at a final volume of 10 μl containing 1 μl cDNA, 5 μl 2 × SYBR Premix Ex Taq II (Takara, Japan), and 0.5 μl each primer (10 μM) (Table 1) on a LightCycler 480 System (Roche, Germany). The optimized thermal cycling parameters were 95°C for 2 min to activate the polymerase, followed by 40 cycles of 95°C for 15 s, 60°C for 15 s, and 72°C for 15 s. Melting curves were generated by increasing the temperature from 72°C to 95°C (0.5°C/s) to denature the annealed DNA. The expression level of detected genes was determined using the 2−ΔΔCt method after normalization to the internal control gene elongation factor 1 alpha (EF-1α, GenBank accession no:. GU136229) (31).



Immune Challenge

For immune challenge, V. parahaemolyticus and S. aureus were cultured to the logarithmic phase and diluted to 105 colony-forming units (CFUs) in 50 ml PBS after centrifugal collection, respectively. WSSV was prepared freshly from moribund shrimps infected with preserved WSSV stored at −80°C in our lab. Virus stock was quantified using absolute qRT-PCR and diluted to 106 copes in 50 μl PBS as described previously (30).

For expression pattern analysis of LvPTPN6, healthy shrimps were divided into six experimental groups in independent recirculating water tank systems. After acclimation for 1 week, shrimps of six groups were injected with 106 copies of WSSV, 105 CFU of V. parahaemolyticus 105 CFU of S. aureus, 5 μg of LPS, 5 μg of Poly(I:C), and PBS at the second abdominal segment, respectively. Hemocyte and gill were sampled from six randomly selected shrimps in each group at 0, 4, 12, 24, 48, 72, and 96 h post stimulant injection. After then, total RNAs were isolated and cDNAs were synthesized for qRT-PCR. For cumulative mortality analysis, shrimps (n = 40) were challenged with 106 copies of WSSV at 48 h after the injection of LvPTPN6 or green fluorescent protein (GFP, as negative control) dsRNA. The cumulative mortality was recorded every 6 h after WSSV challenge. The WSSV copy number in muscle was detected at 3 and 5 days after WSSV challenge in parallel experiments. In each group, six living shrimps were randomly selected and the total DNA of muscle was extracted using DNeasy Blood and Tissue Kit (QIAGEN, USA), then the ie1 (wsv069) DNA sequence (GenBank accession No. AY422228) was detected using relative qRT-PCR with shrimp EF-1α as internal control.



Immunofluorescence

For subcellular localization analysis, the LvPTPN6 coding sequence was cloned into the pAc5.1 vector to express the HA-tagged LvPTPN6 protein. Drosophila Schneider 2 (S2) cells were plated on a siliconized coverslip with approximately 80% confluence, transfected with the pAc5.1-PTPN6-HA vector using FuGENE HD transfection reagent (Promega, Madison, WI, USA), and fixed with 4% paraformaldehyde for 5 min at 48 h post transfection. For nuclear translocation of L. vannamei STAT, shrimps were challenged with Poly(I:C) for 12 h as mentioned above, then hemolymph smear samples were made on siliconized slides and fixed with 4% paraformaldehyde for 10 min. For immunofluorescence assay, 4% paraformaldehyde fixed cells were infiltrated with 1% Triton X-100 for 20 min then successively incubated with rabbit Ab against HA (CST, Danvers, MA, USA) or shrimp STAT (GL Biochem, Shanghai, China) together with mouse Ab against β-actin (MBL, Tokyo, Japan) and Alexa Fluor 488-conjugated goat anti-rabbit Ab (CST, USA) together with Alexa Fluor 594-conjugated goat anti-mouse Ab (CST, USA). After staining with Hoechst 33342 (Invitrogen, Carlsbad, CA, USA) for the nuclei, sliders were observed using a TCS SP8 STED 3X Confocal Microscope (Leica, Munich, Germany). The immunofluorescence intensities of the cytoplasm- and nuclear-localized STAT were quantified and calculated using JACoP with an ImageJ plugin from four randomly selected microscopic vision fields in each group (32).



RNA Interference In Vivo

To investigate the transcription and function of LvPTPN6, the selected transcription factors as well as LvPTPN6 were knocked down through RNA interference (RNAi). The templates of shrimp genes or GFP for dsRNA synthesis were cloned from the L. vannamei cDNA or pAc5.1-GFP plasmid and incorporated with T7 RNA polymerase promoter at the 5′ end using specific primes listed in Table 1, respectively. The dsRNAs were synthesized in vitro using the T7 RiboMAX™ Express RNAi system (Promega, USA), annealed from two independently transcribed single-strand RNAs, and then purified according to the manufacturer’s instruction. Acclimated healthy shrimps were divided into several groups (n = 40) and intramuscularly injected with 10 μg specific dsRNAs. Hemocytes and gills were sampled from nine shrimps in each group for the following mRNA and protein analysis at 48 h post-dsRNA injection as described above.



Protein Preparation for Nuclear Localization Analysis of STAT

For nuclear localization analysis of STAT regulated by LvPTPN6 at the cellular level, S2 cells were co-transfected with pAc5.1-STAT and pAc5.1-PTPN6 or pAc5.1-STAT and pAc5.1-GFP (as control). Cells were collected at 48 h post-transfection followed by protein analysis as follows. For the analysis of nuclear localization of STAT, LvPTPN6 in L. vannamei were knocked down through RNAi as mentioned above. At 36 h post dsRNA injection, shrimps were challenged with Poly(I:C) for 12 h as mentioned above, then hemocytes were sampled from 30 randomly selected shrimps in each group followed by protein analysis. After preprocessing, the nuclear and cytoplasmic protein of S2 cells or hemocytes were isolated using NE-PER Nuclear and Cytoplasmic Extraction Reagents (Thermo, Waltham, MA, USA), respectively.



Western Blot

For analysis of STAT localization, protein extractions were directly treated with SDS loading buffer to obtain protein samples, which were separated using 12% sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and transferred to polyvinylidene difluoride (PVDF) membranes using the Trans-Blot Transfer system (Bio-Rad, Hercules, CA, USA) for the determination of the STAT level. For analysis of the STAT dimer level, S2 cells were lysed using Pierce IP Lysis buffer (Thermo, USA) at 48 h post-transfection to obtain the native proteins, which were separated with 10% native polyacrylamide gel electrophoresis and transferred to PVDF membranes in native transfer buffer. Western blot was performed using rabbit antibodies against shrimp STAT (GL Biochem, China), HistoneH3 (CST, USA), and β-actin (MBL, Japan), as previously described (33). HistoneH3 or β-actin was detected as an internal control of cytoplasmic or nuclear protein to rule out the possible contamination of nuclear or cytoplasmic protein, respectively. The protein levels were determined by analyzing the gray values of specific protein bands using Quantity One 4.6.2 software (Bio-Rad, USA) by the Gauss model and normalized to those of internal control.



Co-Immunoprecipitation

The interactions between LvPTPN6 and L. vannamei JAK or STAT were analyzed using co-immunoprecipitation (Co-IP). The ORFs of STAT and L. vannamei JAK (JAK) were cloned into the pAc5.1/V5-His A plasmid (Invitrogen, USA) to generate V5-tagged STAT and JAK expression vectors, respectively. An HA-tagged GFP expression vector was used as control. HA-tagged LvPTPN6 or GFP and V5-tagged STAT or JAK were co-transfected into S2 cells. After 48 h, cells were harvested and lysed in IP Lysis Buffer (Thermo, USA) with a protease inhibitor cocktail (Sigma, St. Louis, MO, USA). Co-IPs were performed using anti-HA affinity agarose (Sigma, USA), and Western blot was performed with a rabbit anti-V5 primary antibody (Merck, Burlington, MA, USA) and a horseradish peroxidase (HRP)-conjugated goat anti-rabbit secondary antibody (Promega, USA).



Dual-Luciferase Reporter Assay

For transcriptional regulation analysis of LvPTPN6, the promoter sequence of LvPTPN6 was retrieved from the genome data of L. vannamei (34) and completely or partly cloned into the firefly luciferase plasmid pGL3-Basic (Promega, USA) using primers listed in Table 1 to generate pLG3-PTPN6, pGL3-PTPN6-p1, pGL3-PTPN6-p2, pGL3-PTPN6-p3, and pGL3-PTPN6-p4 recombinant plasmids. The ORF of transcription factors of L. vannamei including Dorsal, Relish, STAT, and IRF, as well as green fluorescent protein (GFP, set as negative control), was cloned into the pAc5.1-V5 plasmid (Invitrogen, USA) using specific primers listed in Table 1 to obtain eukaryotic expression vectors, respectively. To verify the transcriptional activation of STAT on the anti-lipopolysaccharide factor (ALF), C-type lectin (CTL), and lysozymes (Lys), promoter sequences of ALF2, ALF5, CTL4, and Lys-IT2 were cloned into pGL3-Basic using primers listed in Table 1 to generate pGL3-ALF2, pGL3-ALF5, pGL3-CTL4, and pGL3-Lys-IT2 recombinant plasmids. S2 cells were plated in a 96-well plate with 70% confluence and transfected with 50 ng pGL3 firefly luciferase plasmid, 30 ng pRL-TK Renilla luciferase plasmid (as an internal control) (Promega, USA), and 100 ng pAc5.1 expression vector mentioned, respectively. At 48 h post transfection, cells were lysed for examination of firefly and Renilla luciferase activities using a dual-luciferase reporter assay system (Promega, USA).



Electrophoretic Mobility Shift Assay

To verify the regulatory role of LvIRF on LvPTPN6 transcription, the interaction between the LvIRF protein and LvPTPN6 promoter was detected through electrophoretic mobility shift assay (EMSA) in vitro.

LvIRF ORF was amplified using primers of IRF-32a-EcoRIF/NotIR, then cloned into the pET32a (Invitrogen, USA) prokaryotic expression vector; the original pET32a plasmid which expresses the thioredoxin (TRX) protein was set as negative control. The recombinant plasmids were transformed into Escherichia coli Rosetta (DE3) cells and induced with 1 mM isopropyl-beta-D-thiogalactoside (IPTG) in the logarithmic phase after enlarged cultivation. The His-tagged LvIRF or TRX protein was purified using Ni-NTA Agarose (QIAGEN, USA) and quantified using BCA Protein Assay Kit (Beyotime, Shanghai, China) according to the manufacturer’s instruction.

The 5′ biotin-labeled probe that contains the predicted IRF-binding motif sequence (GGAAAGGGGAAGGATCAA) was synthesized by Invitrogen (Shanghai, China) (Table 1). EMSA was performed using a LightShift Chemiluminescent EMSA Kit (Thermo, USA) as described previously (35). In general, the purified proteins (10 μg) were incubated with 20-fmol probes for the binding reactions between probes and proteins, separated by 5% native PAGE, transferred to positively charged nylon membranes, and cross-linked by UV light (256 nm). Then the biotin-labeled DNAs on the membrane were detected by chemiluminescence and captured by Amersham Imager 600 (GE, USA).



Bioinformatics and Statistical Analysis

The IRF-binding motif in the LvPTPN6 promoter was predicted using JASPAR 2016 (http://jaspar2016.genereg.net/cgi-bin/jaspar_db.pl). The multiple-sequence alignment of PTPN6 homologs was performed using ClustalX 2.1, and the phylogenetic tree was constructed using MEGA 5.0. All data were presented mean ± SD. The significance of difference between groups of numerical data was calculated using Student’s t-test. The cumulative mortalities were analyzed using GraphPad Prism 5.01 to generate the Kaplan–Meier plot (log-rank χ2 test).




Results


Cloning and Bioinformatics Analysis of LvPTPN6

The full length of LvPTPN6 mRNA is 2,746 bp with a 5′ untranslated region (UTR) of 140 bp, an ORF of 2,010 bp encoding a protein of 669 amino acids, and a 3′ UTR of 596 bp (GenBank accession no.: OL652660). The LvPTPN6 protein has a calculated molecular weight of 75.62 kDa and a theoretical isoelectric point of 8.60 (Supplemental figure 1A). LvPTPN6 was predicted to contain two Src homology 2 (SH2) domains and a protein tyrosine phosphatase catalytic (PTPc) domain covering residues of 4–87, 110–193, and 248–519 (Supplemental figure 1B), which share the identical domain character as human PTPN6. Multiple-sequence alignment showed that LvPTPN6 shared high homology to the PTPN6s from Crustacea, Insect, and Arachnoidea, especially in the SH2 and PTPc domains, which shared higher identities of 98.2%, 96.15 and 92.2% with those of PTPN6s from Penaeus japonicus, Penaeus monodon, and Homarus americanus, and lower identities of 68.1%, 68.1%, 68.5%, and 69.9% from Stegodyphus dumicola, Trichonephila clavata, Nephila pilipes, and Nymphon striatum, respectively (Figure 1). In the constructed phylogenetic tree, the analyzed PTPN6s could be categorized into three clades of arthropods, fishes, and mammals (Figure 2), and LvPTPN6 was most closely clustered with the Armadillidium vulgare PTPN6 in the arthropod clade.




Figure 1 | Multiple-sequence alignment of PTPN6 homologs. The two predicted SH2 domains were underlined, and the PTPc domain was framed. The amino acid sequence of PTPN6s was obtained from NCBI with GenBank accession numbers of Penaeus monodon (XP_037785856.1), Penaeus japonicas (XP_042879519.1), Homarus americanus (XP_042242946.1), Armadillidium vulgare (RXG72814.1), Cryptotermes secundus (XP_023713602.1), Stegodyphus dumicola (XP_035233634.1), Nymphon striatum (KAG1683061.1), Trichonephila clavata (GFR09275.1), and Nephila pilipes (GFS80663.1). The five tines star "*" means the middle position of the two Numbers beside it.






Figure 2 | Phylogenetic tree of PTPN6s. Amino acid sequences of PTPN6s were obtained from NCBI with GenBank accession numbers of Frankliniella occidentalis (XP_026279043.1), Cryptotermes secundus (XP_023713602.1), Bemisia tabaci (XP_018912318.1), Armadillidium vulgare (RXG72814.1), Leptotrombidium deliense (RWS28580.1), Limulus polyphemus (XP_022245683.1), Parasteatoda tepidariorum (XP_015930014.1), Araneus ventricosus (GBM95823.1), Danio rerio (NP_956140.1), Carassius auratus (XP_026121403.1), Electrophorus electricus (XP_026888060.1), Hippocampus comes (XP_019712005.1), Gallus gallus (NP_990299.1), Rattus norvegicus (NP_001171064.1), Macaca mulatta (NP_001248038.1), Homo sapiens (NP_002822), and Sus scrofa (XP_013845818.1).





Tissue Distribution and Subcellular Localization of LvPTPN6

The expression level of LvPTPN6 in 12 tissues of L. vannamei was detected by qRT-PCR (Figure 3A). Results showed that LvPTPN6 could be detected in all selected tissues, and the lowest expression level was revealed in pyloric cecum. The expression level of LvPTPN6 was gradually increased in the epithelium, heart, eyestalk, hepatopancreas, scape, gill, hemocyte, and stomach, which was 1.22-, 1.39-, 1.53-, 1.62-, 1.71-, 1.85-, 1.87-, and 2.01-fold compared with it in pyloric cecum, respectively, and was roughly increased in the intestine, muscle, and the highest of nerve, which was 3.74-, 4.69-, and 9.80-fold compared with it in pyloric cecum. The subcellular localization of LvPTPN6 was detected using immunofluorescence assay in S2 cells which expressed the HA-tagged LvPTPN6 protein (Figure 3B). Results showed that LvPTPN6 was mainly located in the cytoplasm.




Figure 3 | Tissue distribution and subcellular localization of LvPTPN6. (A) Expression of LvPTPN6 in L. vannamei tissues detected by qRT-PCR with EF-1α as internal control. The expression level of LvPTPN6 in pyloric cecum was set as the baseline (1.0). Each bar represents the mean ± SD (n = 4). (B) Subcellular localization of HA-tagged LvPTPN6 was detected by confocal laser scanning microscopy analysis in S2 cells. LvPTPN6 was stained with Alexa Fluor 488 (green), the cytomembranes were visualized by β-actin stain with Alexa Flour 594 (red), and the nuclei were stained with Hoechst 33342 (blue).





Expression Profiles of LvPTPN6 After Immune Stimulation

The expression profiles of LvPTPN6 were investigated through qRT-PCR in hemocyte and gill from immune stimulated L. vannamei (Figure 4). In hemocyte, the expression levels of LvPTPN6 were generally upregulated after the stimulation of all stimulants. It was gradually increased from 1.18-fold at 4 h to 16.30-fold at 96 h after the stimulation of WSSV. However, it was roughly up-regulated of 3.2-, 2.05-, 1.71-, and 1.71-fold at 4 h, then gradually calmed down at the following time points, and up-regulated again of 1.43-, 1.90-, 2.29-, and 1.82-fold at 96 h after the stimulation of V. parahaemolyticus, S. aureus, LPS, and poly(I:C), respectively. Notably, the expression pattern of LvPTPN6 in gill was totally different from that in hemocyte, which was generally suppressed after the stimulation of WSSV, V. parahaemolyticus, S. aureus, and poly(I:C), while it did not significantly change, except being up-regulated of 1.57-fold at 4 h, after the stimulation of LPS.




Figure 4 | The expression profiles of LvPTPN6 after immune stimulation. The expression of LvPTPN6 in hemocyte and gill of WSSV-, V. parahaemolyticus- (Vpa), S. aureus- (Sau), LPS-, and Poly(I:C)-challenged shrimps were detected using qRT-PCR. In each panel, the value of PBS group at 4 h was set as the baseline (1.0). Each bar represents the mean ± SD (n = 4), **p < 0.01, *p < 0.05, and ns > 0.05 by two-tailed unpaired Student’s t-test.





Regulation of LvPTPN6 Expression by IRF

A 1,609-bp promoter sequence (Supplemental Figure 2A) of LvPTPN6 was cloned into the pLG3-Basic vector and the transcriptional activity regulated by L. vannamei immune-related transcriptional factors, including Dorsal, Relish, STAT, and IRF, were analyzed through dual-luciferase assay. Results demonstrated that IRF could significantly up-regulate the transcription of the LvPTPN6 promoter of 2.03-fold compared with the GFP control (Figure 5A). To search the IRF-binding motif, the LvPTPN6 promoter was cleaved to -13,60, -737, -517, and -297 bp upstream of the transcriptional initiation site (Figure 5B) and cloned into the pGL3-Basic promoter. Results of dual-luciferase assay unveiled that the IRF-mediated transcriptional activation was vanished after the deletion of the -1,609 to -1,360 regions of the LvPTPN6 promoter (Figure 5C). In this region, a potential IRF-binding motif (GGAAAGGGGAAGGATCAA) was predicted through bioinformatics analysis (Supplemental Figure 2B), and its combination with IRF was verified in vitro. EMSA results showed that the IRF protein bound the biotin-labeled probe of the LvPTPN6 promoter to form a retarded shift band, which was gradually eliminated when 200 × and 400 × unlabeled probes were added to competitively bind IRF. In contrast, there was no shift band in the incubation between TRX protein and the biotin-labeled probe (Figure 5D). This suggested that LvPTPN6 could be directly regulated by IRF. To further verify the regulatory mechanism of LvPTPN6, IRF was silenced using the RNAi strategy in vivo (Figure 5E). Consistent with our expectation, silencing of IRF significantly inhibited the transcription of LvPTPN6 in both hemocyte and gill (Figure 5F), confirming that LvPTPN6 was transcriptionally regulated by IRF in L. vannamei.




Figure 5 | Regulation of LvPTPN6 expression by IRF. (A) Regulatory effects of Dorsal, Relish, STAT, IRF, and GFP (as control) on the LvPTPN6 promoter. Each bar represents the mean ± SD (n = 8), **p < 0.01, *p < 0.05, and ns: P > 0.05 by two-tailed unpaired Student’s t-test. (B) Scheme of the cleaved promoters of LvPTPN6. (C) Regulatory effects of IRF and GFP on the cleaved promoters of LvPTPN6. Each bar represents the mean ± SD (n = 8), **p < 0.01 by two-tailed unpaired Student’s t-test. (D) Interaction of IRF with the LvPTPN6 promoter analyzed by EMSA. The biotin-labeled (Bio-) or unlabeled (Unbio-) probes and purified prokaryotic protein of LvPTPN6 or TRX (as control) are used. (E, F) qRT-PCR analysis of IRF and LvPTPN6 mRNA levels in hemocyte and gill at 48 h post dsRNA injection. Values in the dsRNA-GFP control group were set as the baseline (1.0). Each bar represents the mean ± SD (n = 4), **p < 0.01 by two-tailed unpaired Student’s t-test.





Interaction Between LvPTPN6 and JAK/STAT

To explore the mechanisms of LvPTPN6 promoting nuclear translocation of STAT, the interaction between LvPTPN6 and JAK/STAT was analyzed using Co-IP (Figure 6). Results showed that both V5-tagged JAK and STAT could co-precipitate with HA-tagged LvPTPN6 but not GFP protein, confirming the interaction between LvPTPN6 and JAK, and LvPTPN6 and STAT, respectively.




Figure 6 | Co-IP analysis of the interaction between LvPTPN6 and JAK/STAT. Interaction between HA-tagged LvPTPN6 and V5-tagged JAK (A) or STAT (B), HA-tagged GFP was set as internal control. Interacted proteins were precipitated by anti-HA affinity agarose.





Nuclear Localization of STAT Regulated by LvPTPN6

To reveal the regulatory role of LvPTPN6 on the JAK/STAT signaling pathway, nuclear localization of STAT was investigated after the down- or up-regulation of LvPTPN6 in in vivo or S2 cells, respectively. Western blot analysis showed that, after knockdown of LvPTPN6 and stimulation of Poly(I:C) in vivo (Figure 7A), cytoplasm-localized STAT was increased by 59.9%, and nuclear-localized STAT was decreased by 38.4% compared with the negative control in hemocyte, respectively (Figure 7B). This result was confirmed by immunofluorescence assay, which demonstrated that silencing of LvPTPN6 suppressed the nuclear translocation of STAT by 29.3% compared with the GFP control in hemocytes (Figures 7C, D). The facilitated role of LvPTPN6 on STAT nuclear localization was further verified through overexpression LvPTPN6 in S2 cells. Western blot analysis showed that overexpressed LvPTPN6 decreased the cytoplasm-localized shrimp STAT by 38.2% and increased the nuclear-localized shrimp STAT by 59.1% compared with the control, respectively (Figure 7E). Besides, overexpression of LvPTPN6 significantly promoted the dimerization of STAT, the essential procedure of STAT activation (Figure 7F). These data indicated that LvPTPN6 could facilitate the activation of the JAK/STAT signaling pathway.




Figure 7 | Nuclear localization of STAT regulated by LvPTPN6. (A) qRT-PCR analysis of the LvPTPN6 mRNA level in hemocyte and gill at 48 h post dsRNA injection. Values in the dsRNA-GFP control group were set as the baseline (1.0). Each bar represents the mean ± SD (n = 4), **p < 0.01 by two-tailed unpaired Student’s t-test. (B) Western blot analysis of the protein level of STAT located in the cytoplasm and nucleus of hemocytes after dsRNA injection. (C) Immunofluorescence intensities (arbitrary units, AU) of cytoplasm- and nuclear-localized STAT in dsNRA-GFP- and dsRNA-PTPN6-treated hemocytes. Immunofluorescence intensities were calculated using JACoP with an ImageJ plugin from four randomly selected microscopic vision fields (Supplemental Figure 3). *p < 0.05 by two-tailed unpaired Student’s t-test. (D) Immunofluorescent analysis of STAT in hemocytes after dsRNA injection. STAT was stained with Alexa Fluor 488 (green), the cytomembranes were visualized by β-actin stain with Alexa Flour 594 (red), and the nuclei were stained with Hoechst 33342 (blue). (E) Western blot analysis of the protein level of shrimp STAT located in the cytoplasm and nucleus of S2 cells overexpressed with LvPTPN6 or GFP (negative control). (B, E) In cytoplasm, the gray values of STAT bands were normalized to those of the cytoplasmic internal control of β-actin, and Histone H3 was detected to verify no contamination of nuclear protein. In nucleus, the gray values of STAT bans were normalized to those of the nuclear internal control of Histone H3, and β-actin was detected to verify no contamination of cytoplasmic protein. (F) Western blot analysis of the dimer and monomer levels of STAT through native PAGE after overexpressing LvPTPN6 in S2 cells. The gray values of STAT bans were normalized to those of the internal control of β-actin. (B–F) Each bar is mean ± SD of three independent quantification of the electrophoretic bands, **p < 0.01 by two-tailed unpaired Student’s t-test.





Involvement of LvPTPN6 in Antiviral Immunity

Before investigating the regulatory effects on the expression of immune effector genes mediated by LvPTPN6, the transcriptional activation of STAT on the promoters of L. vannamei immune effector genes was investigated by dual-luciferase assays. Results revealed that STAT could significantly activate the transcription of ALF2, ALF5, CTL4, and Lys-IT2 (Figure 8A). Correspondingly, the expressions of ALF2, ALF5, CTL4, and Lys-IT2 were generally suppressed in hemocyte and gill after knockdown of LvPTPN6 in vivo (Figure 8B). The antiviral role of LvPTPN6 was further investigated in shrimp. After knockdown of LvPTPN6, the cumulative mortality of shrimps after 3 days of WSSV infection was significantly increased compared with the control (Figure 8C), and the difference between the two treatments reached a peak of 33.5% at 4 days post WSSV infection. Consistently, the virus load of WSSV in muscles was significantly increased in the LvPTPN6-silenced group at 3 and 5 days post WSSV infection (Figure 8D). These data indicate that LvPTPN6 could facilitate antiviral immunity through the JAK/STAT singling pathway in shrimp.




Figure 8 | Role of LvPTPN6 in shrimp antiviral immunity. (A) Regulatory effects of shrimp STAT on the promoter of immune effector genes. Each bar represents the mean ± SD (n = 8), **p < 0.01 by two-tailed unpaired Student’s t-test. (B) qRT-PCR analysis of the mRNA level of STAT-regulated immune effector genes in hemocyte and gill at 48 h after dsRNA injection. Values in the dsRNA-GFP control group were set as the baseline (1.0). Each bar represents the mean ± SD (n = 4), **p < 0.01 and ns: P > 0.05 by two-tailed unpaired Student’s t-test. (C) Cumulative mortality of dsRNA-injected shrimps (n = 40) after WSSV infection. Data were recorded every 6 h and statistically analyzed by Kaplan–Meier log-rank χ2 test, **p < 0.01. (D) The relative viral load in muscle was analyzed by detecting the DNA of the WSSV ie1 gene in six randomly selected shrimps using qRT-PCR with three repetitions, and the shrimp EF-1α gene was used as the internal control. The level in dsRNA-GFP group at 3 days post WSSV infection was set as baseline (1.0). *p < 0.05 by two-tailed unpaired Student’s t-test.






Discussion

Tyrosyl phosphorylation plays a critical role in multiple signaling pathways regulating innate and acquired immunity, which is mainly regulated by the dynamic equilibrium between protein-tyrosine kinases (PTKs) and protein-tyrosine phosphatases (PTPs) (3). Non-receptor PTPs are a classical type of PTPs, which consist of several subtypes distinguished with different domain features (11). SH2-domain-containing PTPs (SHPs) are characterized by composition of an N-terminal SH-2 domain, a C-terminal SH-2 domain, a classical PTP domain, and a C-terminal tail that contains two tyrosyl phosphorylation sites (36). In mammals, there are two kinds of SHPs, SHP1 (PTPN6) and SHP2 (PTPN11), which possess similar overall structures and regulatory mechanisms but differ in detailed structure, expression pattern, and, most importantly, physiological functions (3). In this study, an SH2 domain-containing PTP (LvPTPN6) sharing a higher homology with PTPN6 from other animals was identified in L. vannamei, which contains the classical domain features of SHPs.

Different from the distribution characters of human PTPN6 which is most abundantly expressed in hematopoietic cells and low in some epithelial, endothelial, and central nervous system cells (37), LvPTPN6 exits in all detected tissues. Besides, human PTPN6 is most abundantly expressed in the nucleus of epithelial cells and the cytoplasm of hematopoietic cells (38), while the subcellular localization analysis in S2 cells showed that LvPTPN6 was mainly located in the cytoplasm. These features corroborate the assertion that LvPTPN6 may have specific functions that differ from those of mammalian PTPN6s.

In addition to the posttranscriptional approaches, such as truncation, phospholipid binding, or tyrosine phosphorylation of the C-terminal tail, the activity of mammalian PTPN6 can also be regulated from transcriptional levels (39, 40). In the current study, LvPTPN6 was transcriptionally regulated after the challenge of stimulants, which share different expression patterns in hemocyte and gill, implying its complicated regulatory role in the shrimp immune responses.

In the canonical IFN systems, IRF activates the JAK/STAT signaling pathway to establish the cellular antiviral state through regulating the secretion of IFNs recognized by INF receptors and initiating the phosphorylation cascade of JAK and STAT (12, 28, 41). The IRF/Vago/JAK-STAT axis in shrimp is known to be similar to the interferon system of mammals and also plays an essential role in antiviral response (26, 42). Except the extracellular signal axis mediated by IFNs, very few studies revealed the intracellular activation of the JAK/STAT pathway regulated by IRF. For instance, in children with autosomal recessive homozygous IRF9 deficiency, IFN-stimulated response element (ISRE)-regulated transcription was attenuated for the disruption of the STAT1/STAT2/IRF9 heterotrimer; this finding presented an instance of IRF that could directly facilitate the transcriptional activation function of STAT (43). In this study, we found that IRF could activate the expression of LvPTPN6, further facilitating the nuclear localization of STAT and promoting the antiviral immunity of shrimp. Our results revealed that in addition to the canonical IRF/Vago/STAT axis, LvPTPN6 mediated an alternative regulatory approach from IRF to STAT. This novel regulatory strategy between IRF and STAT may provide a basis for further research on the IFN systems.

The JAK/STAT pathway is one of the important immune signaling pathways and exists wildly from vertebrates to invertebrates, which is regulated by different posttranscriptional mechanisms including acetylation, demethylation, and serine or tyrosine de-/phosphorylation (21). One of the major mechanisms that attenuate JAK/STAT pathway activation is dephosphorylation of the tyrosine residues by PTPs (22). In mammals, most of the PTP members, such as PTP receptor-type D (PTPRD), PTP receptor-type T (PTPRT), PTP receptor-type K (PTPRK), PTPN2, PTPN6, PTPN9 and PTPN11, had been proved to suppress the signal transduction of the JAK/STAT pathway by dephosphorylating on JAKs or STATs (44–50). Accumulating evidence has established the important role of PTPN6 in the regulation of the JAK/STAT signaling pathway in different organisms (51). The absence of SPH1 (PTPN6) activates JAK/STAT signaling pathways via the enhanced phosphorylation of JAK1, JAK2, JAK3, STAT3, STAT5, or STAT 6 (52), while its induction by chemical compounds could reduce the phosphorylation of STAT3, STAT5, or STAT 6 to block its signal transduction (22). Interestingly, our present finding demonstrated that LvPTPN6 could promote the unclear localization of STAT, activate the expression of STAT-regulated genes, and ultimately initiate the antiviral status of shrimp. Although most of the PTPs exhibit negative regulatory roles through their dephosphorylation activity in the JAK/STAT signaling pathway, some exceptions can promote it in specific circumstances. For example, the EGF- and IFN-γ-induced STAT activation was suppressed by expressing a catalytically inactive form of SHP1 (PTPN6) in HeLa cells, while overexpression of the native SHP1 had no effect on EGF-induced STAT activation but showed a positive effect on IFN-γ-induced STAT activation. This suggests that SHP-1 can function as a positive regulator in the activation of STAT (23). Inhibition of SHP2 expression initially enhanced and later inhibited STAT5 phosphorylation and reduced the expression of the antiapoptotic genes of MCL1 and BCLXL (53). In mouse mammary gland cells, SHP2 plays a positive role in the prolactin-induced JAK2 activation pathway. JAK2 tends to associate with suppressor of cytokine signaling 1 (SOCS1), which targets JAK2 through a ubiquitin-dependent degradation pathway and serves as a negative regulator for the JAK2/STAT5 pathway. The interaction between JAK2 and SOCS1 is mediated by phosphorylation of Tyr1007 in JAK2. In vitro studies demonstrated that SHP2 was able to dephosphorylate this Tyr site and prevent the formation of the JAK2-SOCS1 complex and subsequent degradation of JAK2. Upon being released from the inhibitory effects of SOCS1, JAK2 is recruited to the prolactin receptor (PrlR) and phosphorylates STAT5 (24). However, the precise mechanism of how these molecules achieve positive functions in different systems remains to be clarified. In this study, LvPTPN6 can both combine with JAK and STAT and elevate the dimerization of STAT, providing us with clues that LvPTPN6 may belong to catalytically inactive PTPs, which could enhance the stability of the JAK and STAT dimers by blocking their tyrosyl phosphorylation sites from other PTPs. To the best of our knowledge, it is the first report of a PTP positively regulating JAK/STAT pathway in invertebrates. These findings indicated that the structures and functions of PTPs vary from different organisms that required further excavation to reveal their non-negligible regulatory roles in invertebrates and vertebrates.
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Since the 2004 publication of the first study describing extracellular traps (ETs) from human neutrophils, several reports have shown the presence of ETs in a variety of different animals and plants. ETs perform two important functions of immobilizing and killing invading microbes and are considered a novel part of the phagocytosis-independent, innate immune extracellular defense system. However, several pathogens can release nucleases that degrade the DNA backbone of ETs, reducing their effectiveness and resulting in increased pathogenicity. In this review, we examined the relevant literature and summarized the results on bacterial and fungal pathogens and parasites that produce nucleases to evade the ET-mediated host antimicrobial mechanism.
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Introduction

Pathogens have evolved various strategies to overcome the killing mechanisms of the host immune system and establish a productive infection. The secreted proteins of pathogens, which include proteases, lipases, collagenases, hyaluronidases, chitinases, and nucleases, have been found to be essential for evading the host defense system (1). Nucleases are a diverse group of enzymes that degrade both DNA and RNA, and there are several ways to classify them (2). According to Linn formulated the criteria, the most acceptable system for classification of nucleases is to divided them into sugar specific and sugar non-specific nucleases (3). Based on their activity on ester bonds, nucleases are considered a subgroup of hydrolases and can be subdivided into exonucleases (EC 3.1.11.X to EC 3.1.16.X) and endonucleases (EC 3.1.21.X to EC 3.1.31.X). For the ability to hydrolyze DNA, sugar specific nucleases are DNases including exodeoxyribonucleases and endodeoxyribonucleases, while sugar non-specific nucleases comprise endonucleases and exonucleases (2). According to their biochemical and biological properties as well as tissue-specific production, DNases can be further divided into the DNase I and DNase II families (4). Pathogen nucleases are mainly involved in physiological processes such as genetic transformation and nutrient scavenging, DNA replication, recombination and DNA repair mechanisms (5); but, they can also act as virulence factors (5), regulate of biofilm formation, enhance fitness and bacterial shedding (6), and allow microbes to enter non-phagocytic cells or survive and replicate in phagocytic cells.

Neutrophils are the most abundant type of white blood cell, and they play an important role in inflammation and host defense through the respiratory burst, degranulation, and phagocytosis (7). In 2014, Brinkmann et al. reported that when attacked by pathogens, human neutrophils released DNA-based network structures called neutrophil extracellular traps (NETs), which immobilized and/or killed pathogens (8). This phenomenon has also been observed in different mammalian species, birds, fish, invertebrates, and plants (9). However, it is also known that certain pathogens have developed strategies to avoid the killing effects of extracellular traps (ETs) by secreting a polysaccharide capsule, forming biofilms, undergoing cell surface modifications, and inhibiting ET formation (10). The main components of ETs are granule proteins and DNA, therefore it was predicted that extracellular nucleases could directly degrade the ETs’ scaffold DNA, providing an effective way for pathogens to escape the ET defensive network structures (Figure 1). In this article, we review the latest research on the role of extracellular nucleases of bacteria, fungi, parasites, and mycoplasmas in degrading the backbone DNA of ETs, especially NETs (Table 1).




Figure 1 | Degradation of extracellular traps (ETs) by the production of pathogen-derived nucleases. Innate immune cells were activated by pathogens, and DNA from nuclei or mitochondria mixed with histones, granular, and cytoplasmic proteins was released to the cellular environment (termed ETs). ETs could immobilize and/or kill the pathogens. However, secreted or cell wall­anchored extracellular nucleases of pathogens were capable of destroying DNA backbones of ETs and contributing to evasion of the immune response and development of persistent infections. G+, Gram-positive bacteria; G-, Gram-negative bacteria; OM, outer membrane; IM, inner membrane; PEG, peptidoglycan.




Table 1 | Pathogen-derived nucleases that degrade ETs.





Bacteria


Vibrio cholerae

Vibrio cholerae is a Gram-negative comma-shaped bacterium that is the causative agent of the secretory diarrheal disease cholera. Extracellular DNA is a major component of the Vibrio biofilm matrix. The two nucleases secreted by V. cholerae, Xds and Dns, are able to degrade extracellular DNA. Dns exhibits endonuclease activity, while Xds has been characterized as an exonuclease (11). Extracellular DNA degradation by the two nucleases results in accumulation of high levels of nucleotides outside the cell. OmpK was used to transport nucleotides to the outer membrane, where they were dephosphorylated by periplasmic phosphatases. Free phosphate was absorbed by the Pst/PhoU system and nucleosides were transported into cells via NupC (61). V. cholerae exposure caused human neutrophils to form NETs, while secreted Dns and Xds rapidly degraded the NETs’ DNA and released the bacteria from the network structures, thus promoting cell colonization by V. cholerae (12). Infection with a Dns/Xds deletion mutant of V. cholerae resulted in prolonged stability of the NET. The C-terminus of Xds has an exonuclease domain, and residues D787 and H837 within the exonuclease domain are the key sites of the catalytic center (13).



Streptococcus spp.


Streptococcus pneumoniae

The endonuclease, EndA, of S. pneumoniae is localized on the membrane surface and is a key factor in DNA replication and bacterial virulence. EndA is required for the genetic transformation of S. pneumoniae and contributes to gene transfer and genetic diversification (14–16). EndA cannot bind to external DNA or degrade it when S. pneumoniae does not undergo gene conversion (17). However, in another study, it was reported that degradation of extracellular DNA by EndA did not require components of the competence regulon (18). EndA was secreted extracellularly during S. pneumoniae growth, which helped the pathogen establish an infection in the lung by degrading the DNA backbone of NETs and overcoming the host immune system (18). EndA possesses a DRGH (Asp-Arg-Gly-His) motif containing a ββα metal-finger catalytic core, and the amino acids, His160, Asn191, and Asn182 that are essential for catalytic activity. Expression of the wild-type EndA gene in E. coli was difficult due to its extreme cytotoxicity, but an EndA gene with the H160A mutation was successfully expressed. Asn182 was required for the stability of EndA (19), while Arg127/Lys128 and Arg209/Lys210 helped the enzyme bind to the substrate (20). In addition, the three mutant strains, H154A, Q186A, and Q192A, exhibited significantly decreased nuclease activities.

The twin-arginine translocase D (TatD) is a soluble cytoplasmic protein that was obtained from the extracellular secreted proteins of S. pneumoniae, but has been described in most prokaryotic and eukaryotic species (21). Although TatD functions primarily in the operation of the Tat transport system, it also exhibits endonuclease and exonuclease activity. TatD has been associated with the formation of extracellular vesicles of S. pneumoniae, and recombinant TatD (rTatD) had DNase activity. A TatD deletion mutant showed little NET degradation activity, while the addition of rTatD reduced the formation of NETs. The deletion mutant greatly reduced the bacterial load in the lung, blood, and spleen in a murine sepsis model (21). In our study, the recombinant TatD-like DNase from Listeria monocytogenes 10403s was associated with the degradation of macrophage ETs and its Mg2+-dependent nuclease activity had an optimum reaction temperature of 37°C and pH of 6.0 (62).



Streptococcus pyogenes (GAS, group A streptococci)

Group A streptococci (GAS) produce 26-30 extracellular nucleases, including Sda1, SdaD2, Spd, and Spd3. Sda1 exhibits cell wall-anchored DNase activity and highly expressed by the serotype M1 GAS strain. Sda1 contributed to enhancing the tolerance and virulence of GAS toward neutrophils in a murine model of necrotizing fasciitis. Inhibition of GAS nuclease activity with G-actin enhanced the clearance of pathogens by neutrophils in vitro and reduced virulence in vivo (63). Sda1 from invasive M1T1 GAS degraded the DNA backbone of NETs in human neutrophils. DNA degradation by Sda1 prevented GAS from inducing murine macrophages to secrete IFN-α and TNF-α, while the levels of IFN-α and TNF-α in mice were significantly decreased by Sda1-expressing GAS (64). Degradation of PMA-induced NETs by Sda1 and other phage-encoded DNases in mouse neutrophils was neutralized by antibodies from mice immunized with Sda1 (22). The prophage-encoded SdaD2 enzyme was the major DNase that contributes to GAS virulence (65). Extracellular killing of the spd3/sdaD2/spd deletion mutant of M1 GAS strain MGAS5005 in human PMNs was significantly enhanced. In addition, the virulence of the triple-mutant strain in mice was significantly reduced and bacteria were easily removed from the skin injection site (65).

The Streptococcus pyogenes nuclease A (SpnA) is an exo/endonuclease with an LPXTG motif located on the cell surface in S. pyogenes and also GAS. Two catalytic domain structures were predicted for the mature SpnA. Multiple oligonucleotide and oligosaccharide binding-fold motifs were found in the N-terminal domain at position 99-395. The C-terminal domain contained a putative endo/exonuclease domain at position 549-851. Glu592, Arg696, His716, Asp767, Asn769, Asp810, and Asp842 were necessary for SpnA activity and contributed to binding of the substrate (23). Both the full-length (99-877) and the truncated (217-877) versions of the recombinant SpnA expressed in E. coli exhibited nuclease activity. The rSpnA was capable of dismantling the NET-like structures produced by human neutrophils after stimulation with phorbol myristate acetate (PMA) (24). The nuclease activity of the spnA deletion mutant was decreased by about 70%, and antibodies against SpnA in human serum significantly inhibited nuclease activity. Although SpnA promoted bacterial survival and neutrophil killing in whole human blood, the spnA deletion mutant showed only a partial reduction in virulence in a Galleria mellonella infection model (23).

5′-nucleotidases catalyze the hydrolysis of phosphate esterified at carbon 5′ of ribonucleotides, deoxyribonucleotides, and complexnucleotides (66). 5′-nucleotidases are allocated to the enzyme commission numbers EC 3.1.3.5, and are found in all kingdoms, including plants, animals, bacteria, fungi, and parasites. The biological function of microbial 5′-nucleotidases is related to the location of the enzyme in the cell (66). Membrane-bound or cell wall-anchored 5′-nucleotidases has the ability to convert AMP into the immunomodulator adenosine, thus contributing to the evasion of the bacteria from the host immune response during infection (67). Streptococcal 5’-nucleotidase A (S5nA) is a cell wall-anchored 5′-nucleotidases and also a virulence factor of S. pyogenes N99A. Recombinant S5nA (rS5nA) produced in E. coli showed 5′-nucleotidase activity that hydrolyzed AMP, ADP, and dAMP, but not ATP, to generate adenosine and deoxyadenosine. Expression of rS5nA increased the survival of non-pathogenic Lactococcus lactis in human whole blood (68). However, the current data are still not sufficient to prove the role of S5nA in immune evasion by degrading the DNA backbone of ETs.

Streptococcal phage-encoded DNase (Spd1) is a type I extracellular DNase with 28 kDa encoded by a prophage (SF370.1) in S. pyogenes strain SF370. Spd1 existed as a monomer in solution and His121, Asn145, and Glu164 were the important conserved residues for nuclease activity (69). Although phage-encoded DNases are capable of promoting bacterial and phage particle dissemination by liquefying pus and cellular material and enhanced the survival of the phage, the crucial role of Spd1 in S. pyogenes in evading the host immune response is not fully understood.



Streptococcus suis

SsnA is a secreted DNase that is anchored in the cell wall of S. suis and released into the culture medium. SsnA had strong DNase activity during exponential growth. The ssnA deletion mutant significantly reduced bacterial adherence and invasion of human laryngeal epithelial Hep-2 cells, and the virulence of the S. suis deletion mutant in CD1 mice was significantly decreased (70). SsnA was not necessary for S. suis type 2 growth and survival in human and porcine blood in vitro, but it did contribute to degradation of NETs stimulated by PMA in human and porcine neutrophils and weakened the antibacterial activity of human NETs (25).

EndAsuis is an endonuclease of S. suis with high homology and structural similarity to the membrane anchor of EndA in S. pneumoniae, but EndAsuis could not be successfully expressed in E. coli (26). The nuclease activity of a recombinant EndAsuis with a point-mutation at H165 in the DRGH motif was confirmed in the presence of Mg2+, but not Ca2+. EndAsuis was not released from S. suis into the culture medium; however, the EndAsuis deletion mutant significantly attenuated the degradation of human NETs, but had no significant effect on the NET-mediated bactericidal activity (26). High DNase activity of SsnA was found in the cerebrospinal fluid (CSF) of S. suis-infected piglets with severe suppurative meningitis. However, neither SsnA nor EndAsuis efficiently degraded NETs, and NET fibers with entrapped streptococci were observed in neutrophils from CSF (71). The up-regulated cathelicidin PR-39 in choroid plexus epithelial cells inhibited the degradation of NETs. In contrast to SsnA, host DNase 1 contributed to the enhancement of neutrophil antimicrobial activity in the CSF of S. suis-infected piglets (72).



Streptococcus equi subsp. zooepidemicus

ENuc and 5Nuc, encoded by the SESEC_RS04165 and SESEC_RS05720 genes, respectively, are two extracellular nucleases from S. equi subsp. zooepidemicus. ENuc and 5Nuc were a cell-wall anchored nucleotidase with LPXTG motif. The degradation of NETs by these nucleases reduced phagocytosis and the bactericidal capacity of macrophages, but not the intracellular killing process. An Enuc/5Nuc deletion mutant lost the ability to degrade NETs into deoxyadenosine, but it induced fewer NETs and showed greater survival in the NETs that were produced (27).



Streptococcus agalactiae

Seven genes encoding secreted nucleases from S. agalactiae have been found. NucA encoded by the gbs0661 gene displays a high degree of sequence identity with S. pneumoniae EndA and S. pyogenes Sda1. NucA contains a putative N-terminal transmembrane domain and is a major extra-cytoplasmic nuclease that required divalent cations, a stable pH, and heat stability. The nuclease activity of the H148A, R111A/H148G, K127A/H148G, K146A/H148G, and Q180A/H148G point-mutated strain was significantly decreased, while the K146R and Q183A mutant strain exhibited significantly increased activity (28). NucA was required to avoid S. agalactiae clearance from lung tissue at an early step of infection by degrading the DNA skeleton of NETs induced by PMA in mice, and contributed to dissemination in the bloodstream and persistent infection (29).



Streptococcus mutans

The S. mutans culture medium at 48-60 h exhibited a high level of DNase activity, which changed with the same tendency as the biofilm-released bacterial cells. The deoxyribose aldolase gene (deoC)-encoded product catalyzed the reversible aldol reaction of acetaldehyde and glyceraldehyde 3-P from the sugar phosphate, deoxyribose 5-phosphate (73) and also catabolized extracellular DNA. The nuclease DeoC was a regulator of the biofilm dispersal of S. mutans. S. mutans induced the formation of NETs in human neutrophils, and the NETs in turn enhanced the expression of the deoC gene of S. mutans. The DeoC activity of S. mutans was critical for evading killing by neutrophils through degrading NETs (30).



Streptococcus sanguis

Morita et al. reported that oral streptococci showed extracellular DNase activity. Thirty-three cell wall-anchored proteins containing the LPXTG motif were predicted in S. sanguis. SWAN is a cell surface protein with a cell wall-sorting signal and a putative nuclease domain. The nuclease activity of a Swan deletion mutant was significantly reduced, while a strain over-expressing recombinant SWAN degraded a variety of DNAs including the DNA backbone in NETs, allowing S. sanguis to survive NETs from human neutrophils stimulated with PMA. In addition, L. lactis heterologously expressing Swan showed enhanced resistance to NET-mediated bactericidal activity (31).



Streptococcus iniae

The genes encoding SpnAi and S5nAi in S. iniae were similar to those for SpnA and S5nA of GAS, respectively, in terms of amino acid sequence, protein length, domain structures, and biochemical properties, as well as similar virulence mechanisms (74). The spnAi and s5nAi deletion mutants showed significant loss of DNase and nucleotidase activity, respectively. SpnAi and S5nAi supported the growth, proliferation, and dissemination of S. iniae and contributed to S. iniae virulence in zebrafish larvae. The SpnAi and S5nAi deletion mutants were still able to recruit neutrophils and macrophages to infected sites (32). NETs induced by PMA were degraded in the presence of S. iniae and also the recombinant SpnAi in neutrophils from the kidneys of adult zebrafish, but not in the presence of the spnAi deletion mutant (32).




Staphylococcus aureus

Staphylococcal nuclease (SNase) is a nonspecific phosphodiesterase that has a strong ability to degrade a DNA scaffold to ssDNA or dsDNA, and we found that the secreted proteins of S. aureus possess DNA degradation activity (75). Similarly, Herzog et al. reported significant nuclease activity of clinical S. aureus isolates from cystic fibrosis (CF) patients (33). The nuclease activity of sequential isogenic isolates was increased in a time- and phenotype-dependent manner. Strong DNA degradation capability was observed in sputum samples from one CF patient during a long-term chronic S. aureus infection. The isolates with high nuclease activity facilitated S. aureus survival from NET-mediated killing by human neutrophils (33).

Nuc1, a thermostable nuclease, catalyzes the hydrolysis of both DNA and RNA. S. aureus eDNA maintains the structural stability of the biofilm during bacterial colonization. During the early stage of S. aureus biofilm formation, Nuc1 is expressed, which was responsible for infection persistence in a mouse subcutaneous implant model (76). Nuc1 can degrade the DNA scaffold in neutrophil NETs, thereby evading the host immune response (34). The breakdown of NET DNA by S. aureus nuclease Nuc1 contributed to the survival and dissemination of biofilm bacteria trapped in NETs and caused persistent infections (35). The ability of the nuc1 deletion mutant to degrade NETs was significantly impaired, and it was more sensitive to extracellular killing by activated neutrophils (36). Nuc2, another thermostable nuclease of S. aureus, was considered to be a cell surface-binding protein with nuclease activity. However, Nuc2 had no significant impact on NETs and was not involved in virulence and immune evasion (37).

S. aureus degrades NET DNA into deoxyadenosine to avoid its killing effect. The process triggered the caspase 3-mediated death of immune cells (38). Excessive formation of NETs contributed to the early pathological injury to the pancreas, resulting in the onset of diabetes. Lang et al. showed that a L. lactis strain expressing recombinant SNase effectively degraded PMA-induced NETs in vitro and significantly decreased circulating free DNA in the serum in non-obese diabetic (NOD) mice (39). Moreover, early treatment with SNase ameliorated the gut immune microenvironment of NOD mice by regulating the level of NETs in the intestinal mucosa (77).



Other Bacterial Species

Three different Yersinia enterocolitica serotypes (O:8, O:9, and O:3) were able to induce NET formation. The culture supernatants of the three serotypes also showed the capacity to degrade plasmid DNA in the presence of Ca2+/Mg2+, and NETs induced by PMA treatment of human neutrophils were degraded by the bacterial supernatants (78). Although the endonuclease-1 proteins, EndA and NucM, of Y. enterocolitica are similar to the NET-degrading V. cholerae extracellular deoxyribonuclease, their role in degrading the DNA of NETs to evade the host immune response remains unclear.

Three extracellular nucleases, EndA, ExeS, and ExeM were found in Shewanella oneidensis MR-1. ExeM was localized to the cytoplasmic membrane fraction. The activity of ExeM expressed in E. coli revealed that it was a nonspecific endonuclease requiring Ca2+ and Mg2+ or Ca2+ and Mn2+ as cofactors. ExeM was beneficial for biofilm formation under static conditions, however, externally added recombinant ExeM inhibited biofilm formation but not biofilm removal (79). Although the author hypothesized that ExeM may be related to NETs degradation, not detected in culture supernatants of S. oneidensis. Thus, the role of ExeM in NET-mediated extracellular killing is still unclear.

Sphingomyelinase catalyzes the hydrolysis of sphingomyelin into ceramide and phosphorylcholine, and is allocated to the enzyme commission numbers, EC 3.1.4.12 and EC 3.1.4.41 (80). More than six categories of sphingomyelinase have been found in a wide variety of bacteria (80, 81). The important physiological functions of sphingomyelinase are related to membrane permeability, membrane aggregation, and fusion (80). Sphingomyelinase as a virulence factor contributes to bacterial colonization, dissemination, and evasion of immune response for the establishment of persistent infection (81). Rv0888 obtained from Mycobacterium tuberculosis culture filtrate is an outer membrane protein with sphingomyelinase activity. Rv0888 increased intracellular survival, and replication of M. tuberculosis in THP-1 macrophages, but was not required for virulence of M. tuberculosis in mice (40). The C-terminal sequence of Rv0888 was highly conserved with an endonuclease-exonuclease-phosphatase domain (40). Dang et al. demonstrated that the recombinant Rv0888 expressed in E. coli required divalent metal cations (Ca2+ and Mn2+) to degrade different types of nucleic acids (41). The optimum temperature and pH for the nuclease activity were 41°C and 6.5, respectively. The activity of Rv0888 was inhibited by four traditional Chinese medicinal compounds, oleuropein, 6-gingerol, corylifolinin, and acteoside. The residues, H353, D387, D438, and H481, were essential for catalysis of Rv0888 (41). Although M. tuberculosis induced the formation of NETs and could be captured by them, the bacteria were not killed by NETs in vitro. Interestingly, the sphingomyelinase activity of recombinant Rv0888NS/MS stimulated the release of NETs from human neutrophils in vitro and in the lung tissues of mice (42).

Phosphodiesterases (EC 3.1.4.1) are a superfamily of enzymes that cleave the cyclic phosphodiester bond of cyclic adenosine and cyclic guanosine monophosphate (82). There are a total of 11 different phosphodiesterase family members (phosphodiesterase 1-11) with 21 isoforms. Phosphodiesterases are involved in diverse physiological functions and play a pivotal role in mediating the cyclic nucleotide signaling (82). In pathogens, phosphodiesterases are essential for controlling the kinetics of biofilm formation, swarming motility, survival, and dissemination (83). Pseudomonas aeruginosa has two secreted nucleases, EddA and EddB. EddA has alkaline phosphatase and phosphodiesterase activity, which can restrict the antibacterial activity of NETs (43). EddB can degrade eDNA, and the products can be taken up and used as source of nutrition by cells. The eDNA and NETs were effective inducers of the nuclease-phosphatase operon. The nucleases helped to degrade the DNA backbone of NETs and protected P. aeruginosa from NET-mediated killing. Although phosphatase did not the ability of the DNases to degrade DNA, it prevented cations from chelating phosphate from the eDNA phosphodiester backbone. Therefore, both DNase and phosphodiesterase contributed to the resistance to killing of P. aeruginosa by NETs (43).

Neisseria gonorrhoeae stimulated human neutrophils to release NETs, and the NETs showed antibacterial activity against N. gonorrhoeae. A thermostable nuclease homologue, Nuc, from N. gonorrhoeae influenced biofilm formation. Recombinant Nuc expressed in E. coli degraded DNA in PMA-induced NETs, and enhanced the survival of extracellular bacteria in human neutrophils (44).

Several studies have demonstrated that the NET-like defense structure as a mechanism is analogous to the situation in periodontitis, where bacteria colonize the periodontal region by avoiding the immune response of the host. Doke et al. reported that the periodontal pathogenic bacteria, Porphyromonas gingivalis, Prevotella intermedia, and Fusobacterium nucleatum exhibited extracellular DNA degradation activity (84). The genes, nucA and nucD, and the encoded secreted nucleases were characterized in P. intermedia (ATCC 25611). Recombinant NucA and NucD required Mg2+ and Ca2+ for optimal digestion of DNA and RNA, and their ability to degrade the DNA framework of NETs was confirmed (45). In our present study, the extracellular secreted proteins from Salmonella typhimurium, S. choleraesuis, Klebsiella pneumoniae, and Pasteurella multocida showed nuclease activity in degradation of phage λ DNA. Four proteins with nuclease activity were identified as extracellular proteins secreted from S. Typhimurium using the SDS-PAGE nuclease zymography technique combined with LC-ESI/MS/MS (85). METs -induced by Candida albicans were degraded by secreted proteins from S. choleraesuis (86). However, detailed studies are needed to assess the roles of the extracellular secreted proteins in allowing the bacteria to escape from the ETs.

In peas, corn, and cotton, extracellular DNA with histone is a component of the extracellular matrix secreted from the root cap. This structure was found to function like animal NETs to allow root border cells to capture pathogenic bacteria and fungi in the soil and immobilize them (46). Plant root border cells release DNA-containing ETs in response to the high-impact pathogenic plant bacterium, Ralstonia solanacearum. Two functional extracellular DNases, NucA and NucB, were identified in R. solanacearum strain GMI1000. The nucA/B deletion mutant was immobilized by the DNA of plant border cell traps, while the bacterial trapping was reversed by treatment with recombinant NucA and NucB (46).




Fungi


Candida spp.

3’-nucleotidase/nuclease (3′-NT/NU, EC 3.1.3.6) is a bifunctional enzyme capable of hydrolyzing 3′-monophosphorylated nucleotides and nucleic acids to generate nucleosides and inorganic phosphate. 3′-NT/NU is about 40 kDa and has five highly conserved regions. The activity of 3′-NT/NU was found in a wide variety of species, including fungi, protozoan, plants, and bacteria (87). The nuclease exhibits diverse functions in different species; however, the process of sulfate assimilation is a remarkably conserved property of the core machinery (88). The yeast nucleotide phosphatase, MET22, is closely associated with the incorporation of inorganic sulfates into amino acids, and also plays an important role in cell growth under high concentrations of Na+ and Li+. Numerous studies have reported that ETs were induced by yeast and hyphal forms of Candida spp (89). We have previously shown that METs induced by C. albicans showed the ability to trap the microbes, but with limited microbicidal activity (90). It was reported that 20% of Candida spp. showed in vitro DNase activity (91). C. albicans escape NETs through extracellular secretion of DNases that degrade the DNA backbone (92). Over recent years, several extracellular nucleotidases from fungi have been identified (93). 3′NT and 5′NT activities were determined in C. albicans and C. glabrata, and there was higher 3′NT activity at pH 4 (94). The activity was inhibited by ammonium tetrathiomolybdate (TTM), a 3′NT/NU inhibitor. NET formation and release were prevented through the 3′NT/NU activity of C. albicans and C. glabrata, and a more pronounced phagocytosis by neutrophils was observed. This feature was restored in the presence of TTM and resulted in better control and elimination of C. albicans (94).



Paracoccidioides spp.

Paracoccidioidomycosis is a fungal disease with systemic, progressive, chronic, and endemic infection. The members of Paracoccidioides spp. are the etiological agents of mycosis. P. brasiliensis induced NET formation by human PMNs in vitro, which was involved in extracellular fungicidal action (95). Recently, it was demonstrated that P. brasiliensis Pb265 and Pb18 were able to induce different patterns of NET formation (96). Pb265 is a harmless strain while Pb18 is virulent. The Pb18 strain had the ability to produce and release extracellular DNase, which degraded the DNA of NETs induced by the Pb18 strain causing them to be looser and more dispersed. Interestingly, the Pb265 strain did not consistently show DNase activity compared to the virulent strain, and its ability to induce neutrophils to form NETs was greater than that of the Pb18 strain (97).



Cochliobolus heterostrophus

The ET mechanism against fungal infections is also present in plants. This defensive function was abolished by the addition of DNase I, resulting in 100% incidence of root rot. The maize pathogen, C. heterostrophus, has many DNase-encoding genes and DNase activity was found in fungal culture filtrates. The deletion of the gene for secreted DNase, nuc1, significantly reduced fungal infection of leaves and roots, but virulence was restored by the addition of exogenous DNase I (98). The DNase activity of recombinant Nuc1 was dependent on Mg2+. However, the study did not directly demonstrate that C. heterostrophus used extracellular DNases as a counter mechanism against extracellular DNA in ETs from plant cells.




Parasites


Leishmania spp.

The class I nuclease family has been considered an important factor for several Leishmania spp. to inhibit NET-mediated killing through extracellular DNA hydrolysis (99). Leishmania spp. have a 3’-NT/NU gene with high homology to the S1 nuclease of Aspergillus oryzae and P1 of Penicillium citrinum. The 3’-NT/NU belongs to the class I nuclease family (100), and is anchored in the parasite’s cell surface membrane (101). Although the C-terminus contains the key site for the membrane anchor domain, it was not necessary for the development of enzymatic activity. The 3’-NT/NU activity did not require N-linked glycosylation, but this modification may be important for proper folding and transport of the protein to the parasite’s surface membrane (102). The 3’-NT/NU was highly constitutively expressed and helped Leishmania to infect vertebrates during the life cycle (103, 104). The 3’-NT/NU had the ability to produce extracellular adenosine through 3’-AMP hydrolysis, thus contributing to the establishment of Leishmania infection (105, 106). Inhibition of 3’-NT/NU by 3’-AMP, 5’-GMP, or the 3’-NT/NU inhibitor, TTM, decreased the survival of promastigotes in neutrophils (47). The exonuclease activity of 3’-NT/NU was directly proportional to the number of parasites, and was more efficient at alkaline pH (48). Both low phosphate (LP) and high phosphate (HP) promastigotes induced the release of NETs from human neutrophils (47), and the NET histones killed L. infantum. The L. infantum cultured in LP medium possessed higher 3’-NT/NU nuclease activity, and LP parasites showed greater resistance to neutrophil killing. The destruction of NETs can be prevented by TTM. The hydrolysis of extracellular nucleic acids by 3’-NT/NU clearly contributed to the escape and survival of parasites exposed to NETs and promoted the establishment of infection (47, 49).



Nippostrongylus brasiliensis

DNase II belongs to a family of highly homologous DNases that can degrade DNA to produce 3′-phosphorylated and 5′-hydroxyl products. DNase II and homologs were identified in mammals, invertebrates, and non-metazoans (107). DNase II was thought to be involved in the development and homeostasis of nematodes (108). N. brasiliensis, a murine hookworm, strongly stimulated neutrophils to release NETs, but the larvae secreted Nb-DNase II which degraded the nucleic acid skeleton of NETs and reduced the neutrophil killing effect. Nb-DNase II was highly expressed at the L3 stage during early infection. The extracellular DNA fibers formed in vitro by neutrophils induced by PMA could be hydrolyzed by the recombinant Nb-DNase II, and the degradation of NETs was neutralized by antiserum against rNb-DNase II (50). DNase II activity has also been identified in the excretory/secretory products from helminths. It is noteworthy that in comparison to other nematodes, Trichinella spiralis had a more extensive expansion of the DNase II protein family with an estimated 125 genes, and almost half of those were classified as encoding secretory proteins (109). Twenty-seven developmental stage-specific genes putatively encoding DNase II homologs were isolated from a T. spiralis cDNA library by immunological screening. In our previous work, we speculated that they may play a role in digestion of host DNA to facilitate tissue migration and escape from host immune responses (110).



Plasmodium spp.

The TatD DNase was identified as one of the multifunctional factors in the development and transmission of malaria parasites. Chang et al. reported that a TatD-like DNase was present in every Plasmodium spp. and was highly expressed in the most virulent strains (51). The PbTatD deletion mutant of P. berghei induced J774A.1 macrophages and mouse neutrophils to generate METs and NETs in vitro, respectively; but, less ET network formation was observed in the presence of WT parasites. A recombinant PbTatD was able to restore hydrolysis of the DNA component of METs by a PbTatD deletion mutant. Interestingly, the TatD DNase activity of P. falciparum was inhibited by Mg2+, but strongly enhanced in P. knowlesi (52).



Trypanosoma spp.

Two TatD-like DNases, TryTatD05 and TryTatD15, were identified in the supernatants of cultures of Africana trypanosome parasites, T. evansi and T. brucei, but were not released from dead parasites. T. evansi and T. brucei have been shown to induce NETs in murine neutrophils and to also be captured by NETs. However, NETs could be degraded by recombinant TryTatD05 and TryTatD15, or parasite culture supernatants (53). The degradation of NETs was significantly prevented by treatment with the DNase inhibitor, aurintricarboxylic acid. The 3’-NT/NU is a bifunctional trypanosomal enzyme, which acts as a phosphodiesterase cleaving the bond between the 3’-hydroxy and 5’-phosphoryl groups of adjacent nucleotides, or as a phosphomonoesterase to remove the 3’-terminal phosphate group of 3’-monophosphorylated nucleotides (111, 112).




Mycoplasma spp.

Mycoplasma spp. nucleases have the ability of degradation of nucleotide substrates from host or microbial nucleic acids released in a variety of cellular processes, and several nucleases are regarded as a source of nucleotides for biosynthetic and survival purposes important and a cytotoxic factors contributing to pathogenicity (113). Intracellular, extracellularly secreted, and membrane-associated nuclease activities have been detected in most Mycoplasma spp. studied so far, and Ca2+/Mg2+ -dependent endonuclease activity has also been found in a comparatively large number of Mycoplasma spp (114). Nucleases include MGA_0676 of M. gallisepticum, MHO_0730 of M. hominis, Mhp379 and Mhp597 of M. hyopneumoniae, Mbov_rs02825 and MnuA of M. bovis, Mpn133 and Mpn491 of M. pneumoniae.


Mycoplasma hominis

MHO_0730 is a cell-surface lipoprotein localized on the membrane of M. hominis. MHO_0730 shares significant homology with the Snase and acts as a Ca2+-dependent, sugar-nonspecific nuclease. A recombinant MHO_0730 expressed in E. coli was able to digest different nucleic acid substrates. PMA-stimulated NETs from human neutrophils were disassembled by M. hominis (54). MHO_0730 was also a potent inducer of NET formation and release through the action of the M. hominis liposoluble fraction and MHO_0730-based synthetic lipopeptides (55).



Mycoplasma hyopneumoniae

Mhp597 is a secreted nuclease of M. hyopneumoniae. The recombinant Mhp597 (rMhp597) expressed in E. coli exhibited a heat stable Ca2+- or Mg2+-dependent nuclease activity. The recombinant rMhp597 induced apoptosis and caused cytotoxicity in PK15 cells. NETs induced by PMA or M. hyopneumoniae were completely destroyed by rMhp597, as well as culture supernatants of M. hyopneumoniae (56).



Mycoplasma bovis

MbovNase is localized in the cell membrane and a recombinant MbovNase (rMbovNase) exhibited nuclease activity at 22-65°C in the presence of Ca2+ (115). The rMbovNase Δ181-342 without the TNASE 3 domain was deficient in all biological functions. NETs were not detected in bovine neutrophils stimulated by M. bovis, and NETs induced by PMA disappeared after the addition of rMbovNase. However, the degradation of NETs and M. bovis survival were greatly reduced by the addition of EDTA (57). MnuA was the major membrane nuclease of M. bovis PG45, and NET degradation was observed in WT M. bovis. The MnuA deletion mutant lacked significant nuclease activity but still stimulated bovine neutrophils to release NETs. The generation of ROS in neutrophils was not affected by the presence or absence of mycoplasma nuclease (58).



Mycoplasma pneumoniae

Mpn491 is the main extracellular nuclease of M. pneumoniae and contains domains responsible for endonuclease, exonuclease, and phosphatase activities. Yamamoto et al. reported that the culture supernatants of M. pneumoniae had strong DNase activity and Mpn491 (approx. 55 kDa) was identified by zymographic analysis of the culture supernatant. The ability of the Mpn491 deletion mutant to degrade NETs from PMNs was markedly abolished (59), demonstrating that Mpn491 was essential for M. pneumoniae to evade the NET-mediated killing in vitro and in vivo.

Mycoplasma spp. have certain defects in their survival process, such as a lack of ability for de novo synthesis of nucleotides. Mycoplasma spp. secrete nucleases to obtain nucleotides from host genomic DNA to compensate for this defect. MET production induced by PMA could be observed in THP-1 cells, and was degraded by the membrane nucleases from M. hyopneumoniaea. MET degradation was inhibited by deficiency in M. hyopneumoniae nucleases. The nucleotides from MET degradation can be used for DNA synthesis (116). Therefore, nucleases are widely considered to be essential proteins for Mycoplasma, and also have been proven to be important virulence factors during infection.




Leptospira spp.

It has been shown that pathogenicity and viability of Leptospira spp. were relevant factors for induction of NETs, but not for motility. A pathogenic Leptospira, L. interrogans serovar Copenhageni strain Fiocruz L1-130, induced human neutrophils to release NETs, which were capable of killing L. interrogans (60). The pathogenic Leptospira showed DNA degradation activity, but not the saprophytic Leptospira. Leptospira immunoglobulin-like proteins (Lig) are surface proteins expressed in pathogenic strains of Leptospira, including LigA, LigB, and LigC. The Lig proteins were involved in leptospiral adhesion, complement resistance, and modulation of hemostasis and play a vital role in invasion and immune evasion (117).The recombinant variable region of LigA was able to degrade DNA with both endonuclease and exonuclease activities, and could degrade PMA-induced NETs (118).



Conclusions and Perspectives

Since their discovery in 2004, ETs have been described from a wide variety of innate immune cells and are now widely regarded as an ancient and evolutionarily conserved host defense mechanism in the plant and animal kingdoms (119, 120). Several pathogens can produce one or more nucleases to directly act on the DNA skeleton of ETs (6). In this review, we summarized the current study results on nucleases expressed by pathogens to evade the ETs produced by the host immune system. The main concerns are 1) only certain pathogen-derived nucleases degrade ETs. Pathogens included V. cholerae, Streptococcus spp., S. aureus, M. tuberculosis, P. aeruginosa, N. gonorrhoeae, P. intermedius, R. solanacearum, Leishmania spp., N. brasiliensis, Plasmodium spp., Trypanosoma spp., Mycoplasma spp., and Leptospira spp. 2) types of nucleases. Thirty-four nucleases have been reported to be associated with ET degradation, and among them, eleven were exonuclease/endonuclease and twenty-three were categorized as DNase, sugar nonspecific nuclease, or nucleotidase. 3) with regard to the cellular localization of nucleases in pathogens. The formation of ETs occurs in the extracellular space of immune cells, and secreted extracellular nucleases from pathogens are the most direct way of degradating the extracellular networks. The nucleases may be anchored on the cell wall, the cell-wall surface, the membrane, or the cell-surface membrane; and parasitophorous vacuole membranes and surface proteins also have the ability to degrade ETs. 4) only ETs from certain species and cell types were used to investigate to the degradation of ETs by pathogen-derived nucleases. Neutrophils were initially used as the cells for producing and studying ETs, and considering the similar network structures of NETs and ETs from other immune cells, current research has mostly focused on the nucleases that hydrolyze the DNA of NETs. Therefore, for a number of other ETs, the role of nucleases still needs to be evaluated.

Future research will most likely focus on designing drugs to neutralize the nuclease activity of pathogens to preserve the integrity of host NETs and combat invading organisms. The protein synthesis inhibitor clindamycin and the immunoglobulins efficiently inhibited the nuclease activity of S. aureus by reducing the transcription of nuc1, resulting in enhanced NET-mediated extracellular clearance in human blood-derived neutrophils (121). The antimicrobial peptide (AMP), LL-37, a member of the cathelicidin family, facilitated the formation of NETs by human blood-derived neutrophils (122). Interestingly, LL-37 effectively prevented the nucleases of S. aureus, S. pneumoniae and GAS from degrading NETs (123), as well as the cationic AMPs, human β-defensin-3 and human neutrophil peptide-1.

ETs are thought to be dismantled by the secreted nucleases, DNase I and DNase1-like three protein (DNase1L3, also known as DNase γ) in host (124). The fragments or remnants are removed by macrophages and dendritic cells, and the process was dependent on the cytosolic exonuclease TREX1 (also known as DNaseIII) and extracellular DNase1L3, respectively (125). It is worth noting that uncontrolled NET formation or insufficient NET removal can cause highly detrimental effects to host cells in vivo such as cell damage, delay in tissue repair, inflammation, vaso-occlusion, autoantibody production, tumor capture, tumor growth, cytokine, and chemokine degradation (126). The crucial role of NETs in the pathogenesis of metabolic diseases, sepsis, thrombosis, autoimmune and autoinflammatory diseases, cancer, and other human diseases has been extensively studied and reviewed (127). The administration of DNase to dismantle ET structures can ameliorate disease progression in mouse models of breast cancer, lung injury, and systemic lupus erythematosus (128–130). Dornase alfa (Pulmozyme®, recombinant human DNase) is currently used in the clinic to treat pulmonary disease in CF (131). Dornase alfa treatment reduced the amount of NETs in the respiratory tract, leading to less airway obstruction in severe bovine RSV infection (132). Therefore, pathogen-derived nucleases should be considered as the treatment of choice for ET-mediated diseases in the future.

On the one hand, the massive amounts of ETs degraded by nucleases in vivo are helpful for preventing the occurrence of cardiovascular, immunological, and metabolic diseases, and cancer (133). On the other hand, some pathogens such as V. cholerae, S. aureus, P. intermedia,and Actinobacillus pleuropneumoniae (A. pp) may benefit from circulating cell-free DNA, adenosine, and NAD from degraded NETs as a source of nutrients. For example, A. pp did not produce extracellular DNases, whereas porcine NETs were efficiently degraded by nucleases from S. suis and the products could be used as an external NAD source for A. pp growth when co-infecting S. suis (134). Therefore, more studies are needed in the future to unambiguously determine the relationship between ET formation and degradation by pathogen nucleases or host DNases (135, 136).
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Hemichannels (HCs)/gap junctions (GJs) and immunoglobulin (Ig)-like domain-containing proteins (IGLDCPs) are involved in the innate–adaptive immune response independently. Despite of available evidence demonstrating the importance of HCs/GJs and IGLDCPs in initiating, implementing, and terminating the entire immune response, our understanding of their mutual interactions in immunological function remains rudimentary. IGLDCPs include immune checkpoint molecules of the immunoglobulin family expressed in T and B lymphocytes, most of which are cluster of differentiation (CD) antigens. They also constitute the principal components of the immunological synapse (IS), which is formed on the cell surface, including the phagocytic synapse, T cell synapse, B cell synapse, and astrocytes–neuronal synapse. During the three stages of the immune response, namely innate immunity, innate–adaptive immunity, and adaptive immunity, HCs/GJs and IGLDCPs are cross-activated during the entire process. The present review summarizes the current understanding of HC-released immune signaling factors that influence IGLDCPs in regulating innate–adaptive immunity. ATP-induced “eat me” signals released by HCs, as well as CD31, CD47, and CD46 “don’t eat me” signaling molecules, trigger initiation of innate immunity, which serves to regulate phagocytosis. Additionally, HC-mediated trogocytosis promotes antigen presentation and amplification. Importantly, HC-mediated CD4+ T lymphocyte activation is critical in the transition of the innate immune response to adaptive immunity. HCs also mediate non-specific transcytosis of antibodies produced by mature B lymphocytes, for instance, IgA transcytosis in ovarian cancer cells, which triggers innate immunity. Further understanding of the interplay between HCs/GJs and IGLDCPs would aid in identifying therapeutic targets that regulate the HC–Ig-like domain immune response, thereby providing a viable treatment strategy for immunological diseases. The present review delineates the clinical immunology-related applications of HC–Ig-like domain cross-activation, which would greatly benefit medical professionals and immunological researchers alike. HCs/GJs and IGLDCPs mediate phagocytosis via ATP; “eat me and don’t eat me” signals trigger innate immunity; HC-mediated trogocytosis promotes antigen presentation and amplification in innate–adaptive immunity; HCs also mediate non-specific transcytosis of antibodies produced by mature B lymphocytes in adaptive immunity.




Keywords: connexin, pannexin, immunological synapse, T and B lymphocytes, cluster of differentiation antigens, phagocytosis, trogocytosis, transcytosis





Graphical Abstract | HCs/GJs and IGLDCPs mediate phagocytosis via ATP; “eat me and don’t eat me” signals trigger innate immunity; HC-mediated trogocytosis promotes antigen presentation and amplification in innate–adaptive immunity; HCs also mediate non-specific transcytosis of antibodies produced by mature B lymphocytes in adaptive immunity.




Highlights

	Cx43 directly or indirectly interact with at least 20 IGLDCPs

	HCs/Panx release ATP to regulate APCs for initiating innate immunity

	Cx43-GJs between T cells and B cells activate adaptive immunity

	IgA induces APCs to transit adaptive immunity to innate immunity





Introduction

Both types of immune responses, namely innate and adaptive, are linked to immune signal transduction. Hemichannel (HC)/gap junction (GJ)-mediated immune signal transduction in cells triggers an immune response. A similar immunological response is triggered by Ig-like domain-containing proteins (IGLDCPs). Both HCs/GJs and IGLDCPs localize on the immune cell surface to manipulate innate and adaptive immune responses. Previous studies have shown that the cross-activation of HCs/GJs and IGLDCPs is essential in mediating phagocyte migration, inflammation, and fever, among other successive stages of the innate immune response (1–6). In particular, in antigen-presenting cells (APCs), as well as T and B lymphocytes, HCs/GJs and IGLDCPs regulate the adaptive immune response (3, 7–11). However, numerous contentious issues persist, highlighting a potentially important goal: to elucidate the link between HCs/GJs and IGLDCPs in innate–adaptive immunity and provide available evidence on this potentially important topic.

Cell–cell communication during the immune responses confirms that HCs/GJs are closely involved in numerous cellular physiological processes. It is likely that antigen presentation, encompassing the T and B lymphocyte responses, involves in the regulation of cell migration and phagocytosis by pannexins (Panx) and GJ proteins, namely, connexins (Cxs) (12). Cxs form HCs on the cell surface; they can form both independent HCs and two HCs from two neighboring cells dock with each other to form intercellular gap junction channel. Conversely, Panxs form a structure, which is a single plasma membrane channel mediating extracellular communication. Cxs and Panxs are topologically similar with four transmembrane domains, two extracellular loops, one intracellular loop, and one N-terminal and one C-terminal. However, their potential interaction with IGLDCPs remains unclear.

The Ig-like domains are among the most widespread domains. Both sequence and structure of these domains can be found in diverse protein families. Proteins containing an Ig-like domain vary in their tissue distribution, amino acid composition, and biological function. IGLDCPs include immune checkpoint molecules of the immunoglobulin family expressed in T and B lymphocytes, most of which are cluster of differentiation (CD) antigens. The function of immune checkpoint modulators is to regulate immunological responses to infectious agents, foreign tissues, and cancerous cells; furthermore, they act to balance the immune response through either enhancement or inhibition (13–16). However, there are relatively few studies on the regulation of HCs/GJs by IGLDCPs

Although there is limited understanding of the interactive mechanisms between HCs/GJs and IGLDCPs, we have attempted to present a rational and balanced evaluation to bridge this gap. In the present review, several important questions have been raised on the seminal findings. HCs/GJs, which mediate intracellular and extracellular communication, are involved in immune response regulation. The following pertinent questions arise. Do HCs/GJs directly interact with IGLDCPs, including immune checkpoint molecules such as CD antigens, to regulate innate–adaptive immunity? Do HCs/GJs regulate IGLDCPs in T and B lymphocytes? Although both HCs/GJs and IGLDCPs regulate phagocytosis, what is the physical and function relationship between them? How do HCs/GJs and IGLDCPs trigger trogocytosis and transcytosis?



Mutual Cross-Activation of HCs and IGLDCPs


Cxs and Panx1 on the Immunological Cell Surface

Cxs are localized on the cell membrane of at least nine subtypes of APCs, namely, monocytes, macrophages, dendritic cells (DCs), including follicular dendritic cells (FDCs), Kupffer cells, B cells, astrocytes, microglia, neutrophils, and natural killer (NK) cells. Panx1 is also found on the eight subtypes of APCs (Figure 1A). As shown in Figure 1A, Cx43 is expressed in the aforementioned nine APC subtypes. Moreover, Cx37 is expressed on macrophages and neutrophils; Cx45 is present on the surface of DCs and microglial cells; Cx40 on the membrane of B cells and neutrophil cells; and Cx26 on astrocytes. In addition to those listed above, Cx36 and Cx32 are expressed on the microglial cell surface. Seven Cxs, namely, Cx30.3, Cx31.1, Cx32, Cx40, Cx43, Cx45, and Cx46, are present in T cells (4, 17, 18, 27–31). Unexpectedly, 8 of the 21 Cxs in the human gap junction protein family serve as components of synapses or participate in them. There are probably more Cx subtypes that remain to be identified in future research, as most previous studies focused on immune checkpoint molecules without conclusively evaluating Cxs in innate–adaptive immunity. Therefore, elucidating the interaction between HCs and IGLDCPs will offer mechanistic insights into the innate–adaptive immune response. In the following section, we have further detailed the mutual interaction between Cxs and IGLDCPs.




Figure 1 | Cxs and Panx1 on the immunological cell surface and their mutual interaction with IGLDCPs. (A) Cxs and Panx1 localize at the cell surface. Cxs and Panx1 HCs have been identified in nine types of APCs and T lymphocytes, primarily for the signaling role of HCs with IGLDCPs in the innate–adaptive immune response (17, 18). (B) The mutual interaction of HCs and IGLDCPs. Cx43, which interacts with at least 20 IGLDCPs: a The activation of CD4/CD8/CD19 requires Cx43/HC (19–21). b HepaCAM and CLAM facilitates Cx43 membrane localization and GJIC establishment (22–24). c GJIC mediates the transcytosis of IgA in CD19+ B cells (21). d CD3/CD28/CD40 activate BCR signaling and upregulate IgG expression by Cx43/HC opening (25). e The “eating me” signaling pathway is inhibited by CD39/CD73/CD31/CD46/CD47 (14, 26). f CD25/69 are downregulated by the inhibition of Cx43/HC (3). Cxs, connexins; Panx, pannexin; IGLDCP, Ig-like domain-containing protein; HC, hemichannel; APC, antigen-presenting cell.





Mutual Interaction of Cxs and IGLDCPs

Cx43 interacts extensively with at least 20 IGLDCPS, either directly or indirectly, namely, CLMP, BCR, HepaCAM, CD4, CD8, CD19, CD25, CD3/CD28, CD31, CD39, CD40, CD46, CD47, CD60, CD69, CD73, CD80, CD86, IgG, and IgA (Figure 1B). Cx43 regulates T lymphocytes and DCs via IGLDCPs. Cx43/Cx40 maintains lymphocyte homeostasis and cytokine production, such as in the case of Cx43 HC inhibition, which suppresses IL-2 and IL-6 mRNA expression (32). Furthermore, the use of mimic peptides as an inhibitor of Cx43 HCs downregulated CD69 and CD25 activation in T cells, and led to IFN-γ by release by DC-stimulated NK cells (3). Similarly, CD3/CD28 induced ATP release by γδT cells, aided by HCs, resulting in cell activation (33, 34). Furthermore, Cx43 HCs in the plasma membrane of CD4+ T lymphocytes establish gap junction intracellular communication (GJIC) with macrophages to synthesize and secrete Igs and cytokines in immune regulation (19). Similarly, in DC–DC interaction, CD80, CD 86, and MHC class II are expressed (33, 35). Directly, Cx43 activates spleen cells and facilitates IgG production. Targeting Cx43 is a potential strategy to treat diseases associated with the antibody response (14). Cx43 regulates B lymphocyte activation directly, through BCR signaling, which involves migration and motility (7, 36).

The IGLDCPs regulate Cx43 HCs/GJs. The Ig-like domain in hepatocyte cell adhesion molecule (hepaCAM) stabilizes the Cx43 HCs on the cell surface. The hepaCAM gene was first described in hepatocellular carcinoma and was also discovered in the central nervous system (CNS); it is named GlialCAM, based on the site of its identification (37). HepaCAM is reportedly a member of the immunoglobulin superfamily (IgSF); it consists of an extracellular domain with two Ig loops, a transmembrane region, and a cytoplasmic tail, and functions in conjunction with Cx43 (38). In previous studies in U373 MG glioblastoma cells studies, it was found that hepaCAM expression redistributes Cx43, especially to the site of cell–cell contact, where co-localization of the two molecules is detected (38). Furthermore, altering the Ig-like domain of hepaCAM, especially the first extracellular IGLDCP reduces the co-localization of intercellular Cx43. Cx43 is shuttled back to the cytoplasm from the cell membrane, consequently decreasing its membrane-bound expression. In summary, the presence of IGLDCPs stabilizes Cx43 expression and promotes transport of a protein localized in the cytoplasm to the cell surface (22, 23). Additionally, CAR-like membrane protein (CLMP) regulates Cx43 and Cx45, and the absence of CLMP causes functional obstruction due to a lack of GJIC (24). Cxs and IGLDCPs are co-localized and interact at the immunological synapses (ISs). An increased intracellular Ca2+ level, which induces T cell activation and signal amplification, is facilitated by IS Cx43 HCs. Therefore, the formation of ISs is an important function structure, which allows us to understand how HCs/GJs and IGLDCP collaboratively modulate the precise roles in innate–adaptive immune responses.




HCs/GJs and IGLDCPs Interact to Form the Synapse

Importantly, HCs/GJs are complex signaling components of the ISs (39, 40)—phagocytic synapse, T cell synapse, B cell synapse and astrocyte–neuronal synapses. First, HCs are involved in phagocytic synapse formation between APCs and pathogens (41) (Figure 2A). Cx HC-linked “pathologic pores” are involved in spreading injury and perpetuating chronic disease. Opening HCs are involved in spinal cord injury progression and the spread of cellular edema. They also control important aspects of the innate–adaptive immune response, particularly under chronic disease conditions, as well as the initiation and perpetuation of the inflammasome pathway in astrocytes (45). It has been reported that Cx43 also regulates FDC development (46), implying Cx43 may form a phagocytic synapse and perform important functions, which warrant further research. Second, the T cell synapse contains GJs. GJIC established by Cx43 is an important functional component of the T cell synapse (41) (Figure 2B); it also activates T cells by sustaining the communication between T cells and APCs (11, 19, 47–49). Furthermore, in melanoma cancer cells, Cx43 GJIC plaques localized at the IS are required for augmenting granzyme B activity, to enable cytotoxic T lymphocytes (CTLs) to kill B16F19 melanoma cells (50). It has been reported that Cx43 GJIC between DCs and also activated T cells (51). These findings confirmed that Cx43 plays a vital role in the T cell synapse. Additionally, Cx43-forming HCs/GJs activate the T cell IS (25). Third, the B cell synapse is formed between B cells and APCs (42) (Figure 2C). However, compared with phagocytosis and T cell synapses, data on B cell synapse are rather limited. These findings demonstrated that the HCs/GJs are an intrinsic part of the ISs and are essential to mediate IS intracellular communication in regulating the delivery of immune factors.




Figure 2 | Formation of the IS by HC–IGLDCP interaction. (A) A phagocytic synapse formed by APCs. Phagocytes possess specific molecules on the synaptic surface that trigger phagocytosis. For example, recognition of Fcy receptor (FcR) sites, CR3 envelope site, Dectin-1 receptor trigger site (41). MTOC: Center for Microtubule Organization. (B) T-cell immunological synapse. A specific cellular contact between T cells and APCs. Major histocompatibility complex (pMHC-I) molecules on the surface of APCs bind to the T-cell receptor (TCR) and deliver the antigen, leading to the polarization of APCs by T cells and the coordinated recombination of various components of T cells, including signaling molecules and adhesion molecules, actin and microtubule cytoskeleton (41). (C) B-cell immunological synapse. A specific cellular contact between B cells and APCs. The pMHC-I molecules are phagocytosed in a clathrin-dependent manner. The antigens are transported to lysosomal vesicles for digestion, and the resulting peptides are loaded onto MHC-II molecules and transported back to the cell surface for presentation to T cells (42). (D) Neuronal Synapse. It consists of neurons, astrocytes, microglia, and T cells. Astrocyte-derived extracellular vesicles promote synapse formation through fibrin 2-mediated TGF-β signaling. Microglia MHC-II protein, CD40, and other stimulating molecules recruit T cells to deliver antigens. Different receptors bind to different ligands (43, 44). HC, hemichannel; IGLDCP, Ig-like domain-containing protein; Cx, connexin; Panx, pannexin; APC, antigen-presenting cell.



The astrocyte–neuronal synapse is established between neurons and astrocytes, which release diffusible factors to activate microglia via NF-κB signaling (41, 52–54). Astrocytes interact with neuronal synapses to establish astrocyte–neuronal communication (55). Research has shown that astrocyte-derived extracellular vesicles promote synaptic formation through fibrin 2-mediated TGF-β signaling. Consequently, microglia MHC-II protein, CD44, and other molecules recruit T cells for effective antigen delivery (43, 44) (Figure 2D). Investigating the interaction between HCs/GJs and IGLDCPs in the astrocyte–neuronal synapse presents a worthwhile research opportunity. Interactions of HCs/GJs and IGLDCPs with IS provide direct evidence suggesting that both may play an important role in immune responses.



Cx/Panx and IGLDCPs Display Dual Functions in Innate Immunity


ATP “Eat Me” Signaling, as Well as CD31, CD46, CD47 “Don’t Eat Me” Signal Molecules, Triggers Phagocytosis

Panx1 releases ATP from apoptotic cells to trigger an “eat me” signal (56) (Figures 3A–C). Key phagocytic inducers, ATP and UTP, have been confirmed to recruit apoptotic cells in vitro and in vivo. In contrast, “don’t eat-me” signals comprise CD31, CD46, and CD47 expression. These signals on healthy viable cells, which are capable of phosphatidylyserine (PtdSer) exposure under physiological conditions, may positively inhibit phagocytic uptake (26). These findings elucidate the mechanism governing HC–IGLDCP interaction in phagocytosis.




Figure 3 | HCs and IGLDCPs display dual functions in innate immunity. Viable cells form closed HCs (A) with APCs (B) transmitting “don’t eat me” signals, including CD31, CD47, and CD46, to suppress inflammation. In contrast, apoptotic cells (C) send an “eat me” signal to APCs by opening the HCs and releasing ATP, which engulfs apoptotic cells and causes inflammation (56). HC, hemichannel; IGLDCP, Ig-like domain-containing protein; APC, antigen-presenting cell.



In the macrophage cell line J774, Cx43 RNAi showed impaired phagocytosis of the polystyrene-covered beads, and sheep erythrocytes opsonized by IgG (47); in contrast, in sheep erythrocytes with heterozygously or homozygously deleted Cx43, no changes were observed in phagocytosis (12, 57). Recently, Dosch et al. assessed Cx43 function in phagocytosis using Cx43 deletion and inhibition. It was determined that the inhibition of autocrine communication of Cx43-dependent ATP in macrophages improved sepsis outcome (33, 48, 49). Therefore, full expression of intact Cx43 is essential in regulating of the immune response through the directionality and rate of DC migration (58). Different cytokines regulate intercellular communication, facilitated by HCs/GJs in APCs, to execute purinergic signaling (3). This presents an interesting research opportunity for further investigation of Cx43-macrophage-phagocytosis. Apoptotic cells attract phagocytes by releasing chemotactic factors known as “find-me” signals (26).



Cx/Panx and IGLDCPs Regulate the Inflammatory Response

Cumulative evidence shows that ATP triggers the inflammatory response. Cx HCs serve as a major pathway for the release of cytoplasmic ATP into the extracellular space. In granulocytes, Cxs enhance the inflammatory responses and promote cellular activation (33) (Figure 4B). For example, ATP released by Panx1 promotes the opening of Cx43 HCs (62) and is also involved in the innate immune response and inflammation (26, 63–70). In contrast, the blockage of Cx43 isoform HCs alleviates inflammation and enhances healing (2). In other inflammatory pathologies, Cx43 expression regulates monocyte–endothelial adhesion, with criteria for baseline adhesion set by Cx43-expressing monocytes (71). Similarly, elevated macrophage Cx43 HC activation and Panx1 expression inhibit pathogenesis (1, 49). Cx43 GJs transfer hypoxia-induced miR-192-5p, allowing cancer cells to acquire immune-resistant phenotypes (25). During inflammation in response to spinal cord injury, a decrease in the expression of Cx43 proteins shortens animal recovery time (33). ATP release has been inhibited using several Cx43 mimic peptides, thereby influencing the inflammatory process (72). Therefore, ATP integrated with the HC function promotes inflammation.




Figure 4 | HCs and IGLDCPs activate innate–adaptive immunity. (A) Uptake of pathogens by APCs. The pathogenic antigens are phagocytosed by APCs and digested by proteases to form peptides, which are then transmitted by MHC molecules to the cell surface by phagocytosis. (B) Dendritic cell Cx43s are dependent on trogocytosis for antigen delivery to T cells. The antigen is processed by APCs and binds to MHC receptors on the APC membrane. The HCs and IGLDCPs in innate–adaptive immunity recognize and remember specific pathogens to trigger immunity. The former facilitates ATP release and autocrine feedback mechanisms that control Ca2+ entry. GJs between monocytes and CD8+ DCs transfer antigens via Cx43-synapse-CD4+ T cells (59, 60). (C) Cx43-T-cell–B-cell response. The activated T cells facilitate the opening of HCs, which liberally release ATP into B cells. This results in the simultaneous release of IL-2, IL-4, and IL-5, which act on the IL-R receptor and further stimulate B cells to produce antibodies. (D) Antibody production. Activated B cells form plasma cells, which produce antibodies (61). HC, hemichannel; IGLDCP, Ig-like domain-containing protein; APC, antigen-presenting cell; MHC, major histocompatibility complex; DC, dendritic cell.



Open Cxs HCs in macrophages facilitate an effective immune response. GJs and HCs help spread toxicity into neighboring areas to augment viral/bacterial replication, and promote the spread of the inflammatory response by infectious agents, such as HIV (33),. Ig-like domains presenting T cell immunoglobulin molecules regulate inflammation and immune responses (16, 73). Single immunoglobulin IL-1R-related molecule (SIGIRR) is a specific inhibitor of IL-1R and toll-like receptor signals (74, 75).

In summary, Cxs HCs and Panx1 release ATP, which serves as an “eat me” signal; conversely, CD31, CD47, and CD46 function as “don’t eat-me” signals, which regulate phagocytosis in innate immunity.




Cx43 and IGLDCPs Activate Innate–Adaptive Immunity


Cx43-Dependent Trogocytosis of Macrophages and Dendritic Cells in Antigen Presentation

The interaction between innate and adaptive immune response is defined as innate–adaptive immunity, which is important for antigen presentation. Cx43 contributes to trogocytosis (Figures 4A, B). The mechanism of innate control of adaptive immune responses involves multiple signaling pathways (16). We focused on how macrophages detect pathogens or injured cells. Trogocytosis is a process whereby lymphocytes extract surface molecules of APCs and express them on their own membranes (59, 60) (Figure 4B). However, the role of HCs and IGLDCPs in trogocytosis has not been examined adequately. Cx43-deleted macrophages are more proficient in T cell priming, implying an increased accumulation of antigens as these macrophages cannot transfer them to neighboring DCs, resulting in efficient presentation (57, 76–80). These findings delineate a potential mechanism by which HCs and IGLDCPs regulate antigen presentation.

GJs also have a pivotal function in DC activation and the amplification of antigen presentation, such as antigen transport, dendritic activation, and antigen cross-presentation (10, 33, 81–83). GJs-mediated antigen transfer between monocytes and CD8+DCs may serve as a simple and efficacious immunotherapy strategy for cancers, such as in the case of undifferentiated monocytes loaded with tumor antigen (20). Molecules containing Ig-like domains, such as pMHC-I and II, are involved in Cx43-dependent trogocytosis on the surface of acceptor cells (78). This is a valuable research direction to explore the underlying mechanism by which Cxs and IGLDCPs regulate antigen presentation via trogocytosis.



Cx43/Panx-Mediated Activation of CD4+ T Lymphocytes

In addition to the roles of Cx43 in regulating macrophages and dendritic cells. HCs also mediate CD4+ T lymphocyte activation is critical in the transition of the innate immune response to adaptive immunity (Figure 4C). In a previous study, it was found that Cx43 in the IS delivers microRNAs from hypoxic melanoma cells to CTLs (25). Therefore, Cx43 stimulates T lymphocytes by the delivery of immune factors. Cx43 is involved in the formation of GJs in CD4+ T lymphocytes, Th0, Th1, and Th2, and macrophages; this pathway was found to be especially prominent in Cx43-Th1–macrophage interaction (19). This, in turn, suggests the potential capability of HCs in controlling IGLDCP activation. Cx43-GJs at the IS between DCs and CD4+ T cells promote T cell activation during antigen presentation (11), whereas the inhibition of GJs hindered DC-mediated T cell activation, reflected by lower T cell proliferation, CD69 expression, and IL-2 secretion.

Interestingly, in the absence of DCs, Cx43 GJ blockers did not affect the activation of CD4+ T cells triggered by anti-CD3/anti-CD28. Therefore, it was inferred that suppression of Cx43 inhibits Cx43 GJ assembly between DCs and T cells, resulting in T cell inactivation (84). In the DC–T cell IS, the blocking of Cx43 HCs/GJs (on either DCs or T cells) inhibited IFN-γ secretion and decreased the intracellular Ca2+ concentration, upon interaction of T cells with antigen-loaded DCs. These results strongly suggested that Cx43 HCs act in signaling amplification and T cell activation, by either releasing ATP or taking up of inositol triphosphate (IP3) from DCs (25).

Cx43-GJs amplify antigens to activate T lymphocytes via the antigen cross-presentation pathway. In the immune synapse, Panx1, which releases ATP, controls Ca2+ entry to activate T cells; this happens by stimulating autocrine/paracrine receptors, such as P2X1 and P2X4 (85). Cx43-GJs between monocytes and CD8+ DCs transfer antigens (20), whereas Cx43 HCs activate CD4+ T cells (86). Together, Cx43-dependent trogocytosis of macrophages and dendritic cells promote antigen uptake, transfer, and presentation to activate innate–adaptive immunity. The GJ protein Cx43 induces B lymphocytes (8) to produce antibodies in plasma cells (61) (Figure 4D).




Cxs and IGLDCPs Mediate Adaptive Immunity and IgA Transits Adaptive Immunity to Innate Immunity


Cx43-CD39/CD73-Treg-Mediated Immunosuppression

In cellular suppression mechanisms, naturally occurring Treg cells and helper T cells communicate via GJs to deliver cAMP to responder T cells, thereby inhibiting T cell proliferation and IL-2 synthesis (87–89) (Figures 5A–C). In a recent review, it has been reported how the cross-talk between Cxs and cAMP regulates cell-cycle progression, particularly in cancer cell populations (90). Furthermore, Cx43 expressed by thymic Treg cell progenitors supports Treg cell development. Conversely, Cx43 deletion decreased the number of functional Tregs and increased non-functional CD4+CD25+GITR+FOXp3- T cells, which are incapable of producing inflammatory cytokines and inhibiting cancer cell progression (91). In human Treg cells, it has been shown that CD4-mediated activation involves elevation in the intracellular cAMP concentration. In contrast, the decrease in the cAMP level, caused by the application of adenylate cyclase (AC) inhibitor MDL12, resulted in the proliferation of Treg cells, in vitro and in vivo (87, 89) (Figure 5B). Consequently, it is inferred that Cx43 HCs may release cAMP; however, this needs to be studied further.




Figure 5 | HCs/GJs and IGLDCPs mediate adaptive immunity. (A) Cx43-cAMP cell-mediated immune response. Regulatory T cell-mediated inhibition of naturally occurring Treg cells and conventional T cells delivers cAMP to responder T cells via GJs to inhibit T-cell proliferation and IL-22 synthesis (89). (B) HCs in infected inflammatory cells release ATP. (C) Extracellular adenosine limits the extent of the inflammatory immune response. Activated CD4 + T cells. The activated CD39 + cells release cAMP via paracrine signaling, to suppress T effector (Teff) cell and dendritic cell (DC) functions (89). HC, hemichannel; IGLDCP, Ig-like domain-containing protein.



Cx43-GJs accumulate at the cytotoxic IS, enabling CTL-mediated melanoma cell killing (50). Additionally, Cx43 regulates the proliferation of CD4+CD25+ T lymphocytes and production of cytokines (92). Cx43-GJs regulate CD4+CD25+ Treg lymphocyte activation and inflammatory cytokine (IL-2 and IL-6) production in hypertensive inflammation in the spleen of rats (32, 92).



CD19+ B Cell IgA Transcytosis Transits Adaptive Immunity to Innate Immunity

Recently, it was determined that tumor antigen-specific and tumor antigen-independent IgA transcytosis and antigen regulate ovarian cancer immunity. Tumor B cell-derived IgA binds to the polymeric immunoglobulin IgA receptors (pIgR) on ovarian cancer cells and reprograms myeloid cells against extracellular oncogenic drivers, such as EGFR and KRAS, which causes cell death. In particular, innate immunity triggered by antigen-independent IgA transcytosis is a novel strategy. IgA transcytosis through malignant epithelial cells causes tumor cells to encounter cytotoxic T cells, thereby hampering malignant progression; furthermore, the associated transcription changes result in suppression of the RAS pathway (21). In the ovarian cancer immunological response, IgA, B cells, and atypical B cells are observed (93). Transcytosis is a process in which molecules cross cellular barriers, which includes pinocytosis, endocytosis, and trafficking of vesicles to the opposite membrane (94).

In summary, Cx43-CD39/CD73-Treg-immunosuppression mediates adaptive immunity, specifically, IgA transcytosis, with tumor antigen-dependent and -independent mechanisms. It also regulates the establishment of immunity in ovarian cancer.




Concluding Remarks and Future Perspectives

In conclusion, GJs between two APCs interact with pMHC-1 of phagocytic APCs and TCR of trogocytic APCs to execute antigen delivery (14, 50) during innate immunity (Figure 6A). GJs interact with pMHC-I, B7 from APCs and TCR, CD28 from T cells to facilitate Ca2+-mediated T cell activation (Figure 6B); GJs interact with CD40, pMHC-II from activated T cells and with BCR, CD40-L from activated B cells to stimulate B cell response during innate–adaptive immunity (95) (Figure 6C). The adaptive immunological response involves the generation of antibodies by plasma cells; innate immunity is regulated by IgA transcytosis in ovarian cancer (96) (Figure 6D). The transition from the innate immune response to adaptive immune response involves antigen presentation, followed by T cell activation, and, finally, B cell activation. The immune system is an unitary entity, and its regulation is dependent on a range of complex and diverse factors. HCs and IGLDCPs play an essential role in the three stages of the immune response, namely, innate immunity, innate–adaptive immunity, and adaptive immunity.




Figure 6 | GJs and IGLDCPs regulate phagocytosis, trogocytosis, and transcytosis during innate–adaptive immunity. (A) Innate immunity – antigen production. APCs receive pathogens and form epitopes on the membrane surface through digestion and processing of antigens. Interaction of GJs with IGLDCPs triggers phagocytosis and trogocytosis, thereby resulting in T-cell activation (14, 50). (B) Innate immunity – T-cell activation. Interaction of GJs with IGLDCPs: the former delivers Ca2+ and ATP to T cells, whereas the latter, in contact with CD28 and facilitated by paracrine IL-2 signal transmission, activates T cells. (C) Adaptive immunity – B-cell activation. After CD4+ T-cell activation, pMHC-II establishes contact with the B-cell receptor (BCR). The resultant release of IL-2, IL-4, and IL-5 leads to B-cell activation. The adaptive immune response is jointly mediated by GJs and IGLDCPs (95). (D) Adaptive immunity – Antibodies affect pathogens. GJs activate the adaptive immune response to generate antibodies (D). Conversely, IgA can induce APCs to activate the innate immune response via transcytosis (A) IgA can also promote B-cell activation (C) (96). HC, hemichannel; IGLDCP, Ig-like domain-containing protein; APC, antigen-presenting cell; GJ, gap junction.



In the present review, we have discussed the interactive roles of HCs and IGLDCPs. Our goal is to provide novel insights based on existing concepts, and we believe that this will serve as a foundation for future research. The questions raised in the introductory section of the manuscript have been addressed and the knowledge gaps in the existing literature have been acknowledged. Along this line of investigation, potential clinical and research-related applications would greatly benefit immunological researchers and medical professionals.
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Ym1 is a rodent-specific chitinase-like protein (CLP) lacking catalytic activity, whose cellular origins are mainly macrophages, neutrophils and other cells. Although the detailed function of Ym1 remains poorly understood, Ym1 has been generally recognized as a fundamental feature of alternative activation of macrophages in mice and hence one of the prevalent detecting targets in macrophage phenotype distinguishment. Studies have pointed out that Ym1 may have regulatory effects, which are multifaceted and even contradictory, far more than just a mere marker. Allergic lung inflammation, parasite infection, autoimmune diseases, and central nervous system diseases have been found associations with Ym1 to varying degrees. Thus, insights into Ym1’s role in diseases would help us understand the pathogenesis of different diseases and clarify the genuine roles of CLPs in mammals. This review summarizes the information on Ym1 from the gene to its expression and regulation and focuses on the association between Ym1 and diseases.
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Introduction

Ym1, known as chitinase-like protein 3 (Chil3), is a member of chitinase-like proteins (CLPs) specifically produced by rodents, which is also referred to as eosinophil chemotactic factor (ECF-L) since it was originally purified as eosinophilic crystals in mice with pulmonary inflammation. Chitinases refer to a class of chitin-degrading enzymes produced in the host, which have been proven to play a protective role in innate immunity against the chitin-containing pathogens, including parasites, fungi, and arthropods (1). CLPs lose their activity on chitin degradation due to mutations of key sites in the enzyme domain, but still participate in various inflammatory responses in mammals. Among the three CLPs in mice (Ym1, Ym2 and BRP-39), and two in humans (YKL-39 and YKL-40), YKL-40 retains the chitin-binding property, while Ym1 has a specific binding affinity for chitin-like saccharides such as glucosamine (GlcN) oligosaccharides, heparin and heparan sulfate (HS), which is presumed to belong to a new lectin family (2).

The producing cells of Ym1 are alternatively activated macrophages (Mφ) denoted as M2 or M2a (3), and neutrophils (4). It is expressed under the physiological state, and is induced by type 2 cytokines in the pathological condition, which often leads to a significant upregulation in the acute stage of inflammation. The enriched Ym1 even forms crystals in specific pathological environments (5). Ym1 has been used as a marker of M2 and is involved in the modulation of Mφ activation, the expression of Th2 cytokines and IL-17, the chemotaxis of neutrophils (and probably eosinophils) and other inflammatory responses (6, 7).

Ym1 has been confirmed to contribute to the immunopathology of certain diseases in the lung, brain, skin, joint, etc (6–8). However, the influencing factors of these diseases are complicated and diverse, and the existence of Ym1-highly-similar homologs becomes a constraint in its research techniques. Therefore, the role of Ym1 in disease pathogenesis remains unclear.



Basics of Chil3 gene

As a rodent-specific gene, Chil3 is situated in the F2.2 region of mouse chromosome 3. As early as 1998, Chil3 was reported to locate in the center of mouse chromosome 3, which is also an equivalent region to human chromosome 1 p13 (9). The same conclusion was also obtained by Southern blotting in 2001, indicating that Chil3 is a single copy gene (2). What people first learned about Chil3 was its cDNA sequence out of the mouse peritoneal exudate cDNA library, which was deposited in the GenBank database (GenBank M94584) in 1992. Subsequently, the second full-length cDNA sequence ECF-L was deposited in the database (GenBank D87757) in 1996. Now people know the Chil3 gene is composed of 20,011 pairs of bases, containing 11 exon sequences, and the position of exon-intron splice site is consistent with that of human CHI3L1 gene, but there is no splice site corresponding to the last Chil3 splice site in human genes (9). For the transcriptional start site, 20 nucleotides upstream of the translation start codon ATG in exon 1 were determined by primer extension analysis, and now it’s generally believed that there are 43 nucleotides upstream of ATG in exon 1. Meanwhile, there are four signal transducer and activator of transcription (STAT)-binding sites TTCNxGAA near the upstream of exon 1, in which only the first and the third one could bind STAT6-containing complexes with high affinity in the EMSA experiments (10). In addition, for Ym1 protein, it was found to be a single peptide chain containing 373 residues, excluding the first 21 leading peptide and the last 4 carboxyl terminal residues, clearly divided into a large β/α barrel (TIM barrel) domain and a small α+β domain (11, 12). The information on Chil3 gene, RNA and protein are summarized in Figure 1.




Figure 1 | The information of Chil3 gene, RNA and protein. Chil3 gene is situated in the F2.2 region of mouse chromosome 3, it is composed of 20,011 pairs of bases, containing 11 exon sequences, which are 1,539bp in length. Four STAT binding sites are located near exon 1. The 1,197nt CDS sequence encodes the Ym1 protein containing 398 residues. Ym1 protein, excluding the first 21 leading peptides and the last 4 carboxyl terminal residues, can be divided into a large β/α barrel (TIM barrel) domain and a small α+β domain. Ym1 also has several carbohydrate-interacting residues though it has no chitinase activity, and these residues are marked on the diagram.



All gene sequences of CLPs are highly similar, in the same or different species, but there are still differences among them. Since Chil3 gene are similar to all the known human chitinase-like genes (~ 50% nucleotide similarity), the exact human ortholog of Chil3 cannot be clearly defined by now (9). At the same time, there is a high degree of homology between Chil3 and Chil4 genes in mice (9). Although the basic expression patterns of Chil3 and Chil4 do not overlap substantially, the first 1,200 nucleotides upstream of exon 1 of Chil3 are 92% identical to those of Chil4 and contain a STAT-binding site, while the first 1,700 nucleotides downstream of exon 1 of Chil3 are 93% the same as those of Chil4. This high genomic similarity indicates that Chil3 and Chil4 are generated by relatively recent gene duplication events (10). At the evolutionary level, the research on GH18 family proteins showed that mouse CLP genes (Chil3, Chil4, etc.) evolved from the rodent Chia gene. A replication event produced CLPs, which lost its catalytic motif before further branching and expanding, may lead to the birth of Chil3, Chil4, and their predicted homologous pseudogenes GM6522 (previously assumed Ym3, Ym4 were parsed into single predicted pseudogenes by the database) (13). The similarity of Ym1 and Ym2 once hindered the determination of the research object. At the RNA level, reverse transcription-polymerase chain reaction with specific primer pairs targeting the differences of Chil3 and Chil4 sequences allows the identification of the two genes (10, 14). At the protein level, Ym1 and Ym2 share a considerable number of sequences (91.7% of the amino acid sequences are the same, 33 different amino acids). In early years studies, monoclonal antibodies against Ym1 had the same effect on Ym2 (15), so immunological detection had to work in conjunction with mRNA in situ hybridization to make a distinction (16). However, in a recent study, specific antibodies targeting Ym1 and Ym2 respectively have been developed, and the two proteins now can be distinguished successfully (17). For early studies where Ym1 and Ym2 were not clearly distinguished, in this review we collectively refer to the relevant research objects as Ym protein.



Ym1 expression and its regulation

The expression patterns of C/CLPs including Ym1 have obvious tissue specificity, thus here we try to summarize Ym1 expression accordingly under both physiological and pathophysiological conditions (as shown in Figure 2).




Figure 2 | Expressing cells of Ym1 in mice under physiological and pathophysiological conditions. Brain produces Ym1 by M2-typed microglia normally, by microglia in the parasitic infection and autoimmune neuroinflammation, and by microglia, Mφ and neutrophils in injuries. Lungs express Ym1 by alveolar macrophages (AMs) and/or neutrophils in normal, allergic lung inflammation and parasitic conditions. Thoracic cavity and peritoneal cavity express Ym1 in parasite infection respectively by thoracic lavage cells and Mφ in peritoneal exudative cells. Spleen and bone marrow are also main normal origins of Ym1 performed by immature neutrophils. The former also produces increased Ym1 in Mφ during parasite infection, and the latter does it by monocytes when repairing tissue injuries.




Physiological condition

In healthy adult mice, Ym1, with different cellular origins, is constitutively expressed in the spleen, bone marrow and notably in lungs (16). Ym1 was originally purified from the supernatant of mouse splenocyte culture as an eosinophil chemokine (18), and the expressing cells were identified as immature neutrophils in red pulp (16). In the lung, alveolar macrophages (AMs) (16, 17, 19, 20) and neutrophils (4) constitutively contain Ym1. In the bone marrow, Ym1 was reported to be expressed in myeloid cells (20), and subsequent studies have further located the expressing cells as myeloid progenitor cells (destined to be monocytes or neutrophils) (19) and immature neutrophils and large mononuclear cells (16). And as neutrophil progenitors mature, their Ym1 expression will decrease to undetectable (16). Some bone marrow-derived cells, like osteoclast precursors (early immature proliferative mononuclear phagocytes) and mature osteoclasts (OCs) (21) and connective tissue type-like mast cells (22), were also detected to produce Ym1. Subsequent studies related to central and peripheral nervous system pointed out that alternatively activated microglia could also produce Ym1 in physiological condition, though at a relatively low level (23). And the accumulation of Ym1 protein in olfactory epithelia was observed during normal aging process (24).

For fetal mice, it might be noteworthy that during the development, the trace of Ym1 expression coincides with the migration of tissue resident Mφ. Ym1 is initially expressed in the yolk sac and then in the liver, spleen and bone marrow where early myeloid precursor cells in hematopoietic tissues undertake Ym1 expression, and later the expression of Ym1 in newborn mice reaches its peak in the liver and spleen (19). Similarly, the vast majority of tissue resident Mφ are derived from erythromyeloid progenitor cells (EMPs) in the yolk sac, including microglia in brain and AMs in lung, and EMPs then migrate and colonize in the newborn fetal liver as well (25). For newborn mice, Ym1 in the lung becomes detectable only about two weeks after birth, while their liver and spleen gradually decrease Ym1 production, and finally, the expression status becomes consistent with that of adult mice (19). In general, AMs and lung have a close link with Ym1 in terms of the development and physiological expression, also in terms of pathology and diseases actually, thus considerable research has been devoted to relevant fields.



Pathophysiological condition

Ym1 can be transiently induced according to various inflammatory stimuli. Allergic airway inflammation is one of the major causes of increased Ym expression. Ym1 is produced by AM (26) and contained in bronchoalveolar lavage fluid (BALF) (15, 27). Besides, parasite response enhances pulmonary Ym1 production as a universal feature (28). A quintessential example of Ym1 response to parasites was provided by the gastrointestinal nematode Nippostrongylus brasiliensis (N. brasiliensis), in which Ym1 was detected in Mφ and neutrophils of lungs mainly, accompanied by a rising secretion but a reduced cell ratio (4).

In peritoneal cavity, the expression of Ym1 mainly appears in parasite infection, related to activated Mφ in peritoneal exudative cells, such as acute-phase response caused by T. spiralis (2) and Brugia malay (29). Similarly, the infection of parasite L. sigmodontis in thoracic cavity could also cause thoracic lavage cells to upregulate Ym1 expression (28).

In central nervous system (CNS), its expression level is upregulated during certain phases of neurotraumatic and neurodegenerative diseases, drug-induced epilepsy, autoimmune neuroinflammation as well as parasite infection (19, 24, 30), for which it has been regarded as a significant marker of the alternatively activated microglia/Mφ. Nevertheless, the specific cellular origins and time course concerning Ym1 expression under these circumstances remain elusive. Mice infected with Angiostrongylus cantonensis (A. cantonensis) were found to synthesize Ym1 primarily via microglia, while the infiltrating macrophages contributed more to producing Ym1 in the stroke-injured mice (31). It is also noteworthy that neutrophils can express Ym1 in the focal cerebral ischemia mice (32). In marked contrast to the CNS, Ym1 can be secreted by the supporting cells in the olfactory epithelium, and its distribution is less confined, ranging from the injured olfactory mucosa to the dorsolateral turbinates of the nasal cavity (24).

In other tissues and organs Ym1 expression in specific situations can be found as well. After Trypanosoma brucei brucei (T. b. brucei) infection, significant expression of Ym protein was detected in splenic Mφ (3). In the draining lymph nodes after parasitic infection, antigen-presenting cells were reported as the only cell group producing Ym1, most highly in B cells and Mφ (28). In traumatic wounds, Ym1 expression was restricted to granulation tissue, closely related to neutrophils rather than Mφ (33). Most of the pathological upregulation of Ym1 mentioned above emerged in the acute stage of inflammatory injury. Bone marrow, however, was observed an augment in Ym1 expression in the repairing period of tissue injury as well, explained by the fact that precursor cells of Ly6Chi monocytes differentiate and proliferate into Ym1-expressing monocytes (Ym1+Ly6Chi), which would infiltrate into corresponding injury sites (34).

In sum, under the stimulation of different pathogenic factors or in different phases of the same pathological process, the specific synthesis sites of Ym1 are different. These differences are gradually becoming crucial components of a proliferation of studies. What can be applied to various parts is that Mφ (including microglia) and neutrophils constitute the dominant Ym1 expressing cells in the pathological state.



Regulation of Ym1 expression

Previous studies have found that multiple inflammatory factors or stimulating drugs are able to induce or regulate the expression of Ym1 (as shown in Figure 3). It has been confirmed that Ym1 expression is mediated by STAT6 and induced by IL-4/IL-13 in Mφ, dendritic cells (DCs) (3, 10, 35–38) and microglia (39, 40), and Ym1 is the reigning Ym protein subtype induced by IL-4 (41). The effects of IL-4 and IL-13 are different to some extent, and IL-13 might offer a more powerful inducement on Ym1 expression in vivo (38). Intraperitoneal injection of anti-IL-4 antibody can block the expression of Ym1, but only the concomitant blocking on IL-4 and IL-13 can eliminate the induced Ym protein expression in BAL (10).




Figure 3 | Schematic regulation of Ym1 expression. Various cytokines, drugs, microbial antigens are possible regulators. IL-4 and IL-13, the popular M2 drivers, were confirmed to promote Ym1 expression in both the in vitro and in vivo studies. TGF-β, Bm-MIF-1, LPS and Simvastatin were also found to be associated with Ym1 upregulation, and IFN-γ might correlate with its downregulation, while divergent views of dexamethasone remain in place. However, how Ym1 expression is fine-tuned by these signals remains elusive. The figure particularly illustrates the well-studied IL-4/STAT6 pathway. When stimulated by IL-4, STAT6 is phosphorylated, forming a homodimer and translocating to the nucleus, activating the gene transcription of Chil3. STAT6 can further activate PPAR-γ, which enhances Chil3 expression cooperatively.



In addition, lipopolysaccharide (LPS) could boost the Ym protein expression induced by IL-4 in vitro, while IFN-γ could diminish the influence of IL-4, even causing Ym protein undetectable (3, 37). Glucocorticoids like dexamethasone were reported to induce Ym1 through STAT6, which have a co-enhancement effect with IL-4 on Ym1 (35). Simvastatin, a lipid-lowering drug, was also found to intensify Ym1 expression dependent on IL-4R (co-receptor of IL-4 and IL-13) (42). In vivo, endogenous TGF-β was reported to upregulate IL-4Rα, giving rise to a significant enhancement to the M2 activation of microglia caused by IL-4, thus increasing the synthesis and secretion of Ym1 (39, 40). Interestingly, opposite to its effects in vitro, dexamethasone was found to counteract the influence of IL-4 and reduce Ym1 expression in the ovalbumin (OVA)-induced asthma model (43). A cytokine homolog Bm macrophage migration inhibitory factor (MIF)-1 generated by the helminth parasite Brugia malayi showed an upregulating effect on Ym1 expression, in which case, IL-4 or IL-5 was not necessary for the induction of Ym1, but it remained unclear whether type 2 cytokines like IL-13 were required (29).

Moreover, accumulating evidence has suggested that the activation of immuno-metabolic regulatory peroxisome proliferator-activated receptor (PPAR)γ facilitates Ym1 expression in a STAT6-dependent manner. 15dPGJ2 (a natural PPARγ ligand) (44) and rosiglitazone (a PPARγ agonist) (32, 45) were reported to contribute to the Ym1 upregulation, while GW9662 (a selective antagonist) significantly blunted IL-4-induced Ym1 expression (46). Further, ChIP analysis proved Ym1 as one of the direct target genes of PPARγ (47), and the integrin αVβ5 may play a crucial role in PPARγ-induced Ym1 upregulation (48).

In general, it is prevalent to use Ym1 as one of the detecting markers of M2 Mφ (3), especially for M2a activation induced by IL-4/13 (49). Ym1 has also been proposed as a marker of alternative neutrophil (N2) polarization (32, 50). However, a recent study has found that the M2 phenotype was enhanced in Chil3-deficient mice, demonstrating that Ym1 may control or limit the M2 activation of Mφ (6). Ym1 protein was also found to be absorbed by wound healing Mφ in Stat6-deficient mice (33), which might suggest that there could be some loopholes in the application of Ym1 as a Mφ phenotype marker, and it is recommended to define the Mφ phenotype together with other markers. Besides, Ym1 was observed as a unique one with increased expression among STAT6-associated M2 markers when STAT6 expression was augmented by the inhibitor of heat shock protein B1 (HSPB1) (51). These facts indicate that Ym1 serves as a function performer rather than a marker and zoom in the question that what the exact role of Ym1 is in M2 and relevant progress.




Role of Ym1 in diseases


Allergic lung inflammation

Allergic asthma is a chronic inflammatory disease of the lower respiratory tract, clinically leading to manifestations as recurrent wheezing, dyspnea, chest tightness and paroxysmal cough. Its pathophysiological features are inflammatory responses such as increased IgE synthesis, airway hyperresponsiveness, mucus hypersecretion and airway remodeling. The similar airway inflammation in lung can be modeled in mice challenged by some typical protein antigens like OVA or certain allergens like house dust mite (52). Recent studies have shown that the mechanisms driving the development of mild and severe asthma are different (53). Patients with mild and moderate asthma present a typical response, that is, helper T cell type 2 (Th2) inflammation, mediated by cytokines such as IL-4, IL-5 and IL-13, and eosinophilia (54). In contrast, patients with severe asthma could present a low Th2 and a high Th17 response, accompanied by neutrophil inflammation in airway (55). It was also found in mouse model that hyperresponsiveness could be induced without Th2 response but with increased IL-17 expression (56). Importantly, Ym1 has been found to be involved in the airway inflammation model in mice, and may lay effects on both types of mechanisms as shown in Figure 4.




Figure 4 | Understanding of Ym1 behavior in allergic lung inflammation in mice. The overall effect of Ym1 in Th2 allergic lung inflammation is intensifying eosinophil recruitment. Ym1 plays that in a combinatorial manner. Ym1 depresses 12/15(S)-lipoxygenase (12/15-LOX) in CD4+ T cells and its catalysate 12-hydroxyeicosatetraenoic acid (12(S)-HETE), leading to the rise of Th2 cytokines. And Ym1 limits M2 polarization by downregulating the activation of STAT6 and PPAR-γ in macrophages. It might also regulate phenotypes directly by digesting glycosaminoglycan on macrophage surface. Matrix metalloproteinase (MMP) 2/9 engage in this system as Ym1 catalytic crackers, whose products may help to eosinophil recruitment. Ym1 recruits neutrophils as well, which may depend on IL-17 responses and contribute to lung inflammation. At the end of allergic lung inflammation, Ym1 may affect fibrosis to some extent.



On the one hand, Ym1 can intensify Th2 inflammatory response. The study on Chil3-deficient mice supports the effect of Ym1 on Th2 cytokines conclusively, as a fall was detected in the expression of IL-4 and IL-5 in Chil3-deficient mice during OVA induced pulmonary inflammation (6). This immunoregulatory effect of Ym1 was realized by M2 Mφ in disease. In human body, although the role of M2 Mφ has not been determined in asthma, it has been confirmed that the function of AMs in asthmatic patients is different from that of normal people (57). In the mouse model of allergic lung inflammation, Mφ tend to the M2 phenotype, which is considered unnecessary and should be inhibited by the body (58). Some studies, however, believe that the immune molecules on the M2 surface can mediate the uptake and clearance of allergens and control the development and severity of allergic inflammation, thus serving as protectors (59). Additionally, Ym1 or M2 could be unnecessary in the development of allergic airway disease, as IL-4Rα-impaired mice were still found classic airway inflammation in histologic pathology with decreased level of Ym1 and other M2 markers (60). Considerable research has been devoted to exploring the role of M2 Mφ in allergic lung inflammation with the detection of Ym1 as a marker, rather less attention has been paid to that whether Ym1 itself influenced these models. It was found that Chil3-deficiency could enhance the alternative activation of Mφ by regulating the activation of STAT6 and PPARγ pathways to alleviate pulmonary inflammation (6). Besides, Ym1 might also influence Mφ more directly due to its weak β-N-acetylglucosaminidase activity, which means a possibility to contribute to the digestion of glycosaminoglycans (5). Ym1 was presumed to involve in fine-tuning at the level of HS in Mφ, thereby affecting the activation of Mφ (49). DCs have also been demonstrated to generate Ym protein in response to IL-13 in the OVA-induced respiratory allergy, in which case Ym protein downregulated the activity of 12/15(S)-lipoxygenase (12/15-LOX) and the following products, 12-hydroxyeicosatetraenoic acid (12(S)-HETE), thereby enhancing the ability of CD4+ T cells to produce Th2 cytokines such as IL-5, IL-13, etc (61).

In addition, Ym1 may recruit eosinophils with the participation of matrix metalloproteinase (MMP) family. It was proposed that Ym1 protein might be modified or cleaved by MMPs to participate in the chemotaxis of eosinophils (62). In the complete Aspergillus allergen (CAA)-induced mouse model, multiple cleavage fragments of Ym1 protein were observed in BALF of wild-type mice, while more complete Ym1 protein in that of MMP2 and MMP9 double null (MMP2/9-/-) mice, and the number of eosinophils was also reduced. Ym1 was also proven to be the substrate of MMP2/9 and products would be 37 kDa, ~27 kDa and ~8 kDa peptide fragments. As MMPs are reported to clear allergic inflammatory cells in the lung by hydrolyzing protein, and MMP2 and MMP9 could also regulate the activity of Th2 chemokine, Ym1 may play a role in linking MMPs and eosinophils and participate in regulating the migration of allergic inflammatory cells to the pulmonary vesicle. By far, however, this view still lacks direct evidence.

On the other hand, in recent years, considerable literature has grown up around the role of IL-17 and neutrophils in allergic lung inflammation, and the influence of Ym1 is worthy of more attention. Ym1 may influence the recruitment of neutrophils by regulating IL-17 produced by γδT cells, which plays a key role in neutrophil-mediated defensive immunity (7, 63). And after anti-Ym1 antibody treatment, the number and proportion of neutrophils in the lung were decreased, and the expression of IL-17A and IL-17A target genes were also reduced (7). But in this case, eosinophilia, goblet cell proliferation and apnea enhancement did not show significant difference, so that further investigation is needed to prove the role of Ym1 in IL-17 related allergic inflammation in lung. In addition, in most models of airway inflammation for Ym1 study, mice were sensitized by OVA. LPS challenge, however, was suggested to realize the pathological state with strong Th17 response and modest Th2 response (64), thus might be a worth tool for studying the relationship between IL-17 and Ym1 in allergic inflammation, which has not gained enough attention.

Fibrosis is subject to Th2 and Th17 responses at the end stage of chronic inflammation like asthma, where M2 plays a vital role (65). Although no evidence has showed direct connection between Ym1 and fibrosis, J2, a pulmonary fibrosis suppressor, was found to upregulate Ym1 expression of M2 in the anti-fibrosis progress (51), which elucidated a possibility that Ym1 alleviates pulmonary fibrosis.



Parasitic infection

Anti-parasitic immunity is characterized by eosinophilia and Th2 cytokines. In most anti-parasitic response studies in mice, Ym1 is regarded as a bridge between M2a cells and eosinophils, that is, Ym1 is secreted by Mφ activated by parasite antigens, and then participates in the recruitment of eosinophils to the injury site. For example, Bm-MIF-1 secreted by Brugia malayi was found involved in activating Mφ, inducing the upregulation of Ym1 expression, and cooperating with IL-5 to recruit eosinophils in a manner that is partially dependent on IL-4 (29). In another case, the larvae of A.cantonensis breaking into brain, was reported to induce M2 polarization of microglia and infiltrating Mφ within the CNS which then synthesized and secreted Ym1 in large quantities, accompanied by an increase in eosinophils (30). This idea was reinforced by an earlier study which confirmed the direct chemotactic effect of Ym on eosinophils in vitro (18). In this study recombinant Ym protein was applied to the back of mice subcutaneously in parasitic settings, and the result was consistent as Ym protein caused an abundant local recruitment of eosinophils. Nevertheless, people have not yet clarified the specific mechanism by which Ym1 protein “recruits” eosinophils. In the peritonitis, the expression of Ym1 was not proposed as a precondition for the recruitment of eosinophils, which means a possible substitutability of Ym1 in mice (10). In addition, an overexpression model through plasmid transfection showed that the exogenous expression of Ym1 protein in the lungs led to a decrease in the number of eosinophils but an increase in neutrophils (7). The differences among above studies might resulted from different situation (overexpression and different inflammatory models), but it at least indicates that inflammatory microenvironment could convert Ym1’s chemoattractant state.

Interestingly, in terms of Th2 cytokine response, Ym1 can play diametrically opposite roles in different stages of parasite response. After injecting anti-Ym1 antibodies into the peritoneal cavity, mice infected with N. brasiliensis were found that blocking Ym1 in the early innate immune stage could reduce the amount of Th2 cytokines in mice; after the establishment of an adaptive type 2 response, blocking Ym1 did not inhibit their expression, but significantly increased the number of cells expressing these factors (4). Although the reason why the effect of Ym1 changes with the course of the immune response has not yet been discovered, it again supports the multifaceted function of Ym1 in different inflammatory microenvironment.

In recent years, the role of neutrophils in the immune response against parasitic infection as well as its relationship with Ym1 has drawn researchers’ attention. Similar to eosinophils, as the “forerunner” of innate immunity, neutrophils also play a dual role in anti-parasitic immunity besides phagocytosis and initiation of Th2 response, and need to be contained in the later stage for inflammation resolution and tissue repair (66). In N. brasiliensis-infected mice, it was found that IL-17 and neutrophilic inflammation induced by Ym1 could impair parasite survival but at the cost of enhanced lung injury (7). This result suggested that Ym1 could be cursed blessing as well, and showed a possibility of Ym1 in the recruitment of neutrophils through regulating IL-17 production.



Autoimmune diseases

Autoimmune diseases are a pathophysiological state, wherein the immune responses are directed against and damage the body’s own tissues, such as rheumatoid arthritis (RA) and psoriasis (Ps). Ym1 had been positionally identified to be associated with autoimmune arthritis, using collagen-induced arthritis (CIA) mouse model (67, 68). Later, a protective effect due to Ym1 deficiency using Ym1 congenic mice absent in Ym1 expression (6), was confirmed in collagen antibody induced arthritis (CAIA) model and mannan induced Ps model, both of which are Mφ dependent, and adaptive immune independent (69–71). The study also discovered that Ym1 protein i.n. supplement could reverse this effect in mannan induced Ps model of Ym1-low-expression mice, while AM depletion attenuated the disease. These results proved that Ym1 is one of the factors responsible for the development of skin and joint inflammation, and strongly suggested that Ym1 may participate in the diseases through regulating Mφ and innate immunity. However, how the M2 regulation from Ym1 in lung can ripple through the systemic autoimmunity remains unclear.

As for autoimmune neuroinflammatory diseases, the experimental autoimmune encephalomyelitis (EAE), which models the pathology of multiple sclerosis (MS) in mice, is often used to study the corresponding molecular mechanisms and treatment strategies. It was clarified that Ym1 was able to activate epidermal growth factor receptor (EGFR) and affected the directional differentiation of endogenous neural stem cells (NSCs) through the CLPs-EGFR-Pyk2 pathway by using EAE model mice (8). Therefore, drugs targeting the CLPs-EGFR-Pyk2 signaling axis may be used to treat acute demyelinating diseases such as neuromyelitis optica and relapsing multiple sclerosis. However, whether there is a direct interaction between Ym1 and EGFR as well as the proteins involved in the subsequent cascade needs to be further confirmed at the molecular level.



Nervous system diseases

In the context of nervous system diseases, most studies related to Ym1 fail to uncover its detailed function, where Ym1 usually takes the supporting role for marking M2. This is because the immune response compared with diseases occurring in other tissues and organs is more sophisticated, considering the difficulty of distinguishing resident microglia from recruited macrophages and outlining the temporal change in their polarization change under various stimuli (72). Meanwhile, it is still debatable whether Ym1 is a bona fide marker of M2-like cells or not, since Ym1 was observed to be upregulated with LPS exposure (a kind of M1 stimulation) alone (73). By far, Ym1 and its expression in traumatic injury and ischemic stroke is more recognizable. Therefore, the following section will focus primarily on these two types of diseases. Figure 5 helped summarize the proposed functions of Ym1 from some key findings, which also included the aforementioned demyelinating diseases and bacterial infection.




Figure 5 | Putative functions of Ym1 in the central nervous system diseases. Various inflammatory stimuli promote the expression of Ym1, including bacterial infection, traumatic injury, ischemic stroke, aging and certain cytokines released from the surrounding cells. In the CNS, Ym1 is expressed and secreted by alternatively activated myeloid cells, including resident microglia, recruited macrophages, and even a subpopulation of neutrophils. Ym1 is proposed to facilitate extracellular matrix (ECM) remodeling for its binding specificity to particular components like heparan sulfate. In demyelinating diseases, Ym1 may bind to epidermal growth factor receptor (EGFR) of the neural stem cells (NSCs) and activate the Ym1-EGFR-Pyk2 pathway, leading to oligodendrogenesis. The Ym1-expressing neutrophils display increased ability to infiltrate the ischemic core and undergo phagocytosis, thereby contributing to inflammation resolution and neuroprotection.



Ischemic stroke is the primary type of cerebrovascular insult with high mortality risk. To unravel the mechanism of its immune response, Ym1 has greatly aided in the identification of microglia/Mφ polarization and a novel subpopulation of neutrophils (32). Researchers using the upregulated Ym1 expression to represent the neuroprotective cell phenotype, generally agreed on an increased M2-like state in the acute phase followed by an M1-like one in the subacute and chronic phase, though they didn’t specify the cellular origin of Ym1 until they started to analyze the cell specificity of each phenotype. Some pieces of research consistently suggested that recruited Mφ contributed remarkably to the gene expression of Ym1 at the early stage of ischemic stroke (74–76), whereas microglia was more pro-inflammatory and suppressive until about one week after stroke induction (76), with its Chil3 promoter activity elevated for at least 14 days (31). In terms of Ym1’s function, the correlation between the upregulated Chil3 mRNA and better post-stroke recovery was observed, including more neurovascular units (31), reduced infarct volume (75, 76), improved sensorimotor ability (74, 76), which could justify the protective role of Ym1. Besides, several intriguing findings of Ym1 are worth digging into, like its distribution was spatiotemporal (77) and its maximal expression and the time to peak didn’t seem to correlate with the lesion size (31). Hence, further investigations should monitor the actions of Ym1 protein over different regions and with different severity of stroke.

In response to traumatic injury, a series of orchestrated events occur in the peripheral nervous system (PNS) and CNS, where the activation and polarization of microglia/Mφ play a crucial role. Early studies found that Ym1 was heterogeneously expressed in penetrating brain injury and epileptic seizures (19), and it has been gradually used to mark M2-like microglia/Mφ, guiding us to learn the actions of immune cells in turn (78). Indeed, an increasing body of research has centered on the temporal profile of microglia/Mφ polarization, enabling us to determine which phenotype to enhance or suppress. Ym1, although typically represented the M2 phenotype (specifically the M2a (79) and M2c (72) marker) and upregulated both in the early inflammation stage and the later remodeling stage, has not been adequately studied yet. Ym1’s putative function in neuroinflammation and tissue repair is essentially based on its binding specificity to N-unsubstituted GlcN polymers and HS (2). Hence Ym1 is likely to antagonize inflammation by slowing down leukocyte adhesion and promote tissue repair by preventing HS from damage. In addition to its help in remyelination (8), only a few studies focused on its involvement in post-injury reactions. For instance, it was found that the accumulation of Ym1 protein within the injured olfactory epithelia was closely related to the inflammatory and healing process, with its level decreasing once tissue regeneration was achieved (24). In sum, to define Ym1’s function as neuroprotective still requires closer observations in its protein interactions with surrounding cells and tissues during the progression of neurotrauma.




Crystallization of Ym1 in vivo

Crystals rarely spontaneously form in animals, but some proteins do spontaneously crystallize in animals under certain conditions. The typical example in the human body is Charcot-Leyden Crystals (CLCs), found by Ernst Viktor von Leyden in the sputum of patients with asthma in 1872. Subsequent studies found that the blood separated from patients with bronchial asthma was easy to form CLCs after lysis (80). Besides, eosinophilic crystals with similar morphology were observed in mice with lung cancer and mutant mice infected with Pneumocystis carinii. These crystals were finally confirmed to be Ym1, with similar morphology but different biochemical properties to CLCs (81).

In vivo crystallization of Ym1 was observed in many mouse models (see Table 1). In 1999, transgenic mice with over-expression of IL-13 had crystals similar to that of Charcot-Leyden crystals in the lungs, which were later confirmed as Ym1 (86, 90). In the same year, eosinophilic crystals with different shapes and sizes were observed in alveolar macrophages and multinucleated giant cells of a variety of immunodeficient mice, including Moth-eaten mice (viable motheaten mice, mev/mev), SPCTNFRIIFc transgenic mice, and CD40L-deficient mice spontaneously infected with Pneumocystis carinii. These crystals were distributed in the activated alveolar macrophages and dispersed in the lungs of young mice, while crystals located both intracellular and extracellular in the dying mev/mev mice and SPCTNFRIIFc transgenic mice (81). It is worth noting that 14 days after C57BL/6 mice are infected with Cryptococcus neoformans, the crystal structure was also visible in the lungs, which is similar to that of Ym1. Studies also found some crystals, whose composition was not strictly analyzed, formed at the edge of the polysaccharide membrane, and the progress was closely related to the deposition of intracellular polysaccharide CNPS, suggesting that bacterial capsular polysaccharides contributed to the protein enrichment of this crystal (87). Given that Cryptococcus neoformans also contain chitin and that Ym1 may be part of the host’s response to microorganisms containing chitin, this crystal is likely to be Ym1. Shortly afterward, Ym1 crystal was also found in p47phox -/- (p47phox subunit defect of NADPH oxidase) mice. This multifaceted crystal appeared outside the lung of mice older than two months and increased with age (5). Also, p47phox deficiency will cause macrophage dysfunction and eventually lead to progressive crystalline macrophage pneumonia (91). In tissue sections, the morphology of these Ym1 crystals has been described as intracellular fine needle-like crystals and flat, faceted crystals in BALF (5, 16, 81), thus providing new clues when similar crystals arise under some cases. In 2010, needle-like crystals were observed in the lung macrophages of the constructed heparanase-deficient mice (Hpse-/-), which were surrounded by membranes, suggesting that they are developed in capsule organelles such as lysosomes, endoplasmic reticulum or Golgi bodies. It is conclusively demonstrated that Ym1 is the crystal formation unit of Hpse-/- alveolar macrophages, and heparanase regulates the accumulation and crystal formation of Ym1 in the airway (88). At the same time, in addition to various models or mice under specific conditions, several studies pointed out that Ym1 crystals or Ym1 protein accumulation existed in normal mouse lung macrophages (81, 88).


Table 1 | Crystals formed in mice.



In line with the tissue expression of Ym1 protein, Ym1 crystals were primarily found in the lungs, while they could also present outside the lungs. Membrane-encapsulated needle Ym1-immunoreactive crystals have been detected in macrophages in the bone marrow of ddY mice with spontaneous IgA nephropathy. The study also found that Ym1 was produced mainly by immature neutrophils and Ym1 may be phagocytosed by macrophages after forming crystals outside the cells, or directly absorbed by macrophages and crystallized in the cytoplasm (16).

In the above studies, there seems to be no clear relationship between the crystallization of Ym1 protein, but when crystals appear, Ym1 tends to show a state of high expression or abnormal protein degradation, resulting in the accumulation of Ym1 protein. At the same time, environmental factors are conducive to the formation of crystals. The high expression of Ym1 may be related to the function of Ym1 or the function of its ancestral genes (such as interaction with heparin, chitin and other substances). The pathological changes of tissues under different diseases may also provide similar environments for Ym1 crystallization (such as pH), which may be a new idea to study the causes of crystals.

Ym1 crystallization is a strong signal of lung inflammation and injury. As mentioned above, after purifying and identifying the Ym1 protein crystal in the BALF of mev/mev mice, plenty of eosinophils were also observed in lungs (81). Collectively, Ym1 crystal was considered to be a reflection of the response to severe parasitic eosinophilic pneumonia. Besides, the formation of Ym1 crystal itself could also damage cell membrane mechanically and lead to cell death (87). Bronchial epithelial rupture directly leads to lung injury, and macrophage rupture death interferes with host defense mechanisms and causes persistent infection. Some studies suggested that Ym1 crystal might directly activate inflammatory bodies in vivo, resulting in lung injury (7). However, similar to CLCs in human body, relevant studies usually only observed the presence of Ym1 crystals in severe inflammatory environments. The role of crystals remains to be dug out.



Discussion

In sum, Ym1 is expressed or upregulated under various pathological conditions, particularly the lung diseases. As a traditional M2 marker, Ym1 itself has not received adequate attention, given that most relevant studies focused on the Ym1-producing cells, including macrophages and microglia. However, we could comb out some intriguing clues to Ym1’s functions from previous literature resources. Current models demonstrate that the role of Ym1, albeit pleiotropic and dynamic, lays parallels between allergic lung inflammation and pulmonary parasite infection. Ym1 participates in these inflammatory responses generally in two ways, the modulation of Mφ polarization and the recruitment of eosinophils and neutrophils. And in both diseases, Ym1 generally shows association with two trends, the enhancement of Th2 response and IL-17 production, and the latter is gathering more attention. However, it is worth-noting that Ym1 displays time-dependent function in tissue repair and inflammation resolution. Ym1 not only promotes reparative Th2 response in the early phase of inflammation (34), but can reduce IL-5/IL-13 expression and regulate Th2 balance once the repair initiate (4). For skin and joint autoimmune inflammation, Ym1 contributes to its development through innate immunity, especially M2. In respect to the nervous system diseases, although existing research hardly distinguishes the cellular origins of Ym1, it generally agrees that Ym1s upregulation correlates with improved prognosis in most cases. A few Ym1-centered studies attempted to map the possible signal pathways for oligodendrogenesis, and to understand the relationships of Ym1 protein accumulation with olfactory epithelium injury, but the follow-up research is still lacking.

Considering that abundant C/CLPs exist in human bodies, despite no real homologous gene for Ym1, research on Ym1 has significance in facilitating the understanding of human C/CLPs in diseases. In addition, Ym1 is one of the only proteins that can form crystals in mice. Ym1 crystals are still poorly unraveled, but further explorations may help decipher the confusing eosinophilic crystals in human bodies, like CLCs in lungs. Previous work has not furnished details on how Ym1 exerts influence on other immune mediators like Th2 and Th17 cytokines or on the hierarchy of their actions in inflammatory responses. Thus, figuring out the position of Ym1 on these interactive networks is beneficial for revealing disease pathogenesis and finding optimal treatment targets and strategies. Besides, the kinetics of Ym1 expression is rather complex, depending on the site, mode and severity of injury. And recent research has cast doubt on whether Ym1 is a bona fide M2 marker. Hence future work should give the expression patterns of Ym1 upon different stimuli sufficient consideration.
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Toll-like receptor 4 (TLR4) is a pattern-recognition receptor (PRR) that regulates the activation of immune cells, which is a target for treating inflammation. In this study, Cannabidivarin (CBDV), an active component of Cannabis, was identified as an antagonist of TLR4. In vitro, intrinsic protein fluorescence titrations revealed that CBDV directly bound to TLR4 co-receptor myeloid differentiation protein 2 (MD2). Cellular thermal shift assay (CETSA) showed that CBDV binding decreased MD2 stability, which is consistent with in silico simulations that CBDV binding increased the flexibility of the internal loop of MD2. Moreover, CBDV was found to restrain LPS-induced activation of TLR4 signaling axes of NF-κB and MAPKs, therefore blocking LPS-induced pro-inflammatory factors NO, IL-1β, IL-6 and TNF-α. Hot plate test showed that CBDV potentiated morphine-induced antinociception. Furthermore, CBDV attenuated morphine analgesic tolerance as measured by the formalin test by specifically inhibiting chronic morphine-induced glial activation and pro-inflammatory factors expression in the nucleus accumbent. This study confirms that MD2 is a direct binding target of CBDV for the anti-neuroinflammatory effect and implies that CBDV has great translational potential in pain management.
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Introduction

The innate immune is the first line of defense against bacterial infections of the immune system (1). Innate immune responses, such as inflammation, are mediated by pattern-recognition receptors (PRRs) that recognize pathogen-associated molecular patterns (PAMPs). Toll-like receptors (TLRs) are the first identified PRRs to trigger innate immune responses (2, 3). TLR4 is a key member of the TLRs family, which forms a complex on the cell surface with myeloid differentiation protein 2 (MD2) (4). Lipopolysaccharide (LPS), a significant component of the outer wall of Gram-negative bacteria, is the natural ligand of TLR4 as PAMPs (5). Besides for PAMPs, TLR4 also recognizes damages-associated molecular patterns (DAMPs) and xenobiotic-associated molecular patterns (XAMPs) (5). The high mobility group box 1 (HMGB1), heat shock protein 70 (HSP70) and the myeloid-related protein 8 (MRP8) are the endogenous ligands of TLR4 as DAMPs (6). Some psychoactive compounds, such as morphine, act as XAMPs to activate the TLR4 signaling pathway and create neuroinflammation (7–11). Morphine induces glia activation (12) and creates a neuroinflammatory response within the central nervous system (CNS), compromising morphine-induced analgesia as well as contributing to morphine-induced analgesic tolerance (7, 13, 14). Therefore, TLR4 antagonists could be potential agents for enhancing morphine analgesic efficacy and preventing morphine tolerance (9, 15). Numerous TLR4 small-molecule inhibitors have been developed (16). However, no TLR4 antagonists have been approved for clinical use.

Cannabidivarin (CBDV) is a safe, non-psychoactive phytocannabinoid isolated from Cannabis Sativa (17). Although CBDV is usually a minor constituent of naturally-occurring cannabinoids found in cannabis, CBDV has been attracting great interest owing to its potential benefits to clinical conditions that cannabidiol (CBD) cannot effectively treat (18, 19). Owing to its lipophilicity and blood-brain barrier (BBB) penetrability (20, 21), CBDV has recently gained much attention as for its ability to modulate neurological diseases (17, 22, 23). Considering TLR4 is a XAMPs receptor for surveiling foreign substances in CNS, it would be interesting to explore whether CBDV acts as a XAMP and can be sensed by MD2, an accessory protein of TLR4 responsible for the recognition of ligand. Herein, MD2 was found as a direct target of CDBV. CBDV inhibited TLR4 signaling NF-κB and MAPK signaling axes and the downstream pro-inflammatory factors. Moreover, CBDV improved morphine-induced analgesia by specifically inhibiting chronic morphine-induced glial activation and pro-inflammatory factors expression in the nucleus accumbent (NAc). This study implies that CBDV has great translational potential in pain management.
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Materials and methods


Materials

Microglial BV-2 cells were obtained from the China Center for Type Culture Collection. CBDV, crystal violet, 2, 3-diaminonaphthalene and paraformaldehyde were purchased from Sigma-Aldrich. Morphine was obtained from China National Institutes for Food and Drug Control. Ultrapure LPS, HEK Blue hTLR4 cells, and HEK-Blue Selection were purchased from In vivogen. The Phospha-Light™ SEAP Reporter Gene Assay System was purchased from Applied Biosystems. The Dual-Glo Luciferase Assay System was purchased from Promega. Hifair III 1st Strand cDNA Synthesis SuperMix for qPCR and HieffqPCR SYBR Master Mix were obtained from Yeasen Biotech Co., Ltd. PCR primers were purchased from Comate Bioscience Co., Ltd. Cell lysis buffer for western blotting was purchased from Beyotime Biotechnology. Primary antibodies targeting GFAP, p38 MAPK, NF-κB p65, ERK (1/2), IKKβ, SAPK/JNK, phospho-NF-κB p65, phospho-ERK (1/2), phospho-SAPK/JNK, phospho-IKKα/β, phospho-p38 MAPK, goat anti-rabbit HRP-linked antibody and goat anti-mouse HRP-linked antibody were purchased from Cell Signaling Technology. The anti-Iba-1 antibody was purchased from Affinity Bioscience. 4’, 6-diamidino-2-phenylindole (DAPI) was purchased from Absin Bioscience Inc.



Fluorescence titrations of MD2 with CBDV

The method of fluorescence titrations of MD2 with CBDV was performed as described (24).



Cellular thermal shift assay (CETSA)

CETSA assay was performed as described (24).



In silico simulation

The crystal structure of MD2 was extracted from the mouse TLR4/MD2 complex (PDB ID: 2Z64) (25). Autodock Vina 1.1.2 was used for molecular docking in a box of 46 × 58 × 53 Å3 with default settings (26). MD2 was considered rigid and CBDV was treated as semi-flexible during the docking process. Twenty docking poses were generated and the best docking pose was selected for further simulations.

Apo-MD2 and MD2-CBDV were further investigated through molecular dynamics (MD) simulations performed by the Gromacs 2021.2 program (27, 28). The CHARMM36m force field was used for proteins (29, 30). The ligand parameters were generated by the Antechamber tool (31). All solutes were solvated in a TIP3P water box with 0.15 M NaCl to mimic the physiological condition. The systems were equilibrated in the isothermal-isobaric (NPT) ensemble at a temperature of 310 K for 100 ns. The SHAKE algorithm was applied to restrain all bonds involving hydrogen (32). The particle-mesh Ewald (PME) summation method was applied to treat long-range electrostatic interactions (33). The pressure was set at 1 atm with the Nosé-Hoover Langevin piston method (34).

The RMSD (root-mean-square deviation) and RMSF (root-mean-square fluctuation) analyses were performed through MD Analysis (35). The binding energy (enthalpy) and per-residue energy contributions were calculated by the molecular mechanics/Poisson-Boltzmann (generalized-Born) surface area method with the gmx_MMPBSA tool (36, 37). Each system was repeated three times independently. The interactions between MD2 and CBDV were shown by PyMol (38).



Immunoblotting

Immunoblotting was performed as described (24). BV-2 cells were seeded at 5 × 105 cells/well in 6-well plates. After 24 h incubation, cells were treated with 200 ng/mL LPS and indicated concentrations of CBDV for 1 h. The cells were lysed in RIPA buffer with complete protease inhibitor cocktail and phosphatase inhibitors. Equal amounts of protein (20-40 μg) were separated by SDS-PAGE and transferred to PVDF membranes. After blocking with 5% non-fat dry milk for 1 h, membranes were incubated with corresponding primary antibodies (All primary antibodies were diluted at 1: 1000) overnight at 4°C. After washing three times in Tris-buffered saline with 0.1% Tween 20 (TBST) for 5 min each time, membranes were incubated with secondary antibody-HRP conjugate (1: 3000) for 1 h at room temperature. After washing three times in TBST, the membranes were detected using Tanon-5200 Multi. Image J was used for later densitometric analysis.



Nitric oxide (NO) assay

BV-2 cells were seeded in 96-well plates at a density of 4 ×104 cells per well and cultured in Dulbecco’s modified Eagle’s medium (DMEM) with 10% fetal bovine serum (FBS), 50 U/mL penicillin, and 50 μg/mL streptomycin for 24 hours at 37°C in a 5% CO2 incubator. After 24 hours, the media was replaced with DMEM alone and treated with LPS (200 ng/mL) and the indicated concentrations of CBDV. The supernatant was transferred to another 96-well plate and determined by the 2, 3-diaminonaphthalene-based fluorescent method as described (24).



Secreted embryonic alkaline phosphatase (SEAP) assay

SEAP assay was performed as described (7). Briefly, HEK Blue hTLR4 cells were cultured in DMEM supplemented with 10% FBS, 50 unit/mL penicillin, 50 μg/mL streptomycin and 1 × HEK-Blue selection. Cells were seeded in 96-well plates at a density of 4 ×104 cells per well. After 24 h incubation, the medium was replaced with Opti-MEM supplemented with 0.5% FBS, 50 unit/mL penicillin, 50 μg/mL streptomycin and 1 × non-essential amino acid. Cells were treated with 20 ng/mL LPS and indicated concentrations of CBDV. After 24 h incubation, NF-κB activity was measured through the Phospha-Light SEAP Reporter Gene Assay System according to the manufacturer’s instructions.



Dual-luciferase NF-κB reporter assay

Dual-luciferase NF-κB reporter assay was performed as described (7). Briefly, BV-2 NF-κB luciferase reporter cells were cultured in DMEM supplemented with 10% FBS, 50 unit/mL penicillin, 50 μg/mL streptomycin and 2 μg/mL puromycin. Cells were seeded in 96-well plates at a density of 1 ×104 cells per well. After 24 h incubation, the medium was replaced with Opti-MEM supplemented with 0.5% FBS, 50 unit/mL penicillin, 50 μg/mL streptomycin and 1 × non-essential amino acid). Cells were treated with 200 ng/mL LPS and indicated concentrations of CBDV. After 24 h incubation, NF-κB activity was measured through Dual-Glo Luciferase Assay System according to the manufacturer’s instructions.



Cell viability assays

Cellular viability was determined by the crystal violet staining method and Cell Counting Kit-8 (CCK-8) assay. Crystal violet staining was performed as described in the following. BV-2 NF-κB luciferase reporter cells were cultured and treated as indicated in the dual-luciferase NF-κB reporter assay. After 24 h treatment, cells were fixed with 100 μL 4% paraformaldehyde for 5 minutes and then stained with 100 μL 0.05% crystal violet for 15 minutes. After washing three times with water, 200 μL ethanol was added for each well and incubated for 20 min at room temperature. Absorbance at 540 nm was measured using a SYNERGY H1 Microplate Reader.

For CCK-8 assay, HEK Blue hTLR4 cells were cultured and treated as indicated in the SEAP assay. HEK Blue hTLR4 cells were treated in 96-well plates. After 24 h treatment, 20 μL CCK-8 assay solution was added for each well and cells were incubated in a 5% CO2, 37°C incubator for 2 h. Absorbance was detected at 450 nm with 650 nm as the reference wavelength.



qRT-PCR

BV-2 cells were counted and plated in 6-well plates at a density of 4 ×104 cells per well. After overnight incubation, LPS (200 ng/mL) and indicated concentrations of CBDV were added. After 24 h incubation, TRIzol was used to isolate total RNA from BV-2 cells. RNA was reverse-transcribed into cDNA. qPCR was performed subsequently using the SYBR Green method. Rpl27 was set as a reference gene. The primers sequence for TNF-α, IL-1β, and Rpl27 were shown in Table 1. The data were analyzed by the ΔΔCt method.


Table 1 | Primer sequences of IL-1β, IL-6, TNF-α and Rpl27.



For qRT-PCR of brain tissue, nucleus accumbent (NAc) region was firstly collected as following. Animals were deeply anesthetized by intraperitoneal injection of pentobarbital (100 mg/kg) and perfused with saline. The brain was removed and NAc region was dissected. The tissues were immediately kept in liquid nitrogen. After solubilizing the tissue in Trizol using homogenizer, total RNA from the NAc was isolated. RNA was reverse-transcribed into cDNA and qPCR was performed as described above.



In vivo studies


Animal

Adult male BALB/c mice (weight: 20-25 g) purchased from the Liaoning Changsheng Biotech Company were employed in this study. Mice were housed 3-5 per cage at standard conditions (22-25°C, 12h: 12h light: dark cycle, free access to standard food and water). All experiments were approved by the Institutional Animal Care and Use Committee (IACUC) of Changchun Institute of Applied Chemistry, Chinese Academy of Sciences (2022–0090).



Hot plate assay

The temperature of the hot plate was set at 55°C. The latency period was measured by the pain threshold when the mouse lifted or licked a hind paw, jumping or vocalizing. One day before the experiment, the baseline pain threshold was measured by averaging the values of two 1 h interval measures. The pain threshold was calculated as described (7), and the cut-off duration was 30 s. Animals were randomly divided into four groups (n = 5), including the control group, CBDV group, morphine group, and morphine + CBDV group. Before the test, mice were intraperitoneally injected with CBDV (8 mg/kg or 50 mg/kg) 30 min before morphine (5 mg/kg, i.p.). Following morphine administration, the pain threshold was recorded at different time points. Data were expressed as percent maximum potential effect (% MPE): %MPE = (post-drug latency - baseline latency)/(cut-off time - baseline latency) × 100.



Formalin test

Animals were randomly divided into each group (n = 5-6). The mice had 30 min to get used to the plastic chamber with black sides and transparent bottom (12 cm ×12 cm ×15 cm). 20 μL of 2% formalin was injected into the hind paw with a 27-gauge needle described previously for the formalin test (39). CBDV (50 mg/kg) was intraperitoneally injected 1 h before the administration of formalin. Morphine (1 mg/kg, i.p.) was given 30 min before the injection of formalin. Once formalin had been injected, the mice returned to the chamber, and the video was recorded for 40 min. There were two phases in the formalin test: the first (acute phase) ranged from 0-10 min and the second phase (tonic phase) ranged from 10-40 min. The seconds of licking and biting of the injected paw was calculated and analyzed in each phase.




Immunofluorescence

The procedure for immunofluorescence staining follows the steps described previously (40). Animals were deeply anesthetized by intraperitoneal injection of pentobarbital (100 mg/kg) and perfused with phosphate-buffered solution (PBS, pH 7.4) followed by 4% paraformaldehyde. After dissection, the brain was removed and soaked in 4% paraformaldehyde overnight. Then, the brain was cryoprotected in 20% sucrose in PBS at 4°C overnight. Brain sections (40 μm thick) containing the medial prefrontal cortex (mPFC), nucleus accumbens (NAc), and ventral tegmental area (VTA) regions were obtained by a cryostat microtome. The slides were washed with 0.1 M PBS buffer three times and then incubated in primary antibodies Iba-1 (Affinity, DF6442) and GFAP (Cell Signaling Technology, 3670) at 4°C for two days. After three washes with PBS, the sections were exposed to a secondary antibody for overnight incubation. After a thorough wash in PBS, 4’, 6- diamidino-2-phenylindole (DAPI) staining was performed. Olympus VS120 microscope was used to take the fluorescent images.



Statistical analysis

Data were expressed as the mean ± S.E.M, and analysis of variance was carried out using one-way analysis of variance (ANOVA). All statistical analyses were performed with GraphPad Prism 8.0 and Origin 8. The statistical significance was marked above the bar for each figure. P < 0.05 was considered statistically significant in all analyses.




Results


Biophysical binding of CBDV with MD2

MD2 is the TLR4 co-receptor that is responsible for the recognition of ligands (41). In order to explore whether CBDV could be sensed by TLR4, the direct interaction of MD2 and CBDV (Figure 1A) was investigated. In vitro MD2 intrinsic fluorescence quenching titration with CBDV was performed (Figure 1B). A dissociation constant Kd of 3.9 ± 0.3 μM was derived by the nonlinear least-square fitting of the titration curve of MD2-CBDV interaction. To verify that MD2 is indeed the endogenous target of CBDV, cellular thermal shift assay (CETSA) was carried out (Figure 1C). The folding fraction of MD2 decreased with the increasing of temperature and CBDV binding decreased the melting temperature (Tm) of MD2 by 4.3 ± 0.1°C (Figure 1D), indicating that CBDV decreased MD2 thermal stability. Taken together, these biophysical binding characterizations show that MD2 is a direct target of CDBV.




Figure 1 | Biophysical binding of CBDV with MD2. (A) The chemical structure of CBDV. (B) Titration curve of MD2 intrinsic fluorescence with the increasing concentrations of CBDV. Emission at 337 nm (excitation at 280 nm) was plotted against the titrated CBDV concentration. Kd value of 3.9 ± 0.3 μM was derived by nonlinear least-squares fitting of a one-site binding model for CBDV interacting with MD2. (C, D) Cellular thermal shift assay (CETSA) of MD2 with CBDV. CBDV binding decreased MD2 thermal stability (ΔTm = -4.3 ± 0.1 °C). All experiments were performed three times independently, and data were given as the mean ± S.E.M.





In silico simulation of CBDV interacting with MD2

To investigate atomic details of the interactions between CBDV and MD2, MD simulations were performed. As shown in Figure 2A, the root-mean-square deviation (RMSD) values of backbone atoms of apo-MD2 and MD2 complexed with CBDV showed that both systems reached stable states in 100 ns simulations. The RMSD value of apo-MD2 stabilized at around 4.0 Å, and the RMSD value of MD2 complexed with CBDV stabilized at around 5.5 Å. Root-mean-square fluctuation (RMSF) analysis was performed (Figure 2B). The binding of CBDV rendered an internal loop (residues 100 - 108) of MD2 flipped out and much more flexible, indicating that CBDV destabilizes MD2. This result is consistent with the experimental CETSA data. The binding energy of CBDV to MD2 was decomposed (Figure 2C) and CBDV was stabilized by the interactions with Ile32, Cys51, Ile52, Val61, Phe76, Leu78, Phe119, Cys133, Ala135, and Ile153 (Figure 2D).




Figure 2 | In silico simulation of CBDV interacting with MD2. (A) Time evolution of RMSDs for apo-MD2 and CBDV-bound MD2 (MD2-CBDV) during the MD simulations at 310 K. (B) Time evolution of RMSFs of MD2 and CBDV bound MD2 during the MD simulations at 310 K. (C) Per-residue energy decomposition for key residues. (D) The representative binding mode of CBDV with MD2 at 310 K after MD simulation. CBDV was shown as ball-stick model. MD2 in the MD2-CBDV system was shown as cartoon model (cyan) aligned to apo-MD2. Key residues of MD2 in interacting with ligands were shown as sticks. The flipped loops were labeled with orange and red in apo-MD2 and MD2-CBDV, respectively.





CBDV inhibits TLR4 signaling and LPS-induced pro-inflammatory factors

NF-κB and MAPKs are the two main TLR4 signaling axes. Immunoblotting was employed to measure the effect of CBDV on TLR4 signaling. As shown in Figure 3, CBDV inhibited LPS-induced phosphorylation of IKKβ and p65 as well as LPS-induced phosphorylation of JNK, ERK and p38 in a concentration-dependent manner. These results indicate that CBDV inhibits TLR4 signaling NF-κB and MAPK signaling axes.




Figure 3 | Cellular characterizations of CBDV on TLR4 signaling. (A) The effect of CBDV on LPS-induced TLR4 signaling as measured by western blotting. (B-F) The quantification of the phosphorylation of IKKβ (B), p65 (C), JNK (D), ERK (D) and p38 (F) shown in (A). All experiments were performed three times independently, and data were given as the mean ± S.E.M. The P-value was set at # P < 0.05, ## P < 0.01 versus the control group; *P < 0.05, **P < 0.01 versus the LPS group; ns, not significant versus the LPS group.



To further quantitatively investigate the effect of CBDV on TLR4 signaling NF-κB activity, SEAP assay based on the HEK Blue hTLR4 cells was performed. As shown in Figure 4A, CBDV inhibited LPS-induced NF-κB activation in a dose-dependent manner, with an IC50 of 1.4 ± 0.2 μM, while the cellular toxicity of CBDV on HEK Blue hTLR4 cells (IC50 = 23.3 ± 2.5 μM) was low. In addition to HEK-based NF-κB reporter cells, the effect of CBDV on NF-κB activity in BV-2 microglial cells was also examined. CBDV inhibited LPS-induced NF-κB activation in BV-2 cells in a dose-dependent manner with an IC50 of 1.7 ± 0.2 μM without apparent cellular toxicity within 10 μM (Figure 4B). These data clearly show that CBDV inhibits TLR4 signaling NF-κB activation.




Figure 4 | CBDV inhibits LPS-induced NF-κB activation in HEK Blue hTLR4 cells (A) and immunocompetent microglial BV-2 cells (B). (A) HEK Blue hTLR4 cells, which overexpress human CD14, TLR4, and MD-2, were stimulated with LPS and indicated concentrations of CBDV. The NF-κB activity was determined by SEAP assay and the cellular viability was measured by CCK-8 Kit. (B) BV-2 NF-κB luciferase reporter cells were treated with LPS and indicated concentrations of CBDV. The NF-κB activity was determined by the Steady-Glo luciferase assay and the cellular viability was measured by crystal violet staining. All experiments were performed three times independently, and data were given as the mean ± S.E.M.



The activation of TLR4 signaling promotes the over-production of pro-inflammatory factors, including NO, IL-1β, IL-6, and TNF-α. To validate the effect of CBDV on downstream inflammatory factors, NO assay and qPCR were performed. CBDV inhibited LPS-induced NO elevation with an IC50 of 0.5 ± 0.3 μM (Figure 5A). Moreover, CBDV suppressed LPS-induced IL-1β (Figure 5B), IL-6 (Figure 5C), and TNF-α (Figure 5D) mRNA expression in a dose-dependent manner. Together, these cellular data show that CBDV restrains LPS-induced activation of TLR4 signaling, therefore inhibiting the over-production of TLR4 downstream pro-inflammatory factors.




Figure 5 | CBDV inhibits LPS-induced NO overproduction (A) as well as the pro-inflammatory factors IL-1β (B), IL-6 (C), and TNF-α (D) mRNAs expression. All the data represented the mean ± S.E.M.; the number of independent cell culture preparations = 3. The P-value was set at ### P < 0.001 versus the control group; **P < 0.01, ***P < 0.001 versus the LPS group.





CBDV improves morphine-mediated analgesia

Morphine induces glia activation and neuroinflammation via TLR4 (7, 14), and TLR4 antagonists have been found to enhance the morphine analgesic effect and attenuate morphine tolerance (42, 43). Hot plate assay was performed to test whether CBDV could potentiate morphine analgesia (Figure 6A). Morphine produced significant analgesia to the hot plate, compared to baseline. TLR4 antagonist CBDV was found to increase and prolong morphine analgesia in a dose-dependent manner (Figure 6B). However, CBDV had no effect on heat pain responsivity in the absence of co-administered morphine.




Figure 6 | CBDV potentiates morphine-induced antinociception. (A) Intraperitoneal co-administration of morphine (5 mg/kg) and CBDV produced a significant potentiation of morphine hot plate analgesia. (B) The area under the curve (AUC) curves shown in panel (A). Data were presented as the mean ± S.E.M. n = 5/group; The P-value was set at ### P < 0.001 versus the control group; **P < 0.01, ***P < 0.001 versus the morphine group; ns, not significant versus the control group.



In addition to hot plate assay, formalin test was also performed to evaluate the analgesic activity of CBDV and to assess the combinational effect of CBDV and morphine. The formalin test is a popular model of clinical pain, which includes both acute pain (0-10 min) and tonic pain (10-40 min). The first phase is attributed to C-fiber activation due to the peripheral stimulus by formalin, while the second phase appears to be associated with the inflammation response. CBDV showed analgesic effects in both the acute phase and tonic phase (Figure 7A). Compared to single administration, chronic morphine treatment induced analgesia tolerance as reflected in both phases of the formalin test. Moreover, co-administration of CBDV was found to attenuate tolerance to morphine analgesia (Figure 7B). To further analyze whether the attenuation of morphine tolerance by CBDV was associated with its inhibition of glial activation, nucleus accumbens (NAc) that is a key neural substrate for opioid-mediated pain modulation (44, 45), was dissected following the behavioral testing. The tissues were stained for microglia and astrocyte markers Iba-1 and GFAP, respectively (Figures 8A–C). Compared to the control, the number and size of microglia, as well as astrocyte in the NAc were elevated in the chronic morphine treated group. CBDV inhibited the activation of microglia (Figures 8D, E) and astrocytes (Figures 8F, G). Meanwhile, the tissue RNA extraction and qPCR were performed to examine the expression of pro-inflammatory factors. Chronic morphine treatment was found to increase pro-inflammatory factors TNF-α (Figure 8H) and IL-6 (Figure 8I) mRNAs expression in the NAc, which clearly shows that morphine induces a neuroinflammatory milieu. CBDV was found to inhibit morphine-induced TNF-α (Figure 8H) and IL-6 (Figure 8I) mRNAs expression in the NAc. In contrast, chronic morphine failed to activate glia in mPFC (Supplementary Figure 1) and VTA (Supplementary Figure 2) regions and CBDV did not affect TNF-α and IL-6 mRNAs expression in these regions. These results imply that CBDV improves morphine-mediated analgesia by specifically inhibiting morphine-induced glial activation and pro-inflammatory factors expression in NAc.




Figure 7 | CBDV shows analgesic effect and attenuates morphine analgesic tolerance as measured by formalin test. (A) The analgesic effect of single administration of CBDV as assessed by formalin test. (B) The effect of CBDV on the analgesic activity of chronic morphine as measured by the formalin test. Data were presented as the mean ± S.E.M. n = 5/group; The P-value was set at ## P < 0.01, ### P < 0.001 versus the control group; *P < 0.05, ***P < 0.001 versus the morphine group; &&& P < 0.001 versus the chronic morphine group.






Figure 8 | CBDV inhibits chronic morphine treatment-induced glial activation and pro-inflammatory factors IL-6 and TNF-α mRNA expression in NAc. (A–C) Representative double immunofluorescent staining images of Iba1 and GFAP for the control group (A), morphine group (B), and morphine + CBDV group (C). NAc regions were collected following the final behavioral testing shown in Figure 7B. (D, F) The quantification of microglia (D) and astrocytes (F). (E, G) The size of the microglia (E) and astrocytes (G). (H, I) Total RNAs were extracted and qRT-PCR was performed to measure the expression of TNF-α (H) and IL-6 (I) in NAc. Scale bar: 200 μm. All the data represented mean ± S.E.M. ## P < 0.01, ### P < 0.001 versus the control group; *P < 0.05, **P < 0.01, ***P < 0.001 versus the morphine group.






Discussion

Since being isolated in 1969 (46), the underlying mechanisms of CBDV actions are little known. It should be noted that cannabinoid receptors are not the primary targets of CBDV owing to the low binding affinity (47, 48). Considering that CBDV has good BBB permeability (20, 21), it would be interesting to investigate how CBDV regulates central immunity, which is mainly mediated by CNS resident innate immune cells microglia and astrocytes. TLR4 is abundantly expressed in glia and is the key PRR of the innate immune system, which detects PAMPs, DAMPs and XMAPs (5). Therefore, the interaction of CBDV with TLR4 co-receptor MD2, which is responsible for the recognition of TLR4 ligand, was investigated. Herein, in vitro quenching titrations of MD2 intrinsic fluorescence showed the direct binding of CBDV to MD2. CETSA confirmed that MD2 was the endogenous target of CBDV. The RMSF analysis indicated that CBDV destabilized MD2, which is consistent with CETSA data. Cellular characterizations found that CBDV inhibited TLR4 signaling NF-κB and MAPKs axes, therefore suppressing neuroinflammation. This study identified MD2 as a direct target of CBDV, which at least in part accounts for its anti-neuroinflammatory activity. It should be acknowledged that there may be other unknown targets, which are worth further investigation.

Our previous work demonstrated that morphine bound to MD-2, induced TLR4 oligomerization, and activated TLR4 signaling (7). Morphine induces glial activation and neuroinflammation, which compromises morphine analgesia and contributes to morphine tolerance (42, 43). Therefore, TLR4 would be a novel target for therapeutic development to improve the current opioid-based pain management therapies. In this study, TLR4 antagonist CBDV was found to increase and prolong morphine analgesia in a dose-dependent manner. Moreover, CBDV attenuated morphine tolerance. Furthermore, the in vivo results show that CBDV improved morphine-mediated analgesia by specifically inhibiting chronic morphine-induced glial activation and pro-inflammatory factors expression in the NAc. It should be noted that CBDV alone showed no analgesic activity as tested by the hot plate assay while CBDV showed analgesic effects in both the acute phase and tonic phase as measured by the formalin test. This is not surprising considering that these two behavioral models of nociception show contrast different cellular and molecular mechanisms of pain (49, 50). Further elucidation is needed for a better understanding of these different behavioral responses of CBDV.

Considering the facts that morphine is the most commonly used opioid analgesic in the clinic (51) and the opioid crisis has been a significant public health burden (52), there is an urgent need to boost the analgesic activity, reduce the used dose and prevent the tolerance side effect of morphine. Previous proof-of-concept studies have demonstrated that TLR4 small-molecule antagonists would provide a nonconventional avenue to improve the clinical efficacy of opioids and possibly improve safety (7, 53). Consequently, numerous TLR4 antagonists have been developed (54, 55). However, few of them could cross BBB (16). This study adds CBDV, which has good BBB penetrability, as a potent TLR4 antagonist. Although CBDV is safe (18), the solubility of CBDV is poor, which may limit the therapeutic applications of CBDV by its low bioavailability (56). Incorporating CBDV into a novel drug delivery system is hopefully to boost its bioavailability, prolong its half-life, and enhance the therapeutic efficacy.

In summary, this study clearly confirms that MD2 is a direct binding target of CBDV for the anti-neuroinflammatory effect and implies that CBDV is a TLR4 antagonist, which can partially explain its interference of innate immune function in CNS. Furthermore, CBDV improves morphine-mediated analgesia by inhibiting morphine-induced glial activation and pro-inflammatory factors expression (Figure 9). The results imply that CBDV could be a potential therapeutic agent for improving morphine-mediated analgesia.




Figure 9 | A schematic illustration of the role of CBDV in modulating TLR4 signaling via targeting MD2. CBDV binds to TLR4 co-receptor MD2, inhibits TLR4 signaling NF-κB and MAPKs, and suppresses downstream pro-inflammatory cytokines TNF-α, IL-1β and IL-6. By inhibiting microglial-induced neuroinflammation, CBDV improves morphine-mediated analgesia.
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Both Gram-negative and Gram-positive bacteria can release vesicle-like structures referred to as bacterial extracellular vesicles (BEVs), which contain various bioactive compounds. BEVs play important roles in the microbial community interactions and host-microbe interactions. Markedly, BEVs can be delivered to host cells, thus modulating the development and function of the innate immune system. To clarify the compositions and biological functions of BEVs, we need to collect these vesicles with high purity and bioactivity. Here we propose an isolation strategy based on a broad-spectrum antimicrobial epsilon-poly-L-lysine (ϵ-PL) to precipitate BEVs at a relatively low centrifugal speed (10,000 × g). Compared to the standard ultracentrifugation strategy, our method can enrich BEVs from large volumes of media inexpensively and rapidly. The precipitated BEVs can be recovered by adjusting the pH and ionic strength of the media, followed by an ultrafiltration step to remove ϵ-PL and achieve buffer exchange. The morphology, size, and protein composition of the ϵ-PL-precipitated BEVs are comparable to those purified by ultracentrifugation. Moreover, ϵ-PL-precipitated BEVs retained the biological activity as observed by confocal microscopy studies. And THP-1 cells stimulated with these BEVs undergo marked reprogramming of their transcriptome. KEGG analysis of the differentially expressed genes showed that the signal pathways of cellular inflammatory response were significantly activated. Taken together, we provide a new method to rapidly enrich BEVs with high purity and bioactivity, which has the potential to be applied to BEVs-related immune response studies.
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Introduction

One of the functions of the innate immune system is to surveil the microbes in our bodies. Innate immune cells can recognize conserved bacterial molecular structures known as pathogen-associated molecular patterns (PAMPs) through pattern-recognition receptors (PRRs), which are crucial for the development of appropriate immune responses (1, 2). Even though the access of microbes to the immune cells is restricted physically in most situations, recent evidence have shown that the microbiota can communicate with the host through various effector molecules (3), such as short-chain fatty acids (SCFAs), lipopolysaccharide (LPS), proteins, and bacterial extracellular vesicles (BEVs) (4). Among these microbiota-secreted factors, BEV is likely to have a more important role in interkingdom interactions (5–7) for the release of vesicle-like structures is a universally conserved cellular process that occurs in all domains of life (8). BEVs harbor various components derived from bacterial cells, like genetic materials, proteins, lipids, and virulence factors. By interacting with innate immune cells, BEV can regulate immune reactions in the host (9, 10). Evaluation of the interaction between BEV and the innate immune system can provide a better understanding of the molecular mechanisms underlying innate immune responses, and has the potential to develop a new avenue of therapies on the basis of BEVs.

Unfortunately, the isolation of BEVs is still facing some challenges. Similar to exosomes secreted by mammal cells, BEVs are heterogeneous vesicles and have quite small diameters in the range from 20 to 200 nm (11, 12). Until now, the most commonly used BEV enrichment method is ultracentrifugation (> 100,000 × g) (13, 14), which requires expensive instrumentation, long processing times, and cumbersome operation. Other available enrichment methods include ultrafiltration (UF), precipitation by addition of a high concentration of salt, and gel filtration (15). However, each of these methods suffers from its disadvantages (16). In UF techniques, the membrane is easily clogged, retarding the process of isolation. In precipitation techniques, the concentration of salt should be raised to more than 40%, and the non-specific binding of free proteins to BEV is highly probable. As to gel filtration technique, many factors, including column packing, flow rate, media types, and pore size should be considered to achieve high efficiency. There is an urgent need to develop more convenient methods for BEV isolation.

Some features of BEVs can be used to develop new isolation methods. It has been shown that BEVs derived from Gram-negative bacteria harbor abundant amounts of LPS on the membrane (17, 18), while lipoteichoic acid is often considered a component of Gram-positive bacterial extracellular vesicles (19). Hence the BEVs often have a concentrated negative charge. ϵ-Poly- L -lysine (ϵ -PL) is a natural antimicrobial substance and consists of 25 to30 L-lysine residues which possess positively charged amine groups (20). ϵ-PL has broad-spectrum antimicrobial activity and low toxicity; hence it is utilized as a food additive for various products. The interaction of bacteria and ϵ-PL relies on negative charges on the bacterial membrane (21, 22). Nanoparticles functionalized with ϵ-PL have been used for broad-spectrum bacterial capture (23). Yet there’s no report applying this substance in BEVs enrichment.

In this work, we established an ϵ-PL-based technique to enrich BEVs from bacterial culture media at a relatively low centrifugal speed (10,000 × g). The extracted materials isolated by our new method have similar protein profiles as the BEVs isolated by ultracentrifugation. Subsequently, by adjusting the pH and ionic strength of the buffer, the pellets could become dispersed in suspension without visible aggregation. We then conducted ultrafiltration to remove ϵ-PL and achieve buffer exchange. The morphology and size of the harvested BEVs were found to be comparable to those purified by ultracentrifugation. Finally, we validated that the ϵ-PL-precipitated BEVs can be internalized by THP-1 cells and induce activation of inflammation-related signaling pathways. Overall, it suggested that our method could potentially contribute to studies on BEVs and their immunoregulatory effect on innate immunity.



Materials and methods


Microbial culture and preparation of culture medium

Escherichia coli laboratory strain DH5a (E. coli) and Staphylococcus aureus (S. aureus, CICC 10384) were grown overnight in LB broth (1% tryptone, 0.5% yeast extract, 1% NaCl) at 37°C with shaking (200 rpm). The supernatant fraction was collected by centrifugation (6,000 g, 15 min, 4°C, and 10,000 g, 15 min, 4°C). Then the supernatant was filtered through a PVDF 0.45-µm filter (HYCX, China) to remove any remaining cells. The resultant filtrate could be used for subsequent BEV isolation.



Isolation of BEVs by ultracentrifugation

The bacterial culture medium preprocessed by centrifugation and filtration was loaded into ultracentrifuge tubes and centrifuged at 160,000 × g for 2h at 4°C (rotor 70Ti, L-80XP, Beckman Coulter, Germany) to obtain vesicle-rich pellets. Then the pellets were resuspended in phosphate buffer saline (PBS) and centrifuged at 160,000 × g for 2h at 4°C. Finally, the pellets were resuspended in a minimal volume of PBS and stored at −80°C until use.



Isolation of BEVs by ϵ-PL-based method

3 M 4-Morpholineethanesulfonic acid (Aladdin, China) was combined with sodium chloride (0.15 M) to make a ten-fold concentrated (10× MES) stock solution. The 10x MES solution was added to a tenfold volume of bacterial culture medium preprocessed by centrifugation and filtration to adjust the pH value of the bacterial culture medium to near neutrality. The ϵ-PL (Shanghai yuanye, China) stock solution was prepared by dissolving ϵ-PL in PBS at a concentration of 10 mg/mL. Then the ϵ-PL stock solution was added to the bacterial culture medium to achieve a final concentration of 100 μg/mL. After rocking on a shaker for 45 min at room temperature, the mixture was subjected to centrifugation at 10,000 × g for 15 min. Then the pellet was washed in PBS buffer twice and resuspended by re-suspension buffer (50 mM Tris-HCl, 0.5 M NaCl, pH 8.5). Finally, the sample was subjected to four rounds of ultrafiltration using 1.5-mL 100 kDa ultrafiltration tubes (Merck Millipore, Germany). The buffer was replaced by PBS and stored at −80°C until use.



Transmission electron microscopy

BEVs isolated by UC or ϵ-PL were diluted to an appropriate concentration. Then, 7 μL of the BEVs were dropped onto carbon-coated grids and incubated for 2 min at room temperature. Next, BEVs were negatively stained with uranyl acetate for 1 min. Finally, BEVs were observed using an electron microscope (FEI Tecnai Spirit TEM D1266, FEI, USA) operating at 110 kV.



Nanoparticle tracking analysis

BEVs isolated by UC or ϵ-PL were diluted 3000-fold with distilled water. The particle size distribution of BEVs was determined using nanoparticle tracking analysis (Particle Metrix, Germany). All particle-size analyses used the same set of parameters to ensure comparable results.



Bicinchoninic acid assay

The BEV protein concentration was quantified using the BCA protein assay kit (Solarbio, China) following the manufacturer’s instructions.



Proteomic analysis of BEVs by LC-MS/MS

BEVs isolated by UC or ϵ-PL were used for proteomic analysis. BEVs (10 μg) were separated by SDS-PAGE (10%). Then the gel bands were excised and subjected to in-gel digestion. The peptides were extracted redissolved in 0.1% TFA solution and analyzed by LC-MS/MS.

For LC-MS/MS analysis, the peptides were separated by a 120 min gradient elution at a flow rate of 0.30 µL/min with a Thermo-Dionex Ultimate 3000 HPLC system, which was directly interfaced with a Thermo Scientific Q Exactive™ HF-X mass spectrometer. The mass spectrometer was operated in the data-dependent acquisition mode using Xcalibur 2.2 software and there was a single full-scan mass spectrum in the orbitrap (300-1800 m/z, 60,000 resolution) followed by data-dependent MS/MS scans at NCE 27%.

The MS/MS spectra from each LC-MS/MS run were searched against datasets from UniProt using an in-house Proteome Discoverer (Version PD1.4, Thermo-Fisher Scientific, USA). The peptide false discovery rate (FDR) was calculated using Percolator provided by PD. The peptide spectrum match (PSM) was considered to be correct only when the q-value was smaller than 1%. FDR was determined based on PSMs when searched against the reverse, decoy database. Peptides only assigned to a given protein group were considered unique. The false discovery rate (FDR) was set to 0.01 for protein identification.

Analysis of proteins was performed as previously described (24, 25). Spectral counts of each protein are normalized for quantification. Statistical testing was performed using R software 4.0.2 (R Foundation for Statistical Computing, Austria) (26).



Cytotoxicity assessment

THP-1 monocytes were seeded in 96-well plates (4 × 104 cells per well) and let grow for 24h under 5% CO2 at 37°C. The cells were then treated with different protein concentrations (5, 10, and 15μg/ml) of BEVs for 6 h. PBS-treated cells were considered a negative control with 100% viability. The viability assay was conducted using the Cell Counting Kit-8 (CCK-8) assay kit (Lablead, China) following the manufacturer’s instructions.



Assessment of uptake of BEVs

Analysis of the internalization of BEVs was performed as previously described (27). Briefly, BEVs were diluted in 500 μL PBS, and 2 μL DiI dye (Thermo Fisher Scientific, USA) was added and incubated for 30 min at 37°C. After incubation, the samples were transferred to 1.5-mL 100-kDa ultrafiltration tubes and washed four times with PBS at 14,000 × g. The filters were inverted and centrifuged at 1000 × g for 2 min to collect the labeled BEVs. PBS labeled with DiI using the same protocol performed with BEVs was used as the control for uptake study.

THP-1 cells were seeded in 96-well plates (2 × 105 cells per well). Then labeled BEVs were added onto cells at protein concentrations of 5, 10, and 20 μg/mL and incubated for 4h under 5% CO2 at 37°C. The cells were washed three times with PBS to remove residual BEVs. The cellular suspensions were collected and measured with flow cytometry. DiI-positive cells (PE-A channel) after successful uptake of DiI-labeled BEVs were determined, as compared with PBS-treated cells (negative control), using FlowJo 7.6 software (FlowJo LLC, USA).

To conduct confocal imaging of cells, THP-1 cells incubated with BEVs at a protein concentration of 20 μg/mL were fixed with 4% paraformaldehyde for 15 min and stained with 4’, 6-diamidino-2-phenylindole (DAPI, Thermo Fisher Scientific, USA) for 3 min. The cells were analyzed with a confocal laser scanning microscope (Zeiss, Germany).



Transcriptional analysis of THP-1 cells stimulated with BEVs

THP-1 monocytes were seeded at a density of 0.75 × 106 cells per mL in 6-well plates in 2 mL RPMI 1640 medium (Thermo Fisher Scientific, USA) supplemented with 10% fetal bovine serum (Gibco, USA) and antibiotics. Then E. coli BEVs at a protein concentration of 1μg/mL and S.aureus BEVs at a concentration of 10 μg/mL were added to each well followed by incubation for 6 h. Cells stimulated with PBS served as the negative control. The experiments were performed in triplicate for each group.

Total RNA was extracted with Trizol (Invitrogen) and assessed with Agilent 2100 BioAnalyzer (Agilent Technologies, Santa Clara, CA, USA) and Qubit Fluorometer (Invitrogen). The NEB Next Ultra RNA Library Prep Kit for Illumina (NEB) was used to construct the libraries. Then libraries were subjected to paired-end sequencing with pair-end 150-base pair reading length on an Illumina NovaSeq sequencer (Illumina).

For data analysis, the genome of human genome version of hg38 was used as a reference. The sequencing quality was assessed with FastQC (28) and the clean reads were aligned to the reference genome using HISAT2 (29) with default parameters. DESeq2 (30) was used to analyze the DEGs (differently expressed genes) between samples. Parameters for classifying significantly DEGs are ≥2-fold differences (|log2FC|≥1, FC: the fold change of expressions) in the transcript abundance and adjusted p ≤ 0.01. Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis was performed using the Clusterprofile package (26).



Detection of cytokine production

THP-1 monocytes were seeded at a density of 1 × 106 cells per mL in 12-well plates. Then E. coli BEVs at a protein concentration of 1μg/mL and S.aureus BEVs at a concentration of 10 μg/mL were added to each well followed by incubation for 6 h. Cells stimulated with PBS served as the negative control.

To measure gene expression of IL-6, IL-8, and IL-1β, total RNA was isolated with an RNA Extraction kit (Tiangen, China) according to the manufacturer’s instructions. 1 μg of isolated RNA was reverse transcribed into cDNA using the 1st Strand cDNA Synthesis SuperMix Kit (Novoprotein, China). Then, 0.5 μl of cDNA was used as the template for each real-time PCR. Real-time PCR was performed using a SYBR qPCR SuperMix (Novoprotein, China) on ABI7500 real-time PCR system (Thermo Fisher Scientific, USA). Primers for target genes are presented in Supplementary Table 1. Gene expression was normalized to GAPDH production in each sample, and the fold induction was determined by using the △△CT method. Each experiment was performed with triplicate samples and repeated three times.

To determine the production of cytokines, cell culture supernatants were collected. The levels of IL-8 and IL-1β were measured by enzyme-linked immunosorbent assay kits (ELISA, solarbio, China) according to the manufacturer’s instructions. Each experiment was performed with triplicate samples and repeated three times.



Statistical analysis

Analysis of cell viability, BEV internalization and cytokine production was performed at least three times independently, and the data are shown as means ± SEM. One-way analysis of variance (ANOVA) using Tukey’s multiple-comparison test was applied to differentiate between groups. Statistical analyses were performed using R software 4.0.2 (R Foundation for Statistical Computing, Austria).




Results


Treatment of bacterial culture medium using ϵ-PL could enrich membrane-bound structures

The zeta potentials of BEVs derived from Gram-negative and Gram-positive bacteria are negative owing to a high percentage of negatively charged phospholipids in bacterial membranes. We isolated BEVs from the culture supernatant of Escherichia coli (E. coli) and Staphylococcus aureus (S. aureus) by ultracentrifugation. And we confirmed the surface zeta potential values were highly negative (Supplementary Figure 1). Epsilon-poly-L–lysine (ϵ-PL) is a hydrophilic linear homo-poly-amino acid, which typically consists of 25 to 35 L–lysine residues. Because of its amino groups, ϵ-PL contains a strong positive charge and can interact with both gram-positive and gram-negative bacteria through electrostatic adsorption.

The scheme of the whole isolation process is presented in Figure 1. Negatively charged BEVs can bind to positively charged ϵ-PL, which leads to aggregation of BEVs and makes isolation by centrifugation easier. Pellets are re-suspended in a buffer with a high pH value and high concentration of salt. The resulting mixtures are loaded into the assembled ultrafiltration column to remove ϵ-PL and achieve buffer exchange. The recovered BEVs could be used for subsequent analyses directly. In this work, we chose E. coli and S. aureus grown in LB broth to evaluate the ϵ-PL-based isolation method.




Figure 1 | Schematic of the BEV isolation from the bacterial culture medium using the ϵ-PL-based method.



BEVs isolated by the ϵ-PL-based precipitation method (PL) were examined for morphology and size distribution. The results were compared with those of the commonly used ultracentrifugation method (UC). In transmission electron microscopy (TEM) analysis, round particles with typical cup-shaped morphology were identified in all samples (Figures 2A–D). We then conducted a Nanoparticle tracking analysis (NTA) to compare the size distributions of the BEVs obtained using the two methods. The majority of vesicles isolated by UC are in the size range of 50–150 nm (Figures 2E, G), with a major peak size of around 100 nm. The size distributions of BEVs isolated by PL were comparable to the results of UC, though the average particle size is slightly larger (Figures 2F, H).




Figure 2 | Characterization of BEVs using TEM and NTA. TEM images of BEVs derived from E. coli isolated by UC (A) or PL (B). TEM images of BEVs derived from S. aureus isolated by UC (C) or PL (D). Representative particle size-distribution curve of BEVs derived from E. coli isolated by UC (E) or PL (F). Representative particle size-distribution curve of BEVs derived from S. aureus isolated by UC (G) or PL (H).





Proteomic analysis shows enrichment of vesicle-related proteins for both isolation methods

SDS-PAGE was carried out to evaluate the protein profiles of BEVs isolated by UC or PL. The motion pattern of BEVs in a gel presented similar protein profiles between the two methods (Figures 3A, B), although there were several differently represented protein bands (Figure 3A). To reveal differences in the protein content in BEVs isolated by different methods, proteomic analysis was performed using liquid chromatography-tandem mass spectroscopy (Data are available via ProteomeXchange with identifier PXD034259). As summarized in the Venn diagrams, there were substantial overlaps between the identified proteins in BEVs isolated by the two methods for both E. coli and S. aureus (Figures 3C, D). And the correlations of protein levels between fractions isolated using UC and PL were also high (Figures 3E, F). However, some proteins indeed showed differences between the two methods. A representative protein is 60 kDa chaperonin GroEL derived from E. coli, which was enriched in the fraction isolated by UC, and may be the reason for the high intensity of the 60-kDa band in the UC group. Although GroEL has been detected in many BEV studies, one study using BEVs purified by density gradient centrifugation and size exclusion chromatography described the protein as a potential contamination marker (31). The implication of GroEL in vesicle biosynthesis requires further in-depth study.




Figure 3 | Comparison of identified proteins between UC and PL. SDS-PAGE of BEVs derived from E. coli (A) and S. aureus (B) isolated by UC and PL. Venn diagrams showing the identified proteins in E. coli (C) and S. aureus (D) BEVs isolated by UC or PL. Correlation analysis of proteins identified in E. coli (E) and S. aureus (F) BEVs isolated by UC compared to PL. Shown proteins were identified in at least 2 of the 4 patients in each species.



To determine what type of proteins each method isolates, we employed k-means clustering and visualized the clustering results by heatmap (Figure 4A, Supplementary Figure 2A, Supplementary Table 2). In general, proteins showing similar protein profiles across the two methods were highly abundant (Figure 4A, Supplementary Figure 2 cluster D, cluster E), while the proteins showing differences between the UC and PL groups were frequently low abundant (Figure 4A, Supplementary Figure 2A cluster A-C). For proteins derived from E. coli, we then performed functional enrichment analysis to identify enriched cellular components of the common proteins. The GO annotation of cluster D and E showed enrichment of terms such as “outer membrane” and “ribosome”, supporting the outer membrane vesicle origin of these proteins. And several potential BEV-related proteins (32, 33) were among the most abundant proteins, such as outer membrane porin C (OmpC), outer membrane protein A (OmpA) and elongation factor Tu (EF-Tu) (Figure 4B). We also compared the identified proteins with a public dataset (top 50 proteins that are most frequently identified in Gram-negative bacterial outer membrane proteins, Supplementary Table 3). Of the top 50 most reported proteins (32), 43 were found in our dataset. Among them, 33 proteins were included in cluster E and 8 were included in cluster D. In contrast, the proteins showing differences between the UC and PL groups (cluster A-C) revealed no significant enrichment in any GO cellular component category, though many of them are categorized as cytosolic protein. Whether these proteins are exported inside BEVs or co-precipitated with the vesicle remains to be validated. For proteins derived from S. aureus (Figure 4C), the high abundant cluster D consists of proteins involved in cell wall biosynthesis/degradation (bifunctional autolysin, lipoteichoic acid synthase), adhesins (extracellular matrix protein-binding adhesin Emp, and autolysin/adhesin Aaa), metabolic enzymes (triacylglycerol lipase, D-lactate dehydrogenase, and Formate acetyltransferase), and immune evasion factors (immunoglobulin-binding protein Sbi). Most proteins were located in the cytoplasm and membrane (Figure 4D), which agreed with what was described earlier (31). Overall, these data indicate that PL isolates a similar vesicle-rich fraction as the commonly used UC method.




Figure 4 | Identification of proteins isolated by the two methods. (A) Clustering analysis and subsequent GO enrichment for Cellular Components on the identified common clusters was performed for isolated samples from E. coli. The scale of the heatmap shows log2 transformed intensities of the proteins. Absent proteins are displayed in grey. (B) The abundance of representative proteins BEVs derived from E. coli isolated by UC and PL. (C) The abundance of representative proteins BEVs derived from S. aureus isolated by UC and PL. (D) Distribution of vesicular proteins derived from S. aureus based on their subcellular locations.





BEVs isolated by PL can be internalized by human monocytic THP-1 cells

To find out whether the ϵ-PL-based method impacts the biological activity of BEVs, we verified the ability of BEVs collected by UC or PL to be taken up by recipient cells. It has been reported that BEVs isolated by UC can be internalized by mammalian cells after 4 h of incubation. So, THP-1, a human monocytic cell line, was incubated with DiI-stained BEVs at protein concentrations of 5, 10, and 20 μg/mL. After 4 h of incubation, THP-1 exhibited uptake of BEVs isolated by both UC and PL, as indicated by a shift of fluorescence intensity of cell populations in flow cytometry (Figure 5A). A dose-dependent increase in uptake rate was detected for both UC and PL BEVs. (Figure 5B) BEVs enriched using ϵ-PL were taken up as well as, or better than those enriched using UC. We validated the flow cytometry results by confocal laser scanning microscopy (Figure 5C). Both types of BEVs were uptake by the THP-1 cells, which were confirmed by the appearance of numerous red dots of DiI-stained BEVs. No DiI staining was observed in the negative control group.




Figure 5 | BEVs show successful uptake within THP-1 cells. (A) The phycoerythrin (PE-A) channel fluorescence intensity after incubation of cells with DiI-labeled BEVs in a flow cytometry measurement. The dashed line separates PE-A channel positive and negative cells. (B) Average percentage uptake of fluorescently labeled BEVs at different concentrations (5, 10 and 20 μg/mL) inside THP-1 cells. EUC, E. coli BEV isolated by UC; EPL, E. coli BEV isolated by PL; SUC, S. aureus BEV isolated by UC; SPL, S. aureus BEV isolated by PL. Significant differences between different BEV concentrations are indicated by asterisks: *p < 0.05; **<0.01. Significant differences compared BEVs isolated by different method among the same concentrations are indicated by hash sign: # p < 0.05; ### p < 0.001. (C) Confocal microscopy images of internalization of BEVs into THP-1 cells. PBS-treated THP-1 cells served as the negative control. (Left to right: negative control, BEVs derived from E. coli isolated by UC and PL, and BEVs derived from S.aureus isolated by UC and PL.) Red, DiI-stained BEVs; blue, DAPI-stained nucleus of THP-1 cells. Scale bar: 5 μm.





Transcriptional analysis shows triggered immune response in THP-1 cell by PL isolated BEVs

Examination of whether the BEVs isolated by UC or PL have any cytotoxic effects was performed on THP-1 cells. Various concentrations (0, 5, 10, and 15 μg/mL) of BEVs were applied to THP-1 cells, and the cell line exhibited tolerance to the BEV from all samples during the incubation time (Figure 6A). The cells incubated with BEVs showed comparable viability to the positive control group (PBS treated), indicating the BEVs isolated by both methods have compatibility with immune cells and do not show obvious cytotoxic effects.




Figure 6 | Transcriptional analysis of THP-1 cells stimulated with BEVs. (A) Calculated percentage cytotoxicity of cells (EUC, 1 μg/mL E. coli BEV isolated by UC; EPL, 1 μg/mL E. coli BEV isolated by PL; SUC, 10 μg/mL S. aureus BEV isolated by UC; SPL, 10 μg/mL S. aureus BEV isolated by PL). (B) The heat map was performed by using the Euclidean distance method with complete linkage for all samples (PBS1, PBS2, PBS3 are triplicates of non-stimulated THP-1 cells; EUC1-3 and EPL 1-3 are triplicates of cells stimulated with 1 μg/mL E. coli BEV isolated by UC and PL, respectively; SUC1-3 and SPL 1-3 are triplicates of cells stimulated with 10 μg/mL S. aureus BEV isolated by UC and PL, respectively). (C) Venn diagram of genes that are differentially expressed compared to non-stimulated cells in EUC and EPL group. (D) Correlation analysis of DEGs identified in EUC and EPL group. (E) Enrichment analysis of KEGG pathways enriched for overlapping DEGs in EUC and EPL group. Top 30 enriched KEGG pathways were selected for visualization.



To address whether BEVs isolated by different methods lead to different host responses, we stimulated THP-1 cells with 1 μg/mL E. coli BEV or 10 μg/mL S. aureus BEVs. The global transcript profiles were evaluated 6 hours after incubation by the RNA-seq technique, and this time period was reasonably selected to collect the transcription profiles at the early stage of stimulation. The heatmap visualized the pairwise correlations between samples and the correlation values were hierarchically clustered. In comparison to non-stimulated THP-1 cells, BEV stimulated cells triggered a striking alteration in the gene expression patterns, as indicated by the clear separation of clusters of unstimulated groups from the BEVs stimulated groups (Figure 6B). Hierarchical clustering also segregated the cells stimulated with E. coli BEVs from those of stimulated with S.aureus BEVs.

Then differential expression analysis was conducted in BEV-stimulated cells compared with non-stimulated cells by DESeq2 package. Genes with adjusted p-value < 0.01 were considered differentially expressed and we then identified differentially expressed genes (DEGs) based on the values of log2 fold-change (|log2 foldchange| > 1). Compared with non-stimulated cells, E. coli UC BEV stimulated cells showed 1337 up-regulated genes and 780 down-regulated genes (Supplementary Figure 3A). While E. coli PL BEV stimulated cells showed 1341 up-regulated genes and 690 down-regulated gene (Supplementary Figure 3B). We found a substantial overlap (≈80%) between the DEGs in the two groups (Figure 6C) and the correlations of gene expression fold change were also high (Figure 6D). In order to understand how the BEV-stimulation translates into physiological functions, we performed pathway analysis on the overlapping DEGs using the KEGG database. The results showed that the DEGs were mainly related to innate immunity response (Figure 6E), such as NF-kappa B signaling pathway, Toll-like receptor signaling pathway NOD-like receptor signaling pathway, and C-type lectin receptors signaling pathway (Supplementary Figures 3C-F). For BEVs derived from S.aureus, the two methods also showed similar effects (Supplementary Figures 4A-D), and the common DEGs enriched in KEGG terms related to innate immunity as well (Supplementary Figures 4E)

To verify the transcriptome analysis data and determine the immunostimulatory activity of the isolated BEVs in host cells, we further investigated the effects of BEVs on the mRNA levels of IL-1β, IL-6, and IL-8 by qRT-PCR. Results showed that the expressions of these pro-inflammatory cytokines were significantly higher (100- to 1000-fold) in all BEV-stimulated groups than in the negative control group (Figures 7A-C). THP-1 cells treated with ϵ-PL-only didn’t show significant differences from the PBS group (Supplementary Figure 5). Then the overall amounts of secreted IL-1β and IL-8 were analyzed in the culture media of the different experimental groups. BEVs derived from both species promoted the secretion of cytokines in THP-1 cells Figures 7D, E). Taken together, these results demonstrated that BEVs enriched by PL have the potential to activate host cells to the same degree as the BEVs isolated by UC.




Figure 7 | The expression of cytokines by THP-1 cells upon stimulation with BEVs. EUC, 1 μg/mL E. coli BEV isolated by UC; EPL, 1 μg/mL E. coli BEV isolated by PL; SUC, 10 μg/mL S. aureus BEV isolated by UC; SPL, 10 μg/mL S. aureus BEV isolated by PL. (A) The gene expression of IL-1β. (B) The gene expression of IL-6. (C) The gene expression of IL-8. (D) The release of IL-8. (E) The release of IL-1β. n = 3 biological replicates, ± s.e.m. Significant differences compared to the PBS groups are indicated by asterisks: *p < 0.05; ns represents no significance.






Discussion

The production of BEVs is ubiquitously present in Gram-negative and Gram-positive bacteria (34). Recently, BEVs have been considered key players in the exchange of biological signals between microbe and host (5, 35–37). BEVs released by commensal microorganisms have the potential to contribute to host physiology including interaction with immune cells to induce host immunological tolerance or diseases (10, 38), which is an active area of research. However, the isolation processes have been a bottleneck for BEV research due to technical difficulties. There is an urgent need to develop inexpensive, rapid and adaptable methods to enrich BEVs.

Due to the composition characteristics of the phospholipid head groups, the surfaces of bacteria usually contain negative charges (39), thus interacting readily with cationic antimicrobial peptide (40, 41). Extracellular vesicles derived from microbial surfaces also contain excessive negative charges. We analyzed the zeta potential of BEVs derived from E. coli (a gram-negative bacterium) and S. aureus (a gram-positive bacterium), and the results agreed with what was described earlier (42–44). It has been shown that the adsorption of ϵ-PL, a natural antimicrobial, to the bacterial cell surface plays an important role in its antibacterial activity. While ϵ-PL has been used to develop a broad-spectrum bacterial cell capture technique (23), there is no study for the isolation of BEVs using ϵ-PL. Here we developed a novel ϵ-PL-based isolation method (PL) for rapid enrichment of BEVs from bacterial culture medium. We then demonstrated that BEVs isolated by PL are comparable to those isolated by UC in size distribution, morphology, protein profile and biological functions. The current method is simple, cost-effective and scalable, and is expected to be applied to basic research that requires the isolation of BEVs.

The images of the BEVs enriched by UC and PL were obtained by a TEM for physical characterization. The integrity of the vesicles from all samples was demonstrated by the presence of typical membrane-bound structures. However, we detected a broader particle size range of the BEVs isolated by PL measured by NTA. One reason for this difference could be the aggregation of vesicles caused by the ϵ-PL treatment (21). Further optimization of the reagents and the isolation workflows is necessary.

In terms of identified proteins and associated gene ontologies, the proteome of BEVs isolated by PL is largely comparable to that of BEVs isolated by UC. The correlation of protein levels was high and the predicted localization of proteins is similar between the two methods, with a high abundance of outer membrane protein (E. coli) or cytoplasmic protein (S. aureus). We then examined the overlap between the proteins derived from E. coli with a dataset in EVpedia (top 50 proteins that are most frequently identified in Gram-negative bacterial outer membrane vesicles). The majority of overlapping proteins were found in cluster D and E. Therefore, many of the proteins in these two clusters were able to be confirmed in previous studies on the BEV proteome. For example, the most abundant proteins identified in the samples derived from E. coli were outer membrane proteins (OmpC, OmpA, OmpF, etc.) (33) In contrast, the abundant of proteins in cluster A-C were relatively low and many were located in cytosol and plasma membrane. The characteristic in common for this set of proteins is their engagement in metabolic processes, such as nucleotide metabolic in PL-enriched group (cluster A) and amino acid and polysaccharide metabolic in UC-enriched groups (cluster B and C). However, these proteins were normally not considered as typical BEV proteins. Whether these proteins are actually co-isolated contaminants or proteins that are specific to certain subtypes of BEVs remains to be elucidated. It is worth noticing that we identified a protein that was consistently under-represented in E. coli BEVs isolated by PL. This protein is GroEL, which is a chaperonin required for protein folding. Interestingly, a previous study (45) showed that GroEL was detected at higher levels in the crude input E. coli BEVs than the purified BEVs. The PL method may help to remove a number of contaminating proteins. Future researches are needed to validate the localization of this protein.

The study of the bioactivity of BEVs in cell cultures has gained popularity in an effort to understand their biological functions. The BEVs isolated by UC have been widely used in the studies of interkingdom communication and innate immunity (27, 46–50). As a human monocytic cell line, THP-1 has been extensively used in these BEV exposure studies. For example, a previous study (49) treated THP-1 cells with Filifactor alocis BEVs for 24 h and analyzed cytokines in the culture supernatants. They detected various pro-inflammatory cytokines related to inducing immune cell activation and infiltration. Another study (51) stimulated THP-1 cells with BEVs isolated from dust samples for 5 h and found that BEVs increased inflammatory mediators in an NF-κB-dependent manner. THP-1 monocytes have the ability to respond fast to inflammatory activators. The over-expression of inflammation-related cytokines could be detected within several hours of incubation (52). Thus, here we chose the THP-1 monocyte as a model to investigate the immune-modulating effects of the BEVs isolated by different methods.

First of all, we studied the internalization of BEVs into THP-1 cells. After 4 h incubation, THP-1 exhibited uptake of BEVs isolated by both UC and PL. Interestingly, BEVs isolated by PL were taken up better than those enriched by UC. Cationic polymers (i.e., ϵ-PL) and negatively charged molecules can form complexes in aqueous physiological solutions. And it has been widely accepted that these complexes can be internalized by various endocytic routes (53). So, we hypothesized that residual ϵ-PL might improve the internalization of BEVs. The amount of residual ϵ-PL was estimated by SDS-PAGE. For BEVs with a protein content of 20 μg, the residual amount of ϵ-PL was less than 2 μg [< 10%, Supplementary Figure 6A)]. Next, ϵ-PL was added into UC BEVs, and the uptake rate was measured by flow cytometry. At the adding amount of 10%, the difference of fluorescence intensity was not as significant as that between BEVs isolated by UC and PL (Supplementary Figure 6B), and an obvious shift in the fluorescence profile was only observed when the amount of ϵ-PL was high (Supplementary Figures 6C, D). Since the amount of residual ϵ-PL itself was insufficient to enhance endocytosis, the ϵ-PL-based isolation method may affect other biological structures of BEV, and the mechanisms of controlling BEV uptake needs to be further studied.

BEVs display multiple PAMPs and deliver cargos to target host cells. THP-1 cells stimulated with BEVs could undergo substantial reprogramming of their transcriptome. We used RNA sequencing to analyze the changes in gene expression profiles of THP-1 cells by BEV stimulation. The result showed that BEV stimulation triggered a striking alteration in the gene expression patterns. In the meantime, the samples treated with the same species of BEVs grouped together, which indicates the biological functions of PL BEVs are similar to those of UC BEVs. We also found that the response of cells to E. coli and S. aureus BEVs involved the upregulation of a common set of genes (supp Table), which were enriched in pathways like NF-kappa B signaling pathway, and Toll-like receptor signaling pathway. Similar to what was described in previous studies (46, 47, 54), the common cellular response mainly involved genes related to the immune response, especially those encoding cytokines and chemokines. The results support the concept that BEVs are potent stimulators of innate immune responses. QRT-PCR and ELISA were used to detect the expression of cytokines, and the intact biological function of BEVs isolated by PL was validated. In a word, these results demonstrated that BEVs isolated by our method still retained the in vitro biological activity.

In comparison with the isolation method based on UC, the ϵ-PL-based method has the merits of operational simplicity, accessibility and low cost. However, our study still has some limitations. Firstly, the current study was limited to BEVs derived from E. coli and S. aureus. Evaluation of the isolation results using other bacterial species would lend further support to the efficiency of the ϵ-PL-based technique. Secondly, the components of some nutrient-rich broths may show interference effects against the isolation method (20). Here we mainly tested bacteria grown in the commonly used LB broth, further optimizations of the workflows for different broths are necessary. Thirdly, we only assessed the protein profiles of the isolated fractions. A comprehensive analysis of proteins, nuclear acids, lipids and other metabolites harbored by BEVs could provide more information. Finally, the ultrafiltration step requires a lot of manual operation and can reduce the recovery rate due to the clogging and trapping of BEVs in the filters (55). The use of microfluidics in combination with ϵ-PL is promising in the development of more adaptable separation techniques (56, 57).

In conclusion, we have established an ϵ-PL-based isolation method and demonstrated that it could be used for efficient isolation of BEVs from bacterial culture medium. The new method could contribute to studies on BEVs, including research on the composition of BEVs and interkingdom communication between microbiota and the host.
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Chronic inflammation is widely observed in aging, but it is unclear whether extracellular vesicles (EVs) play a role in chronic disease-associated senescence. In our study, LC/MS profiling revealed that senescent cell derived EVs (SEN EVs) activate the immune response pathways of macrophages. Significantly more EVs were found in the supernatant of SEN than of control (CON) cell cultures, and SEN EVs were enriched in miR-30b-5p, which directly target sirtuin1 (SIRT1). In vitro, we found that SEN EV treatment resulted in increased cellular levels of interleukin-1β (IL-1β) and IL-6 and decreased levels of SIRT1. Increased cytokine levels could be reversed by SIRT1 activation and miR-30b-5p inhibition. Furthermore, miR-30b-5p significantly increased with age in both mouse liver tissue and EVs harvested from the tissue, with differences in EVs observed both earlier and in the later magnitude of aging. Western blot and qPCR proved that miR-30b-5p downregulated the level of SIRT1 in mouse macrophages. Collectively, we propose that EVs carrying miR-30b-5p from SEN cells can induce chronic inflammation through macrophage activation. This occurs through the downregulation of SIRT1 and the corresponding activation of NF-κB pathways that enhance pro-inflammatory cytokine production. Collectively, these results demonstrate that EVs carrying pro-inflammatory signals are released by SEN cells and then activate immune cells in the SEN microenvironment, changing the inflammatory balance. Our results also explain why inflammation increases with age even though SEN cells can be immediately eliminated under rigorous immune surveillance.




Keywords: extracellular vesicles, miRNA, SIRT1, cell senescence, NF-κB



Introduction

The control and balance of cell senescence can regulate the occurrence and development of chronic diseases (1). During the process of aging, cells at different stages of cellular senescence (2) accumulate in tissues and secrete a large number of biologically active molecules, particularly pro-inflammatory cytokines, chemokines, and matrix remodeling enzymes that collectively contribute to the senescence-associated secretory phenotype (SASP) (3). Factors involved in SASP drive the systemic, low-grade, chronic inflammation that accompanies human aging (4). Short-term exposure to SASP stimulates the recruitment of immune cells to eliminate precancerous and senescent (SEN) cells, thereby preventing tumorigenesis; however, long-term exposure to SASP produces chronic inflammation and promotes tumorigenesis (5). In aging microenvironment, with the increasing investigation of the significant role of Extracellular vesicles (EVs), aging-associated EVs are now believed to play multiple complex roles in disease progression.

EVs can be released by a variety of cells and are believed to play a pivotal role in cell-cell communication both locally and remotely (6–13). These particles are thought to be effective circulating factors that regulate immune responses including inflammatory responses (14–16). Due to their lipid bilayers, EVs are readily phagocytosed by many different cell types (17, 18), especially immune cells, which makes it particularly important to study the influence of EVs and their contents on recipient cells. Recent studies have also revealed the functions of SEN cell-derived EVs (SEN EVs) (19). Specifically, EVs are widely reported in the aging, extracellular microenvironment and may transmit senescence signals in autocrine, paracrine, and endocrine ways like SASP (20).

Y RNA and tRNA fragments from EVs can trigger immune responses (16), and EVs microRNAs (miRNAs) have several reported roles in immune regulation. EV-miR-155 enhances the expression of pro-inflammatory cytokines, while EV-miR-146a attenuates inflammatory responses via dendritic cells, and macrophages uptake circulating EVs (17). Also, EV-miR-192, an immunomodulatory aging-associated microRNA, attenuated the hyperinflammatory state and improved vaccine efficacy in geriatric mice (21). Although major contributions to organismal aging have been demonstrated for EVs and their miRNA cargo, there is limited knowledge of the effect of cellular senescence on EVs contents and, in turn, on how EV-shuttled miRNAs might influence immune cells. However, circulating EVs concentrations seem to decline with age, possibly as a consequence of increased internalization by immune cells (22). Downregulated, inhibited, or defective activity of SIRT1 has been investigated in various cardiovascular (23, 24), renal (25), and aging-associated diseases (26, 27). SIRT1, as a type III histone/protein deacetylase, has many non-histone targets, such as p53 (28), FOXO (29), PGC1-α (30), NF-κB (31), which are involved in inflammation, cellular senescence, oxidative stress, energy metabolism, and DNA damage response (32). Among downstream targets of SIRT1, NF-κB is thought to be a major regulator of inflammation because it regulates the transcription of genes involved in establishing immune and inflammatory responses (24, 33, 34). Recent studies show that SIRT1 could be a regulatory element in the immune system, whose altered functions influence immune disorder disease development (35). Also, in a mouse lupus model, a SIRT1 activator effectively protected against disease progression (36). In the clinic, SIRT1 is well known to have anti-inflammatory properties (37–39).

In this study, we report that SEN EVs can induce transcription of pro-inflammatory cytokine genes in macrophages via downregulating SIRT1. We then evaluate several miRNAs that target the mRNA of SIRT1. Our results suggest that EV-associated miR-30b-5p reduces the levels of SIRT1 in recipient cells. In mouse aging and cell senescence processes, miR-30b-5p in EVs increases in a senescence degree-dependent fashion. Taken together, our study demonstrates that EV-carried miR-30b-5p regulates inflammatory responses of macrophages by downregulating SIRT1. A key challenge is to understand more precisely how EVs function in truly physiological settings. Our findings have revealed an EV-mediated delivery mechanism for miR-30b-5p, which reduces SIRT1 levels and counteracts NF-κB signaling, suggesting a potential avenue for anti-inflammatory intervention in humans.



Materials and methods


Cell lines and cell culture

An in vitro SEN EV functional assay was established using L929 cell lines that were cultured for 45 to 50 generations, and hyper SEN (h-SEN) cell lines were used etoposide-induced SEN cells. Non-senescent (control, CON) cells were used for comparison representing young cells. Raw 264.7 cells were used as the macrophage model. All cells were purchased from ATCC and cultured in Dulbecco’s Modified Eagle’s Medium (Gibco™, USA) supplemented with 10% (V/V) fetal bovine serum (FBS) (10099-141, Gibco™, USA) or EV-free FBS, 2 mM L-glutamine, 100 U/ml penicillin and 100 mg/ml streptomycin (Gibco™, USA). EV-free FBS was prepared by ultracentrifugation (Beckman Coulter, Optima XPN-100) at 120,000 × g for 12 h at 4 °C and filtration of the FBS supernatant with a 0.22 μm PVDF filter (Merck Millipore ltd). Cells were cultured at 37°C in a humidified incubator containing 5% CO2 and tested negative for mycoplasma infection every week.

Senescence was confirmed in the SEN and h-SEN models using the ratio of phospho-H2A.X to β-Actin, a DNA damage marker, (40, 41) and SASP levels.

Peripheral blood mononuclear cell (PBMC) were isolated from murine whole blood with Ficoll reagent following the previously established protocols (42).

Cell transfection was performed with Lipofectamine™ 3000 Transfection Reagent (L3000150, Invitrogen™, USA) according to the manufacturer’s protocols.



Drug administration

The stock solution of SRT1720 (Sigma-Aldrich, St. Louis, MO, USA), a previously reported selective SIRT1 agonist (43), was prepared in dimethyl sulfoxide (DMSO) (D2438, Sigma-Aldrich) at storage concentration. The stock solutions were diluted by cell culture medium to the indicated concentrations prior to cell treatment.



EVs isolation and characterization

The supernatant was collected from different groups of cells after 24-48 h culture and stored at 4 °C before EVs isolation within 72 h of harvest by differential ultracentrifugation (14, 44). Briefly, cell supernatants were firstly centrifuged at 2,000 × g for 15 min at 4 °C to remove floating dead cells and cell debris. Supernatants were gently transferred to a new tube and centrifuged at 12,000 × g for 45 min at 4 °C to pellet larger microvesicles and subcellular organelles. The medium was filtered through a 0.22 μm PVDF filter (Merck Millipore ltd) (44) before ultracentrifugation at 120,000 × g for 1 h. Then, the supernatant was discarded, followed by a washing step in PBS. Finally, the EVs were resuspended in 100 μL PBS or ddH2O.

To further characterize EVs, we used transmission electron microscopy (TEM), nanoparticle tracking analysis (NTA), and Western blots (WB) as recommended by the Minimal Information For Studies of Extracellular Vesicles (MISEV) guidelines developed by the International Society for Extracellular Vesicles in 2018 (45).

EVs (20 μL, ~107 particles) suspended in ddH2O were loaded onto a copper grid and negatively stained with uranyl acetate solution for 30 seconds. The grid was then examined with an H7650B transmission electron microscope.

The particle size distribution and concentration of EVs samples were measured by a light-scattering-based NTA device (Malvern Instruments, United Kingdom) (46). To maximize the reliability of quantifications and size-distribution results, we diluted each EVs samples into the proper concentration range before measurement (47) and tracked the Brownian motion of laser-illuminated individual particles using cameral level 16 and detection threshold 7. Each sample was measured using three 60 s videos and analyzed by NanoSight NTA 3.1 software, which calculates particle diameter using the Stokes-Einstein equation and also analyzes concentration.



Immunoblot analysis

For whole-cell and EVs proteins extraction, cells and EVs were firstly washed three times in ice-cold pH=7.4 PBS (10010094, Gibco™, USA) and solubilized in RIPA lysis buffer (P0013B, Beyotime, China) supplemented with protease inhibitor cocktails (78434, Thermo Scientific™, USA) on ice for 10 min. Samples were centrifuged at 12,000 × g at 4°C to remove cell debris. Sample lysates were quantified by Pierce BCA protein assay according to the manufacturer’s protocols (23235, Thermo Scientific™, USA). Protein samples were added with a proper volume of 6X protein loading buffer (DL101-02, TransGen Biotech, China) before protein denaturing. Proteins were separated by 8%-12% SDS–PAGE, electrotransferred to 0.45um PVDF membranes (Millipore, MA, USA) by SDS-PAGE gel transfer system (Bio-Rad, USA), and blocked with TBST containing 5% (w/v) skimmed milk powder (D8340, Solarbio, China) before incubation with primary antibodies at room temperature (RT) for 2 h or 4°C overnight and with 1:5000 diluted secondary antibodies for 1 h at RT. Protein immunoblots were detected by horseradish peroxidase-based ECL agent (34580, Thermo Scientific™, USA) for 5 min, and images were acquired with an iBright™ 1500 imaging system. Target protein levels were normalized by β-Actin level of the same samples.

Primary antibodies used in this study are listed below:

CD63 (1:1000) (rabbit monoclonal, ab59479, Abcam, Cambridge, UK), Alix (1:1000) (Proteintech, 12422-1-AP, USA), Calnexin (1:1000) (rabbit monoclonal, ab133615, Abcam, Cambridge, UK), SIRT1 (D1D7) (1:1000) (Rabbit mAb #9475, Cell Signaling Technology, Danvers, MA), Phospho-Histone H2A.X (Ser139) (20E3) (1:1000) (Rabbit mAb #9718, Cell Signaling Technology, Danvers, MA), β-Actin (13E5) (1:1000) (Rabbit mAb #4970, Cell Signaling Technology, Danvers, MA)



Immunofluorescence staining

Cells were seeded on coverslips in 12-well plates and treated as indicated. After the supernatants were removed, the cells were washed with PBS for three times, then fixed with 4% paraformaldehyde (P1110, Solarbio, China) for 10 min, and permeabilized with 0.2% (v/v) Triton X-100 (T8200, Solarbio, China) after three times of washing, and blocked with 3% (w/v) BSA for 1 h. Then, the cells were incubated with 3% [w/v] BSA diluted anti-NF-κB p65 antibody (1:200) (recombinant antibody, 80979-1-RR, proteintech, USA) overnight at 4°C and incubated with 3% [w/v] BSA diluted Alexa Fluor 488-labeled goat anti-rabbit IgG (H+L) (1:2000) (A11034, Invitrogen™, USA) and DAPI for 1 h at RT after three washes. Finally, the coverslips were fixed on slides using a fluorescent mounting medium (HC08, Sigma-Aldrich, USA), and images were acquired with a Nikon A1RMP confocal microscope.



Proteomics

Protein samples were separated by SDS-PAGE. In-gel digestion was carried out with sequencing-grade modified trypsin in 50 mM ammonium bicarbonate at 37°C overnight. The peptides were extracted twice with 0.1% trifluoroacetic acid in a 50% acetonitrile aqueous solution. Extracts were centrifuged in a speedvac to reduce the volume. Tryptic peptides were dissolved in 20 μl 0.1% TFA.

For LC-MS/MS analysis, the peptides were separated by Thermo-Dionex Ultimate 3000 HPLC system, which was directly interfaced with a Thermo Scientific Q Exactive mass spectrometer. The Q Exactive mass spectrometer was operated in the data-dependent acquisition mode using Xcalibur 2.1.2 software, and there was a single full-scan mass spectrum in the orbitrap (300-1800 m/z, 70,000 resolution) followed by 20 data-dependent MS/MS scans at 27% normalized collision energy (HCD).

Perseus software was used to analyze the data (48).



Quantitative reverse-transcription PCR of mRNA and miRNAs

For qRT-PCR of mRNA, cells were seeded in 6-well plates and treated as indicated. Total RNA was collected with TRIzol reagent (15596018, Invitrogen ™, USA). The DEPC H2O diluted RNA was reverse transcribed using an iScript cDNA synthesis kit and analyzed by qPCR using iTaq Universal SYBR Green Supermix (in a Bio-Rad T100 thermal cycler). All reagents were used according to the manufacturer’s instructions. β-Actin was used as the internal control of mRNA and U6 was used as an internal normalization control of miRNAs.

The primers are listed below:

Mouse-Il-1β-F: GCAACTGTTCCTGAACTCAACT

Mouse-Il-1β-R: ATCTTTTGGGGTCCGTCAACT

Mouse-Il-6-F: TAGTCCTTCCTACCCCAATTTCC

Mouse-Il-6-R: TTGGTCCTTAGCCACTCCTTC

Mouse-Sirt1-F: ATGACGCTGTGGCAGATTGTT

Mouse-Sirt1-R: CCGCAAGGCGAGCATAGAT

Mouse-β-Actin-F: TGACGTTGACATCCGTAAAGACC

Mouse-β-Actin-R: AAGGGTGTAAAACGCAGCTCA

Mouse- Il-8-F: CAAGGCTGGTCCATGCTCC

Mouse- Il-8-R: TGCTATCACTTCCTTTCTGTTGC

Mouse-p16-F: CGCAGGTTCTTGGTCACTGT

Mouse-p16-R: TGTTCACGAAAGCCAGAGCG

Mouse-p21-F: CCTGGTGATGTCCGACCTG

Mouse-p21-R: CCATGAGCGCATCGCAATC

Mouse-TP53-F: CCATGAGCGCATCGCAATC

Mouse-TP53-R: CGGAACATCTCGAAGCGTTTA

For qRT-PCR of miRNA, total RNA of cells or EVs was extracted with TRIzol reagent (15596018, Invitrogen ™, USA). The DEPC H2O diluted RNA was reverse transcribed using an iScript cDNA synthesis kit supplemented with stem-loop RT primers. qPCR analysis was conducted using iTaq Universal SYBR Green Supermix in a Bio-Rad T100 thermal cycler. ADD normalization strategy.

The primers are listed below:

mmu-miR-30b-5p-RT(stem): GTCGTATCCAGTGCAGGGTCCGAGGTATTCGCACTGGATACGACAGCTGA

mmu-miR-30b-5p-F(stem): GCGCTGTAAACATCCTACAC

U6-F: CTCGCTTCGGCAGCACA

U6-R: AACGCTTCACGAATTTGCGT

Universal-R: GCGATCACATTGCCAGGG

The sequences used for miRNA mimics and antagonists are listed below:

mmu-miR-30b-5p mimics:

sense: 5’-UGUAAACAUCCUACACUCAGCU-3’

anti-sense 5’-CUGAGUGUAGGAUGUUUACAUU-3’

mmu-miR-30b-5p antagonist: 5’-AGCUGAGUGUAGGAUGUUUACA-3’



Dual-luciferase reporter assay

pGLO vector-SIRT1-wild type and pGLO-SIRT1-mutant reporter plasmid vectors were constructed by integrating target fragments of miR-30b-5p. SIRT1-WT or SIRT1-MUT was co-transfected with miR-30b-5p mimics for 48 h. And then measured the luciferase activity with the Dual-Lumi™ Luciferase Reporter Assay Kit (RG088S, Beyotime, China).



Statistical analyses

The data are presented as group mean ± SD. Unpaired Student’s t-tests were used to analyze two-group comparisons, and one-way ANOVA for more than two groups, followed by Bonferroni’s post-hoc test, using GraphPad Prism 6.0. Group differences at the level of p < 0.05 were considered to be statistically significant. “*” represents p < 0.05; “**” represents p < 0.01, and “***” represents p < 0.001. "ns" denotes not significant versus control.




Results


SEN EVs induce macrophage immune responses

Since EVs mediate crucial cell-cell communication (49, 50), we aimed to assess the function of EVs at an early stage of senescence. Raw 264.7 cells were co-cultured for 24 h with EVs from SEN and CON cells (Figure 1A). Cellular protein content extracted from co-cultured cells was then assessed with liquid chromatography-tandem mass spectrometry (LC-MS/MS). In total, 2939 unique proteins were identified (Figure S1C). These are shown by hierarchical clustering (Figure S1A). In addition, a volcano plot was prepared to visualize differentially expressed proteins (Figure 1B). Based on false discovery rate cutoffs of 0.025, 157 protein were identified as differentially expressed between Raw 264.7 cells treated with CON EVs and SEN EVs, including 48 up-regulated proteins (see heatmap, Figure S1D). We were interested to observe that SIRT1 decreased in SEN EV-treated cells (Figure S1D). By protein categorization by Metascape (51), we first identified all statistically enriched terms, including Gene Ontology (GO), Kyoto Encyclopedia of Genes and Genomes (KEGG), canonical pathways, and hallmark gene sets. Accumulative hypergeometric p-values and enrichment factors were calculated and used for filtering (Figure 1C). Next, we did GO analysis for the biological process subclass and found enriched proteins related to the immune system (Figure 1D). Finally, Transcriptional Regulatory Relationships Unraveled by Sentence-based Text mining (TRRUST) (Figure 1E) revealed that, among others, inflammation-related proteins and the NF-κB signaling pathway were enriched in the cellular proteome after SEN EVs treatment. The network of these enriched proteins is shown in Figures S1A, B. Taken together, our proteomics results and knowledge of pathways involved in senescence prompted us to further investigate the possible role of SEN EVs in influencing the NF-κB mediated inflammation pathway.




Figure 1 | Proteomics study of Raw 264.7 cells treated with CON and SEN EVs. (A) Workflow used for proteomic analysis. (B) Volcano plot of differentially expressed proteins; dots above the black curves represent proteins with differences with False Discovery Rate (FDR) < 0.025. Bar graphs of enriched terms (C) across input gene lists; (D) with GO terms only; and (E) by TRRUST. Data were from four independent repeats.





SEN EVs regulate SIRT1 and induce canonical NF-κB activation

SIRT1 is a histone and non-histone deacetylase that is widely present in the nucleus and cytoplasm and can regulate the NF-κB signaling pathway (31). To test the hypothesis that SEN EVs may regulate SIRT1/NF-κB signaling, we constructed an EV co-culture system (Figure 2A). Having identified the NF-κB signaling pathway in our proteomics study, we found that the level of SIRT1 decreased after being co-cultured with SEN EVs in a time-dependent manner (Figure 2B). We hypothesized that it might be the upstream protein SIRT1, which can deacetylate NF-κB and thus inhibits activation of the NF-κB signaling pathway (52) and related inflammation. We further hypothesized that the decrease in SIRT1 is due to EV-associated miRNAs that target SIRT1 in Raw 264.7 macrophage cells allowing NF-κB-related inflammatory responses to tip the balance between pro-inflammatory and anti-inflammatory cytokines. We attempted to test ourthe hypotheses in the cell system shown in Figure 2A. Through fluorescence microscopy, the RelA/p65 subunit of NF-κB which is involved in canonical signaling was found to enter the nucleus of cells exposed to SEN EVs. In contrast, treating cells with a SIRT1 agonist decreased the amount of p65 nuclear entry (Figures 2C, D). We also tested the pro-inflammatory functions of SEN EVs by measuring cytokines. mRNA levels of pro-inflammatory cytokines IL-1β and IL-6 were increased by the addition of SEN EVs, but this increase was abrogated by treatment with a miRNA antagonist of miR-30b-5p and a SIRT1 agonist (Figures 2E, F).




Figure 2 | SIRT1 regulates NF-κB activation induced by SEN EVs. (A) Workflow of the experimental design. Cells were treated with PBS (Control, ctrl), CON, or SEN EVs after being pretreated with PBS, miR-30b-5p antagonist, or SRT1720. (B) Immunoblot analysis of SIRT1 protein level of cells treated with CON or SEN EVs for a time course. (C) Immunofluorescence analysis of DAPI (blue) and p65 (green) in Raw 264.7 cells. Scale bars: 5 μm. (D) Quantification of immunofluorescence ratio of p65 (Nucleus/cytoplasm). RT-qPCR analysis of (E) Il-1β and (F) Il-6 mRNA levels of Raw 264.7 cells treated with PBS, CON, or SEN EVs and the indicated inhibitors. Data are from at least three independent experiments and are presented as the mean ± SD. **p<0.01; and ***p<0.001.





miR-30b-5p can target SIRT1 in cells

To investigate EV cargo that might regulate the activation of macrophages, we utilized the TargetScan and ENCORI prediction tools to identify possible miRNA regulators of Sirt1 mRNA. Among the candidate miRNAs, miR-30b-5p target the 3’UTR region of the Sirt1 mRNA in both humans and mice (Figure 3A) and have relatively high prediction scores (Figure S2A). Also, miR-30 (53, 54) have been widely reported to be detected in EVs and are closely related to the progression of diverse diseases (54–56). To further investigate the role of miR-30b-5p in NF-κB mediated inflammation, we sought to verify Sirt1 as a predicted target mRNA of this miRNA. Therefore, we set out to verify this target in vitro. We transfected Raw 264.7 cells with the miR-30b-5p anti-sense antagonist and found a significant upregulation of the mRNA level of Sirt1 in cells (Figure 3C). Meanwhile, transfecting Raw 264.7 cells with miR-30b-5p mimics downregulated the mRNA level of Sirt1 in cells (Figure 3D). These effects were also dose-dependent. In addition, the immunoblot assay showed that transfection of the antagonist and mimics of miR-30b-5p regulated the protein level of SIRT1 in Raw 264.7 cells (Figure 3E). In conclusion, the mRNA of Sirt1 may be an important target of miR-30b-5p in cells. Co-culturing macrophages with the antisense sequence of miR-30b-5p as the antagonist (Figures 2C-F) can reverse the pro-inflammatory function of SEN EVs, and the transfection of 10 nM miR-30b-5p caused a remarkable inhibition of cell inflammatory compared with that of the control group (Figures 2E, F). Together, these results indicate that the functions of SEN EVs may include SIRT1-downregulating effects of EV miR-30b-5p.




Figure 3 | miR-30b-5p directly targets SIRT1 in macrophages. (A) miR-30b-5p target sequence in the 3’UTR of Sirt1. (B) Relative activity of firefly luciferase and Renilla luciferase after co-transfection with mimics and plasmids expressing wild-type or mutated target sites. (C) RT-qPCR analysis of Sirt1 mRNA level of cells treated with the miR-30b-5p antagonist. (D) RT-qPCR analysis of Sirt1 mRNA level of cells treated with miR-30b-5p mimics. (E) Immunoblot analysis of SIRT1 protein level of cells treated with miR-30b-5p mimics and antagonists. #1:mimics control group; #2: miR-30b-5p mimics group; #3: antagonists control group; #4: miR-30b-5p antagonists group. The data represent at least three independent experiments and are presented as mean ± SD. *p<0.05; and ***p<0.001.





miR-30b-5p level in cells and EVs are correlated with aging

Hypothesizing that these miRNAs play a role in SEN EV-induced inflammation, we accordingly measured miRNA levels in cells and their EVs at several stages of senescence. Cell senescence was quantitated in CON, SEN, and h-SEN cells using the phospho-HA.X/β-Actin ratio (40, 41) (Figure 4A). The morphology and SASP level of CON, SEN, and h-SEN cells is shown in Figures S3A-B. NTA and TEM results for EVs secreted from CON, SEN, and h-SEN cells indicated that particle count in EVs preparations was positively correlated with senescence degree (Figures 4B, C). Also, h-SEN EVs have more EVs in a small, 60-nm subcluster, which might be more easily internalized by cells. Although EVs are rich in miRNAs and RNA binding proteins such as hnRNPA2B1 have been reported to sort miRNAs into EVs (57, 58), it is as yet unclear if or how miR-30b-5p is sorted. However, RT-qPCR of miR-30b-5p shows increased levels in cells and EVs, and that miRNA levels are positively correlated with senescence degree (Figures 4E, F).




Figure 4 | Characterization of CON and SEN cells and derived EVs. (A) Immunoblot of p-H2A.X/β-actin of CON, SEN, and h-SEN cell models. 10 μg proteins were loaded in each gel lane. (B) Particle concentrations and (C) particle size distributions of EVs preparations were determined by nanoparticle tracking analysis (NTA). (D) Transmission electron microscopy (TEM) micrograph of representative isolated SEN EVs. RT-qPCR result of miR-30b-5p levels of CON, SEN, and h-SEN cells (E) and EVs (F). The data are from at least three independent experiments and are presented as mean ± SD. *p<0.05; **p<0.01; and ***p<0.001; ns denotes not significant versus control..





Morphology of adult and aging mouse liver EVs

Livers were harvested from mice of different ages and used to prepare tissue and isolate tissue EVs. The latter were characterized by following established guidelines (45) (Figure 5). We used electron microscopy to reveal the morphology of isolated EVs, specifically definition by a lipid bilayer and a size of 30–150 nm (Figure 5A). Size-based EVs subclusters were measured and displayed (Figures 5B-D), and size profiles and concentrations of EVs from the liver were measured by NTA. By NTA, particle mode diameters ranged mostly from 120-160 nm, both in adult and different aging liver EVs samples (Figure 5E). It has been reported that SEN cells generally secrete more EVs than CON cells (59). Interestingly, we observed that particle counts in the liver tissue did not increase. By contrast, the EV levels decreased while the mice aged (Figure 5F), which contradicted with the previous reports, opening up new possibilities for the study of tissue-derived EVs. As reported, EVs of different sizes have different architectural features and uptake rates, and EVs of small sizes are more easily taken up by target cells (60). A larger subcluster of 60-nm EVs was observed in the 18-week (18W) group, while almost no 60-nm EVs were observed in the 6-week (6W) group. There is a speculation that these smaller EVs (60nm) produced during aging might contain more pro-inflammatory miRNAs, but this hypothesis cannot be confirmed at present due to technical limitations. Finally, several EVs marker proteins (CD63 and Alix) were detected from isolated EVs from different groups of mouse livers (Figure 5G) by immunoblotting, while calnexin, a cellular marker, was undetected or greatly depleted in EVs preparations.




Figure 5 | Characterization of young (6-week old) and aged (16-month old) mice liver EVs. (A) TEM analysis of EV clusters; scale bars: 200 nm. (B) TEM analysis of small EVs (60 nm). scale bars: 60 nm. (C) TEM analysis of EVs with diameter of ~80-90 nm; scale bars: 90 nm. (D) TEM analysis of EVs at a diameter of ~120 nm. scale bars; 120 nm. NTA size distributions (E) and particle concentrations (F) of liver EV preparations from mice at six ages as indicated. (G) Western blot of Alix, CD63, and Calnexin from liver EVs and liver tissues. The data represent at least three independent experiments and are presented as mean ± SD. **p<0.01; and ***p<0.001; ns denotes not significant versus control..





Levels of EV miR-30b-5p increased significantly with age in mice

To find the source tissues of elevated miR-30b-5p, we measured heart, lung, spleen, along with liver tissue-derived EVs. We found that this miRNA increased with age in the liver. Next, we turned to the RNA extracted from different groups of mouse liver EVs and liver tissue and investigated the relationship between senescence and levels of EVs miRNA in the mouse model. The level of miR-30b-5p in mouse liver and liver tissue-derived EVs were measured (Figures 6A-C). The results showed that EV-derived miR-30b-5p increased with aging (Figure 6A). EV-associated miRNAs were increased already at 3 months, while in liver tissue, increases in miR-30b-5p were not discernible until 16 months, respectively (Figure 6B). We directly compared the miRNA levels between indicated EVs and cells, and the magnitude of the difference was also greater in EV preparations than in liver tissue (Figure 6C). To better observe the relationship between miR-30b-5p and SIRT1 in mouse liver, we assessed SIRT1 levels of liver tissues and PBMC in young and aging mouse populations (Figures 6D, E).




Figure 6 | miR-30b-5p increase with aging in liver tissue and liver tissue EVs. (A) RT-qPCR of miR-30b-5p levels of mouse liver EVs. (B) RT-qPCR of miR-30b-5p levels from mouse liver tissue. (C) Comparison of miR-30b-5p levels from liver EVs and tissue. (D) Immunoblotting analysis of SIRT1 protein level of young (6-week old) and aged (16-month old) group ouse liver. 6 mice were randomly selected from each group. (E) Immunoblot analysis of SIRT1 protein level of young (6-week old) and aged (16-month old) group mouse PBMCs. 6 mice were randomly selected from each group. The data represent at least three independent experiments and are presented as mean ± SD. **p<0.01; and ***p<0.001, ns denotes not significant versus control. 6W: 6-week-old mice, 3M, 5M, 12M, and 16M: 3, 5, 12, and 16-month-old mice.






Discussion

In natural senescence, previously reported evidence supports a major contribution of secreted EVs to the effects of SEN cells on their micro-environment (20, 61). In our study, we confirmed and extended these findings, showing that SEN EVs transport pro-inflammatory signals, but not pro-senescence signals directly, to recipient macrophages. A model of the mechanism is shown in Figure 7. SEN cells indeed released a significantly higher level of small (60-nm) EVs compared with normal cells. Importantly, these EVs were released relatively early in the process. Our data agree with the results of previous studies, including a mouse model of oncogene-induced senescence and human lung fibrotic lesions enriched in SEN cells (50) and bone marrow stromal cells (62).




Figure 7 | A brief model describing a theoretical mechanism whereby SEN cell-derived EVs transport pro-inflammatory signals to macrophages. SEN cells release more EVs that contain miR-30b-5p. With the uptake of SEN EVs by macrophages, miR-30b-5p is released from EVs and reduces the level of SIRT1, thereby mediating the increase of p65 entry into the nucleus, and then increasing the synthesis of cytokines IL-6 and IL-1β.



Our findings support the hypothesis that SEN EVs are enriched in a group of “pre-aging” microRNAs that are transferred to recipient macrophages and influence important biological pathways. , although it remains to be shown what level of transported miRNA is necessary to induce changes in recipient cells. Analyzing the candidate miRNAs of EVs that could be involved in these effects, we found that miR-30b-5p directly targets the mRNA of Sirt1 and is more abundant in SEN EVs in vivo and in vitro. This miRNA is closely related to tumor and inflammation. Our results reveal that the early function of SEN EVs is mainly pro-inflammatory via the SIRT1/NF-κB signaling pathway, different from other reports that emphasize the pro-senescence function of SEN EVs. Indeed, also supporting a role for EV miRNAs, SEN EVs are reportedly enriched in miR-21-5p and miR-217, which were over-expressed in SEN cells and were capable of targeting not just SIRT1, but also DNMT1, another key enzyme in methylation pattern maintenance  (63, 64).

To further elucidate the function of SEN EVs and understand if we could potentially manipulate them to change biological processes, we employed multiple regulators to treat recipient cells. Both SIRT1 agonist and miR-30b-5p anti-sense antagonist ameliorated processes associated with the pro-inflammatory function of SEN EVs. Encouragingly, these findings suggest that interventions against miRNAs in SEN cells and/or SEN EVs may be feasible.

In aged humans, levels of extracellular miR-30b-5p have been reported to be related with aging processes, albeit with apparently opposite results in different studies (41–43). In our study, we first addressed the EVs miR-30b-5p level and raise several questions that may be addressed in future studies. For example, we observed differences in the size distribution of EVs released from SEN cells, but whether miR-30b-5p are enriched in specific size classes of EVs is still unknown. It would also be interesting to investigate whether different size classes of EVs are different not just in content, but also in cell uptake or fusion abilities in this model, much as previously reported elsewhere (50). The topology of miRNAs, in or on EVs, might also be analyzed. Finally, we cannot fully rule out additional contributions of non-EV or non-miRNA effectors to the transferred senescence phenomenon.

Altogether, we provide evidence that during progression from a pre-senescence to a hyper-senescence stage, SEN cells can spread their miRNA signature, thus contributing to the development of a pro-inflammatory environment for immune cells. These microRNAs can be selectively sorted into and delivered through EVs. Also, our results indicate that EV-miR-30b-5p might be used as a pre-aging or early aging biomarkers to track aging trajectories. In conclusion, our finding may lay the foundation for further research, in particular to understanding how pro-inflammatory and pro-senescence signals carried by EVs can become druggable targets that can help modulate the immune-regulating and aging process and delay aging-associated disease development.

In conclusion, cellular senescence is a state of permanent cell-cycle arrest, the causes of which are incompletely understood. Learning more about the cellular and molecular contributors to senescence will facilitate new approaches to treating senescence-related phenomena and diseases. Our work here reveals an unappreciated relationship between innate immune responses and senescence, establishing a link between cells and different cell types that involves cellular EVs transfer of miRNAs. These results give new insights into the inflammatory process in SASP and therefore heighten our understanding of the accurate regulation of senescence. SEN EV-induced inflammatory responses of macrophages may also be persistent: the macrophages will not be cleared by immune cells, since these SEN cells, possibly influenced chronically by released SEN EVs, are in a state of immune escape. The sustained action of SEN EVs may thus assist in transforming the macrophage into a promoter of aging and disease.
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Innate immunity is a primary defense system against microbial infections. Innate immune pattern recognition receptors (PRRs) play pivotal roles in detection of invading pathogens. When pathogens, such as bacteria and viruses, invade our bodies, their components are recognized by PRRs as pathogen-associated molecular patterns (PAMPs), activating the innate immune system. Cellular components such as DNA and RNA, acting as damage-associated molecular patterns (DAMPs), also activate innate immunity through PRRs under certain conditions. Activation of PRRs triggers inflammatory responses, interferon-mediated antiviral responses, and the activation of acquired immunity. Research on innate immune receptors is progressing rapidly. A variety of these receptors has been identified, and their regulatory mechanisms have been elucidated. Nucleotide-binding and oligomerization domain (NOD)-like receptors (NLRs) constitute a major family of intracellular PRRs and are involved in not only combating pathogen invasion but also maintaining normal homeostasis. Some NLRs are known to form multi-protein complexes called inflammasomes, a process that ultimately leads to the production of inflammatory cytokines and induces pyroptosis through the proteolytic cascade. The aberrant activation of NLRs has been found to be associated with autoimmune diseases. Therefore, NLRs are considered targets for drug discovery, such as for antiviral drugs, immunostimulants, antiallergic drugs, and autoimmune disease drugs. This review summarizes our recent understanding of the activation and regulation mechanisms of NLRs, with a particular focus on their structural biology. These include NOD2, neuronal apoptosis inhibitory protein (NAIP)/NLRC4, NLR family pyrin domain containing 1 (NLRP1), NLRP3, NLRP6, and NLRP9. NLRs are involved in a variety of diseases, and their detailed activation mechanisms based on structural biology can aid in developing therapeutic agents in the future. 
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Introduction

Bacteria and viruses invading our bodies are recognized as foreign substrates and, therefore, activate the immune system. Immune responses are classified into innate and acquired immunity. In the early stages of microbial invasion, innate immunity is triggered first (1, 2). Pathogen-associated molecular patterns (PAMPs) are recognized by an innate immune receptor called pattern recognition receptor (PRR) (3). Signals are transmitted downstream, ultimately triggering inflammatory responses, interferon-mediated antiviral responses, and the activation of acquired immunity (4). The discovery of toll-like receptors (TLRs) in the late 1990s led to an explosion of research on innate immune receptors, resulting in the identification of a variety of innate immune receptors (5). Each of these receptors was found to be involved in the recognition of unique PAMPs (6). Previously, innate immunity was considered a nonspecific immune response; however, it has now been recognized as a specific immune response due to PRRs (7). In addition to recognizing PAMPs, innate immune receptors may be activated by self-derived molecular patterns (damage-associated molecular patterns, DAMPs) released from necrotic cells, which are known to cause autoimmune diseases (8). Therefore, innate immune receptors are potential drug targets, such as for antiviral drugs, immunostimulants, antiallergic drugs, and drugs for autoimmune diseases (9).

In addition to the aforementioned TLRs, representative innate immune receptors have been identified as nucleotide-binding and oligomerization domain (NOD)-like receptors (NLRs) (10), retinoic acid-inducible gene I (RIG I)-like receptors (11), absent in melanoma 2 (AIM2)-like receptors (12), and cyclic GMP-AMP synthase (cGAS)/stimulator of interferon genes (STING) (13). TLRs are located on the plasma membrane surface and endosomal membranes, whereas other receptors are located in the cytoplasm. Moreover, TLRs recognize PAMPs and DAMPs that have entered the cell. Recently, a rapid progress in the study of intracellular sensors that exist in the cytoplasm and activate innate immunity by recognizing foreign substances, such as pathogen-derived DNA and RNA, has been observed (14, 15). Structural biology studies using X-ray crystallography and cryo-electron microscopy (EM) have made remarkable progress in recent years. Moreover, these studies have played a major role in elucidating the mechanisms by which innate immune receptors recognize PAMPs and DAMPs and activate innate immunity. This review focuses on NLRs, a family of innate immune receptors that exist primarily in the cytoplasm, and introduces the mechanisms of activity regulation and signal transduction revealed by structural biology studies conducted over the past decade (Table 1).


Table 1 | Summary of structural studies of NLRs.




NOD-like receptors

To date, 22 NLRs with various functional roles have been identified in humans (31). NLR typically consists of three functional domains, namely N-terminal signaling, central [NAIP, CIITA, HETE, TP1 (NACHT)], and leucine-rich repeat (LRR) domains (32–35) (Figure 1A). The N-terminal signaling domain is responsible for signal transduction through interactions with downstream adaptor proteins. The central NACHT domain has ATPase activity and is assumed to be self-oligomerized through this domain on activation. The NACHT domain is further classified into nucleotide-binding domain (NBD), helical domain 1 (HD1), winged-helix domain (WHD), and HD2 subdomains. The LRR domain on the C-terminal side is believed to be involved in ligand recognition and functional regulation. NLRs are classified into subfamilies according to the type of N-terminal signaling domain: those with pyrin domain (PYD) are called the NLR pyrin domain containing (NLRP) family and those with caspase recruitment domain (CARD) are called the NLR CARD containing (NLRC) family. An NLRP uses its PYD to form a scaffold that interacts with the adaptor, apoptosis-associated, speck-like protein containing a CARD (ASC) through PYD-PYD interactions to recruit procaspase-1. Procaspase-1 is activated to caspase-1, which further cleaves pro-interleukin (IL)-1β and pro-IL-18, resulting in the generation of mature IL-1β and IL-18, respectively, and triggering an inflammatory response. Caspase-1 also induces pyroptosis by cleaving gasdermin D. In addition to the caspase-1-mediated canonical inflammasomes, noncanonical inflammasomes involving caspase-4/5 in human and caspase-11 in mice have been identified and are known to respond to cytosolic LPS (37). An NLRC, however, is thought to activate caspase-1 through direct CARD-CARD interactions in addition to the ASC-mediated activation of caspase-1. Diverse PAMPs and DAMPs have been found to activate NLRs. Some NLRs are known to activate innate immunity by forming high-molecular-weight multi-protein complexes called inflammasomes to signal downstream.




Figure 1 | Domain organization and structures of inactive NLRs. (A) Domain organization of NLRs. Each of the domains and sub domains are indicated by the different colors and are correspondingly indicated in Figure 1B. (B), Structures of inactive NLRs. Structures of inactive NLRC4 (PDB 4KXF) (16), NLRP3-NEK7 complex (PDB 6NPY) (36), NOD2 (PDB 5IRN) (29), and NLRP9 (PDB 7WBT) (30) are shown with the domains colored as per (A). Bound ADP molecules are shown in space filling representations. In the NLRP3-NEK7 complex, bound NEK7 is shown in gray. The potential ligand-binding site in NOD2 and the C-terminal region of NLRP9 are indicated. Structural figures were generated using CueMol throughout this review (http://www.cuemol.org).





NLRC4

In the neuronal apoptosis inhibitory protein (NAIP)/NLRC4 pathway, flagellin, a component of bacterial flagella, and the bacterial rod protein PrgJ bind to NAIPs, whereupon NLRC4 binds as an adapter to form active inflammasome (38–43).

In 2013, the first crystal structure of NLR was reported for the inactive form of NLRC4, lacking the CARD domain (16) (Figure 1B). The inactivated conformation of NLRC4 was a monomeric, autoinhibited conformation, in which the region of the NACHT domain involved in self-association was covered by the LRR domain. Thus, the LRR domain of NLRC4 functions to sequester NLRC4 in a monomeric state. It was also found that ADP bound to the NACHT domain stabilizes the closed and autoinhibited conformation of NLRC4 by mediating the interactions between the subdomains of the NACHT domain. This was consistent with previous biochemical experiments showing that the deletion of the LRR domain leads to self-activation without NAIP or FliC (39).

Subsequently, cryo-EM analysis revealed that the inflammasome structure of NAIP2-NLRC4 is induced by the bacterial rod protein PrgJ, as reported almost simultaneously by two groups (17, 18) (Figure 2). A low-resolution structure of the NAIP5-NLRC4 helical oligomer induced by flagellin was also reported using cryo-EM tomography (19). Afterwards, cryo-EM structures of the flagellin-NAIP5-NLRC4 were reported, revealing the detailed ligand recognition mechanism of NAIP5 as well as how it leads to the oligomerization of NLRC4 (20, 21). The NAIP2-NLRC4 or NAIP5-NLRC4 oligomer induced by ligand forms a ring-like structure consisting of 10–12 molecules, including one NAIP molecule (Figure 2B). This oligomer is formed by unidirectional chain oligomerization of NLRC4 molecules, starting with the ligand-bound NAIP molecule. In the upper part of the ring, CARD assembly may provide a scaffold for CARD-CARD interactions with downstream caspase-1 (Figure 2B). Upon activation, closed NLRC4 is converted to an open conformation by binding to open NLRC4 via the NACHT domain (Figure 2A). During this process, rigid body motion at the linkage between HD1 and WHD of the NACHT domain is observed. This mechanism amplifies the signal by catalytically converting the closed structure to an open structure in a self-propagating manner. Moreover, this mechanism contrasts with the activation mechanism of the apoptotic protease-activating factor-1 (Apaf-1) apoptosome (octameric ring structure), which is related to the NLR. In the case of Apaf-1, each subunit must be activated by its own ligand, that is, a stoichiometric number of ligands is required for all subunits activation (44).




Figure 2 | Ring-shaped active oligomer of NLRC4. (A) Structural changes underlying NLRC4 oligomerization. The NLRC4 monomer undergoes a structural change from a closed (PDB 4KXF) (16) to an open form (PDB 3JBL) (17), causing the NBD-HD1 part to undergo a large rotational movement relative to the other parts. This opens the NACHT domain and the corresponding activated NLRC4 molecules to form a laterally aligned dimer and subsequently form ring-shaped oligomer. (B) Structure of 11-fold ring-shaped NLRC4 oligomer (PDB 3JBL) (17). Top (left) and side (right) views are shown. The CARD domains are predicted to be concentrated at the top of the ring as shown schematically in the side view (right). (C) Hypothetical structure of NLR3-NEK7 oligomer. The structure of the inactive form of the NLRP3-NEK7 complex (6NPY) (36) was split into the NBD-HD1 and the WHD-HD2-LRR parts, and each was fitted into the corresponding part of the 11-fold ring oligomer of NLRC4 (PDB 3JBL) (17).





NLRP3

NLRP3 is one of the most well-studied inflammasome-forming NLRs. Moreover, its activators are diverse. For instance, nigericin, uric acid, amyloid-beta fibrils, extracellular ATP, and reactive oxygen species are a few activators of NLRP3 (20, 35). Some of these are thought to trigger NLRP3 activation by lowering intracellular K+ concentrations (45). NLRP3 activation requires two steps of stimulation: “priming” and “activation” (45–47). Priming stimuli include the TLR ligands Pam3CSK4, Poly(I:C), lipopolysaccharide (LPS), and R848, which activate TLRs to upregulate NLRP3 and caspase-1 expression and provide the soil for NLRP3 activation. In addition, priming causes post-translational modifications in NLRP3, such as phosphorylation (48), which are thought to be important for NLRP3 activation. The activating factors include nigericin, extracellular ATP, as well as silica, cholesterol, and uric acid crystals that destabilize lysosomes. As mentioned previously, a wide variety of NLRP3 activators exists, and the direct triggers of NLRP3 activation remain unclear. In addition, it has been reported that NLRP3 activation involves interactions with a variety of proteins. These include SGT1, HSP90 (49), thioredoxin-interacting protein (TXNIP) (50), mitochondrial antiviral-signaling protein (MAVS) (51), never in mitosis A-related kinase 7 (NEK7) (52–54), MAP/microtubule affinity-regulating kinase 4 (MARK4) (55), macrophage migration inhibitory factor (MIF) (56), DEAD box RNA helicase (DDX) 3X (57), and receptor of activated protein C kinase 1 (RACK1) (58). However, the mechanisms by which these factors regulate NLRP3 activation remain unclear.



NLRP3–NEK7 complex

As a starting point for the structural biology studies of NLRP3, the cryo-EM structure of inactivated human NLRP3 (PYD domain deleted) bound to NEK7 was first revealed (36) (Figure 1B). The overall structure was similar to the previously reported structures of NLRC4 (16) and NOD2 (29) in the inactivated form. The kinase C-lobe of NEK7 binds to the concave side of the LRR of NLRP3. Only the C-lobe of NEK7 was visible in the cryo-EM map, but the N-lobe did not clash with NLRP3 even when full-length NEK7 was superimposed. NLRP3 binds to NEK7 at multiple interaction sites (LRR, HD2, and NBD). This binding is suggested to involve electrostatic interactions between the positively charged surface of NEK7 and the negatively charged surface of NLRP3. NEK7 is known to form a complex with NEK9 to participate in mitosis (59); however, the NEK7 surface used for this complexation overlaps in part with the surface used for binding to NLRP3. Therefore, it was expected that once NEK7 binds to NLRP3, it cannot bind to NEK9 and vice versa.

As mentioned previously, upon activation, NLRC4 multimerizes and activates by opening the NACHT domain via a large rigid body rotation between HD1 and WHD (Figure 2A) (17, 18). Imitating the oligomeric structure of NLRC4, an oligomeric model of the NLRP3-NEK7 complex was constructed (Figure 2C), where NEK7 was found to be located at the boundary with the neighboring molecule in the oligomer. To investigate the importance of this modeled oligomeric interface, the authors of this paper performed experiments using mutants of NLRP3 and NEK7 and demonstrated that both mutants reduce NLRP3 activation, indicating that this NEK7–NLRP3 interface may be used when NLRP3 is activated (36). In the case of NLRC4, in addition to the contacts at the NACHT site, interactions at the LRR-LRR sites are observed during the formation of ring-shaped oligomers (Figure 2A, B) (17, 18). However, the LRR-LRR interaction in the NLRP3 oligomer is not possible between adjacent monomers because the LRR of NLRP3 is smaller than that of NLRC4. Considering the result of the mutational experiment showing the importance of hypothetical NEK7-NLRP3 interface describe earlier, NEK7-mediated bridging of adjacent LRRs of NLRP3 may reinforce the oligomerization of NLRP3. In other words, in NLRP3, as in the case of NLRC4, the interaction between NACHTs in the inner ring layer and that between LRRs via NEK7 in the outer ring layer are thought to contribute to oligomer formation.



Full-length NLRP3 oligomer

Although experimental structural information on the activated oligomer of NLRP3 is not yet available, three groups have reported cryo-EM structures of the full-length NLRP3 oligomer in its inactivated form recently (Figure 3) (23–25). Paradoxically, this inactivated oligomer formation has been shown to be important in the regulation of NLRP3 activation (25). Mouse NLRP3 forms 12-, 14-, and 16-mer (Figure 3A) (23, 25), whereas human NLRP3 forms 10-mer (Figure 3B) (24) hollow, cage-like oligomeric structures with NACHT on the top surface and LRR-LRR interactions on the sides. The density of the PYD domains could not be clearly confirmed, but they were considered to be disordered and located inside or at the top of the cage.




Figure 3 | Cage-shaped inactive oligomer of NLRP3. Top and side views of the structure of (A) full-length mouse NLRP3 dodecamer (PDB 7VTQ) (23) and (B) Human NLRP3 decamer (PDB 7PZC) (24). Each protomer is shown in a different color. The LRR-mediated oligomer interfaces are indicated.



LRR-LRR interactions on the side of the cage are the main contributors to the multimer formation. The interactions at this site are “face-to-face” or “head-to-head,” in which neighboring LRRs interact closely with each other (Figure 3). These interactions are mainly due to electrostatic complementarity and hydrophobicity, respectively. In contrast, the NACHTs on the upper and lower surfaces of the cage are proximal to each other, but there is little direct interaction between them. As a result, in all the reported oligomer structures, the density of the LRR portions on the sides of the cage is clear, whereas that of the NACHT portions on the top and bottom surfaces of the cage is relatively obscure.

The structure of the NLRP3 protomer in the oligomer matches well with the previously reported structure of NLRP3 in the inactivated NLRP3-NEK7 structure (36). The LRR-LRR and NLRP3-NEK7 interaction interfaces overlap, suggesting that this cage-like NLRP3 oligomer cannot accommodate NEK7. Moreover, this suggests that the cage-like NLRP3 oligomer is reorganized when NEK7 binds to and activates NLRP3. Furthermore, it has been shown that adding NEK7 to the NLRP3 oligomer partially dissociates the oligomer (36). NEK7 is a centrosomal kinase that mainly localizes to the microtubule-organizing center (60, 61), where NLRP3 does not encounter NEK7 in resting cells, suggesting that spatial isolation is one of the mechanisms preventing NLRP3 from being unintentionally activated (25).

Although the density of PYD was not clearly identified in the cage-like oligomeric structure, it is likely that PYD contributes to the formation of this cage-like oligomer, as it does not form when PYD is deleted (23, 25). Moreover, the PYD-deleted form of human NLRP3 forms a hexamer, while intact human NLRP3 forms a cage-like decamer (29, 59). The cage-like NLRP3 oligomers did not induce downstream ASC filament formation (25), suggesting that the PYDs in the oligomers were confined or spatially constrained within the cage, thereby inhibiting filament formation (23–25). This has been proposed as one of the mechanisms limiting NLRP3 activation.

The cage-like NLRP3 oligomer has been shown to have an affinity for membranes (23, 25). Oligomers of NLRP3 have been detected in membrane-extracted fractions from HEK293T cells overexpressing NLRP3 or from immortalized bone marrow-derived macrophages that express NLRP3 endogenously by LPS stimulation (25). Lipid strip assay results have shown that NLRP3 has an affinity for acidic lipids such as phosphatidylinositides, phosphatidic acid, phosphatidyl serine, and cardiolipin (23, 25). This corresponds well with the localization of NLRP3 to acidic lipids in the trans-Golgi network (TGN) (62). Furthermore, thorough functional assay results indicated that the cage-like NLRP3 oligomer is essential for TGN dispersion and NLRP3 activation (25).

In summary, the following mechanism has been proposed (23–25): NLRP3 is localized as a cage-like oligomer on the TGN and mitochondrial membranes in the resting state, where its activation is inhibited by the confinement or structural restriction of PYD. NLRP3 is then activated by activation signals such as due to nigericin, which induces a conformational change to form an activated oligomer.



NLRP3 inhibitor

The cryo-EM structures of the artificial hexamer of human NLRP3 (PYD-deficient), full-length mouse NLRP3 dodecamer (23), and full-length human NLRP3 decamer (24) as well as the crystal structure of the NACHT domain of human NLRP3 (26) have been determined in the presence of the NLRP3 inhibitor MCC950 or its analogs (63–66). This revealed the inhibitor binding mode and the mechanism of inhibition of NLRP3 activation (Figure 4). The inhibitor binds to the bottom of the cavity in the NACHT domain. This cavity is composed of all the domains and subdomains of NLRP3. Although the inhibitor binds spatially close to the ADP binding site, the binding sites are separated by an interaction between NBD, HD1, and WHD, allowing the inhibitor to access NLRP3 from the NBD-HD2-LRR side, whereas ADP accesses NLRP3 from the opposite side. The closed conformation of NACHT domains is generally characterized by tight packing between NACHT subdomains via ADP binding (16, 29, 30, 36). Like ADP, the inhibitor binds to NLRP3 and mediates its interaction with its subdomain as well as with LRR. This suggests that inhibitors stabilize the closed conformation of the NACHT domain of NLRP3, thereby preventing the NACHT domain from changing to an open conformation and being activated (23, 24, 26).




Figure 4 | Structural basis of NLRP3 inhibitor binding. Protomer structure of the human NLRP3 (PYD deleted) hexamer (PDB 7VTP) (23) with bound molecules of the ADP and NLRP3 inhibitor, MCC950, is illustrated as space filling representations. Ribbon representation (top left) and surface representations from three different views (top right, bottom left, and bottom right) are demonstrated.





NLRP1

Human-NLRP1 is an NLR with an atypical domain configuration with PYD, NACHT, LRR, a function to find domain (FIIND), and CARD domains from the N-terminal to the C-terminal side (Figure 5A) (67, 68). FIIND is further divided into ZU5 (found in ZO-1 and UNC5) and UPA (found in UNC5, PIDD, and ankyrins) subdomains. Autoproteolysis between these two subdomains is important for NLRP1 activation (69, 70). Gain-of-function mutations in NLRP1 are known to cause inflammatory diseases, particularly in the skin (67, 71). NLRs generally signal through their N-terminal PYD or CARD domains, but previous studies have shown that the C-terminal CARD domain is responsible for signaling in NLRP1 (69). The trigger for the activation of NLRP1 has been unknown for many years. However, recently, it was shown that the activation is triggered by the cleavage of human NLRP1 via the enteroviral 3C protease at the linker between PYD and NACHT (Q130-G131) (Figure 5A) (72, 73). The resulting N-terminal glycine activates the N-glycine-mediated degradation pathway, which degrades the autoinhibitory NACHT-LRR domain and releases a C-terminal fragment (UPA-CARD) to activate NLRP1 (74–76). The CARD domain of the free C-terminal fragment forms filaments, through which ASC or procaspase-1 is recruited to form the inflammasome (77, 78). Similarly, mouse NLRP1B is cleaved near its N-terminal side by bacterial lethal toxin proteases, resulting in the initiation of N-terminal degradation and release of the C-terminal activating fragment (79–81). In addition, ubiquitination of NLRP1B by bacterial pathogen Shigella flexneri IpaH7.8 E3 ubiquitin ligase has shown to activate NLRP1B (75). Dipeptidyl peptidase (DPP)8 and DPP9 are cytoplasmic dipeptidyl peptidases that bind directly to NLRP1 and inhibit its activation. Inhibition of NLRP1 by DPP8/DPP9 is counteracted by DPP8/DPP9 inhibitors; DPP8/DPP9 inhibitors activate NLRP1 (74, 82–85). Furthermore, human NLRP1 has been shown to be activated by recognition of virus-derived double-stranded RNA (dsRNA) (86).




Figure 5 | Mechanism underlying NLRP1 activation and DPP9-mediated suppression of NLRP1 activation. (A) NLRP1 activation mechanism. The domains are indicated in various colors and are correspondingly represented in Figure 5B. (B) Structure of the DPP9-NLRP1 complex (PDB 6X6A) (28). In the structure, the ZU5-UPA region from intact NLRP1 (denoted as NLRP1A) and UPA portion of the C-terminal fragment of NLRP1 (denoted as NLRP1B) bound to a DPP9 molecule are indicated. The schematic of the complex is represented in the right panel.



Regarding the structural biology of NLRP1, the structure of the region containing the central NACHT-LRR domain has not yet been elucidated. However, cryo-EM analysis has recently revealed a mechanism by which the C-terminal fragment released by the N-terminal degradation is repressed by DPP9 (Figure 5B) (27, 28). A ternary complex consisting of one molecule of full-length NLRP1 (NLRP1A) and one molecule of the C-terminal fragment of NLRP1 (NLRP1B) with one molecule of DPP9 was elucidated. The complex contained full-length NLRP1A, but only DPP9, the FIIND domain of NLRP1A (ZU5 and UPA), and the UPA portion of NLRP1B were resolved by cryo-EM analysis; other portions were not observed in the cryo-EM map. A peptide of approximately 10 residues on the N-terminal side of NLRP1B, generated by the auto-cleavage of the FIIND domain, was inserted into the substrate recognition pocket of DPP9. Thus, inhibitors of DPP9 that bind to this pocket competitively drive out NLRP1B, allowing the C-terminal fragment to escape capture by DPP9 and become active. In the complex structure, interactions between ZU5 of NLRP1A and DPP9, UPA of NLRP1B and DPP9, as well as UPAs of NLRP1A and NLRP1B were identified. It has been shown that mutations in the first two parts cause constitutive activation of NLRP1, while mutations in the latter inhibits NLRP1 activation. This suggests that not only the C-terminal fragment of NLRP1B, which binds to the substrate recognition pocket of DPP9, but also the ZU5 domain of full-length NLRP1A is important for the inhibition of activation of the C-terminal fragment of NLRP1B by DPP9. In other words, when a small amount of the C-terminal fragment is unintentionally generated, the presence of intact NLRP1 provides a checkpoint to prevent unintended activation of NLRP1 by the DPP9 inhibitory mechanism (27, 28). However, increased production of the C-terminal fragment of NLRP1, such as during viral infection, is thought to decrease intact NLRP1, rendering this DPP9 checkpoint dysfunctional, resulting in the release of the C-terminal fragment, which in turn leads to NLRP1 activation.

However, the mechanism of NLRP1 activation remains unclear. In other NLRs, oligomerization via the NACHT-LRR portion causes spatial proximity between the signaling domains, which is thought to trigger activation (17, 18). The NACHT-LRR portion of NLRP1 acts as a domain that inhibits the release of the C-terminal fragment in the functional degradation mechanism (75, 76) described above. Moreover, the NACHT-LRR portion of NLRP1 is involved in dsRNA recognition during NLRP1 activation by a recently reported virus-derived dsRNA (86). Further studies are required to elucidate the precise role of the NACHT-LRR portion of NLRP1.



NOD2

NOD2 is a member of the NLRC family, and its mutations are closely associated with inflammatory diseases such as Crohn’s disease, Blau syndrome, and early-onset sarcoidosis (87, 88), requiring further functional explanation based on its structural biology. It has two CARD domains on its N-terminal side as signaling domains (Figure 1A). NOD2 is believed to be activated by muramyl dipeptide (MDP) from the bacterial cell wall (89, 90). In addition, diverse stimuli, including Salmonella typhimurium effector protein SipA and SopE have been identified to activate NOD2 (91, 92). Upon activation, NOD2 oligomerizes to bring its CARD domains into proximity, recruiting downstream RIPK2 through CARD-CARD interaction, and ultimately activating nuclear factor-κB and inducing an inflammatory response (89, 90).

To date, the crystal structure of the ADP-bound, inactivated form of NOD2 lacking the CARD domain has been determined (Figure 1B) (29). Similar to the inactivated forms of NLRC4 (16) and NLRP3 (36) (Figure 1B), the NACHT domain maintains a closed structure by binding ADP. Mutations that disrupt the interactions between NACHT subdomains increase NOD2 activation, indicating that the interactions between these subdomains are important in maintaining the inactivated conformation (29). The MDP-binding site inferred from previous mutation experiments (93) was located on the concave side of the LRR (29). Mutations in the residues at this site have been shown to decrease the MDP responsiveness of NOD2. It is thought that the binding of MDP to this site induces a conformational change that results in oligomer formation; however, the details have not been yet clarified. Disease-associated mutations are distributed throughout NOD2. Among these, gain-of-function mutations are particularly prevalent at residues located at the interface between the NACHT subdomains. Few studies reported that NOD2 functions by binding to the membrane (94), and some disease-associated mutations are located on positively charged surface residues of HD2, suggesting that NOD2 may bind to the membrane at this site (29).



NLRP9

NLRP9, a member of the NLRP family, together with DExH box RNA helicase (DHX) 9, recognizes rotavirus RNA in intestinal epithelial cells to form inflammasomes and is involved in resistance to rotavirus infection (95). Recently, the crystal and cryo-EM structures of an ADP-bound inactivated form of NLRP9 lacking the PYD domain have been reported (Figure 1B) (30), and both structures are nearly identical. ADP-bound NLRP9, like other inactive forms of NLRs (16, 29, 36), has a closed NACHT domain. Approximately 10 residues on the C-terminal side of NLRP9 have been found to fold back from the tip of LRR to the concave side of LRR, forming an extensive interaction with the concave side of LRR. As discussed, the concave surface of the LRR of each NLR has a distinctive function (23–25, 29, 36, 96). Moreover, it has been speculated that this region of NLRP9 may also play an important role in interactions with other proteins and oligomer formation. However, most mechanisms remain unclear, including the mechanism of inflammasome activation by NLRP9 and the recognition of virus-derived RNA in cooperation with DHX9 (95).



NLRP6

NLRP6 is a member of the NLRP family and, as with NLRP9, plays an important role in immune responses in intestinal epithelial cells (97, 98). Similar to NLRP9, it cooperates with DHX15, an RNA helicase, to bind to the RNA introduced by enteric viruses and induce interferon production through MAVS (98). It is also known to sense microbiota-associated metabolites and form ASC-dependent inflammasomes (97). For NLRP6, the structures of the PYD domain and its filament structure are known (99). However, the structure of the remaining NACHT-LRR portion remains unclear. Recently, it has become clear that liquid-liquid phase separation (LLPS), which has attracted much attention recently because of its involvement in various biological phenomena, plays an important role in the activation of NLRP6 (100). In vitro and intracellular experiments indicate that dsRNA induces LLPS formation of NLRP6 and that this LLPS formation is important for the activation of the NLRP6 inflammasome. The adaptor molecule ASC solidifies the LLPS of NLRP6 and activates the inflammasome. The poly-lysine sequence in the NACHT domain of NLRP6 has been shown to be important for LLPS formation. LLPS-mediated NLRP6 activation is a novel NLR inflammasome activation mechanism, and whether similar mechanisms exist for other NLRs must be further investigated in the future.




Concluding remark

The past decade has provided a better understanding of the activation mechanisms of NLRs based on structural biology studies. The mechanism of ring-shaped oligomers as a starting point for downstream adaptor signaling, as evidenced structurally in NLRC4 and postulated in NLRP3, is now clear. However, there is little structural evidence regarding the activation mechanism of NLRs. For instance, how ATPase activities of NLR are involved in the activation, how the conformational change leading to the oligomerization is triggered, and further studies are essential to clarify the activation mechanisms of NLRs. In contrast, the mechanism by which the NACHT-LRR portion of NLRP1 is degraded and that by which the released C-terminal fragment serves as a scaffold for downstream adaptor molecules have been elucidated. Moreover, the mechanism by which NLRP6 condensed by LLPS serves as a scaffold for downstream adaptor molecules has also been revealed. Although these activation mechanisms promote recruitment of downstream adaptor molecules by increasing the local concentration of signaling domains, diverse NLR activation mechanisms are still being uncovered. NLRs are involved in a variety of diseases, and their detailed activation mechanisms based on structural biology should be further studied to aid in developing therapeutic agents.
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Background

Systemic allergic reaction is characterized by vasodilation and vascular leakage, which causes a rapid, precipitous and sustained decrease in arterial blood pressure with a concomitant decrease of cardiac output. Histamine is a major mediator released by mast cells in allergic inflammation and response. It causes a cascade of inflammation and strongly increases vascular permeability within minutes through its four G-protein-coupled receptors (GPCRs) on endothelial cells. High mobility group box-1 (HMGB1), a nonhistone chromatin-binding nuclear protein, can be actively secreted into the extracellular space by endothelial cells. HMGB1 has been reported to exert pro-inflammatory effects on endothelial cells and to increase vascular endothelial permeability. However, the relationship between histamine and HMGB1-mediated signaling in vascular endothelial cells and the role of HMGB1 in anaphylactic-induced hypotension have never been studied.



Methods and results

EA.hy 926 cells were treated with different concentrations of histamine for the indicated periods. The results showed that histamine induced HMGB1 translocation and release from the endothelial cells in a concentration- and time-dependent manner. These effects of histamine were concentration-dependently inhibited by d-chlorpheniramine, a specific H1 receptor antagonist, but not by H2 or H3/4 receptor antagonists. Moreover, an H1-specific agonist, 2-pyridylethylamine, mimicked the effects of histamine, whereas an H2-receptor agonist, 4-methylhistamine, did not. Adrenaline and noradrenaline, which are commonly used in the clinical treatment of anaphylactic shock, also inhibited the histamine-induced HMGB1 translocation in endothelial cells. We therefore established a rat model of allergic shock by i.v. injection of compound 48/80, a potent histamine-releasing agent. The plasma HMGB1 levels in compound 48/80-injected rats were higher than those in controls. Moreover, the treatment with anti-HMGB1 antibody successfully facilitated the recovery from compound 48/80-induced hypotension.



Conclusion

Histamine induces HMGB1 release from vascular endothelial cells solely through H1 receptor stimulation. Anti-HMGB1 therapy may provide a novel treatment for life-threatening systemic anaphylaxis.
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Introduction

Histamine, 2-(4-imodazole)-ethylamine, is synthesized from L-histidine exclusively by histidine decarboxylase and can be produced by various cells, including central nervous system neurons, vascular endothelial cells (VECs), gastric mucosa parietal cells, mast cells, basophils and lymphocytes (1). Histamine plays an important role both in normal human physiology as well as in various pathologies, such as allergic inflammation and response (2–4), gastric acid secretion (5), neurotransmission in the central nervous system (6, 7), and the regulation of innate immune response (8, 9). Anaphylactic shock (AS) often results from an immunoglobulin E (IgE)-mediated systemic allergic reaction. AS is characterized by vasodilation and vascular leakage, and causes a rapid decrease in systemic arterial blood pressure that contributes to the onset of hypotension (10–12). Histamine is a major inducer of vascular hyperpermeability, and thus it is a central component of permeability-related human pathologies, such as allergy and anaphylaxis (13). Histamine released from mast cells and basophils triggers acute symptoms due to its very rapid activity on the vascular endothelium and bronchial and smooth muscle cells, which leads to a rapid increase in vascular permeability within minutes. Histamine-induced production of NO through eNOS in the VECs also results in NO diffusion into the smooth muscle cell layer in the vessel wall and dilates smooth muscle cells by activating cytosolic guanylate cyclase (14).

Histamine acts through its four G-protein-coupled receptors (GPCRs), histamine receptors 1 to 4 (H1R to H4R) (15, 16). These vascular effects of histamine are in general mediated by histamine H1-receptor and constitute the main actions of histamine on blood vessels (14), whereas the H2-receptor modifies gastric acid secretion, airway mucus production, and vascular permeability (16). The H3-receptor has been shown to be involved in neuron-inflammatory diseases (17). The H4-receptor plays an important role in allergy and inflammation (18).

High mobility group box-1 (HMGB1) is a ubiquitous nuclear protein that binds to chromatin DNA, thereby regulating transcription activity and maintaining chromatin structure (19, 20). Under injurious stimuli and stress, HMGB1 is translocated from nuclei to the extracellular space through the cytosolic compartment (21). Extracellular HMGB1 is now recognized as a representative damage-associated molecular pattern (DAMP) and has been shown to be involved in many diseases as an inflammation enhancer through the direct stimulation of TLR-4/2 and RAGE as well as through complex formation with IL-1β and CXCL12, with subsequent enhancement of the activation of cognate receptors (22). In addition, HMGB1 may carry LPS to Kupffer cells, leading to the efficient production of inflammatory cytokines in a gasdermin- and caspase-dependent manner (23). Among the diverse range of effects of HMGB1 on cellular responses, the effects on capillary blood vessels are especially notable. In an ischemic/reperfusion model in rats, it was demonstrated that HMGB1 released from neurons and other cells directly affected the BBB-constituting cells, VECs and pericytes, leading to increased permeability and brain edema formation (24, 25). In peripheral capillary endothelial cells in culture, an HMGB1-induced contractile response and subsequent increase in permeability were observed (26). However, whether histamine-induced vascular permeability is related with HMGB1 release from endothelial cells has never been investigated.

VECs should be controlled precisely depending on the micromilieu. Under a resting condition, the luminal surface of VECs is maintained in an anti-coagulation state. At the same time, the interaction between endothelial cells and blood cells is expected to be kept minimal. However, once the disruption of vascular walls occurs or agonistic stimuli reach the endothelial cells, rapid changes in the cellular phenotype should occur, including phenotypic changes related to the direction of coagulation or facilitation of inflammation through the migration of infiltrating leukocytes. To elucidate these phenomena, numerous bioactive factors on VECs that finely tune the state of VECs have been identified. In the previous study (27), we demonstrated that LPS and TNF-α induced the release of HMGB1 from VECs in culture, associated with the production of the inflammatory cytokines and the expression of adhesion molecules on their surface although the signaling pathways leading to the translocation of HMGB1 remain unclear.

In the present study, we found that a classical mediator of inflammation, histamine, concentration-dependently caused HMGB1 release from VECs in culture through the stimulation of specific H1-receptor. Moreover, our findings suggest that the hypotensive response induced in vivo by a liberator of histamine from mast cells may be mediated in part by HMGB1. These findings will provide new insights into our understanding of vascular biology and could lead to therapeutic strategies for histamine-induced vascular reactions in allergy and anaphylaxis.



Materials and methods


Chemicals and reagents

Histamine dihydrochloride was obtained from Nakalai Tesque (Kyoto, Japan). 2-Pyridylethylamine dihydrochloride and 4-methylhistamine dihydrochloride were gifts from Drs. W.A.M. Duncan and G.J. Durant (The Research Institute, Smith Kline & French Laboratories, Welwyn Garden City, Herts). d-Chlorpheniramine maleate and famotidine were obtained from Takeda Pharmaceutical Company (Osaka, Japan) and Yamanouchi Pharmaceuticals (Tokyo), respectively. Compound 48/80 trihydrochloride was obtained from Funakoshi (Tokyo).



Cell cultures

EA.hy 926 endothelial cells (ATCC Cat# CRL-2922, RRID:CVCL_3901), a hybridoma of human umbilical vein endothelial cells (HUVECs) and the human epithelial cell line A549, were cultured using Dulbecco’s modified Eagle medium (DMEM, #D6546, Sigma, St. Louis, MO) supplemented with 10% fetal bovine serum (Gibco, Grand Island, NY), 5% L-glutamine (#G7513, Sigma), and 10% penicillin/streptomycin (Gibco) in 5% CO2 at 37°C. After reaching confluence, the EA.hy 926 cells were detached from culture flasks using 0.25% Trypsin-EDTA (Gibco), washed, and resuspended in DMEM. The cells were used between the third and sixth passage in our experiments.



Immunostaining assay

EA.hy 926 cells were pretreated with FBS-free medium for 1 h before being stimulated with different concentrations of histamine (Nakalai Tesque) for the indicated periods. The cells were then fixed with 4% paraformaldehyde (Wako Pure Chemical Industry, Osaka, Japan) and blocked with 3% bovine serum albumin (BSA), after which the cells were stained by anti-HMGB1 Ab (rabbit, Sigma, RRID:AB_444360) for 1 h at 37°C followed by Alexa Fluor 488-labeled anti-rabbit/mouse IgG. Cell nuclei were stained with DAPI for 5 min, and then observed using a confocal microscope (LSM 780, Carl Zeiss).



Cell viability

EA.hy 926 cells were plated in 96-well plates at 5×105 overnight, and then pre-incubated with histamine at the indicated concentrations. The cells were then incubated with MTT at 37 °C for 4 h by adding 10 μl of 5 ng/ml MTT solution to each well. After removal of the cell supernatant, 200 μl of DMSO was added to each well to dissolve the crystals. The absorbance of each well was measured using a microplate reader (model 680; Bio-Rad) at 570 nm wavelength, and the optical density (OD) value was recorded.



Quantitative real-time polymerase chain reaction (qRT-PCR)

EA.hy 926 endothelial cells were harvested and mRNA was extracted using an RNeasy mini kit (Qiagen). Total RNA (1 μg/sample) was incubated with the components of the PrimeScriptR RT reagent kit (Takara Bio, Shiga, Japan; Code No. RR036A) at 37°C for 15 min. The cDNA was then amplified with a SYBRR Premix Ex Taq™ (Tli RNaseH Plus) Kit (Takara Bio, Shiga, Japan; Code No. RR420A) with a Light Cycler (Roche, Basel, Switzerland). All operations followed the manufacturer’s protocol. The mRNA expressions of all genes were normalized to the housekeeping gene, β-actin. The fold changes between groups were calculated using the Ct value with the 2−ΔΔCt method (ΔCt = Ct target gene – Ct β−actin). Primers were designed according to published sequences (see the Supplementary materials and methods; Table S1).



Enzyme-linked immunosorbent assay (ELISA)

To determine HMGB1 levels in plasma, blood samples were collected through the rat heart under deep anesthesia, then centrifuged for 10 min at 3000 rpm. The cell culture medium was collected after treatment to measure the release of HMGB1 from the cell to the supernatant, and then centrifuged for 10 min at 3000 rpm. HMGB1 was detected by using an ELISA kit (Shino-Test Co., Sagamihara, Japan) according to the manufacturer’s instructions.



Effects of histamine receptor subtype-selective agonists and antagonists on HMGB1 mobilization

EA.hy 926 cells were prepared as described above. To determine the effects of receptor subtype-selective antagonists on histamine-induced translocation of HMGB1, EA.hy 926 cells were preincubated with 1 μM d-chlorpheniramine (H1-selective antagonist), famotidine (H2-selective antagonist) or thioperamide (H3/H4-selective antagonist) for 1 h. The cells were then stimulated with histamine (1 μM) for 12 h. To determine the effects of receptor subtype-selective agonists, 2-pyridylethylamine (H1-selective agonist) or 4-methylhistamine (H2-selective agonist) was used instead of histamine. Immunostaining of HMGB1 was performed as described above.



Animals

Experiments were performed using 8-week-old male Wistar rats (body weight: 250 ± 15 g) housed in groups of three in polypropylene cages with a 12-h light-dark cycle at 24–26°C and ad libitum food and water. After a 1-week acclimatization, rats were divided among three groups of six rats each: an experimental group consisting of sensitized rats treated with PBS 1 min after shock induction; an anti-HMGB1 mAb group consisting of sensitized rats treated with α-HMGB1 mAb (2 mg/kg) 1 min after shock induction; and an anti-KLH mAb group consisting of sensitized rats treated with α-KLH mAb (2 mg/kg) 1 min after shock induction.



Anaphylactic shock animal model

Rats were anesthetized with pentobarbital sodium solution (40 mg/kg) administered intraperitoneally. Then, the tissue was bluntly separated, the white ligament of the left leg was found, and the femoral artery was exposed by clamping the hemostatic forceps. Approximately 2 cm of the femoral artery was isolated, a NO. 4-0 surgical suture was passed through the radial and distal ends, and ligation was performed at the distal ends. Arterial puncture was performed with a 24G trocar between the two wires, and then the needle was removed. A blood pressure measuring device was connected to the end of the trocar, and the trocar was fixed to a real-time blood pressure recording system (Shino Test Co.) via a pressure transducer to measure the systolic, diastolic, and mean arterial blood pressure (MAP) and heart rate (HR). To prepare the anaphylaxis model, rats were administered a mast cell degranulation agent, compound 48/80, at a dose of 0.5 mg/kg body weight through the tail vein. After AS induction, rats in the three groups were administered with PBS, anti-KLH antibody (2 mg/kg) or anti-HMGB1 antibody (2 mg/kg) through the tail vein, respectively. Measurement of hemodynamic parameters was performed every 5 min for a period of 30 min before the compound 48/80 challenge. The hemodynamic parameters were recorded for 60 min at 1 min intervals after the compound 48/80 challenge.



Statistical analysis

The data were analyzed with GraphPad Prism software ver. 6.01 (GraphPad, San Diego, CA). All values are presented as the means ± SEM and were analyzed by an analysis of variance (ANOVA) followed by Bonferroni’s test or post hoc Fisher test when the F statistic was significant. Probability (p) values <0.05 were considered significant. At least three independent experiments were performed for all of the assays.




Results


Histamine induced HMGB1 translocation and release from VECs

HMGB1 was exclusively localized in the nuclear compartment in the EA.hy 926 VECs under a resting condition (Figure 1A). Histamine (1 μM) time-dependently induced the translocation of HMGB1 from the nuclei to cytosolic compartment. The translocation of HMGB1 was quantified by the fluorescence intensity of HMGB1 remaining in the cell nuclei of endothelial cells after histamine stimulation (Figure 1B). It appeared that the immunoreactivity of HMGB1 in the nuclei was time-dependently decreased whereas that in the cytosolic compartment was increased (Figure1A). The effects of histamine on HMGB1 translocation at 12 h were concentration-dependent at concentrations from 0.01 μM to 10 μM (Figures 1C, D). To determine whether HMGB1 was further released into the cell culture media, we determined the HMGB1 levels in the supernatant with ELISA. As shown in Figure 1E, HMGB1 was released from VECs into the media after stimulation with histamine in a concentration-dependent manner.




Figure 1 | HMGB1 translocation and release from VECs after histamine stimulation. (A) EA.hy 926 endothelial cells were stimulated with histamine (1 μM) for the periods indicated. HMGB1 was observed by immunostaining with green fluorescence and cell nucleus was observed by blue fluorescence after staining with DAPI. Scale bar = 10 μm, (n=5 per group). (B) The translocation of HMGB1 was quantified by the residual presence of the HMGB1 (green fluorescence) in the cell nucleus in each cell. The results were quantified by ImageJ software and are expressed as the ratio of total nuclear HMGB1 intensity/cell numbers. (C, D) EA.hy 926 cells were stimulated with the indicated concentrations of histamine for 12 h, and the HMGB1 in the nucleus was determined by the immunostaining (n=5 per group). (E) Endothelial cells were cultured for 12 h with different concentrations of histamine. The cell culture medium was collected and analyzed for HMGB1 release by ELISA. All results are the means ± SEM of five different experiments. (F) Effects of histamine on the viability of EA.hy 926 cells. EA.hy 926 cells were stimulated with different concentrations of histamine for 12 h. The cells were then incubated with MTT at 37°C for 4 h by adding 10 μl of 5 ng/ml MTT solution to each well. After removal of the cell supernatant, 200 μl of DMSO was added to each well to dissolve the crystals. The OD value was recorded using a microplate reader at 570 nm wavelength. All results are the means ± SEM of three different experiments, (n=5 per group). Statistical analyses were conducted by one-way ANOVA followed by the post hoc Fisher test. *p<0.05, **p<0.01 vs. control in the absence of histamine.



HMGB1 can be actively released from cells in response to various stimuli and also passively released from cells during cell necrosis or apoptosis (27). In order to clarify whether HMGB1 was actively or passively released from the VECs after the stimulation with histamine, we evaluated the cell viability after the histamine stimulation (Figure 1F). The results showed that the stimulation with different concentrations of histamine did not change the cell viability of VECs (Figure 1F), which means that histamine actively induced the translocation and release of HMGB1 from VECs.



Involvement of H1 receptor in the effects of histamine on HMGB1 translocation and release from VECs

Histamine acts through its four G-protein-coupled receptors (GPCRs), histamine receptors 1 to 4 (H1R to H4R) (9). To examine the effects of histamine on HMGB1 translocation and release from VECs, we first used RT-PCR to confirm the expression of histamine receptor subtypes H1, H2, and H3 in EA.hy 926 cells (Figure 2A). The expressions of H1R and H2R mRNA were increased 5-fold and 45%, respectively, after the incubation with histamine (1 μM) for 12 h, whereas that of H3R mRNA was not changed (Figure 2A). To examine which receptor was responsible for the histamine-induced translocation and release of HMGB1 from VECs, the receptor subtype-specific antagonists, d-chloropheniramine for H1R, famotidine for H2R and thioperamide for H3/4R, were used. The cells were preincubated with one of the antagonists for 1 h before stimulation with histamine (1 μM). The translocation and release of HMGB1 were evaluated 12 h thereafter (Figures 2B–D). An H1R-selective antagonist, d-chloropheniramine (1 μM), but not either famotidine (1 μM) or thioperamide (1 μM), inhibited the translocation induced by histamine (1 μM) (Figure 2B). The inhibitory effects of d-chloropheniramine were concentration-dependent (0.01–1 μM) (Figure 2C). We also confirmed that the secretion of HMGB1 into media induced by histamine (1 μM) was antagonized solely by d-chloropheniramine (1 μM). Moreover, an H1R-selective agonist, 2-pyridylethylamine (28), but not an H2R-selective agonist, 4-methylhitamine (29), mimicked the effects of histamine in regard to HMGB1 translocation (Figures 3A, B) and release into media (Figure 3C). These results as a whole indicated that the receptor subtypes involved in histamine-induced translocation and release of HMGB1 in VECs was H1 receptor.




Figure 2 | The involvement of histamine receptor subtypes in the histamine-induced HMGB1 release in VECs. (A) EA.hy 926 cells were cultured with histamine (1 μM) for 12 h. The mRNA expression of each histamine receptor in the presence or absence of histamine in the cells was measured by quantitative RT-PCR. The results were normalized to the expression of β-actin and are expressed as the mean ± SEM (n=5 per group). (B) EA.hy 926 cells were preincubated with each antagonist for 1 h before stimulation with histamine (1 μM). HMGB1 translocation was determined by immunostaining at 12 h after histamine stimulation. Scale bar = 10 μm. (C) Different concentrations of d-chloropheniramine were preincubated with the EA.hy 926 cells for 1 h before stimulation with histamine (1 μM) for 12 h. HMGB1 in the cell nucleus is quantified in the right panel of each group as the means ± SEM (n=5 per group). (D) EA.hy 926 cells were preincubated with each antagonist (1 μM) for 1 h. At 12 h after stimulation with histamine (1 μM), the amount of HMGB1 released into the medium was determined. Statistical analyses were conducted by one-way ANOVA followed by the post hoc Fisher test. *p<0.05, **p< 0.01 vs. control in the absence of histamine, #p<0.05, ##p<0.01 vs. histamine-PBS group.






Figure 3 | Effects of selective histamine receptor agonists on HMGB1 release from VECs. (A) EA.hy 926 cells were incubated with 2-pyridylethylamine (H1R-selective agonist) or 4 methylhitamine (H2R-selective agonist) for 6 h. HMGB1 translocation was observed with immunostaining as described in Figure 1. Scale bar = 10 μm. (B) The results were quantified by ImageJ software and are expressed as the ratio of total nuclear HMGB1 intensity/cell numbers. (C) The cell culture medium was collected and the HMGB1 released into media was measured by ELISA. All results are the means ± SEM of five different experiments, (n=5 per group). One-way ANOVA followed by the post hoc Fisher test. **p<0.01 vs. control in the absence of agonist.





Calcium-dependency of the effects of histamine on HMGB1 translocation and release from VECs

The intracellular signaling systems mediated by H1R have been well documented (14, 15). H1R stimulation activates phospholipase Cβ via Gq/11 and the resultant production of IP3 in turn induces calcium mobilization from ER calcium stores. Therefore, if the event of HMGB1 mobilization induced by H1R stimulation occurs downstream of calcium mobilization, the blocking of calcium signals may lead to the diminution of HMGB1 mobilization. Figure 4 shows that a membrane-permeable calcium chelator, BAPTA-AM (5 μM), significantly inhibited the mobilization as well as the release of HMGB1 induced by histamine (1 μM) (Figures 4A–C), suggesting that free calcium in the cytosolic compartment plays a fundamental role in the mobilization of HMGB1.




Figure 4 | Histamine-induced HMGB1 release occurred in a Ca2+- dependent manner. (A) Confluent EA.hy 926 cells were preincubated with the Ca2+ chelator BAPTA-AM (5 uM) or PBS for 1 h. The cells were then stimulated with histamine (1 μM) for 12 h. HMGB1 translocation in VECs was observed by immunostaining. Scale bar = 10 μm. (B) The results were quantified by ImageJ software and are expressed as the ratio of total nuclear HMGB1 intensity/cell numbers. (C) The release of HMGB1 into the cell culture medium was measured by ELISA. The results shown are the means ± SEM of three experiments, (n=3 per group). One-way ANOVA followed by the post hoc Fisher test. **p<0.01 vs. control in the absence of histamine, ##p<0.01 vs. histamine-PBS group.





Effects of adrenaline and noradrenaline on histamine-induced translocation of HMGB1 in VECs

Because HMGB1 has been reported to induce endothelial contraction and hyperpermeability

(25, 26), the results obtained above imply a novel mechanism of histamine-induced anaphylactic shock—namely, histamine could cause the HMGB1 release from VECs through H1R and lead to the hypotension. In an anaphylactic emergency, adrenaline administration is the first-choice treatment for restoring the blood pressure. Accordingly, we examined the effects of adrenaline and noradrenaline on the histamine-induced HMGB1 in endothelial cells. The results showed that both adrenaline (5 μM) and noradrenaline (5 μM) effectively inhibited the HMGB1 translocation (Figures 5A, B). Adrenomedullin is a potent long-acting vasodilatory peptide which contains 52 amino acids and is produced in vascular endothelial cells. Although adrenomedullin has anti-inflammatory activity, however, adrenomedullin (5 μM) did not show any effects on histamine-induced translocation of HMGB1.




Figure 5 | Effects of adrenaline and noradrenaline on histamine-induced HMGB1 translocation in VECs. (A) EA.hy 926 cells were preincubated with adrenaline, noradrenaline or adrenomedullin (5 μM) for 1 h before stimulation with histamine (1 μM). The translocation of HMGB1 was determined by immunostaining. The results are representative of ≥5 experiments. Scale bar = 10 μm. (B) The HMGB1 translocations were quantified by ImageJ software and expressed as the ratio of nuclear HMGB1 intensity against the total cell number. The results shown are the means ± SEM of five different experiments, (n=5 per group). One-way ANOVA followed by the post hoc Fisher test. *p<0.05, **p<0.01 vs. control in the absence of histamine, ##p<0.01 vs. histamine-PBS group.





Effects of anti-HMGB1 mAb on compound 48/80-induced anaphylactic shock in rats

Histamine is a major inducer of vascular hyperpermeability, and is thus a central component of permeability-related human pathologies, such as allergy and anaphylaxis. Histamine in the granules of mast cells and basophils is released from preformed stores in an antigen-IgE-dependent manner, leading to a rapid increase in vascular permeability within minutes and causing hypotension. We established an anaphylactic shock model in rats by the intravenous injection of compound 48/80, a mast cell degranulator. We first collected blood samples from rats 10 min after injection with compound 48/80, and found that plasma HMGB1 levels were significantly increased in the compound 48/80-treated rats compared with the non-treated controls (Figure 6A). The post-treatment of rats with the anti-HMGB1 mAb (2 mg/kg, i.v.) reduced the increase in plasma HMGB1 levels compared with the control IgG- and PBS-treated groups (Figure 6A). Then, we measured the mean arterial blood pressure of rats and observed a sharp drop of blood pressure from 120 to 30 mmHg at 10 min after the injection of compound 48/80. This hypotensive state in PBS-treated rats continued until 20 min post-injection and then gradually recovered to the level of 60 mmHg by 60 min post-injection (Figure 6B). The post-treatment of rats with the anti-HMGB1 mAb reduced the maximal decreased level of mean arterial blood pressure and accelerated the recovery of hypotension significantly. At the end of the recording period (at 60 min), the mean arterial blood pressure in the anti-HMGB1 mAb-treated group was above 100 mmHg (Figure 6B). Figure 6C shows the magnitudes of recovery of the mean arterial blood pressure at the indicated time points from the lowest blood pressure. These results demonstrated that the compound 48/80-histamine-induced rapid hypotension was at least partly caused by the HMGB1 release, and that the neutralization of circulating HMGB1 by anti-HMGB1 mAb inhibited the anaphylactic hypotension.




Figure 6 | Effects of anti-HMGB1 mAb on a compound 48/80-induced rat model of anaphylactic shock. Wistar Rats were given compound 48/80, a mast cell degranulation agent, at a dose of 0.5 mg/kg through the tail vein to induce anaphylactic shock. One minute after compound 48/80 injection, the rats were treated with PBS, anti-KLH mAb (2 mg/kg) or anti-HMGB1 mAb (2 mg/kg) through the tail vein. Measurement of hemodynamic parameters was performed every 5 min for a period of 30 min before the compound 48/80 challenge. The hemodynamic parameters were recorded for 60 min at 1 min intervals after the compound 48/80 challenge. (A) Plasma levels of HMGB1 in rats at 10 min after compound 48/80 injection were determined by ELISA. (B) Records of mean arterial blood pressure (MAP, mmHg) of rats treated with PBS, control mAb or anti-HMGB1Ab. MAP was recorded every minute until the end of the experiment at 60 min. Each point represents the means ± SEM of six rats, (n=6 per group). All results are the mean ± SEM of five different experiments. One-way ANOVA followed by the post hoc Fisher test. **p<0.05 vs. PBS, ##p<0.05 vs. Control IgG. (C) The absolute increase in the value of MBP from the lowest after AS induction to the indicted time was quantified in each group. one-way ANOVA followed by the post hoc Fisher test. **p<0.05 vs. control, ##p<0.05 vs. Con IgG.






Discussion

The results of the present study clearly demonstrated that histamine induced the mobilization of HMGB1 from nuclei to the extracellular space through the cytosolic compartment in VECs (Figure 1). The release of HMGB1 induced by histamine was concentration- and time-dependent. The translocation of HMGB1 appeared to proceed in a manner quite similar to those induced by LPS and TNF-α (27). The experiments using receptor subtype-specific agonists showed that 2-pyridyl ethylamine was a specific agonist for H1-receptors, and produced a similar HMGB1 mobilizing activity to histamine, whereas H2-receptor agonist (4-methylhistamine) (30) did not (Figures 3A, B). Also, d-chlorpheniramine, a specific antagonist for H1-receptor, concentration-dependently inhibited the HMGB1 translocation induced by histamine, while an H2-receptor antagonist (famotidine) or H3/4 antagonist (thioperamide) (31) did not produce any effects (Figures 2B–D). Taken together, these results indicated that the only receptor subtype involved in the action of histamine on HMGB1 mobilization in VECs was the H1-receptor.

It is well known that H1 receptor stimulation by histamine causes remarkable functional changes in VECs, including NO production, eNOS induction, upregulation of surface expression of E-selectin, IL-8 secretion and cell contraction (32). The expression of E-selectin induces the rolling of leukocytes on the endothelial cells through the interaction with PSGL-1 (33), which facilitates the inflammatory responses (34). Moreover, NO produced in the endothelial cells diffuses into the smooth muscle cells, leading to the dilatation of vessels (35). The contraction of endothelial cells of postcapillary venules leads to the leakage of plasma proteins and the formation of tissue edema. A previously reported in vivo experiment showed that histamine-induced hyperpermeability was dependent predominantly on NO-mediated dilation of vascular smooth muscle and the subsequent blood flow increase, and partially on PKC/ROCK/NO-dependent endothelial barrier disruption (36). HMGB1 can be actively released from the VECs upon exposure to various stimuli, such as LPS or TNF-α (29). The released HMGB1 can further activate endothelial cells, leading to up-regulation of the cell adhesion molecules ICAM-1, VCAM-1, and E-selectin, and is involved in the cytokine secretion in cells (37, 38). The released HMGB1 has also been found to induce early EC barrier disruption, with a potential molecular mechanism being activation of the RhoA/ROCK1 signaling pathway by HMGB1 via RAGE (39). These similarities between HMGB1 and histamine in the regulation of cell inflammatory and endothelial cell permeability indicate a possible relationship between them in the vascular system.

Anaphylaxis is triggered by a specific antigen binding to IgE antibody on the surface of mast cells and basophils (40). Histamine is a biogenic amine stored in the granules of mast cells and basophils and a well-known mediator of anaphylaxis (41). The massive release of granule constituents from these cells causes a rapid decrease in arterial blood pressure (42). In the present study, we mimicked the anaphylactic response by intravenous injection of compound 48/80, a mast cell stimulator, in rats. The compound 48/80-induced hypotension was accompanied by an elevation of plasma HMGB1 (Figure 6A). The post-treatment of rats with a neutralizing antibody against HMGB1 significantly accelerated the recovery from the hypotensive response induced by compound 48/80 (Figure 6B). These results strongly suggest that HMGB1 is involved in the hypotensive response to compound 48/80. They also suggest the possibility that histamine released from mast cells in response to compound 48/80 induced the translocation and extracellular release of HMGB1 from VECs.

HMGB1 is expressed ubiquitously in almost all kinds of cells, while not all kinds of cells can actively release HMGB1 after stimulation. Although there is little information about the HMGB1 release from mast cells, one report showed the lack of release of HMGB1 from the murine mast cell line C57 and the human mast cell line HMC-1.2 after stimulation with different cytokines and antigen-IgE (43). In our study, we observed that HMGB1 can be released from vascular endothelial cells after stimulation with histamine in vitro. During the anaphylactic response, histamine released from mast cells and basophils gets into blood stream and can easily access to the vascular endothelial cells, therefore, we speculated that the HMGB1 was mainly released from vascular endothelial cells in this process although the release of HMGB1 from other types of cells could not be excluded.

Piao et al. reported that recombinant HMGB1 alone induced a release of β-hexosaminidase associated with the up-regulation of TLR4, Myd88 and NF-kB nuclear translocation in rat basophil leukemic cell line, RBL-2H3, whereas the knockdown of HMGB1 in RBL-2H3 by siRNA of HMGB1 suppressed the expression of TLR4/Myd88-signaling molecules and reduced the secretory response induced by antigen-IgE (44). These results suggested that endogenous HMGB1 may be involved in activation of signaling machinery in basophils and play an important role in the secretory response of basophils. On the other hand, there is little information about the involvement of endogenous HMGB1 in mast activation and secretion. Further works are necessary on this line. Collectively, the results of this study suggest that HMGB1 released from VECs into the blood stream by histamine is at least partly involved in the hypotensive response to compound 48/80 in a paracrine manner. It is noteworthy that the agents currently used for clinical treatment of anaphylaxis, adrenaline and noradrenaline, efficiently inhibited the nuclear translocation of HMGB1 induced by histamine in the present study (Figures 5A, B). Consequently, it is likely that the clinical therapeutic effects of these catecholamines may be ascribed at least in part to the inhibition of HMGB1 release from VECs and the subsequent protection of endothelial cells from the effects of HMGB1.

Zhang et al. (25) observed a direct action of recombinant HMGB1 on a reconstituted blood-brain barrier composed of brain VECs, pericytes and astrocytes. In this system, HMGB1 induced a contractile response in both endothelial cells and pericytes, leading to an increase in BBB permeability. The HMGB1 release from neurons was evident after the brain ischemia/reperfusion or brain trauma in rats (24, 25), indicating that HMGB1 was increased in both plasma and the CNS. The released HMGB1 probably reached the BBB and impaired its structure and function, leading to the brain edema formation and associated brain injury. The treatment with anti-HMGB1 neutralizing antibody used in the present study efficiently inhibited the BBB disruption and the accompanying inflammatory responses that were mediated by cytokine and inflammation-related molecules in the brain (24, 25). Accordingly, anti-HMGB1 mAb therapy may be very useful to prevent the actions of HMGB1 on VECs. In the case of impairment of BBB integrity in the brain, it has been suggested that both RAGE and TLR4 are involved in the direct effects of HMGB1 on endothelial cells and pericytes (25, 26). Therefore, it might be possible that the HMGB1 released by histamine in turn stimulates endothelial cells in an autocrine and a paracrine fashion. There are several kinds of important factors that induce the contraction of endothelial cells and increase capillary permeability, such as bradykinin, leukotriene C4 and PAF (45–47). However, it remains to be determined whether all of these factors can induce translocation and release of HMGB1 from endothelial cells.

The effects of histamine were thought to be mediated by a rapid and transient increase in cytosolic calcium levels via the production of IP3 by activation of phospholipase-Cβ. We also observed that the HMGB1 translocation induced by histamine was Ca2+ dependent (Figures 4A–C). The initial intracellular signaling triggered by H1-receptor stimulation may induce the rapid production of NO, leading to a quick vasodilatory response through diffusion into the smooth muscle cells. However, the mobilization and release of HMGB1 was time-dependent over hours as in the case of eNOS induction, the secretion of IL-8 and von Willebrand factor, and the surface expression of E-selectin. Thus, H1-receptor stimulation appears to induce rather long-lasting cellular effects by the downstream signaling events, leading to the individual cellular responses. The H1-receptor upregulation observed in the present study may be one such long-lasting response, which would be consistent with the results reported previously (48).

The intracellular signals triggered by H1 receptor stimulation include Gq/G12 activation, phospholipase C activation and IP3-induced calcium mobilization (49–51). Therefore, it is quite probable that the HMGB1 mobilization occurs downstream of these events. Previously, we observed that an HMGB1 translocation induced by TNF-α or LPS was similar to that induced by histamine in present study. Since the intracellular signalings induced by TNFR1/2 and TLR4/MD2/CD14 are quite different from that induced by histamine H1 receptor, a G protein-coupled receptor. At present, little is known about the mechanism of HMGB1 mobilization, except for the possible chemical modification of HMGB1 (52). Therefore, the pathway leading to the HMGB1 translocation and release in VECs by histamine stimulation need to be studied in the future.
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Mouse Model Characters Crystals Reference
Models
Strain  Type of Gene Primary Diseases/Abnormal Location Morphology
of Gene Effects Effects
Origin  Editing

me'/me* mice  C57BL/  Spontaneous  Ptpn6 gene, SHP-1 protein Severe autoimmune disease, ~ M2 and matrix in  Long, rectangular (81-83)
(viable 6] mutation motheaten tyrosine premature death of lungs crystals in tissues,
motheaten (recessive, (me) locus on  phosphatase pneumonitis, hematopoietic flat crystals (10-pm?)
mice) single point) ~ Chré activity deficiency ~ disorders, immune cell and multifaceted
abnormality (hyperactivity of crystals (20-120 m)
AM, lymphocytes, in BAL fluid of me"/
granulocytes in the lungs) me" mice
CD40L- C57BL/  Gene CD40L gene ~ CD40 ligand of ~ X-linked hyper-IgM M2 in lungs (81, 84)
deficient mice ~ 6C57BL/ knockout activated T-cells  syndrome, severe respiratory
infected with ~ 6NTac x deficiency infection (cannot defend
P. carinii Sv/129 (immunoglobulin  against P. carinii)
isotype switching
failure)
SPCTNFRIIFc C57BL/  Transgenic  Surfactant lung-specific Depression on TNF-o. M2 and (81, 85)
transgenic 6NTac x apoprotein C  protein responses in lungs occasionally
mice Sv/129 promotor/ STNFRITFc matrix in lungs

soluble TNF expression (a
receptor p75  soluble TNF
(type I1)-Fc inhibitor)
fusion protein

mice with CBA x Transgenic Clara cell 10-  IL-13 over- Asthma-like inflammatory Eosinophils and Needle-like crystals (86)
over- C57BL/6 kDa protein  expression in responses in lungs AM in alveoli and
expression of (CC10) airway occasionally in
IL-13 promoter/IL- airways
13
C57BL/6 C57BL/6 - = o Eosinophilic pneumonia Me-originated Needle-like crystals (87)
infected with (immune responses to large (protruded through
C. neoformans microorganisms containing  multinucleated the membrane of
chitin) cells in lungs some cells)*without
strict determination
of Yml
pa7Phox 129 Gene P47 gene  pa7phox subunit  Chronic granulomatous Lung matrix in Multifaceted crystals (5)
mice knockout defect of NADPH  disease aged mice (related  (10-100 um)
oxidase in to giant cells and
phagocytes Mo)Bile
ductsSpontaneous
skin abscesses
Hpse/ C57BL/  Gene Heparanase Heparanase- Normally no major AM Needle-like crystals (88)
transgenic 6] knockout gene deficient abnormalities
mice
ddY mice ddy - - - Spontaneous IgA Mg in bone Needle-like (16, 89)
nephropathy morrow crystals*without
(frequently with strict determination
several of Ym1

erythroblasts)

AM, alveolar macrophages; M2, alternatively activated macrophages.
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Gene

IL-1B
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Rpl27

Forward
Reverse
Forward
Reverse
Forward
Reverse
Forward

Reverse

Sequence (5° - 3°)

CCACCTTTTGACAGTGATGA
GAGATTTGAAGCTGGATGCT
TAGTCCTTCCTACCCCAATTTCC
TTGGTCCTTAGCCACTCCTTC
CCCTCCAGAAAAGACACCATG
GCCACAAGCAGGAATGAGAAG
AAGCCGTCATCGTGAAGAACA
CTTGATCTTGGATCGCTTGGC





OPS/images/fimmu.2022.930510/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2022.930510/fimmu-13-930510-g001.jpg
f\J g-Poly-L-Lysine

‘_

Incubation Centrifugation Re-suspension  Ultrafiltration BEVs





OPS/images/fimmu.2022.930510/fimmu-13-930510-g002.jpg
0

40
Size (nm)

T uy/sopmed 01
_ g
g
83
3
g
; wn o w 00
o T/ sappnIed o0
g
8
E
-3y
mm
g
w Twi / S3poRIed 01

Size (nm)

H

4 §
1 &
H & 2 ) & L3

w T/ saponaed 401





OPS/images/fimmu.2022.929222/fimmu-13-929222-g007.jpg
A

Licking & biting time (s)

CBDV (50 mglkg)

i.p. Formalin test

-60 min

| First phase Second phase »l

o
3 —
S

10 min 40 min

N
a
o

[ Control
1 CBDV

n
=3
o

150

1004

o
o

Licking & biting time (s)

0
First phase Second phase

Morphine .
i.o. Formalin test
r >

-30 min 0 40 min
CBDV Morphine . linest
Morphine (1 mg/kg i.p.) for p- b SHREEE

consecutive days | |
or morphine (1 mg/kg) + CBDV
for consecutive days -Day1 .g0min -30 min 0 40 min

-Day 6

First phase

Control

Morphine

Chronic morphine

Chronic morphine + CBDV (50 mg/kg)
CBDV (50 mg/kg)

ooooo

Sencond phase





OPS/images/fimmu.2022.929222/fimmu-13-929222-g008.jpg
A v
_‘ /4
Control — jControl
E-
Morphine e

Morphine

Morphine + CBDV  _ | Morphine +>CBD‘V
D E
o 500 ##
o]
£ 400 <
o %
-t_:;’ 300 * 2 *
5 200 %
E = 200
-
S 100
o . 0
Morphine (1 mg/kg) - +  Morphine (1 mg/kg) - + +
CBDV (50 mg/kg) - - + CBDV (50 mg/kg) - - +
F G
5 800 1500 #
Ke]
£
2 600 e
° ¢ 1000
= ol *%
3 400 <
g g
» 500
® 200 )
s
L
Morphine (1 mglkg) - Morphine (1 mglkg) - + +
CBDV (50 mg/kg) - . + CBDV (50 mg/kg) - - +
H |
g5 g8 =
(<] O
= 55 °
z =
33 00
2c Zc4
=92 ® .0
8 © A
2% 2 g 2
Q. o
X X
() ®0

Morphine (1 mg/kg) - + Morphine (1 mg/kg) - + +
CBDV (50 mg/kg) - - + CBDV (50 mg/kg) - - +





OPS/images/fimmu.2022.929222/fimmu-13-929222-g009.jpg
TLR4MD2 |\

,,,oxt /¥(r

G
A
* ©
Neuromflammatlon\_|A t» A

:t“""l_ick hind paw!
[

Morphine

/ Improve | Attenuate
i Morphine § Morphine
Analgesiaj Tolerance

AQ

)






OPS/images/fimmu.2022.882706/crossmark.jpg
©

2

i

|





OPS/images/fimmu.2022.882706/fimmu-13-882706-g001.jpg
Antigen-presenting cells »

Cxs and Panx1 at the cell surface

Monocytes/Macrophages Cx43, Panx1, Cx37

Dendritic cells Cx43, Panx1, Cx45
Follicular dendritic cells  Cx43, Panx1
Kupffer cells Cx43, Panx1
B cells Cx43, Panx1, Cx40
Astrocytes Cx43, Panxl1, Cx26
Microglia Cx43, Panx1, Cx45,Cx36, Cx32
Neutrophils Cx43, Panxl1, Cx40, Cx37
Natural killer cells Cx43
T lymphocytes Cx43, Cx30.3, Cx32, Cx40, Cx31.1, Cx45, Cx46
Interaction of Cxs and IGLDCPs
Cx45 Cx43 —_— Direcﬂy
.- ---> Indirectly
<= "7 Unclear
CLMP] HepacaM | chs lcD2s]co31]ciao] carl cbeol cbso IsG
BCR CD4CD19CD3/CD28CD39 CD46 CD60 CD73 CD86 IgA

activation

CD4/CD§/CD19| «——

<——Inhibitors
down-regulation

CD25 |

— IGLDCPs





OPS/images/fimmu.2022.913955/table1.jpg
Name

RACE
PTPNG-3'F1
PTPN6-3'F2
PTPN6-5'R1
PTPN6-5'R2

Eukaryotic and prokaryotic expression vector

PTPNG-KpnIF
PTPNG-HA-PmelR
Dorsal-EcoRIF
Dorsal-PmelR
Relish-EcoRIF
Relish-XholR
STAT-XholF
STAT-V5-BstBIR
IRF-KpnIF
IRF-PmelR
JAK-XbalF
JAK-V5-BstBIR
GFP-KpnlF
GFP-HA-PmelR
IRF-32a-EcoRIF
IRF-32a-NotIR
EMSA

PTPNG probe
Dual-luciferase reporter assays
PTPN6-pro-KpnlF
PTPNG-pro-HindIlIR
PTPNG-p1-8'-KpnlF
PTPNG-p2-3'-KpniF
PTPN6-p3-3'-KpnlF
PTPNG-p4-3'-KpnlF
ALF2-Pro-AsclF
ALF2-Pro-FselR
ALF5-Pro-AsclF
ALF5-Pro-FselR
CTL4-Pro-SaclF
CTL4-Pro-FselR
Lys-IT2-SaclF
Lys-IT2-FselR
dsRNA synthesis
PTPNG-dsT7F
PTPN6-dsR
PTPN6-dsF
PTPNG-dsT7R
IRF-dsT7F
IRF-dsR

IRF-dsF
IRF-dsT7R
GFP-dsT7F
GFP-dsR
GFP-dsF
GFP-dsT7R
qRT-PCR
PTPNG-qRTF
PTPN6-GRTR
IRF-qRTF
IRF-GRTR
ie1-qRTF
ie1-qRTR
ALF2-gRTF
ALF2-gRTR
ALF5-qRTF
ALF5-qRTR
CTL4-gRTF
CTL4-gRTR
Lys-IT2-qRTF
Lys-IT2-gRTR
EF-10-qRTF
EF-10-qRTR

Sequence (5'-3')

ATGAGAACTCACAGTAGAAAAGATGATC
TCGATTCTGTTGGTTTCTGTCTTCAG
GATCATGGATTTGGGAAGATCTGTG
AATTCACCTTTCTTGAGGCCTCATG

CGGGGTACCATGAGCTCGAGGAGATGGTTCCACCCG
GGGTTTAAACTTAAGCGTAGTCTGGGACGTCGTATGGGTAGGTGGCACGGGGCGGCACAGATG
TATGAATTCATCAAAATGTTTGTTGCCCAGCGTACTTCC
GGCGTTTAAACTTACATATCAGAAAATATCCAAAAC
CAGGAATTCATCAAAATGGTGAGAGGTGACAGAGGTGG
ATACTCGAGCGCCTGGTCCAGTACAGCTACAC
ACTCTCGAGATCAAA ATGTCGTTGTGGAACAGAGC
ACTTTCGAACTGAGGCTTCATGAAGTTGGTC
CATGGTACCATCAAA ATGCCGCCATCTTTCACCAATG
CATGTTTAAACTTACGGCAACGTCCTCTCGCCG
GTCTCTAGAATCAAA ATGCTGACAATCAGCTTCTACG
GTCTTCGAACATGTACTCCTCTTGCAGTTCC
TGAGGTACCATCAAAATGGTGAGCAAGGGCGAGGAG
CGAGTTTAAACTTAAGCGTAGTCTGGGACGTCGTATGGGTACTTGTACAGCTCGTCCAT
CCGGAATTCATGCCGCCATCTTTCACC
AAGGAAAAAAGCGGCCGCCTACGGCAACGTCCTCTCG

/5Bio/ATAATGGTGATGATAGGT TGCTGGGGGAAAGGGGAAGGATCAAGGAGCAAGCGGAAGTGT

CGGGGTACCTGCATGTCAATGTATGAGTGTGTG
CCCAAGCTTCTCCAAACAAAATATCGACAATGA
CGGGGTACCGAGAAAATGTTGAGTGTGTGTG
CGGGGTACCAAAGATCTATTTAACTAGGTTAATG
CGGGGTACCTCACTTTCCCCGCCTTCGTG
CGGGGTACCTAAAATTATTATTATTTTTAAATTTAACC
AATGGCGCGCCGTGTACGTATGTATGTGTGTATGTG
ATTGGCCGGCCATGTGTTATGAATTGAAGTTCCTGAAG
AATGGCGCGCCCGCATATGTATGTATTCATGTATGTACAC
ATTGGCCGGCCGGAAGACGTGTTGTTGCTGTC
AATGGCGCGCCCTCTGAACAATGGCGGTTGAG
ATTGGCCGGCCGTTATCTGGTGAGAATGTGTCATG
AATGGCGCGCCCAATTAAATTCTCCTTTGTATTGCACG
ATTGGCCGGCCCCATGTGATGGGAGATCTACCTG

GGATCCTAATACGACTCACTATAGGAGAAGTATGGTCGCATCACTGTCAG

CTGCTGCCTCACTGCTGTATTTG
AGTATGGTCGCATCACTGTCAG

GGATCCTAATACGACTCACTATAGGCTGCTGCCTCACTGCTGTATTTG

GGATCCTAATACGACTCACTATAGGGCCTTCAGTAGAACGCATAGAG

CCGTGCAGGTAGAGGTGGT
GCCTTCAGTAGAACGCATAGAG
GGATCCTAATACGACTCACTATAGGCCGTGCAGGTAGAGGTGGT
GGATCCTAATACGACTCACTATAGCGATGGTGAGCAAGGGCGAGGAG
TTACTTGTACAGCTCGTCCATGCC
ATGGTGAGCAAGGGCGAGGAG
GGATCCTAATACGACTCACTATAGGTTACTTGTACAGCTCGTCCATGCC

GAGCATCAGGGTCCCACTATG
GGCCTTCCTTGCGTGAGTAG
GCATCTTCAGGATTCTGTGGAC
AGAGCCCAGTAGCGAAAGAG
GCCATGAAATGGATGGCTAGG
ACCTTTGCACCAATTGCTAGTAG
TAGCGTGACACCGAAATTCAAG
CGAAGTCTTGCGTAGTTCTGC
TGGTGAAGGCTTCCTACAAGAG
CATCAGCAGTAGCAGTGTCAG
AACAAGCGGAGCAGTTCTG
CACAGCCAGTCACCTTCATAAG
ACGCAGATAAGCCAATCATTGAG
CAATCGTTCAGGAATTTAGCCATG
TATGCTCCTTTTGGACGTTTTGC
CCTTTTCTGCGGCCTTGGTAG
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Pathogene Nuclease Nuclease Cellular ET degradation* Conserved Reference
activity localization motifs
Vibrio cholerae ~ Xds Exonuclease Membrane Deletion mutant increased PMA-inducted NETSs in human LTD, OBD, EEPD (11-13)
anchored neutrophils.
Dns Endonuclease  Extracellular Deletion mutant increased PMA-inducted NETs in human ND (11,12)
secreted neutrophils.
Streptococcus EndA Endonuclease  Membrane Deletion mutant failed to degrade NETs induced by PMA or  DRGH, HNH(N) (14-20)
pneumoniae anchored H,0O, in human neutrophils
In vivo: NETS localized to alveoli in deletion mutant-infected
lungs of C57BL/6 mice.
TatD Exo/ Cell-wall surface  rTatD expressed in E. coli degraded PMA-inducted NETs in  ND 21
endonuclease  anchored human neutrophils, but little degrading activity in deletion
mutant.
Group A Sda1 DNase Cell-wall Significant quantities of NETs persisted in human LPXTG, DRSH (22)
Streptococcus anchored neutrophils infected with deletion mutant; Sda1-expressing
L. lactis eliminated NETs in human neutrophils.
In vivo: NETs were clearly visualized in murine skin abscess
model injected with deletion mutant.
Streptococcus  SpnA Exo/ Cell-wall Deletion mutant increased PMA-inducted NETSs in human LPXTG, EEPD, (23, 24)
pyogenes endonuclease  anchored neutrophils; rSpnA expressed in E. coli and SpnA- 0BD
expressing L. lactis cleaved PMA-inducted NETS in human
neutrophils.
Streptococcus  SsnA DNase Cell-wall Deletion mutant attenuated NET degradation in PMA- LPXTG (25)
suis. anchored stimulated human neutrophils, but not porcine.
EndAsuis Endonuclease  Membrane Deletion mutant attenuated NET degradation in PMA- DRGH (26)
anchored stimulated human neutrophils during exponential growth,
but not in stationary phase.
Streptococcus ENuc Sugar non- Cell-wall rENuc expressed in E. coli degraded PMA-inducted NETs ~ LPXTG, sugar- 27)
equi subsp. specific anchored in neutrophils of ICR mice. nonspecific
zooepidemicus nuclease nuclease domain,
EEPD
5Nuc 6= Cell-wall r5Nuc expressed in E. coli degraded PMA-inducted NETs  LPXTG, 5'-
nucleotidase anchored in neutrophils of ICR mice. nucleotidase
domain
Streptococcus NucA Exo/ Extracellular The nucA H148A mutant had no effect on NET response in  DKGH, HNN (28, 29)
agalactiae endonuclease  secreted PMA-activated mice neutrophils.
Streptococcus DeoC Nuclease ND Deletion mutant stimulated NET production in human ND (30)
mutans neutrophils.
Streptococcus  SWAN Sugar non- Cell-wall rSWAN expressed in E. coli digested PMA-inducted NETs  LPKTG, EEPD, (31)
sanguis specific anchored in human neutrophils 0OBD
nuclease
Streptococcus SpnAi ND ND rSpnAi expressed in E. coli degraded PMA-inducted NETs ~ ND (32)
iniae in neutrophils from adult zebrafish kidney.
Staphylococcus ~ Nuc1/SNase Sugar non- Extracellular Deletion mutant showed impaired degradation of PMA- ND (33-39)
aureus specific secreted inducted NETs in human neutrophils; Snase-expressing L.
nuclease lactis cleaved PMA-induced NETSs in neutrophils of NOD
mice.
Mycobacterium  Rv0888 Exo/ Extracellular The Smase activity of Rv0888 efficiently induced NET ND (40-42)
tuberculosis endonuclease, secreted/ formation in human neutrophils, but not nuclease activity.
Phosphatase, Membrane
Smase anchored
Pseudomonas EddB DNase, PDE Extracellular The EddAB double mutant with plasmid-encoded pEddB ND (43)
aeruginosa secreted restored the NET degradation capacity in human
neutrophils.
Neisseria Nuc Sugar non- Extracellular rNuc expressed in E. coli decreased the integrity of PMA-  ND (44)
gonorrhoeae specific secreted induced NETs in human neutrophils, as well as NETs
nuclease elicited by the deletion mutant.
Prevotella nucA Sugar non- Extracellular rNucA expressed in E. coli was capable of cleaving PMA- EEPD (45)
intermedius specific secreted induced NETSs in human neutrophils.
nuclease
nucD Sugar non- Extracellular rNucD expressed in E. coli was capable of cleaving PMA-  Endonuclease_NS
specific secreted induced NETs in human neutrophils. domain
nuclease
Ralstonia NucA/NucB Endonuclease  Membrane The nucA/B deletion mutant was immobilized by the DNA  ND (46)
solanacearum anchored of plant border cell traps, and reversed by rNucA and
rNucB expressed in E. coli.
Leishmania spp.  3'NT/NU Sugar non- Cell surface LP parasites with higher 3'NT/NU activity cleaved more Class | nucleases (47-49)
specific membrane- NETs in buffy coat neutrophils. domain
nuclease anchored
Nippostrongylus  Nb-DNase DNase Il ND The extracellular DNA fibers formed in human neutrophils DNase Il (50)
brasiliensis induced by PMA were hydrolyzed by rNb-DNase Il
expressed in E. coli.
Plasmodium PbTatD DNase Parasitophorous  The deletion mutant induced METs and NETs in J774A.1 DNase (61,52)
Spp. vacuole macrophages and mouse neutrophils, but fewer in WT
membrane parasites; rPbTatD expressed in E. coli hydrolyzed METs.
Trypanosoma TryTatD05/ Endonuclease  Cytoplasm, rTryTatD0S5 and rTryTatD15 expressed in E. coli degraded =~ HPEDHRHFGEDP (53)
spp. TryTatD15 flagella NETs in murine neutrophils.
Mycoplasma MHO_0730 Sugar non- Membrane Viable Mycoplasma hominis degraded PMA-induced NETs ~ TNASE_3 domain (54, 55)
hominis specific anchored in human neutrophils.
nuclease
Mycoplasma Mhp597 Sugar non- Extracellular PMA-induced NETSs in porcine were completely destroyed ~ ND (56)
hyopneumoniae specific secreted by rMhp597 expressed in E. coli.
nuclease
Mycoplasma MBOV_RS02825 Sugar non- Membrane rMBOV_RS02825 expressed in E. coli reduced PMA- TNASE_3 domain (57)
bovis specific anchored induced NETSs in bovine neutrophils.
nuclease
MnuA ND Membrane NETs were evident in cow neutrophils stimulated with the ND (58)
anchored deletion mutant.
Mycoplasma Mpn491 Nuclease Extracellular The ability of the deletion mutant to degrade PMA-induced ~ EEPD (59)
pneumoniae secreted NETs in human PMNs was markedly impaired.
In vivo: LPS-induced NETs in mice lungs were apparently
released by the infection with the deletion mutant.
Leptospira spp.  LigA Exo/ Surface Protein  rLigA expressed in E. coli degraded the PMA-induced ND (60)
endonuclease NETs in neutrophils of C57BL/6J mice.

*Conditions under which pathogen-derived nucleases degrade ETs in vitro and in vivo.
ND, not determined; ETs, extracellular traps; NETS, neutrophil extracellular traps; PMA, phorbol myristate acetate; Smase, sphingomyelinase; PDE, phosphodiesterase; LTD, lamin-tail
domain; OBD, oligonucleotide/oligosaccharide-binding fold domain; EEPD, endonuclease/exonuclease/phosphatase domain.
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