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Editorial on the Research Topic

Reaching to Grasp Cognition: Analyzing Motor Behavior to Investigate Social Interactions

INTRODUCTION

Action planning and execution have always been fascinating topics for neuroscience and
psychology. In particular, kinematics studies have contributed to shed light on how very basic
actions (e.g., reaching-grasping) are affected by manipulating target properties, visually or
linguistically presented stimuli and contextual information. Interestingly, recent studies have also
shown how the social context in which actions take place and their relevance for human interactions
can also affect action execution.

This Research Topic brought together researchers studying socially relevant aspects of cognition
(e.g., action observation, imitation, joint and complementary actions) with a wide range of
methodologies and theoretical points of view.

Altogether, their contributions carefully represent the status of the field and foresee future
developments.

SHARED REPRESENTATIONS BETWEEN ACTION AND

PERCEPTION

The topic of shared representations between perceived and executed actions is largely present
throughout this Research Topic.

Chinellato et al. compared the effects of object-oriented hand actions on motor responses in
interactive and non-interactive conditions. Their results showed that a socially relevant condition
is quickly taken into account by the motor system, producing an overall slowdown of the motor
responses (interference effect). Interestingly, this suggests that the emergence of an interference
effect is affected not only by the motor properties of the observed action but also by the available

social information.
Letesson et al. approached action observation from the point of view of action priming, i.e.,

facilitation of motor responses following observation.
Eye- and motion-tracking measures showed that agent’s gaze and action kinematics are both

contributing to the representation of the action goal, and they do so in a complementary
manner. Interestingly, this suggests that—while capable of eliciting motor representations
independently—combined gaze and action information produces a more refined action
representation.
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INDIVIDUAL, LINGUISTIC AND CULTURAL

DIFFERENCES

The use of experimental paradigms including basic action
stimuli and simple motor responses allowed for several possible
extensions to diverse samples.

Lewkowicz et al. investigated how individual differences affect
the successful detection of social intentions. Individual scores
in standard questionnaires of imagery and social cognition
were correlated with participants’ ability to distinguish between
actions with the same motor goal but different intentions
(personal vs. social). Data showed that the ability to successfully
distinguish personal and social actions by recognizing motor
deviants is highly correlated with social cognition scores.

De Stefani et al. incorporated expert athletes’ reported
“attitude” (competitive vs. cooperative) into a classic action
observation design which used cooperative and competitive
actions. Their data showed that the expected facilitation of motor
responses arose when there was a match between attitude and
intended action, but only in the case of cooperative participants.
On the contrary, competitive participants were overall faster but
without showing significant differences between conditions.

Gianelli et al. extended the investigation of action observation
with the use of linguistically described actions and reported the
results from experiments in two languages. This cross-linguistic
approach showed different motor effects in the two languages.
While this study did not include any form of social conditions,
a similar paradigm (linguist stimuli+motor responses) could be
usefully extended to more interactive contexts.

Manera et al. took a cross-cultural approach by presenting
a multilingual database to investigate non-conventional
communicative gestures across different languages. The
authors created a large set of point-light displays reproducing
communicative interactions between two agents and single-
agent non-communicative actions. Results from testing this set
across seven languages, show that the proposed stimuli were
correctly recognized as communicative or individual based on
the information available in point-light displays.

The paper by Stapel et al. provided further evidence
of the possibilities of extending action the investigation to
diverse samples. In this case, they tested infants of various
ages (9-, 12-, 15-months old) and adults in an eye-tracking
experiment investigating the observer’s ability to predict the
target of an action based on the velocity of natural object-directed
actions. Indeed, the authors showed that, as soon as 15-months of
age (but not 9 and 12), infants start using velocity information to
predict the outcome of observed actions, similarly to what adults
do.

EXPERIMENTAL SETTINGS AND STIMULI

A crucial aspect of investigating social interactions is the
possibility to use controlled yet realistic settings.

Pan and Hamilton extended the investigation of action
observation to the use of Virtual Characters (VCs) and sequential
hand-arm actions. Comparing the response to VCs actions with
the same actions sequence indicated by virtual balls, they showed

that participants automatically imitated the actions of the VCs,
but not those implied by the virtual balls. VCs might thus be a
powerful tool for the study of imitation, providing a richer social
context compared to the use of isolated pictures or videos.

Reader and Holmes also questioned the use of video-stimuli
when measuring action imitation.

By using a novel motion-tracking paradigm, the authors
showed that accuracy was worsened in the case of video stimuli,
as compared to face-to-face interaction. Based on these results,
the authors suggest that previously reported effects might have
been biased by the use of these stimuli and the potential
limitations of video stimuli should be further investigated.

SHARED GOALS, COMPLEMENTARY

ACTIONS

Sacheli et al. reviewed how realistic contexts could integrate
a manipulation of the interpersonal cognitive/emotional
dimension to investigate the impact of these factors on
interacting behaviors. The authors presented and discussed
the possibilities of a novel joint-grasping task, which allow for
disentangling individual and shared goals in controlled yet
naturalist contexts.

Sartori and Betti took a similar approach while reviewing
existing evidence on complementary actions, i.e., forms of
interaction where agents have to adapt their individual actions
to a shared goal, e.g., one individual’s action complete the one of
the other in order to achieve a common aim.

Finally, Rozzi and Coudé provided an extensive discussion of
the neural bases of these processes reporting current anatomic-
functional evidence regarding how contextual information could
be integrated into an extended motor network. This network
might subserve basic social functions, such as allowing two
individuals to perform complementary actions toward a shared
goal.
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Motor interference in interactive
contexts
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Action observation and execution share overlapping neural substrates, so that
simultaneous activation by observation and execution modulates motor performance.
Previous literature on simple prehension tasks has revealed that motor influence
can be two-sided: facilitation for observed and performed congruent actions and
interference for incongruent actions. But little is known of the specific modulations of
motor performance in complex forms of interaction. Is it possible that the very same
observed movement can lead either to interference or facilitation effects on a temporally
overlapping congruent executed action, depending on the context? To answer this
question participants were asked to perform a reach-to-grasp movement adopting a
precision grip (PG) while: (i) observing a fixation cross, (ii) observing an actor performing a
PG with interactive purposes, (iii) observing an actor performing a PG without interactive
purposes. In particular, in the interactive condition the actor was shown trying to pour
some sugar on a large cup located out of her reach but close to the participant watching
the video, thus eliciting in reaction a complementary whole-hand grasp. Notably, fine-
grained kinematic analysis for this condition revealed a specific delay in the grasping and
reaching components and an increased trajectory deviation despite the observed and
executed movement’s congruency. Moreover, early peaks of trajectory deviation seem
to indicate that socially relevant stimuli are acknowledged by the motor system very
early. These data suggest that interactive contexts can determine a prompt modulation
of stimulus–response compatibility effects.

Keywords: action observation, interference effect, movement kinematics, complementary actions

Introduction

Human beings spend most of their time interacting with others. But despite interest, relevance,
and theoretical development on how people represent their own and other person’s actions,
there is still a considerable lack of understanding of the precise cognitive mechanisms governing
interactive performance. At least part of this remarkable gap is due to the fact that several
paradigms have typically relied on single individuals passively observing or imitating other
individuals. In contrast, when engaging in interactive contexts, individuals are often required
to perform complementary parts of a given action, i.e., completing each other’s movement in
a balanced manner rather than acting in the same manner (Sebanz et al., 2006; Sartori et al.,
2013a). How and when one’s own action execution is influenced by other’s actions execution
during social interactions is just beginning to be understood. A large amount of behavioral
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(e.g., Pfister et al., 2014) as well as neurophysiological studies
(e.g., Baess and Prinz, 2015) is providing consistent evidence
for the existence of shared representations between action and
perception – within and between individuals (Adolphs, 2003;
Sebanz et al., 2005). According to the action co-representation
account, human agents represent their coactor’s task, and this can
facilitate action prediction and coordination with others (for a
review, see Knoblich et al., 2011).

Others have argued that since one’s own action and
the actions of another person are represented in the same
way (Hommel, 2009, 2011), actively representing our own
and another person’s actions can create a conflict between
concurrently activated representations (Schubö et al., 2001; Dolk
et al., 2014). Concurrent activation during action selection would
then produce a discrimination problem, leading participants to
emphasize the features that best distinguish selected responses.
This implies that more similarity between observed and executed
action would put more emphasis on the discriminating features,
leading to increased reaction times (RTs) with every extra feature
dimension that event-coding processes consider.

The most prominent cognitive paradigms that have been
adopted to test these hypotheses in single and joint settings
are based on the principle of Stimulus–Response Compatibility
(SRC). The term SRC commonly refers to the finding that
a compatible mapping of stimulus and response position is
associated with shorter RTs as compared to longer RTs due to
incompatible mapping (Fitts and Seeger, 1953).

In kinematic terms as well, it has been shown that observing
the movements of others can either facilitate or interfere with
concurrent movement execution, depending on observed and
executed movement congruency (Brass et al., 2000; Castiello
et al., 2002; Edwards et al., 2003; Stürmer and Leuthold, 2003;
Bertenthal et al., 2006; Liepelt et al., 2010; Hardwick and
Edwards, 2012; for reviews, see Blakemore and Frith, 2005;
Wilson and Knoblich, 2005). In other words, observing a
movement primes the execution of that movement, thereby
interfering with the execution of another movement (motor
priming). Behavioral research on motor priming has shown
that responses to human hand movement stimuli (e.g., a hand
opening) are faster and more accurate when they involve
execution of the same movement (e.g., hand opening) than
when they involve execution of an alternative movement (e.g.,
hand closing; Sturmer et al., 2000). Similarly, if the subjects
are instructed to perform a finger tapping in response to a
finger tapping (compatible) or lifting (incompatible), the RT to
initiate the prepared movement significantly slows down when
the stimulus is incompatible (Brass et al., 2001). This effect is
thought to be an index of perceptual-motor matching and has
been replicated featuring diverse stimulus displays (e.g., grasping,
pointing, hand, and arm movements; Kilner et al., 2003) and a
variety of stimulus-response arrangements, emphasizing not only
the role of perception on concurrent action, but also the influence
of movement production over motion perception (Müsseler et al.,
2000; Craighero et al., 2002; Hamilton et al., 2004; Schubö et al.,
2004; Zwickel et al., 2010; Christensen et al., 2011).

Most importantly for the issue at stake here, Liepelt et al.
(2010) found a reversed compatibility effect when observing a

human extending the right hand for a handshake. When viewing
a right-handed shake-hands image, participants responded faster
with their own right hand, instead of mirroring the stimulus
hand. Notably, we usually shake an extended right hand with
our right hand, leading to spatial incompatibility of the relative
position of the hand (see also Flach et al., 2010). This reversal
of the classic compatibility effect is not surprising in the light of
recent finding emphasizing the idea of a complementary action
system (Sebanz et al., 2006; Newman-Norlund et al., 2007a,b,
2008; van Schie et al., 2008; Sartori et al., 2013a). It strongly
indicates that the overlearned response to extend the right hand
when observing a right hand is able to modulate the motor
priming effect: when a specific behavior is contingent on a
non-matching behavior, an incongruent association is formed
(Catmur et al., 2009), so that social response preparation can
overwhelm the automatic response (Hamilton, 2013).

The purpose of the present study was to further this line of
investigation by exploring how the context specifically modulates
actions under ‘complementary’ conditions. The following
experiment addressed this issue by adopting ecologically valid
stimuli: (i) requiring a specific complementary response (i.e.,
functionally related to the observed action), (ii) temporally
overlapping with the participants’ ongoing action, and (iii)
depicting familiar object-oriented hand actions, given that
motor familiarity with the observed action is thought to
be positively related to the mapping between observed and
executed actions (e.g., Calvo-Merino et al., 2005; Cross et al.,
2006). We capitalized on an established paradigm for inducing
complementary activations in the observers’ muscles (Sartori
et al., 2011b, 2012, 2013b,c). In one of these studies (Sartori
et al., 2013c), participants watched videos of action sequences
showing an actor pouring sugar with a tablespoon, grasped
with a precision grip (PG), into a set of cups. At the start of
the videos, participants showed a small activation in the little
finger muscle, consistent with the actor’s actions. The key
manipulation came when the actor stretched the arm toward
the last cup, which was placed close to the participant. The
socially appropriate response would require to pick up the
cup by using a whole hand grip, and offer it to the actor. At
this point, the observers’ muscular activations changed, with
a large response of the little finger muscle even though the
actor in the video maintained the same grip and the participant
did not perform any actual response. In the present study,
we had participants observing the video of an actor grasping
a tablespoon and then stretching toward a cup which was
placed close to the participant (interactive action). In another
video, the same actor was shown pouring some sugar and
then simply coming back to the starting point (non-interactive
action). Crucially, the task was to simultaneously observe these
perceptual events and perform a congruent prehension (i.e.,
a PG). Observed and executed action features were thereby
maintained compatible across both conditions. By introducing
the complementary request by the actor, we expected nonetheless
to find an increase of variance in movement trajectory while
planning an incompatible movement, in line with previous
studies demonstrating that trajectory deviations increase when
an object is grasped with the intention to interact with a human
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agent (Becchio et al., 2008a,b; Quesque et al., 2013; Quesque
and Coello, 2014). A control condition was also set, in which
participants simply observed a fixation cross while performing
the task.

Interestingly, previous TMS studies showed early changes
in observers’ cortico-spinal excitability during observation of
hand actions leading to a complementary request (Sartori
et al., 2013b,c). More specifically, the changes in cortico-spinal
excitability were modulated by early kinematic changes in the
observed movement signaling the start of the social request.

Accordingly, in the present experiment we synchronized the
‘go’ signal with the start of the social request (i.e., the time at
which the actor finished pouring sugar into the close cup, just
before she began stretching her arm toward the out-of-reach
cup). We reasoned that if the observer can easily predict the
future course of the observed action from the actor’s kinematics,
then an early motor interference effect should occur on his/her
action. In particular, we expected to find a prompt response for
the interactive condition in terms of arm trajectory deviation.
This would confirm results from a previous kinematic study
indicating that socially relevant stimuli are acknowledged by the
motor system very early (Sartori et al., 2009). Moreover, since
response competition involves inhibition, here we expected to see
increased inhibition in the interactive condition, regardless of the
fact that the same type of grasp was observed.

Materials and Methods

Participants
Fifteen volunteers (nine females and six males, between the
ages of 21 and 27) with normal or corrected-to-normal vision
participated in the experiment. All the participants were right-
handed (Briggs and Nebes, 1975), reported normal or corrected-
to-normal visual acuity, and were naive as to the experimental
purpose of the study. A right-handed non-professional actor
(female, 28 years-old) was also recruited for video clips recording.
All participants gave their informed written consent to participate
in the study. The experimental procedures were approved by the
Institutional Review Board at the University of Padua and were
in accordance with the Declaration of Helsinki (Sixth revision,
2008).

Stimuli
The stimuli were two digitally recorded video clips showing the
actor: (i) pouring sugar with a tablespoon (PG) in a cup located
nearby, and then stretching out her arm trying to pour some
sugar on a large cup located out of her reach (interactive action;
Figure 1D), (ii) pouring sugar in the same cup, and then coming
back to the starting point (non-interactive action). Crucially, the
out-of-reach cup was placed in the video foreground, closer to the
participant watching the video, thus eliciting a complementary
reaction with a whole-hand grip when the actor was trying to
reach for it. All of the videos were taken from a frontal view
and were equal in length. At the beginning of each video-clip
the hand of the actor was shown in a prone position resting on
the table. The model started her reach-to-grasp movement 1 s

later and her fingers made contact with the sugar spoon at 4.9 s.
The model finished pouring sugar into a close cup 5.8 s after the
onset of the video in the interactive condition and 5.9 s in the
non-interactive condition. For the participants’ prehension task
we adopted a small plastic fork (130 mm length, the same size
as the sugar spoon in the videos). An affixed colored dot was
signaling which part of the object had to be grasped in order
to perform a stable and consistent PG, congruent to the actor’s
movement. We choose a fork instead of a spoon to avoid eliciting
in the participant the idea of pouring something into the cup –
instead of grasping the cup – during the interactive condition.
Since gaze is a crucial component of social interactions and could
have biased the results, the face of the actor was not visible on
the video clips. Eye gaze, in fact, may enhance observers’ abilities
in predicting and anticipating others’ actions (e.g., Sartori et al.,
2011a).

Procedure
The experimental set up is depicted in Figure 1. Each
participant sat on a height-adjustable chair in front of a table
(900 mm × 900 mm) with the elbow and wrist resting on the
table surface and the right hand in the designated position.
The hand was pronated with the palm resting on a starting
platform (60 mm × 70 mm; 5 mm thick), which was shaped to
allow for a comfortable and repeatable posture of all digits, i.e.,
slightly flexed at the metacarpal and proximal interphalangeal
joints. The starting platform was attached 90 mm away from
the edge of the table surface 50 mm away from the midsection.
The fork was placed on a target platform (10 cm × 10 cm;
5 mm thick), located at a distance of 350 mm from the starting
platform, with the handle pointing slightly rightward (i.e., with
an angle of 30◦ with respect to the midsection) to allow for an
accurate prehension. The participants had to execute a reach-
to-grasp movement with a PG toward the fork placed on the
table and to watch the video clips that were presented on a
19′′ monitor (resolution 1280 × 1024 pixels, refresh frequency
75 Hz, background luminance of 0.5 cd/m2) set at eye level (the
eye-screen distance was 60 cm). The experiment included three
different conditions:

- Execution-only (control condition): the participants
performed their task while observing a fixation cross on
the screen.

- Interactive condition: the participants performed their task
while observing the video showing an actor performing a PG,
and then stretching out her arm trying to pour some sugar on a
large cup located close to them, thereby inviting them to grasp
it.

- Non-interactive condition: the participants performed their
task while observing the video showing an actor performing
a PG, and then coming back to the starting point. Notably,
in this video the out of reach cup was still visible in the
video foreground, therefore controlling for possible affordance
effects.

Each condition was presented 15 times in random order. In
total, the experiment was composed of 45 trials, each lasting
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FIGURE 1 | Set up and procedure. A 3D-Optoelectronic SMART-D system
was used to track the kinematics of the participant’s right upper limb by means
of six video cameras (A,B). Infrared reflective markers were taped to the
following points: thumb, index finger, and wrist to measure the grasp and reach
component of the movement (C). Participants sat in front of a monitor (D).

A starting platform was attached 50 mm away from the midsection and the
object was placed on a target platform located at a distance of 350 mm. During
the interactive condition, the video was showing an actor stretching out her arm
trying to pour some sugar on a large cup located close to the participants,
thereby inviting them to grasp it.

approximately 9 s. Participants were asked to look at the actor’s
hand throughout the trials and were instructed to begin their
movements as soon as an acoustic ‘go’ signal switched on (‘Go’
instruction). The ‘go’ signal was released 5.8 s after the onset of
each video (i.e., the time at which the actor finished pouring sugar
into the closely located cup during the interactive condition).
Since different attention effects due to different cognitive load
in different conditions could have biased our data, we presented
the ‘go’ signal when participants were observing the very same
gesture (i.e., pouring sugar into the close cup) instead of
synchronizing it with the end of the videos. No instruction was
given concerning the speed of the movement, and participants
were asked to perform their movement at their own pace.

Kinematics Recording
A 3D-Optoelectronic SMART-D system (Bioengineering
Technology and Systems, B| T| S|) was used to track the
kinematics of the participant’s right upper limb. Two light-
weight infrared reflective markers (0.25 mm in diameter; B|
T| S|) were placed on each participant’s hand to measure the
grasping component of the action and one marker was placed
on the wrist to measure the reaching component of the action
(Figure 1C, yellow circles). In particular, the three infrared
reflective markers were taped to the following points: (i) thumb
(ulnar side of the nail); (ii) index finger (radial side of the
nail); and (iii) wrist (dorsodistal aspect of the radial styloid
process). Six video cameras (sampling rate 140 Hz) detecting
the markers were placed in a semicircle at a distance of 1–1.2 m
from the table (see Figure 1). The camera position, roll angle,
zoom, focus, threshold, and brightness were calibrated and
adjusted to optimize marker tracking before the trials were

begun. Static and dynamic calibration was then carried out.
For the static calibration, a three-axes frame of five markers at
known distances from each other was placed in the middle of
the table. For the dynamic calibration, a three-marker wand was
moved throughout the workspace of interest for 60 s. The spatial
resolution of the recording system was 0.3 mm over the field of
view. The SD of the reconstruction error was below 0.2 mm for
the x, y, and z axes.

Data Processing
Following data collection, each trial was individually checked for
correct marker identification and the SMART-DTracker software
package (B| T| S|) was used to provide a 3-D reconstruction of
the marker positions as a function of time. The data were then
filtered using a finite impulse response linear filter (transition
band= 1 Hz, sharpening variable= 2, cut-off frequency = 10 Hz;
D’Amico and Ferrigno, 1990, 1992). The measurements were
made along the three Cartesian axes [i.e. X (left–right), Y (up–
down), and Z (anterior–posterior) axes] of the participants in
an upright sitting position. Movement onset was defined as the
time at which the tangential velocity of the wrist marker crossed
a threshold (5 mm/s) and remained above it for longer than
500 ms. End of movement was defined as the time at which
the hand made contact with the object and quantified as the
time at which the hand opening velocity crossed a threshold
(5 mm/s) after reaching its minimum value and remained above
it for longer than 500 ms. The following kinematic parameters
were extracted for each individual movement using a custom
protocol run in Matlab, 2014b, (The 4 MathWorks, Natick, MA,
USA): the time interval between movement onset and end of
grasping (Movement Time), the time at which the tangential

Frontiers in Psychology | www.frontiersin.org June 2015 | Volume 6 | Article 79110

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


Chinellato et al. Motor interference in interactive contexts

velocity of the wrist was maximum from movement onset
(Time to Peak Wrist Velocity), the time at which the distance
between the 3D coordinates of the thumb and index finger
was maximum between movement onset and hand contact time
(Time to Maximum Grip Aperture), the time at which the
tangential velocity of the 3D coordinates of the thumb and
index finger was maximum from movement onset (Time to
Maximum Grip Velocity), and the maximum distance reached
by the 3D coordinates of the thumb and index finger (Maximum
Grip Aperture). Grip aperture was calculated at 25, 50, and
75% of the movement to assess during which part of the
movement possible interference may occur. In addition, wrist
trajectories were computed for each condition, by normalizing
each trial according to movement time, so that they were
reduced to the same number of time-steps (420). We then
considered a spatial trajectory measure that has been proved
to be sensitive to variations in social context: the direction,
amplitude, and time course of the distance of the trajectory path
from a straight line linking the starting position and the object
location (Trajectory Deviation; Sartori et al., 2009; Innocenti
et al., 2012). For this measure, we gave a positive sign to
right deviations and a negative sign to left deviations and we
calculated values at 25, 50, 75, and 100% of the movement in
both Cartesian distance and signed values. Moreover, temporal
delay between the ‘go’ signal and movement onset was computed
as RT.

Data Analysis
The mean value for each parameter of interest were determined
for each participant and then entered into separate repeated-
measures ANOVAs with Condition (execution-only, interactive,
non-interactive) as within-subjects factor. Preliminary analyses
were conducted to check for normality, sphericity (Mauchly test),
univariate and multivariate outliers, with no serious violations
noted. Main effects were used to explore the means of interest
(post hoc t-test), and Bonferroni’s corrections (alpha level of
p < 0.05) were applied.

Results

All the results are displayed in Table 1. For the sake of clarity,
only parameters differing with respect to interactive vs. non-
interactive conditions will be reported. Notably, the fragment of

video clip displayed before the go signal (i.e., pouring sugar with
a PG) was the same in both these conditions.

Reaction Time
A repeated-measures ANOVA revealed a significant effect of
condition [F(2,28) = 5.80, p = 0.008, η2

p = 0.29]. Post hoc analyses
showed that the RT was shorter in the execution-only condition
compared to the interactive (p = 0.02, η2

p = 0.31) and non-
interactive conditions (p = 0.04, η2

p = 0.27). Moreover, it was
more delayed in the interactive condition compared to the non-
interactive condition (p = 0.05, η2

p = 0.23).

Movement Time
The ANOVAperformed onmovement time revealed a significant
effect of condition [F(2,28) = 5.72, p = 0.008, η2

p = 0.29].
Observing an interactive action did influence movement
performance with respect to the execution-only condition,
leading to an increase in the execution time (p = 0.01, η2

p = 0.43).
This effect was significant also for the non-interactive condition
(p = 0.03, η2

p = 0.31).

Time to Maximum Grip Velocity
The ANOVA performed on the time of maximum grip velocity
revealed a significant main effect of condition [F(2,28) = 10.01,
p = 0.001, η2

p = 0.42]. Post hoc analyses showed that peak
grip velocity was reached earlier in the execution-only condition
compared to the interactive (p = 0.001, η2

p = 0.54) and to the
non-interactive (p = 0.02, η2

p = 0.34) conditions. Moreover, peak
grip velocity was reached later in the interactive than in the non-
interactive conditions (p = 0.04, η2

p = 0.26). In normalized terms,
a 3% delay of peak velocity for the interactive with respect to the
execution-only condition was found, whereas a 2% delay of peak
velocity for the non-interactive condition was revealed.

Trajectory Deviation
The ANOVA performed on the distance of the trajectory path
from an ideal straight line linking the starting position and the
object location indicates that it was specifically modulated as a
function of the condition [F(2,28) = 5.32, p = 0.01, η2

p = 0.28].
A significant increase in trajectory deviation was detected for
the interactive compared to the non-interactive (p = 0.02;
η2
p = 0.36) and to the execution-only condition (p = 0.001;

η2
p = 0.33). Notably, when considering the direction and time

TABLE 1 | Statistically significant key kinematic parameters and reaction times (RTs) across conditions.

Execution-only Interactive Non-interactive

Movement time (ms) 1287.11 (±61.01) 1339.21 (±64.78) 1336.89 (±62.88)

Time to peak wrist velocity (ms) 535.17 (±29.78) 569.02 (±31.70) 569.24 (±30.28)

Time to peak grip aperture (ms) 681.67 (±46.38) 734.67 (±52.88) 713.18 (±46.12)

Time to peak grip aperture (%) 62.70 (±2.10) 64.70 (±2.00) 64.20 (±1.60)

Time to peak grip velocity (ms) 485.71 (±40.36) 536.86 (±44.44) 510.25 (±36.89)

Trajectory deviation (mm) 5.17 (±1.00) 5.68 (±1.45) 5.08 (±0.91)

Reaction Times (ms) 5437.09 (±305.88) 6425.68 (±184.49) 6093.11 (±173.76)

Mean and standard errors per condition.
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course of this effect, a statistically significant leftward deviation
was detected within the first 25% of the movement for the
interactive compared to the non-interactive condition (−1.96 vs.
−1.72, respectively; p = 0.04, η2

p = 0.26; Figure 2). No effect
was found for trajectory deviation at 50, 75, and 100% of the
movement (ps > 0.05).

Maximum Grip Aperture
The ANOVA performed on the maximum aperture did not
revealed any significant effect of condition [F(2,28) = 2.19,
p > 0.05, η2

p = 0.14]. However, when considering the time
course of grip aperture, a significant decrease was detected for
the interactive compared to the execution-only condition at
50% of movement time (41.72 vs. 43.58, respectively; p = 0.01,
η2
p = 0.36). No effect was found for grip aperture at 25 and 75%

of the movement (ps > 0.05).

Discussion

Many daily activities involve performing an action while
simultaneously encoding other perceptual events. This
is particularly interesting when others’ actions elicit a
complementary response which differ from our ongoing
action. The aim of this study was to determine what critical
process underlies such mismatching conditions and how they
affect the precision and performance of executed movements.
Participants were asked to perform a PG with their right hand
while concurrently observing a similar action, but requiring
(or not) a complementary incongruent response. Our main
finding is that although observed and executed action features
were maintained compatible across conditions, an increase in
RTs, Movement Time, Time to Maximum Grip Velocity, and
Trajectory Deviation occurred for the interactive compared
to the non-interactive condition, in line with previous studies

FIGURE 2 | Early trajectory deviation. Distance of the trajectory path for
the interactive compared to the non-interactive condition is represented at 25,
50, 75, and 100% of the movement. A significant increase in trajectory
deviation for the interactive condition was detected within the first 25% of the
movement.

demonstrating a general delay in the grasping and reaching
components and an increased trajectory deviation when an
object is grasped with the intention to interact with a human
agent (Becchio et al., 2008a,b; Sartori et al., 2009; Quesque et al.,
2013; Quesque and Coello, 2014). The very fact that we found a
prompt response for the interactive condition (deviation peak at
25% of the movement) indicates that the socially relevant action
was acknowledged very early by the motor system (Sartori et al.,
2009).

Reversing Classic Interference Effects
The common coding theory states that perception of an action
leads to simulative production of that action on the part of
the observer (Brass et al., 2001). But if the central motor
system is perfectly tuned during the execution and concurrent
observation of a congruent action, what happens when we
are required to make a qualitatively different (incongruent)
gesture? In this case, the motor program (or representation)
associated with the incongruent movement interferes with both
the outgoing motor output and the observed movement. And
motor interference arises as a general delay in the grasping
and reaching components and as an increase of variance in
movement trajectory. This result confirms and extends previous
findings reporting interference effects when simply observing
incongruent moving stimuli presented either face-to-face or
in video (Kilner et al., 2003). Moreover, it generalizes the
results of Sartori et al. (2009) and Liepelt et al. (2010) showing
that planning a complementary, functionally related action has
the power to elicit associated responses and reverse classic
interference effects. Depending on its posture and context, an
extended hand can lead to a handshake or other actions, and
this suggests that in our everyday interactions the automatic
and rapid decoding of social cues influences our intentional
behavior, maximizing the efficiency of our responses. It is widely
accepted that during action observation, the specific networks
subserving that particular movement are already tuned for action
(Fadiga et al., 2005). But the present results demonstrate that even
observing congruent stimuli presented on a video display can
have a measurable interference effect on simultaneously executed
actions, depending on the context. The precise nature of this
effect depends on the type of action presented in the video stimuli,
with interference found for observation of a complementary
request, and to a less degree for a non-interactive action.
A possible explanation for our data comes from the hypothesis
of a competition between different representations (Schubö
et al., 2001; Dolk et al., 2014). According to these authors, the
representations that underlie perceptual and motor activities,
such as producing a movement while concurrently encoding an
independent stimulus motion, must be “kept separate” so that the
two activities can be carried out without interfering. In our study,
we found a different degree of motor interference on the latency
of Time to Peak Grip Velocity ranging from the non-interactive
(2% delay) to the interactive (3% delay) conditions, despite the
observed and executed movements were similar. Interestingly,
the higher interference on grip aperture was connected to the
planning of a complementary movement, thus suggesting a
higher degree of competition between different representations.
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Response Competition and Inhibition
Processes
In terms of grasping, an interference on the amplitude of
Maximum Grip Aperture was specifically detected at 50%
of movement execution. The direction of this effect (i.e.,
a decreased Grip Aperture) could be the byproduct of an
automatic inhibition of representational features related to the
complementary response (e.g., see Prinz and Hommel, 2002), in
line with previous literature pointing to a bi-phasic pattern of
interference of perception on ongoing action: initial assimilation
followed by contrast (Dijkerman and Smit, 2007; Grosjean et al.,
2009). Schubö et al. (2001) proposed that the representations
that underlie distinct activities, such as producing a movement
while concurrently encoding a perceptual event, must be “kept
separate” so that the two activities can be carried out without
interfering. The mechanism in question would involve a form
of inhibition (Tipper et al., 1997) of the features shared by
perception and action. Many models have thenceforth accounted
for inhibition by referring to mechanisms associated with
response competition (Swinnen, 2002; Duque et al., 2010, 2012;
van den Berg et al., 2011; Verstynen and Ivry, 2011; Klein et al.,
2012; Labruna et al., 2014). Since inhibition reflects the operation
of a process involved in resolving response competition, here
planning a whole-hand response had a repulsive effect on
what was produced, decreasing the Maximum Grip Aperture
and shifting the Trajectory path leftward (i.e., in the opposite
direction with respect to the object requiring a whole-hand
grasp).

Maximum Grip Aperture
In this study we did not expect any change in Maximum Grip
Aperture, since the same movement (i.e., a PG) was always
repeated within the task and grip amplitude is known to covary
linearly with object size (Jeannerod et al., 1995). The results were
in line with our expectations. Post hoc analyses revealed that
grip aperture remained constant throughout the experiment and
well calibrated to the object size. Interestingly, the interactive
request did not resulted in greater uncertainty in the performance
of the participant’s grasping movement, since when subjects
are uncertain during the grasp, they open their hand wider
(Paulignan et al., 1991a,b). We may therefore assume that
the preservation of maximal grip aperture across conditions is
evidence that participants were confident in the movement to be
executed.

Motor Facilitation
Observing a congruent movement did not facilitate movement
execution (Kilner et al., 2003; Bouquet et al., 2007; Stanley
et al., 2007). This is probably due to the fact that observation
of a congruent grasping action during execution of a similar
action facilitates precision of the grasp component only if the
two events are highly synchronized (Ménoret et al., 2013). Here,
participants were asked to perform their movement at their
own pace and no instruction was given concerning the speed of
the movement. Moreover, the movement observed in the non-
interactive condition had an additional level of complexity due

to pouring the sugar in a cup as compared to the instructed
movement of the participant. This could have also played
a role in activating a partial competition between different
representations.

The Social Associative Memory Hypothesis
Overall, this study provides evidence that online interference
occurs when an observed movement requires an incongruent
grasping with respect to the prehension simultaneously observed
and executed. This result, together with recent TMS studies on
cortico-spinal excitability (Sartori et al., 2011b, 2012, 2013b,c)
and previous kinematic data (Sartori et al., 2009), suggests
that observing an interactive gesture automatically generates
an internal representation of the required movement. Such an
internal representation can cause interference in the execution of
the grasping movement, when active at the same time.

An accumulating body of evidence seems to suggest the
existence of a human motor vocabulary (Rizzolatti et al., 2001)
in which congruent – and incongruent (Sartori et al., 2013a) –
motor representations would be activated automatically during
the observation of motor actions. According to Chinellato
et al. (2013), a social associative memory would be in charge
of matching certain actions to their natural social response,
irrespective of who is actually performing the action. If action B
(e.g., take) usually follows action A (e.g., give), the observation
of a partner executing A elicits the pre-planning of B by the
observer. On the other hand, if the subject executes A, she expects
to see the partner performing B in response. The same concept
has been put forward by Butterfill and Sinigaglia (2014): “Two
outcomes, A and B, match in a particular context just if, in that
context, either the occurrence of A would normally constitute or
cause, at least partially, the occurrence of B or vice versa” (see also
Catmur et al., 2009).

As in the case of previous literature on social Simon effect
(Guagnano et al., 2010; Humphreys and Bedford, 2011; Dittrich
et al., 2013), it remains to be clarified whether the social context
is a necessary prerequisite or not for this interference effect.
In this respect, a previous experiment with similar stimuli
and an arrow indicating the target object instead of the social
gesture suggested that the mere presence of an arrow pointing
toward the object had the ability to determine MEP activation.
However, such activity was reduced with respect to when the
context was characterized by a request gesture toward the
object (Sartori et al., 2011b). Those findings corroborate the
idea that it is the social nature of the observed gesture, along
with the presence of the object, to determine the observed
effect.
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Action priming following action observation is thought to be caused by the observed
action kinematics being represented in the same brain areas as those used for action
execution. But, action priming can also be explained by shared goal representations,
with compatibility between observation of the agent’s gaze and the intended action of
the observer. To assess the contribution of action kinematics and eye-gaze cues in the
prediction of an agent’s action goal and action priming, participants observed actions
where the availability of both cues was manipulated. Action observation was followed by
action execution, and the congruency between the target of the agent’s and observer’s
actions, and the congruency between the observed and executed action spatial location
were manipulated. Eye movements were recorded during the observation phase, and
the action priming was assessed using motion analysis. The results showed that the
observation of gaze information influenced the observer’s prediction speed to attend to
the target, and that observation of action kinematic information influenced the accuracy
of these predictions. Motion analysis results showed that observed action cues alone
primed both spatial incongruent and object congruent actions, consistent with the
idea that the prime effect was driven by similarity between goals and kinematics.
The observation of action and eye-gaze cues together induced a prime effect
complementarily sensitive to object and spatial congruency. While observation of the
agent’s action kinematics triggered an object-centered and kinematic-centered action
representation, independently, the complementary observation of eye-gaze triggered a
more fine-grained representation illustrating a specification of action kinematics toward
the selected goal. Even though both cues differentially contributed to action priming,
their complementary integration led to a more refined pattern of action priming.

Keywords: mirror neurons, action observation, eye gaze, action priming, action prediction

Introduction

Making sense of the behaviors of others and predicting the likely outcome of their actions is
an essential component of interactive behavior (Wilson and Knoblich, 2005), thought to rely
on common action observation and execution neural processes (e.g., the mirror neuron system,
MNS; Rizzolatti and Craighero, 2004). These overlapping processes between observation and
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execution allow for the observation of a specific action to acti-
vate the observer’s motor system. One consequence of these
shared processes is that the observation of action can moder-
ate action execution for different action components, includ-
ing action speed or timing (Edwards et al., 2003), action force
(Salama et al., 2011) and action spatial trajectory (Hardwick and
Edwards, 2011). This facilitation, known as the action priming
effect, demonstrates that the shared neural processes between
action observation and execution must encode precise informa-
tion about the perceived action.

Recently, Wilson and Knoblich (2005) suggested that action
observation neural processes incorporate predictive cognition.
Observers use their own motor system to model (or represent)
observed actions, allowing for the computation and prediction of
an agent’s behavior and unfolding action. In this sense, the neu-
ral processes are not simply activated in a bottom–up fashion by
the mere observation of others’ actions, but rather in anticipation
to them. For example, Kilner et al. (2004) presented participants
with video clips of either a stationary hand flanked by an object
or a moving hand grasping an object. The color of the object
indicated the type of video stimuli presented; either the hand
would remain stationary, or whether it would move to grasp the
object. The results showed that the object color associated with
the moving grasp action condition caused predictive motor neu-
ral activity in anticipation of the initiation of the moving hand
stimuli, whereas there was no such motor neural activity in antic-
ipation of the static hand stimuli. A similar effect was reported
by Umiltà et al. (2001). They reported results from a set of motor
neurons that was active both for the observation of a fully visible
reach and grasp action to an object, and also for the observa-
tion of a similar action where part of the reach and the grasp
was occluded from vision by a screen (though the observer knew
that there was a target object behind the screen). In this case,
an early anticipation of the action goal must have been com-
puted. The observer must have somehow relied on other visual
information to extract relevant cues regarding the presence of
the occluded action and target, and this caused predictive motor
neural activation.

Onemight assume that the observation of the unfolding action
could be sufficient for the observer to anticipate the action goal.
However, Flanagan and Johansson (2003) showed that partic-
ipants paid very little attention to the unfolding action, but
instead, they implemented proactive eye movements similar to
those used during actual action execution, where eye-gaze was
anticipatively directed to the end-point or the goal of the action
(see Rotman et al., 2006 for similar findings). This attentive pat-
tern was explained as a procedure to provide visual feedback
about the ongoing action execution relative to the target object or
final action goal, and that any errors in the action trajectory could
be anticipated and perceived to provide information for correc-
tion (Land and Furneaux, 1997; Gesierich et al., 2008). Indeed,
during visually guided actions, there is little doubt that proac-
tive gaze behaviors are essential for correct planning and coherent
control of the executed motor program (Johansson et al., 2001).

The finding that observers use predictive eye-gaze patterns
during action observation suggests that information from differ-
ent visual sources must be obtained in order to infer the intended

action goal. These visual cues could emerge from an early anal-
ysis of the agent’s behaviors before the observed action is fully
executed. In this sense, Ambrosini et al. (2011) measured how
fast and how accurately participants were able to anticipatively
gaze at an agent’s intended action target. Participants were asked
to observe several types of reach-to-grasp actions while their
eye movements were recorded. The observed actions could be
directed to one of two different sized objects (small versus large),
and the agent could either correctly pre-shape their hand to the
target object (e.g., precision grip versus whole hand grip to the
small and large sized objects respectively) or the agent showed no
pre-shaping of their hand when acting to the objects (e.g., closed
fist). The results showed that the hand pre-shaping condition
caused participants to gaze at the correct target object quicker
and more accurately than for the no hand pre-shaping condition.
This suggests that hand information during the action observa-
tion provided a reliable cue to allow an early prediction of the
intended target or action goal.

Hand-shape motoric cues are not the only source of infor-
mation allowing for the prediction of the agent’s action goal. In
action execution, we normally first gaze toward an object that
we intend to interact with, before actually acting upon the object
(Johansson et al., 2001; Land and Hayhoe, 2001). The informa-
tion that the observer could glean from the agent’s gaze would
constitute a reliable cue to predict object interaction intention
(Becchio et al., 2008). Indeed, many studies have already exam-
ined the automatic tendency of the observer to orient their gaze
to the same location as an agent’s perceived gaze (Driver et al.,
1999; Langton et al., 2000). Similarly, Castiello (2003) showed
that the observation of another person’s gaze toward a target
object, as well as an actual action, reliably primed action exe-
cution. Further, Pierno et al. (2006) used functional magnetic
resonance imaging (fMRI) to measure brain activity when par-
ticipants observed video clips of a human model either reaching
and grasping a target object or gazing at an object. The con-
trast between these two conditions and a control condition (in
which the agent stood behind the object and performed no action
or gaze) revealed similar profiles of brain activity. This suggests
that the two types of information might be represented in a
common motor code, and that either information could be suf-
ficient to prime action execution. However, currently it remains
unclear how action and gaze information interact during action
observation, and whether the different types of information mod-
erate the observer’s executed gaze patterns and subsequent action
responses.

The aim of the present study was twofold. First, we aimed
to provide evidence for attentive and predictive eye-gaze behav-
ior during action observation by measuring the observer’s eye
movements to different specified regions of interest (ROI), and
by measuring the speed and accuracy of anticipatory gaze rela-
tive to manipulations of the agent’s gaze and action kinematics
to a target object. The interest of the latter analysis was to deter-
mine which of the gaze or action visual cue information would
be selected when the two types of information were manipulated
in the visual scene. We aimed to replicate previous studies that
have investigated the predictive functioning of action observa-
tion processes (Rotman et al., 2006; Webb et al., 2010; Ambrosini
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et al., 2011, 2012) and in addition, demonstrate that the agent’s
gaze provides early cues that indicate an intention to grasp a par-
ticular target object. Additionally, as observers have been shown
to be efficient at extracting action intention information from
both gaze cuing and observed actions (Sartori et al., 2011), we
expected that, in the absence of the agent’s gaze, the participants
would orient their attention to the ongoing action as a secondary
source of information. The second aim of the study was to bet-
ter understand the different and complementary effects that gaze
and action cues could have on the action priming effect. Recent
studies showed that observed actions can be encoded in terms
of their goal (Rizzolatti and Craighero, 2004), but also that goal
representations of observed actions can be accompanied with
more specific information regarding action kinematics, such as
action trajectories (Griffiths and Tipper, 2009; Hardwick and
Edwards, 2011). We therefore expected that the observation of
both gaze-object and hand-object interactions would moderate
subsequent action execution kinematics. However, in the cur-
rent scientific literature, it remains unclear if these cue-induced
priming effects are driven by a similarity of goals and/or trajec-
tories between the observed and the executed actions. Therefore,
we assessed the contribution of goal information by manipulat-
ing the congruency of the target objects during action obser-
vation and action execution, and further, we investigated the
contribution of kinematics information through the manipula-
tion of spatial congruency between the observed and executed
actions.

Materials and Methods

Participants
We tested a total of 22 persons, though three participants were
excluded because of corruptions in their data recording (i.e.,
recording failures causing unusable data) and were not ana-
lyzed any further. The mean age of the remaining 19 participants
was 22.1 years (range: 2.3 years), all were right-handed (self-
reported) and had normal or corrected-to-normal visual acuity.
All participants gave their informed consent to take part in the
study and they were remunerated for their participation. The
Université Catholique de Louvain, Faculty of Psychology Ethics
Commission approved the experiment.

Apparatus and Stimuli
To record participants’ eye movements, we used the Eyelink 1000
desktop mounted eye tracker (SR Research, Canada; sampling
rate of 1000 Hz; average accuracy range 0.25–0.5◦, gaze tracking
range of 32◦ horizontally and 25◦ vertically). Participants sat at a
distance of 60 cm from the eye tracker camera and head move-
ments were prevented by using a chin and forehead stabilizer.
At the beginning of each trial block, a standard 9-point proto-
col was used to calibrate the participant’s eye-gaze position to a
display screen using standard Eye-Link software. This allowed
the computation of the actual gaze position on the screen. To
record participants’ hand actions, we used the Polhemus Liberty
electromagnetic 3D motion tracker (Polhemus Incorporated,
Colchester, Vermont; sampling rate of 240 Hz, accuracy 0.076 cm

for position and 0.15◦ for orientation). Sensors were attached
to two target objects, and the participant’s wrist, thumb, and
index finger using adhesive tape and a flexible wrist splint. The
kinematic data were analyzed offline and the dependent mea-
surements were extracted from the 3D XYZ coordinates.

The laboratory arrangement consisted of three wooden tables
(120 × 80 cm) creating an L-shaped workspace (see Figure 1).
Both the participant and the experimenter faced the same direc-
tion, with the participant to the left of the experimenter. The
experimenter was positioned (offset) behind the participant
allowing a view of the participants’ workspace/screen without
distracting them. We further shielded distractions by placing a
wooden panel between the tables (occluding all of the computer
equipment that we used for the eye-tracker and motion tracker
recordings). On the participant’s table, the chin and forehead sta-
bilizer was placed centrally, 5 cm from the table edge. A computer
screen (LCD; resolution 1080 × 1920; refresh rate 60 Hz) was
placed 70 cm from the chin and forehead stabilizer, and was used
to display visual stimuli for the experiment. The visual stimuli
were presented using E-Prime (v2.0.8.90 PRO; Schneider et al.,
2002).

The experiment involved the use of two types of stimuli (visual
and physical). The visual stimuli consisted of video clips pre-
sented on the computer screen depicting reach-to-grasp actions
(AVI format, 25 fps, 1920 × 1080 pixels). The video clips con-
sisted of a male agent sitting at a wooden table and looking
into the camera, with his right hand holding a reference object
(∅: 2 cm) in front of him. A small and a large object were also
presented (∅: 4 and 7 cm), 25 cm in front of the agent, one on
the left and the other on the right of the agent’s sagittal mid-
line (25 cm apart, and their position counterbalanced). In the
videos, we manipulated the availability of the agent’s gaze and
action (see Figure 2). In the gaze and action (FULL) condi-
tion, the video started by showing the agent positioned facing

FIGURE 1 | Schematic representation of the experimental setup.
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FIGURE 2 | Examples of observation video clips from each
experimental condition. From top to bottom: conditions (A) FULL,
(B) ACTION, (C) GAZE and (D) CONTROL. The videos were
presented on a HD screen (1920∗1080 pixel). The actor’s eyes area

occupied a 3 cm screen area and participants viewed the screen
at a distance of 70 cm (equivalent to ∼2.45◦ of visual angle and
equivalent to observing a real-sized human at a distance of
∼220 cm).

the participant, looking into the camera lens, and a small and
a large object presented on the table, symmetrical and of equal
distance to the sagittal axis. Next, the agent directed his gaze
toward either the small or the large object, and then he exe-
cuted a reach-to-grasp action to the object that he gazed toward.
In the gaze only condition (GAZE), the video again started by
showing the agent looking into the camera lens (etc.). Next, he
directed his gaze toward one of the two objects (as in the previ-
ous condition), but this time, no action was executed. Therefore,
the agent’s gaze direction was the only available cue indicating
the target object. In the action only condition (ACTION), we
placed a mask on the eyes area of the agent. The video started
by showing the agent with the eye mask (preventing gaze cues;
but with all other aspects of the video matched to the FULL
condition). The only cue was of the agent executing a reach-to-
grasp action to the object. The final condition was the no gaze
and no action condition (CONTROL). In this condition, nei-
ther eye-gaze information nor action information was presented.
The agent remained still throughout the video. For each of the
experimental conditions (FULL, GAZE, ACTION), there were
four different types of videos that balanced the size and posi-
tion of the target objects (small left, small right, large left, large
right). In the control condition (CONTROL), there were only
two different videos (small object left and large object right ver-
sus large object left and small object right). The videos were
matched in length (4500 ms) and each video was presented eight

times across two blocks of trials (with a total of 112 trials per
participant).

The physical stimuli were presented in the participants’ phys-
ical workspace. On the participant’s sagittal axis, we placed a
starting action reference object (∅: 2 cm) positioned 5 cm fur-
ther from the chin and forehead stabilizer. We also placed a small
and a large round object (∅: 4 and 7 cm; the same objects as
those presented in the visual stimuli conditions), 25 cm from
the reference object, and symmetrical to the participant’s sagit-
tal axis (with the edge of the objects 12.5 cm from the sagittal
midline). The object positions were counterbalanced. At the
beginning of each trial, the participant was asked to hold the
starting action reference object with a right hand light grip (pro-
viding a common action origin point for the comparison between
responses).

Design and Procedure
Each trial started with the presentation of a fixation cross in
the center of the screen and the participant was instructed to
look at the cross. This ensured that each participant would start
observing the video sequences from the same origin point, allow-
ing for a comparison between gaze paths. The fixation cross was
also used as a drift check to verify and confirm the reliability of
the eye-gaze calibration. The fixation cross was displayed until
the experimenter manually confirmed that the participants’ gaze
was fixed to the cross position. As soon as participants’ gaze
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position was confirmed, one of the video clips was randomly
presented. The participant was instructed to observe and attend
to the video carefully, as they would be required to make an
action in subsequent part of the trial. At the end of the video,
a sound was presented that indicated the size of the object that
the participant had to grasp during the final execution part of
the trial. A low-tone indicated that the participant would have
to grasp the large physical object and a high-tone indicated that
the participant would have to grasp the small physical object.
The participants were instructed that when they heard the sound,
they had to reach, grasp and lift the target object in a natu-
ral manner (“as if you were reaching and grasping your cup of
tea”), each time, initiating the action from the action reference
object.

Data Analyses
The results were analyzed for both eye-tracking and motion-
tracking measures. For the post-tests analyses, a Bonferroni cor-
rection was applied. For the data analyses, we separated the visual
scene in the video clips into five ROI that were slightly larger than
the part of interest in the visual scene (compensating for any vari-
ance in the eye-tracking data). The regions selected corresponded
to the fixation cross, the agent’s head, the agent’s hand and the two
target objects (the left object and the right object). Participant’s
eye-gaze to each ROI was considered in the analyses and any eye-
gaze outside of the ROI was not included in the data analyses. The
grasped or gazed object was denominated as “TARGET” and the
non-target object as “NON-TARGET” (irrespective of the object
size or location).

We used three dependent variables to analyze the eye-tracking
data. The first was the proportion of total fixation time spent
in each ROI (with ROI added as an independent variable). The
aim of this analysis was to investigate how manipulations to
gaze and action cues moderated the participants’ attention to
the manipulated bodily cues. Therefore, we analyzed whether
the observations conditions induced different attentional pro-
files to specific ROIs. For this analysis, we only included trials
where the participant started the trial by fixating the cross (98%
valid trials). The second dependent variable was prediction speed;
derived from the time elapsed between the participant’s first fix-
ation to the target object ROI and either (i) the time when
the agent’s gaze was directed to the target object (gaze-based
index) or (ii) the time when the agent’s hand reached the tar-
get object (action-based index). The prediction speed indexes
were specific to the conditions that manipulated these cues;
with planned t-test contrasts for the gaze-based index com-
paring GAZE versus FULL conditions, and the action-based
index comparing ACTION versus FULL conditions; no com-
parisons were possible between the CONTROL or between the
GAZE and ACTION conditions. Therefore, the gaze-based index
and the action-based index allowed us to measure respectively
the contribution of action and gaze information to prediction
speed. Here, only trials where participants correctly oriented
their gaze toward the target of the agent’s attention or action
were included. We excluded trials in which participants ori-
ented their gaze toward a target before any gaze or action cues
were presented in the video clip (84.5% valid trials). The third

dependent variable was prediction accuracy that was defined as
the proportion of trials where the participant correctly oriented
their eye (attention) toward the target of the agent’s attention or
action. This variable measured the efficiency of our experimen-
tal manipulations in producing correct predictions. The same
contrasts as those used for prediction speed were applied to this
variable.

For the motion-tracking analyses, we determined two levels
of congruency between the observation and the execution con-
ditions: (i) ‘object congruency’ irrespective of spatial location
(congruent: observation of action to the same sized object as
that grasped in the execution condition; small–small or large–
large versus incongruent: observation of action to a different
sized object as that grasped in the execution condition; small–
large or large–small); and (ii) ‘spatial congruency’ irrespective
of object size (congruent: the same egocentric spatial location
for the agent and observer in the observed and execution con-
ditions; agent reaching to their left and participant reaching
to their right or agent reaching to their right and participant
reaching to their left versus incongruent: different egocentric spa-
tial action location for the agent and observer in the observed
and execution conditions; agent reaching to their left and par-
ticipant reaching to their left or agent reaching to their right
and participant reaching to their right). The prime effect was
measured with three dependent variables: reaction time (ms;
with action initiation being defined as the time when the hand
velocity reached 50 mm/s for two successive frames), time to
peak velocity (ms), and time to peak grasp aperture (ms). As
the aim of the kinematics analysis was to understand how the
cue-induced priming effects were differentially sensitive to object
and spatial congruency, we defined a priori analyses to check
how these two variables would interact throughout each video
condition. Three-way interactions were decomposed by eval-
uating how object congruency and spatial congruency inter-
acted in each video condition independently. If second order
two-way interactions were significant, we performed multiple
comparisons between object and spatial congruency. The ratio-
nale behind the present statistical approach is similar to that
described by Howell and Lacroix (2012) for decomposing three-
way interactions.

Results

Eye-Tracking Analyses
The repeated measures ANOVA for the proportion of total fixa-
tion time spent in the ROIs compared within-participant factors
of video conditions (FULL, GAZE, ACTION, CONTROL) and
ROIs (fixation, the agent’s head, the agent’s hand, the target
and the non-target). We found significant main effects for the
video conditions [F(3,54) = 3.98, p < 0.05, η2

p = 0.18] and
ROIs [F(4,72) = 282.18 p < 0.001, η2

p = 0.94], and a signif-
icant interaction [F(12,216) = 106.17, p < 0.001, η2

p = 0.85].
The pairwise comparisons of the main effects showed that the
proportion of total fixation time within the five ROIs was sig-
nificantly lower for the ACTION than for the FULL and GAZE
video conditions. Also, the proportion of total fixation time
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was significantly different for each ROI, except for the target
object and the fixation areas. The agent’s head was fixated sig-
nificantly longer than any other ROI, and the target object
was fixated longer than the non-target object. We decomposed
the interaction by evaluating each ROI separately. This showed
significant observation condition effects for the ROIs of the
agent’s head [F(3,54) = 90.13, p < 0.001, η2

p = 0.83; with
GAZE and CONTROL conditions eliciting longer fixation time
compared to ACTION or FULL conditions], the agent’s hand
[F(3,54) = 29.25, p < 0.001, η2

p = 0.62; with ACTION sig-
nificantly different from the other conditions], and the target
[F(3,54) = 167.32, p < 0.001, η2

p = 0.9; with both CONTROL
and GAZE being different from each other and the other two
conditions]. There was a significant effect for the non-target
ROI [F(3,54) = 3.19, p < 0.05, η2

p = 0.15; though the pairwise
comparisons did not highlight any significant differences]. See
Figure 3A.

The analysis of prediction speed and accuracy dependent vari-
ables compared the FULL condition with each of the manipulated
GAZE or ACTION conditions using planned t-test and evalu-
ated a gaze-based index and an action-based index (time between
participant’s target fixation and agent’s eye-gaze or time between
participant’s target fixation and the agent’s hand action to the
target). Analysis of the gaze-based index showed no significant
effect for prediction speed [t(18) = 0.85, p = 0.4, d = 0.19], but
there was a significant effect of prediction accuracy [t(18) = −4.5,
p < 0.001, d = 1.08]. The participant fixated to the correct target
more frequently when both the agent’s eye-gaze and action cue
information was presented compared to the videos with the gaze
cue alone, indicating that the presence of action information con-
tributed to the correct orientation of participant’s attention to the
target object. Analysis of the action-based index showed a signif-
icant effect of prediction speed [t(18) = −8.7, p < 0.001, d = 2],
but no effect of prediction accuracy [t(18) = −1.16, p = 0.26,
d = 0.26]. The participant fixated to the target faster when both
the agent’s eye-gaze and action cue information was presented
compared to the videos with the action cue alone, indicating
that the processing of gaze information contributed to prediction
speed (see Figure 3).

Motion-Tracking Analyses1

To assess the action priming effect, we tested the independent
variables of video conditions (FULL, GAZE, ACTION), object
congruency, and spatial congruency using repeated measures
ANOVAs on the three dependent variables of reaction time, time
to peak velocity and time to peak grip aperture. CONTROL con-
dition could not be included in the model as it did not vary for
the spatial and object congruency independent variables. All of
the results for this section are presented in Figure 4.

The analysis of the participants’ reaction time showed a signif-
icant main effect of video condition [F(2,36) = 47.37, p < 0.001,
η2
p = 0.72], with pairwise comparisons showing that the actions

executed after the observation of the ACTION or FULL video
conditions were initiated significantly faster than after the obser-
vation of the GAZE video condition. There was also a significant

1Summary tables of all of the results are given in the supplementary materials.

main effect of spatial congruency [F(1,18) = 5.87, p < 0.05,
η2
p = 0.25], with spatial incongruent actions being initiated faster

than spatial congruent actions. Finally, the results showed a
significant interaction between video condition and object con-
gruency [F(2,36) = 5.87, p < 0.01, η2

p = 0.25], showing that
object congruent trials were initiated faster than object incongru-
ent trials in the ACTION condition only [t(18) = 2.86, p < 0.05,
d = 0.66].

The analysis of time to peak velocity showed a significant
main effect of spatial congruency [F(1,18) = 5.16, p < 0.05,
η2
p = 0.22], showing that the observation of spatial incongruent

action caused a faster time to peak velocity compared to spatial
congruent actions. There was also a significant three-way inter-
action [F(2,36) = 3.36, p< 0.05, η2

p = 0.16] that was decomposed
with an ANOVA for each video condition. These analyses only
showed a significant spatial congruency effect for the ACTION
video condition [F(1,18) = 5.78, p < 0.05, η2

p = 0.24], with spa-
tial incongruent trials reaching their peak velocity quicker than
the congruent ones. None of the other contrasts were significant
once corrected.

There was a significant effect for time to peak grasp aperture
for spatial congruency [F(1,18) = 5.43, p < 0.05, η2

p = 0.23], with
the peak grip aperture being reached quicker for spatial incon-
gruent than congruent actions. There was a significant interaction
between video conditions and spatial congruency [F(2,36)= 3.27,
p < 0.05, η2

p = 0.15], showing a faster time to peak grasp aper-
ture in the spatial incongruent compared to congruent actions
in the FULL video condition only [t(18) = 2.95, p < 0.01,
d = 0.67]. There was also an interaction between video condi-
tions and object congruency [F(2,36) = 5.7, p < 0.01, η2

p = 0.24]
showing a significantly faster time to peak grasp aperture for the
object congruent than incongruent trials in the ACTION con-
dition [t(18) = 3.87, p < 0.001, d = 0.88]. Finally, there was a
three-way interaction between all of the independent variables
[F(2,36) = 7.7, p < 0.01, η2

p = 0.30] that was analyzed using
ANOVAs for each video condition separately. Significant two-
way interactions between spatial and object congruency were
found for the FULL and GAZE video conditions [F(1,18) = 5.27,
p < 0.05, η2

p = 0.23; F(1,18) = 7.23, p < 0.05, η2
p = 0.29; respec-

tively]. Based on our hypothesis, paired-samples t-tests defined a
priori contrasted spatial and object congruent versus incongru-
ent conditions. For the FULL video condition, there was only
a significant effect of spatial congruency when the objects were
congruent [t(18) = 3.28, p < 0.01, d = 0.75], showing that spatial
incongruent actions reached their peak grasp aperture faster than
the spatial congruent actions. For the GAZE condition, none of
the pairwise comparisons reached significance.

Discussion

The aim of the present study was firstly to evaluate foveal
attention and predictive eye-gaze behaviors during action obser-
vation and, secondly, to better understand the complementary
effects that eye-gaze and action cues have on the action obser-
vation priming. To evaluate natural foveal attention during the
observation conditions, we determined how manipulations to
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FIGURE 3 | (A) Proportion of total fixation time within each of the five ROIs as a
function of observation conditions (In the CONTROL condition, as no specific
object could be reported as ‘TARGET’ or ‘NON-TARGET,’ the average fixation
time on both objects was plotted). (B) Measure of the contribution of action
information to prediction speed and prediction accuracy through the

comparison of GAZE and FULL conditions. (C) Measure of the contribution of
gaze information to prediction speed and prediction accuracy through the
comparison of ACTION and FULL conditions. The asterisks indicate a significant
difference between experimental conditions (∗p < 0.05; ∗∗p < 0.01;
∗∗∗p < 0.005).

gaze and action cues moderated the participants’ attention to
specific ROIs. Overall, this showed that participants spent more
time fixating the head area of the agent in all of the observa-
tion conditions, although it was fixated more in the GAZE and
CONTROL conditions compared to the ACTION and FULL
observation conditions. In addition, the hand area of the agent
was fixated more when only ACTION information was presented
compared to the other observation conditions, and participants
looked at the target for longer in the FULL andACTIONobserva-
tion conditions relative to the GAZE and CONTROL conditions.

We also measured the differential contribution of the agent’s
gaze and action information cues on the participant’s action pre-
diction. We proposed that particular cues might facilitate the

participant’s prediction to selectively attend to the correct tar-
get. The results showed that the speed at which the participants
correctly oriented their attention to the target of an observed
action was influenced by the availability of eye-gaze information,
whereas manipulating action information influenced the accu-
racy of the predictions. Interestingly, the combined availability
of action and gaze cues provided the most reliable prediction
cues for both prediction speed and accuracy. These results show
that when observing a human agent performing a goal-directed
action, participants appeared to prioritize attention to the agent’s
eyes, and that information from both the agent’s eye-gaze and
action cues were important for predicting the target to which the
agent intended to act toward (the goal of the observed action).
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FIGURE 4 | Participants’ action measures as a function of conditions, object congruency and spatial congruency. From top to bottom: (A) Reaction time,
(B) time to peak velocity and (C) time to peak grip aperture. The asterisks indicate a significant difference between experimental conditions (∗p < 0.05; ∗∗p < 0.01;
∗∗∗p < 0.005).
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These findings are consistent with other studies showing a ten-
dency for participants to attend to agent’s eye-gaze and looking
direction (Senju and Hasegawa, 2005; Conty et al., 2006), an effect
that is perhaps not surprising given the use of eye contact to
establish communicative links between individuals (Farroni et al.,
2002). In the case of action observation, the observer could glean
information about the agent’s intentions through the establish-
ment of joint attention (Driver et al., 1999). When performing
actions, the agent usually attends to the object that they intend to
act toward (Johansson et al., 2001; Land and Hayhoe, 2001) and
therefore, this information appears to constitute a reliable source
of predictive information.

Interestingly, there was proportionally very little attention
allocated to the hand region during the observation of video clips
during the FULL condition. However, observation of the agent’s
eye-gaze and action cues during the FULL condition resulted
in greater prediction accuracy compared to observation of only
the agent’s eye-gaze cues during the GAZE condition. This sug-
gests that the observation of hand trajectories must use peripheral
vision, perhaps serving to reduce the ambiguity regarding the
predicted action goal determined by the agent’s eye-gaze cues,
and contributing to increased prediction accuracy. These find-
ings support and extend previous findings by Webb et al. (2010)
who presented participants with video clips depicting one of two
human agents performing reach-to-grasp actions to one of three
different targets aligned horizontally. Participants were asked to
observe the videos and determine the agent and the to-be-grasped
object. Before each video, the identity of the agent or the target
was unknown to the participant. The results showed that agent’s
eye-gaze direction and hand trajectory information were impor-
tant in guiding the observer’s gaze to the correct target. Our data
add to these results by evaluating the relative contribution of both
action and gaze cues in guiding the observer’s gaze behaviors, and
further, by showing that direct foveal attention to the observed
hand trajectories was not necessary to cause the prediction effects,
suggesting that action trajectories must have been attended to
with peripheral vision.

The discrepancies between action and gaze information pro-
cessing during action observation could somehow explain the
trade-off between prediction speed and prediction accuracy. On
the one hand, when no action information was available, the
quick processing of the agent’s gaze was made at the expense of
accuracy, where perhaps an insufficient amount of information
regarding the goal of the action had not yet been gathered. On the
contrary, the absence of gaze information forced the observers to
gather more information about the intended goal of the action
from early motor information (hence the hand ROI was fixated
for longer in the ACTION condition compared to other con-
ditions). As it is less obvious for the observers to rule out the
intended goal from the agent’s action, they had to extrapolate the
most likely target from the early trajectory of the agent’s hand.
Two possible targets were available in our design. Therefore, for
the observers to make a correct prediction only based on the
observation of the agent’s hand trajectory, more time was needed
to exclude the alternative object.

Flanagan and Johansson (2003) suggested that eye movements
during action observation were proactive rather than reactive.

Our results provide further support for this claim, and give
insights into how different cues are processed together in order
to provide reliable predictive cues about ongoing actions. In
everyday life situations, the targets of our actions are not fully pre-
dictable to the observer. Our actions can be oriented to a target
presented with multiple other objects, differing in sizes, colors,
or even locations. During visually guided action execution, the
agent must extract the various features from the selected target
object and position in order to grasp the object successfully. For
example, the agent typically will pre-shape their hand to the size
of the intended target object, with a slight over-grasp allowing
for an efficient grip placement on the object (Jeannerod et al.,
1995; Eastough and Edwards, 2007), and they will monitor the
position of other objects in proximity to the target, making criti-
cal kinematic modifications to avoid the obstacle positions. This
necessity of visual inputs for action control legitimates the antic-
ipative nature of agent’s eye movements during action execution
(Johansson et al., 2001). Similar mechanisms were hypothesized
during action observation conditions, as the human motor sys-
tem is also involved in processes helping us to perceive the action
of others (Wilson and Knoblich, 2005). Bach et al. (2011) pro-
vided evidence that the motor representations elicited during
action observation were bi-determined. Not only did they match
the observed actions, but they also reflected the proprieties of
the goal objects that they were directed to. Accordingly, It has
already been shown that observers are efficient in predicting
future hand-object interactions by relying on hand pre-shaping
cues (Ambrosini et al., 2011). Along the same lines, gaze cuing
toward an object has been shown to provide a consistent indica-
tor of a future interaction with that object, allowing the observers
to predict the short term course of ongoing actions (Pierno et al.,
2006). Our data take these findings one-step further by high-
lighting reliable and successful identification of the intended goal
object from the processing of both the agent’s action and gaze
cues compared to each cue in isolation. Action and gaze cues
provided different, but complementary advantages for action
prediction, indicating the implementation of different obser-
vation strategies depending on the nature of the information
available.

The second aim of this study was to better understand the
complementary effects that gaze and action cues could have on
subsequent action execution (i.e., the action priming effect). By
modifying the cues during the observation conditions, we eval-
uated the effects of spatial and object congruency on subsequent
action performance. We found that participants responded with
a faster reaction time in actions executed after the observation of
the ACTION or FULL video conditions, than after the observa-
tion of the GAZE video condition (without action information).
This suggests that action information more than gaze informa-
tion contributed to the action priming effect, suggesting that the
action cue had an impact on motor planning processes. An alter-
native suggestion though could be that the slower reaction time
to the gaze cue relative to the other cues might have been a con-
sequence of the lower rate of accurate eye-gaze target prediction
during observation. Reaction time was also moderated for spatial
congruency, showing that spatial incongruent actions were ini-
tiated faster than spatial congruent actions. This effect suggests
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that the observation of action was represented in a frame of refer-
ence centered on the observed agent; thus, when the participant
observed a right hand action to a target object that was on the
right of the agent (left of the participant), action was primed when
the participant made a right hand action to a target on the right
of the participant (the spatially incongruent target). This sug-
gests priming between the observation and execution of action
kinematics (the agent’s right hand action primed the observer’s
right hand action; see Hardwick and Edwards, 2011 for similar
priming of kinematic trajectories). This same effect was found
for the dependent variables of time to peak velocity and time to
peak grasp aperture. Further interaction analyses showed that the
observation of the FULL condition (with gaze and action cues)
compared to GAZE and ACTION conditions (with only one cue)
caused participants to have a faster time to peak grasp aperture for
the spatial incongruent compared to congruent actions, therefore
replicating the main effect.

Counter evidence to the kinematic priming effects discussed
above was shown for the interaction analyses of the ACTION
condition (where no gaze information was presented). Reaction
time and time to peak grasp aperture were earlier for con-
gruent than incongruent target objects, supporting the idea of
priming driven by common goals. The combined presentation
of action and gaze cues (in the FULL condition) induced a
more refined pattern of priming, sensitive to modulations of
both object congruency and spatial congruency. The peak grip
aperture was earlier for spatial incongruent actions (kinematic
congruent) and later for spatially congruent actions (kinematic
incongruent), only when the objects were congruent (similarity
of goals). It is worth mentioning here that faster time to peak grip
aperture is usually linked to a longer deceleration phase, allow-
ing for a better control over the end-phase of the action and
to adapt the hand to the state of the target (Jeannerod, 1994).
This suggests that in the present findings, information regard-
ing action goals and kinematic trajectories were important for
the prime effect to appear and this probably improved grasp
performance.

Supporting both the notion of a goal-driven priming and
a kinematic priming, these data shed important light on the
information extracted and represented during action observa-
tion. There is no doubt that the notion of goal is important
in executed and observed actions, as shown by the goal-coding
preferences of the motor system (Rizzolatti et al., 1996; Umiltà
et al., 2001; Fogassi et al., 2005). The extraction of goal informa-
tion from observed actions has been attributed to mirror neuron
system function, where action goals are understood through
the observed action resonating with the observer’s own motor
system. This mechanism has been proposed to allow for the pre-
diction of the action goal based on simulation and perhaps prior
experience of action execution (see Rizzolatti and Craighero,
2004; Rizzolatti and Sinigaglia, 2010 for reviews).

In the scientific literature to date, there has been little investi-
gation to understand whether the presence of eye-gaze and action
information during action observation differentially moderate
the action priming effect. For example, in Edwards et al. (2003),
both eye-gaze and action cue information were presented, and
either information could have caused the reported action prime

effects. This point is important given the suggestion of Liepelt
et al. (2008) that both action kinematics and the representation
of goals could contribute to the action priming effects. The fact
that the priming was specific to matched action kinematics and
matched action goals independently in the ACTION condition
here illustrates this bi-determination of motor representations.
This might suggest that goal attribution and kinematic priming
use independent cue information from the observed action, per-
haps implying that they involve two independent cognitive pro-
cesses that co-occur in parallel. This rationale is consistent with
proposals suggesting that observed action representation do not
solely rely on kinematic matching, but also require top down goal
attribution (Jacob and Jeannerod, 2005; de Lange et al., 2008).
In this sense, our results also suggest that the common language
between perception and action could vary regarding a degree of
abstraction, ranging from a very close representation of the action
(kinematics-related) to a more global form of representation
(goal-related).

However, as mentioned above, the combined presenta-
tion of action and gaze (in the FULL condition) elicited a
more fine-grained profile of priming for the time to peak
grip aperture. It seems that in this later kinematic compo-
nent, goal-related priming and kinematic-related priming oper-
ated complementarily. In other words, similar goals led to
either facilitated action execution if observers’ hand trajecto-
ries matched that of the agent, or slowed action execution if
there was a mismatch between observed kinematics and exe-
cuted ones (see Ondobaka et al., 2012 for similar findings).
These authors stated that when an agent’s action intention
is relevant for the observer’s action execution, the kinematic-
related priming is moderated by top–down goal ascription.
We suggest that this is due to the perceived intentional value
conveyed by an agent reaching for a target while his atten-
tion is directed toward the target of his reach. Jellema et al.
(2000) described a population of cells in the anterior part of
the superior temporal sulcus (aSTS) that responds preferen-
tially to observed reaching action when the agent pays atten-
tion to the target of reach, compared to when attention is
made elsewhere. According to the authors, eye-gaze in addi-
tion to an action would convey useful information to interpret
the action as intentional. Under this interpretation, a corre-
spondence between the agent’s direction of attention and reach-
ing action would refine the observers’ motor representation to
match the intention of the agent. Perceived eye-gaze direction
could constitute a cue that allows the observers’ motor sys-
tem to distinguish different motor programs aiming for the
same goal. This stronger visuo-motor congruency would explain
how and why actions with similar goals and different kine-
matics produced competitive motor responses in the FULL
condition.

Conclusion

In this study, we showed that agent’s gaze and action differ-
entially, but complementarily contributed to an early repre-
sentation of the action goal. We suggest that once the goal
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representation is understood by the observer’s motor system,
the diversity of the visual cues available influenced the level of
abstraction of the motor representation elicited. We showed that
action cues permitted goal-related priming and kinematic-related
priming independently, whereas combined gaze and action infor-
mation triggered a more refined representation illustrating a spe-
cific intended action kinematics toward the selected goal. In this
case, observers appeared engaged in a communicative link with
the agent, maybe through the establishment of joint attention.
This permitted for the elicitation of richer motor representations,
probably indicating the understanding of the observed motor
intention.
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SCALab, UMR CNRS 9193, Department of Psychology, Université de Lille, Villeneuve-d’Ascq, France

As social animals, it is crucial to understand others’ intention. But is it possible to detect
social intention in two actions that have the exact same motor goal? In the present study,
we presented participants with video clips of an individual reaching for and grasping
an object to either use it (personal trial) or to give his partner the opportunity to use it
(social trial). In Experiment 1, the ability of naïve participants to classify correctly social
trials through simple observation of short video clips was tested. In addition, detection
levels were analyzed as a function of individual scores in psychological questionnaires of
motor imagery, visual imagery, and social cognition. Results revealed that the between-
participant heterogeneity in the ability to distinguish social from personal actions was
predicted by the social skill abilities. A second experiment was then conducted to assess
what predictive mechanism could contribute to the detection of social intention. Video
clips were sliced and normalized to control for either the reaction times (RTs) or/and the
movement times (MTs) of the grasping action. Tested in a second group of participants,
results showed that the detection of social intention relies on the variation of both RT and
MT that are implicitly perceived in the grasping action. The ability to use implicitly these
motor deviants for action-outcome understanding would be the key to intuitive social
interaction.

Keywords: perception, action, social cognition, intention, observation, kinematics

Introduction

Understanding what a conspecific is doing represents a crucial ability for our everyday social
interactions. However, perceiving an action and understanding the reason that drives this behavior
may arise from different processes (Spaulding, 2015). As highly social species, it is crucial for us to
perceive others’mental states and to predict what they plan to do in order to adapt and coordinate our
own behavior to the surrounding context (Hamilton, 2009; Sebanz andKnoblich, 2009). As such, our
ability to understand the goal of others’ actions relies on a variety of sources (Frith and Frith, 2006).
For example, declarative knowledge (Fehr and Fischbacher, 2004) and indirect interaction (Singer
et al., 2004) are indices that are used when judging the reason of others’ behavior. Contextual cues,
such as environmental and physical constraints of an action also help to detect the aim of observed
actions (Brass et al., 2007; Stapel et al., 2012). However, experimental evidences now support the
hypothesis that humans have the ability to predict the action-outcome goals on the basis of the
observation of its early kinematics only (Orliaguet et al., 1996; Knoblich and Flach, 2001; Sebanz and
Shiffrar, 2009). Indeed, it has been shown that observers are sensitive to early differences in visual
kinematics and can use them to discriminate between movements performed with different object-
oriented motor intentions (Méary et al., 2005; Manera et al., 2011; Sartori et al., 2011). However, it
is the case that most gestures are socially oriented: I can reach for a cup and place it on a table in
order to use it myself, but often I will reach for an object to give it to my partner. The question that
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will be considered here is then: Can my partner detect in a
predictive manner whether the cup that I am grasping for is for
her or not, simply by observing my hand moving?

After considering the literature that discusses how intentions
may shape movement kinematics, we will state the differences
that are rarely made between motor and social intentions in
experimental settings. More specifically, we will reveal the
individual differences in the ability to detect social intention
when simply observing the motor deviants contained within 3D
movement kinematics.

Kinematic studies in humans have shown that different motor
intentions can shape the spatio-temporal characteristics of a
reach-to-grasp movement depending on the goal of the executed
sequence (Marteniuk et al., 1987; Armbrüster and Spijkers, 2006;
Ansuini et al., 2008; Naish et al., 2013). For example, people tend
to produce slower motor actions when grasping an object with
the intention to place it accurately rather than with the intention
to throw it (Marteniuk et al., 1987; Louis-Dam et al., 1999). In
addition, Jacob and Jeannerod (2005) distinguished two types of
intentions. The motor intention refers to the mental state that
causes the execution of voluntary action (e.g., to put a glass on
a table). However, the same motor intention could involve a
conspecific (e.g., put the glass on a table for your child) or not
(e.g., put the glass on the table to drink from it). This later level
of description is referred to as the social intention that is, the
intention to affect a conspecific’s behavior. According to these
same authors, only themotor intention influences the execution of
an action, since the same spatial constraints could serve different
social intentions. This is known in the literature as the Dr. Jekyll
and Mr. Hyde paradox (Jacob and Jeannerod, 2005). Interestingly,
recent studies have shade doubt on these affirmations by showing
that specific changes in the kinematics of the arm and hand
movements can be revealed when investigating the effects of the
social context on the execution of motor sequences (Ferri et al.,
2011a; Gianelli et al., 2011; Innocenti et al., 2012; Scorolli et al.,
2014). But more specifically, it has been suggested that when
endorsing a social intention, humans tend to amplify the spatio-
temporal parameters of their movements. When planned with a
social intention in mind, a subject’s hand tends to move with
higher hand paths (Becchio et al., 2008; Quesque et al., 2013;
Quesque and Coello, 2014), slower velocities (Becchio et al., 2008;
Lewkowicz et al., 2013) and longer movement durations (Ferri
et al., 2011b; Quesque et al., 2013; Quesque and Coello, 2014).
From these variations in execution, it could then be possible for an
observer to distinguish different social goals driving similarmotor
actions.

In the present contribution, we defined the kinematic deviances
due to social intentions as the systematic difference between the
kinematic features [e.g., movement time (MT), peak velocity, peak
height] of two executed movements that have the same motor
constraints (e.g., start and stop position, object shape, target shape,
object initial, and final position) but executed for different social
intents. The use of commonkinematic features ofmovements is an
important step for researchers to quantify accurately the deviances
due to social intentions (Ansuini et al., 2014). Nonetheless, we
underline that our definition of the kinematic deviance is not
restricted to a specific parameter. Rather, we hypothesize that it is

a mechanism that affects multiple components of the movement
and its preparation. Thus, the expression of kinematic deviance
in terms of specific kinematic features could vary depending
of the type of action, the target object position and shape, and
various other motor constraints. In other words, when changing
themotor constraints of an action, onewould also change its social
deviance. Hence, to characterize the kinematic deviance due to
social intention one needs to disentangle the multiple kinematic
features to determine the potential candidates. By controlling
precisely the external constraints of executed movements in real-
time (Lewkowicz and Delevoye-Turrell, 2015), it is possible to
verify that the significant deviances of kinematic features are
not due to specific motor constraints but rather to internal
determinants (see also Ansuini et al., 2015), which would give
scientific basis for a better understanding of the Dr. Jekyll and
Mr. Hyde paradox (Jacob and Jeannerod, 2005). Whereas it has
already been shown that the early deviants of kinematic features
could be directly exploited to help detect the underlying intention
of an observed action (Sartori et al., 2011; Lewkowicz et al., 2013),
it is still unclear whether the sensitivity to kinematic deviances is
in relationship with the motor expertise or the social skills of the
external observer.

A number of recent studies have shown that motor training
directly influences action observation (Hecht et al., 2001; Casile
and Giese, 2006). Especially in the case of very skilled observers,
for example, in sports (Abernethy and Zawi, 2007; Abernethy
et al., 2008; Aglioti et al., 2008), and artistic activity (Calvo-Merino
et al., 2005, 2006), experts systematically outmatch novices in
recognizing and predicting the outcome of observed action but
also in detecting deceptive intentions (Jackson et al., 2006; Cañal-
Bruland and Schmidt, 2009; Sebanz and Shiffrar, 2009). These
results are in line with the hypothesis that common codes for
perception and action (Prinz, 1997; Hommel et al., 2001) can
be used to simulate observed actions and thus, gain a better
prediction and understanding of motor outcome (Blakemore and
Decety, 2001; Jeannerod, 2001; Wolpert et al., 2003; Grush, 2004;
Wilson and Knoblich, 2005; Uithol et al., 2011). In addition,
within the framework of the mirror neuron system (Cattaneo and
Rizzolatti, 2009), it has been claimed that the same mechanisms
would be involved during the imagery of a motor act directed to
an object and the actual execution of that same motor act (e.g.,
Jeannerod and Decety, 1995; Ehrsson et al., 2003; Decety and
Grèzes, 2006). The ability to detect social deviants should then be
correlated to motor expertise and simulation abilities.

The processing of others’ movements is also very important
for communication and adaptive social behavior. Individuals
who exhibit deficits in visual biological motion processing are
also compromised on daily-life social perception (see Pavlova,
2012, for a review). When one interacts with another person, it
is assumed implicitly that common thoughts are shared. Thus,
in social contexts, we unconsciously spend time predicting the
behavior of others on the basis of what we would do ourselves
in the same situation. One may up to a certain extent try to
place our own self within the other person’s mind, beliefs and
desires. This complex cognitive function is referred to as having
a “theory of mind” (Premack and Woodruff, 1978), taking an
intentional stance (Dennett, 1987), or mentalizing (Frith, 1989).
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Mentalizing has been studied using awide range of tasks including
reading stories (Fletcher et al., 1995; Saxe and Kanwisher, 2003),
looking at cartoons (Brunet et al., 2000; Gallagher et al., 2000), and
watching simple animations (Castelli et al., 2000). It has recently
been proposed that during action observations the neural basis
of the “theory of mind” is more recruited when the observer is
explicitly asked to interpret the scene in terms of high-level goals
than it is when focusing on lower-level intentions (Van Overwalle
andBaetens, 2009). In such a case, recognizing social deviantsmay
be associated to the same mechanisms, which participate in the
recognition process of body and face for social cognition.

In the current study, our goal was to test whether by
maintaining the motor intention identical an observer is still
able to dissociate between social and personal intentions in
movements performed toward an object. After recording trials
of actors performing social and personal reach to grasp actions
and verifying that the kinematics were indeed dissociable, we
conducted two experiments of action observation in which the
participants’ task was to categorize trials as a function of their
social scope. InExperiment 1, wewere specifically interested in the
individual differences that may be observed in the ability to read
social intentions. In order to gain an insight in the psychological
factors that may be involved in the capacity of participants to
understand the social action-outcome, we used questionnaires
to capture both social cognition and motor imagery abilities. In
Experiment 2, we probed the nature of the kinematic deviances
of observed movements, which contributed to the categorizing of
social and personal intentions. For this, we used post-recording
treatments in order to control precisely for the amount of
temporal information available within the movie clips. Through
the alterations of specific properties of 3D motion kinematics,
we were able to test the effects of a progressive normalization of
deviances on the participants’ ability to categorize the action as
being personal or social.

Experiment 1: Inter Individual Differences
to Recognize Social Patterns

In this first study, we tested whether the ability to recognize social
intention through the decoding of social deviants was related to
motor imagery and/or social cognition abilities.

Materials and Methods
Participants
Twenty-five healthy young adults (seven males; mean age:
24.7; SD: 3.0) participated in the experiment. All had normal
or corrected-to-normal vision and had no prior knowledge
of the experimental goals. They gave informed consent
before participating in the experimental session that lasted
approximately 30 min. The protocol received approval from the
ethics committee for Human Sciences of the University of Lille 3.

Apparatus and Stimuli
Stimuli
To create the experimental material, we filmed two naïve adults
seated at a table, facing each other, and participating in a short

cooperative game. The game consisted in displacing a little
wooden dowel (width 2 cm; height 4 cm) between the thumb
and the index finger to different locations. Their sequential
actions were time-locked to a series of broadcasted sounds.
The first move of the game was always performed by the same
member of the dyad (named here, the “actor”) and consisted
in displacing the dowel from an initial location to a central
target. After this preparatory action, a subsequent main action
was to be performed either by the actor (personal condition) or
by the partner (social condition). Two blocks of 15 trials were
performed: In one block, the actor performed all the preparatory
and the main actions, the partner being just an observer. In
the other block, the actor performed the preparatory actions
and the main actions were always performed by the partner.
Meanwhile, the actor’s movements were recorded using a video
camera (Logitech webcam model c270) to record the scene. In
addition, four Oqus infrared cameras (Qualisys system) were
used to record the upper-body kinematics. Five infrared reflective
markers were placed on the index (base and tip), the thumb (tip),
the wrist (scaphoïd and pisiform) of the actor; one marker was
placed at the top of the object. The calibration of the cameras
provided the means to reach a standard deviation smaller than
0.2 mm, at a 200 Hz sampling rate.

A particular attention was taken to suppress all contextual
information from the video clips (see Figure 1A). Only the arm
of the actor and the target object were framed within the video
clips of the 30 preparatory actions. The video clips that were used
as stimuli consisted in a sequential action of two motor elements
(1) reach to grasp and (2) move to place. The video clips were
cut exactly one frame after the actor finished placing the object.
Movies were compressed with FFdshow codec (MJPEG) at 30
frames per second with a screen resolution of 640 × 480 pixels.
3D kinematics were analyzed with RTMocap toolbox (Lewkowicz
and Delevoye-Turrell, 2015). Positional data points were filtered
using a dual fourth-order Butterworth low-pass filter (fc= 15 Hz;
forward and backward) and tangential 3D instantaneous velocities
were calculated. A threshold of 20 mm·s−1 was used to
determine the onset of movement (reaction time, RT). All velocity
trajectories were bell shaped and consisted in two “bells,” the first
corresponding to the reach to grasp element, the second being the
move to place element of the preparatory action. The amplitude
of peak velocity of the first element (APV1) was extracted using
the local maxima (first 0-crossing of acceleration). The end of the
first element was determined as the time of occurrence of the local
minima (second 0-crossing of acceleration) between the first and
the second element-peaks (see vertical arrow in Figure 1). The
duration of the first element (MT1) was calculated as the time
interval between the onset and the end of the first element. The
amplitude of the peak height of trajectories (APH1) was defined as
the maximum z coordinate of the wrist measured in the grasping
element and the lift to place element. APV2, MT2, and APH2
are the corresponding kinematic parameters described above but
extracted from the second move to place element of the motor
sequence. Table 1 presents the characteristics of the movement
parameters that were measured, e.g., RT, MT, peak wrist velocity,
and height of hand trajectory. Figure 2 presents the scatterplot of
amplitude of peak velocity against MT in order to confirm none
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FIGURE 1 | (A) A typical example of the video stimuli that was used both in
Experiments 1 and 2 to test the role of motor deviants for the categorization of
social and personal object-centered actions. One can note the neutral context
that was used with the placement of 3D reflexive markers that provided us the
means to verify the kinematic deviants between social and personal movements

during the validation phase of the video database. (B) Velocity curves of the
corresponding trial illustrating the double bell shaped profiles that are observed
in the present reach to grasp task. Reaction times (RT in ms) and movement
times of the first element of the sequence (MT of reach in ms) may have been
used by the observers to dissociate social from personal actions.

TABLE 1 | Mean kinematic parameters of the preparatory action for both the personal and the social trials.

RT APV1 APV2 MT1 MT2 APH1 APH2

** * * *** * ** *

Personal intention 616 582 525 440 508 58 63
Social intention 702 547 457 478 545 60 65
Median values 665 572 487 457 533 59 64
Frequency of personal trials > median 4/15 10/15 5/15 3/15 5/15 4/15 5/15
Frequency of social trials > median 11/15 5/15 10/15 12/15 10/15 11/15 10/15

For each parameter, the median values for the totality of the trials are reported and the frequency of trials superior to this value is specified in each condition. RT, reaction time; APV,
amplitude of peak velocity; MT, movement time; APH, amplitude of peak hand height, for the first (1) reaching element or the second (2) grasping element. The asterisks revealed the
parameters for which significant differences were found between the two distributions in the personal and the social conditions using the median test (*p< 0.05; **p< 0.01;***p< 0.001).

negligible proportions of the plots that are discriminative between
social and personal trials. Using comparison to themedian values,
pre-analysis confirmed the possibility to dissociate personal from
social trials on the basis of RT, MT and height of grasping phase
(APH).

Individual evaluations of social and imagery sensitivity
The Reading the Mind in the Eyes Test, which will be referred
to as the RME-test in the following sections (Baron-Cohen
et al., 1997, 2001) was designed to measure each individuals’
sensitivity to social cues and in particular the participants’ ability

to understand others’ complex mental states. This test has shown
a high potential to distinguish an individual’s tendency to attend
to others’ intentions in joint cognitive tasks (Ruys and Aarts,
2010). In the RME-test, participants were required to categorize
eye-regions of 36 facial expressions by selecting a mental state
label that matched the perceived expression, selecting one out of
the four terms proposed. In the present experiment, participants
completed a French version of this test (Prevost et al., 2014) and
were encouraged to select the appropriate term as fast as possible.
Overall, the more people attend to the intentions of others, the
higher are their scores on the RME-test. We also administered
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FIGURE 2 | Kinematic deviances are presented with the amplitude of
peak velocity plotted as a function of movement time. Scatterplots
reveal none negligible proportions of the plots that are discriminative and thus,
may be used to dissociate social from personal intention.

a French version (Loison et al., 2013) of the Movement Imagery
Questionnaire—Revised Second version (MIQ-RS, Gregg et al.,
2010) of the Movement Imagery Questionnaire—Revised (MIQ-
R, Hall andMartin, 1997). This questionnaire is a reliablemeasure
of motor imagery that distinguishes kinesthetic motor imagery
from visual motor imagery. Participants were required to perform
and imagine daily life actions that were similar in the two
subscales, involving both upper and lower limbs.

Procedure
Participants were seated at a table in a silent experimental box,
facing the experimenter. They took part in a short cooperative
game to get familiarized with the paradigm. These pre-test trials
consisted in similarmanipulativemovements than that performed
by the actor in the stimuli video. Participants performed 15 trials
for which they were required to pick and place a wooden dowel at
the center of the table for their own purpose and 15 trials forwhich
the wooden dowel was picked and placed for the experimenter.
After this familiarization phase, participants were instructed to
watch and categorize previously recorded videos clips from the
same two conditions. Participants had to categorize a total of
30 videos (15 social and 15 personal). The instructions before
categorization were given orally as follow (“Is the actor placing the
dowel for a personal use?” OR “Is the actor placing the dowel to give
it to his partner?”).

The videos stimuli in the categorization task were displayed on
a gray background on a laptop computer using the PsychToolbox
for Matlab (Natick, MA, USA). Before each trial, a white fixation
cross-appeared on the gray screen during a variable interval of
500–1000 ms. After each video presentation, as soon as the clip
ended, a blank screen was shown during which participants were
prompt to give their decision. They were instructed to categorize
each movie clip as fast and as accurately as possible. The response
keysweremarkedwith tape placed directly on the azerty computer
keyboard (“a” for social and “p” for personal). The response keys

were counterbalanced across participants. No feedback was given
during the experiment. Finally, the participants were required to
complete the French version of the RME-test and the MIQ-R. The
order of presentation of the two tests was also counterbalanced
across participants. After the entire completion of the experiment,
participants were asked to comment on the general degree of
confidence that they had in their answers in the categorization
task. Finally, participants obtained a short debriefing period and
were thanked for their participation.

Analysis
Response times were calculated as the time interval between the
presentation of the last frame of the video and the participant’s
key press. For the analyses of the amount of correct responses,
it is to note that in our experiment the error in judging
one kind of stimulus (e.g., social) was redundant with the
correct judgment of the other kind of stimulus (e.g., personal).
Consequently, the results were expressed in total percentage of
correct responses (Bond and DePaulo, 2006). Scores for each
categorywere compared to the reference constant, i.e., the random
answer value of 0.50, with a single sample t-test. To test whether
the classifications rates would entail any substantial individual
differences in the perception of social intention, we performed
correlation analyses. We then checked whether the percentage of
correct responseswas correlatedwith the social cognitionmeasure
and with the motor and visual imagery measures, separately.
Final score in the French version of the RME-test was computed
on 34 items, excluding the items 13 and 23 from analysis as
recommended (Prevost et al., 2014). Concerning the imagery
measures, the two scores (kinesthetic; visual) were calculated on
a 7 points scale. All analyses were conducted two-tailed and the
alpha level of significance was set to 0.05.

Results
Categorization Performance and Response Time
The results revealed that on average participants were able
to categorize the underlying intention above chance level
(M = 65.7%, SD = 15.8 vs. 50%), t(24) = 4.980, p < 0.001.
There were no significant differences in the percentage of correct
categorization for the personal intention (M = 68%, SD = 19.7)
and the social intention (M = 63.4%, SD = 19.8), t(24) = 0.95,
p = 0.35. Moreover, the results revealed no significant effects
of the stimulus type on mean response times. Participants
categorized the video clips presenting a personal intention as
quickly (M = 600 ms, SD = 0.39) as the video clips presenting a
social intention (M = 570 ms, SD = 0.32), t(24) = 0.58, p = 0.58.

Correlation With Individual Traits
On average, participants obtained a score of M = 5.8, SD = 1.2
in visual imagery and M = 4.8, SD = 1.3 in kinesthetic imagery
as assessed by the Movement Imagery Questionnaire. The results
revealed an absence of correlation with the percentage of correct
categorization for both the visual imagery score (R = 0.125,
p = 0.551) and the kinesthetic imagery score (R = 0.194,
p = 0.354). The results of the RME-test revealed a mean score of
28.24, SD= 3.5. Our results showed that the RME-test scores were
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FIGURE 3 | Graphical illustration of the correlation parameters that
were obtained in Experiment 1 between the individual scores of the
Read the Mind in the Eyes Test (RME-test), and the percentage of
correct answers given in the categorization task. Black dots and white
dots represent female and male participants, respectively.

positively correlated with the percentage of correct categorization
(R= 0.677, p< 0.001), indicating that a higher score in the RME-
is associated to a higher performance in the categorization task
(see Figure 3). Concerning the degree of relationship between the
questionnaires, the RME-test scores were related neither to the
kinesthetic imagery scores (R= 0.006, p= 0.975) nor to the visual
imagery scores (R = 0.278, p = 0.178). Finally, the scores on the
two dimensions of the Movement Imagery Questionnaire were
not correlated (R = 0.132, p = 0.527).

Discussion
The aim of this experiment was to test for the individual
differences that may be observed in the ability to read social
intentions. Firstly, confronted to short video clips of “pick and
place” moves, participants were able to categorize the intention
(“social” vs. “personal”) of the actor above chance level. Given
the effort made to produce stimuli presenting an absence of
contextual information, this result confirms the idea that not
only motor intention (Méary et al., 2005; Manera et al., 2011;
Sartori et al., 2011; Lewkowicz et al., 2013) but also social
intention can be inferred from the kinematics of a movement,
as suggested by Ansuini et al. (2015). Secondly, it is to note
that not all participants were equally talented in performing
the task. Particularly, the ability of participants to discriminate
between social and personal intentions was highly linked to the
scores obtained in the social cognition test but was not related
to the scores obtained in the motor imagery questionnaires. Such
dissociation corroborates recent findings showing that sensitivity
to use subtle cues in biological motion is linked to social but
not to motor imagery measures (Miller and Saygin, 2013). More
specifically as reported here, the authors showed that form cues
correlated more with the social than with the imagery measures
suggesting that even if social cognition andmotor imagery predict
sensitivity to biological motion, these skills tap into different

aspects of perception. In our case, the results comfort the idea
that social abilities help detect modulations of trajectories even
in very simple and fast motor actions such as a reach to grasp task
performed at natural speed.

Experiment 1, gave us the opportunity to assess participants’
ability to perceive social intentions from motor actions. However,
it did not give us insights on the actual perceptual cues used
by participants to solve the decision task. Consequently, in
Experiment 2, we focused on the question of “how” participants
could perceive social intentions from motor actions. For this
purpose, we used post-recording modifications of videos clips in
order to determinewhich crucial aspects of the kinematic deviants
were relevant for participants in making their categorization
decision. Finally, during the debriefing sessions of Experiment 1
the vast majority of participants reported that they felt as if they
responded randomly in the categorization task, reporting a very
low degree of confidence in their responses. However, due to the
absence of quantitativemeasures of themeta-cognitive judgments
from the participants, it was not possible to draw straight
conclusions. Experiment 2 gave the opportunity to investigate this
point more rigorously by obtaining systematic auto-evaluation
of metacognitive knowledge through the use of analogical-
scales.

Experiment 2: Content Information to
Recognize Social Patterns

This study was conducted to assess whether participants could
distinguish between social and personalmovements even after the
specific properties of the 3D motor kinematics were flattened out.

Materials and Methods
Participants
Twenty-three healthy young adults (six males; mean age: 25.8;
SD: 5.0) participated in the second experiment. All had normal
or corrected-to-normal vision and had no prior knowledge of
the experimental goals. These participants did not take part in
Experiment 1 and gave informed consent before participating in
the experimental session that lasted approximately 20 min. All
participants completed in a previous session the French version
of the RME-test (Prevost et al., 2014) and only those who had
a minimal score of 27 (corresponding to the French median
score) were selected to take part in the following experiment. The
protocol received approval from the ethics committee for Human
Sciences of the University of Lille 3.

Apparatus and Stimuli
In this experiment, two-step actions were recorded from a
different actor but following the same design as in Experiment
1 in order to generate new stimuli videos. Table 2 presents the
characteristics of actions parameters in the personal and social
condition. As expected, significant differences were obtained in
the 3D motion kinematics between personal and social trials
for many motor parameters and especially those that will be
manipulated, i.e., RT and MT of the first element of the motor
sequence (MT1).
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TABLE 2 | Mean kinematic parameters of the preparatory action for both the personal and the social trials.

RT APV1 APV2 MT1 MT2 APH1 APH2

* * ** **

Personal intention 395 590 529 417 501 58 58
Social intention 438 618 487 451 475 63 65
Median values 408 599 509 438 485 61 63
Frequency of personal trials > median 5/15 9/15 11/15 4/15 9/15 6/15 4/15
Frequency of social trials > median 10/15 6/15 5/15 11/15 7/15 9/15 11/15

The asterisks revealed the parameters for which significant differences were found between the two distributions in the personal and the social conditions using the median test
(*p < 0.05; **p < 0.01).

In order to control for the amount of temporal and kinematic
information available to participants, we used post-recording
modification of the videos. This manipulation led to creation
of three types of stimuli. Indeed, depending on the condition,
the stimuli that were displayed could be the original video clips
(RT + MT1 deviant), video clips normalized according to RTs
(MT1 deviant) or video clips normalized according to the end of
the grasping action (No deviant).

The modification of each video clip was achieved on-line
as follows. First, the mean of the parameters that needed to
be homogenized was calculated across all trials (social and
personal). Second, the video clips were displayed at an overall
refreshment rate so that the display time of this parameter
corresponded to the mean pre-determined value. For example,
in the MT1 deviant condition, the parameter that needed to
be homogenized was the RT. Thus, using the kinematic data,
a deviance ratio was calculated for the section of the video
clip corresponding to the overall rate at which the RT section
of the video should be presented in order to match the mean
pre-determined value. We then interpolated the video frames
(30 hz) with the true refreshment rate of the screen (60 hz)
and replaced each video frame accordingly to the deviance
ratio scaled to this final refreshment rate. In other words, the
modifications brought to the duration of each video clip was
spread out through the successive frames rather than being
performed through an abrupt modification a given section of the
video (e.g., by removing a frame). This manipulation gave us the
opportunity to maintain the majority of the biological content of
each movement.

Except for the modifications brought to the videos, the
experimental design was identical to the one used in Experiment
1. In addition, analogical scales (10-cm long lines coding for
“chance level” to the far left and “high confidence” to the far right)
were included at the end of each trial in order to gain information
about the metacognitive knowledge that participants’ possessed
on their self-evaluation performances.

Procedure
Participants were seated at a table in a silent experimental
box and had to perform the categorization task with the same
instructions as in Experiment 1. They categorized the three
sets of videos in three distinct sessions that were completed
in a random order (counter-balanced across participants).
After each session, they were asked to auto-evaluate the trust

they had in their present classification rate on analogical
scales.

Analysis
Mean percentages of correct responses, mean response times and
mean self-evaluation scores were calculated for each condition
and submitted to a repeated-measure ANOVA with condition
(RT + MT1 deviant, MT1 deviant, No deviant) as within factors.
The post hoc Bonferroni test was used when needed. We also
conducted sub-analyses for the percentages of correct responses:
scores for each category were compared to the reference constant,
i.e., the random answer value of 0.50, using a single sample t-
test. All analyses were conducted two-tailed and the alpha level
of significance was set to 0.05.

Results
A repeated measures ANOVA revealed an effect of video
type [F(1,22) = 3.02, p = 0.05] on the percentage of correct
categorization. Post hoc contrast analysis revealed a significant
higher rate of correct judgments in the natural condition
(M = 57.5%, SD = 10) compared to the RT + MT1 deviant
condition (M = 51.9%, SD= 10; t = 2.32, p< 0.05). Furthermore,
the performances in the MT1 deviant condition were located in
the middle range (M = 54.3%, SD = 08) not differing statistically
from the two other conditions (t = −0.22, p = 0.83), suggesting
a progressive decrease across the three experimental conditions.
Two-sided t-tests comparing performances against chance level
(50%) in the categorization task revealed that participants were
significantly above chance in two of the three conditions (see
Figure 4). More specifically, participants were able to categorize
the underlying intention above chance level when videos were
presented in the RT + MT1 deviant condition [t(22) = 3.6,
p< 0.01] and in theMT1 deviant condition [t(22)= 2.4, p< 0.05].
However, they were not able to respond above chance level when
videos were presented in the No deviant condition [t(22) = 0.9,
p = 0.37].

Concerning response times, we found no significant effects
of video type [F(1,22) = 2.19, p = 0.15]. Furthermore, the
participants’ responses on the analogical scales used to evaluate
metacognitive knowledge about performance self-assessment did
not differ between conditions [F(2,44) = 0,02, p = 0.98]. With an
overall mean of 68%, these observations indicate that participants
found the task feasible but did not explicitly judge that a certain
type of video was harder to categorize than another.
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FIGURE 4 | Mean percentage of correct categorization for the three
experimental conditions with standard errors (bars). Note that when
post-treatment of the videos were performed to normalize both reaction times
(RT in ms) and the movement times of the first reach element of the sequence
(MT1 in ms), participants were not able to categorize the social intention of the
visual kinematics above chance level (illustrated here by the gray dotted
horizontal line).

Discussion
The driving question in the second study was to replicate those
findings presented in Experiment 1 and assess to what extent
kinematic deviants may be used to discriminate social intention
in actions that have an exact same motor goal. As in study 1,
participants were thus presented with short video clips and were
asked to categorize the social intention of the actor. However,
these video clips contained different amounts of informative
deviants as the videos could be totally informative (original
videos as in Experiment 1), partially informative (videos were
normalized to RTs) or none informative (videos were normalized
to the end of the grasping action). Using video clips of a different
naïve actor, we replicated here the results reported in Experiment
1: individuals are able to distinguish between social intention
and personal intention through the simple observation of motor
kinematics. The fact that the overall categorization performance in
the second study was lower than that seen in the first study could
be due to the present of fewer kinematic deviances in the stimuli
material. It is the case that when comparing trials in the social
and the personal conditions, the kinematic analyses revealedmore
differences in Experiment 1 than in Experiment 2. It is true that
in daily social interactions, the actions of certain individuals are
easier “to read” than others. This situation—that we all have
experienced, is reflected here by the fact that the actor who
participated in Experiment 2 had kinematic variances that were
less marked than the one participating in Experiment 1. Thus, our
findings suggest that the kinematic signature of social intention
is difficult to detect within a unique individual. Nevertheless,
even if the amount of kinematic information was less present in
Experiment 2, we were still able to cancel out the participants’
ability to read social intention through the modification of the
kinematic features. Hence, social intention—even if weak, is
contained within the kinematic variances of body movement.

The second important result that confirmed our initial
hypothesis of the importance of motor deviants for intention
reading was that the percentage of correct identification was

proportional to the amount of deviants contained within motor
kinematics. The original clips were better categorized than
those stimuli that were partially normalized, suggesting that the
categorical decisions were based on a spatio-temporal integration
of that information contained within the actor’s movements.
By asking participants to use analogical scales to self-evaluate
performance levels, we furthermore showed that performance
levels are not dependent on an explicit conscious decision process.
Indeed, even if the percentage of correction identification was
significantly affected by the deterioration of the video content,
the participants’ metacognitive judgment was not. Participants
did not explicitly detect differences in the informative values of
the video clips and furthermore, did not judge their performance
in the categorization task as being better or worse as a function
of the informative content of the videos. Overall, these findings
reveal the implicit nature of motor deviants to facilitate social
interaction and confirm previous results found in the social
literature suggesting that contextual information modulates
social behaviors outside of awareness (Knoblich and Sebanz,
2008).

General Discussion

Previous behavioral studies have revealed that the context in
which object-oriented actions take place and their relevance for
human interactions can affect the way very simple actions are
executed (Ferri et al., 2011a; Gianelli et al., 2011; Innocenti et al.,
2012; Scorolli et al., 2014). In the present contribution, we were
interested in assessing the effects of social context on the temporal
and the spatial parameters of hand trajectory in the basic action
of reaching for and grasping an object, either to move it for
self directed purposes (personal intention) or for the use of the
object by a partner (social intention). Our question was the
following: Could a naïve observer of the scene detect that the
object was going to be reached with a social intention? What
in the behavioral dynamics could be used as social cues? This
experimental situation is very similar to that observed in daily
experiences for which many of our interactions with conspecifics
are not conveyed through language. For instance, it has been
shown that both structural and dynamic information of body
movement through space and time are taken into account for
the recognition of point light-display of moving humans (Troje
et al., 2005), or for the recognition of another’s emotions when
the facial expression is not visible (Atkinson et al., 2004; Meeren
et al., 2005). Likewise, in the present contribution, we showed
that it is possible for a naïve observer to understand social
intention of individuals performing an object-oriented motor
action.

Movies were taken from a situation in which a participant
picked up and placed an object knowing in advance whether
herself or a partner will perform the next action in the sequence.
With this method, we created stimuli in which kinematic variants
(RT, MT and trajectory height) were the only factor conveying
social meaning. Even though the kinematic variations due to
social intention were small (a few millimeters within a few tens of
milliseconds), motor deviants were present in our trajectories in a
very repetitive and distinctiveway (seeFigure 2) confirming other
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experimental results reported in social oriented tasks (Becchio
et al., 2008; Quesque et al., 2013). Here, we confirm in two
different sets of actors that human observers are able to exploit
these very small kinematic deviances to discriminate the social
intention above chance level.

In Experiment 1, we focused on the personal determinants,
which could explain inter individual differences in the ability
to read the social intention of an action. We thus hypothesized
that intention reading would be associated to an individual’s
competence to either infer complex mental states to others or to
use motor imagery to predict motor outcome from movement
kinematics. We only found a positive correlation with the
social skill as it was previously reported with biological motion
processing (Miller and Saygin, 2013). The existence of a close
relation between social abilities and the perception of social
intention is not surprising as such. Whereas healthy adults
are able to perceive intentions (Runeson and Frykholm, 1983;
Blakemore and Decety, 2001) and emotions from point-light
displays (Dittrich et al., 1996; Pollick et al., 2001; Atkinson et al.,
2004; Grezes et al., 2007), this ability seems to be clearly impaired
in patients showing deficits in social interactions such as in autism
(Blake et al., 2003; Freitag et al., 2008; Parron et al., 2008; Cook
et al., 2009; Centelles et al., 2012) and schizophrenia (Kim et al.,
2005, 2011). The question that remains is then why does the
correct discrimination of social intention not correlate with the
motor imagery ability of the observer? We found that increased
ability in motor imagery does not in itself help participants to
understand correctly the social intention of the movement. One
possible interpretation is that the motor imagery questionnaire
probes more heavily the explicit processing of motor activity (e.g.,
goals, consciousmonitoring) rather than the implicit sensitivity to
subtle kinematic variations.

In Experiment 2, we focused on the hypothesis according
to which observers may be able to read the social intention
through the exploitation of the kinematic deviances between
two movements executed with the same motor intention but
different social intention. With post-recording treatments, we
impoverished the temporal aspects of visual kinematics contained
within the video clips to cancel out the ability to read social
intention, confirming the central role of these temporal deviants
in predicting social outcome. It is now generally accepted
that when we execute a movement, we predict the sensory
consequences of that movement through generative or forward
models (Wolpert et al., 1995, 2003; Wolpert and Miall, 1996).
These predictions can then be used to refine motor control
problems induced by delayed feedback and sensory noise, but
can also play a role to determine the most likely outcome of
an observed action (Kilner et al., 2007). It has recently been
suggested that a similar system can be used to understand
others mental states (Oztop et al., 2005) and more specifically
intentions (Ansuini et al., 2015). The results presented here
confirm this hypothesis by showing that without temporal
deviants, individuals lose the ability to categorize social outcome.
These findings indicate that predictive timing may also be the key
to the ability of decoding social intention through the observation
ofmotor kinematics. Interestingly, break points were also relevant:
RT normalization (in MT1 deviant condition) was here shown

to also decrease categorization accuracy. This is congruent with
previous studies that have shown that individuals are able to infer
the subjective confidence of another person simply through the
observation of RTs (Patel et al., 2012).Hence, those cognitive states
that are based on predictive temporal propertiesmay be correlated
to social skills. Future studies need now to generalize these ideas
and confirm that social reading is dependent on the accumulation
of prediction errors, i.e., not only on the when but also on the
how long of an on-flowing action sequence. Here we suggest that
this would be done through the multi-integration of temporal
deviants within a bilateral interaction of top-down and bottom up
processes (see also Hillebrandt et al., 2014, for a neuro-anatomical
account of this perspective).

It is the case that studies have reported gender effects related
to social reading (Alaerts et al., 2011; Sokolov et al., 2011).
Our results could suffer from the fact that a greater number
of female individuals participated in the study. However, the
gendermain effect was none significant with themale participants
performing at similar levels than the female participants both
in the RMET and in the categorization task (see Figure 3).
Furthermore, the tendency for woman to do better than men
in the RMET was significantly true in the first version of the
test (Baron-Cohen et al., 1997) but this was only marginally
the case in the second version of the test (Baron-Cohen et al.,
2001), which is the one we used. Finally, recent studies assessing
the gender question have shown that men even sometimes do
better than woman, e.g., in tasks using point-light displays to
recognize human locomotion (Krüger et al., 2013). Hence, our
results indicate that individual characteristics aremore valuable to
predict within gender abilities than the general gender property
itself. They are novel and confirm the usefulness of RMET for
predicting individual performances in (1) the recognition of
body language (Alaerts et al., 2011; Miller and Saygin, 2013)
and (2) the ability to detect other’s intention through body
movements (Ruys and Aarts, 2010), whether that person be a
man or a woman. A second point to note is the importance
in future studies to assess whether the results presented here
can be generalized to more ecological tasks. Indeed, the method
presented here using video clips could be further applied to create
experimental situations at second-person perspective including,
for instance, two participants performing a reach to grasp
task in a real interactive situation (see illustrated examples on
line through reference keys given in Lewkowicz and Delevoye-
Turrell, 2015). Furthermore, demonstrating that similar patterns
of results are obtained when not only two but multiple intentional
possibilities are presented would provide more ecological validity
for the social abilities reported in the present study (see Obhi,
2012).

In conclusion, the present study reveals that the ability to
implicitly use motor deviants from observed object-directed
actions represents the crucial factor for detecting social
intention. Furthermore, this ability seems to depend on
individual social cognition skills. Implicit judgments are often
considered as intuitive. As such, intuition has been defined in
the field of human robotics as our ability for direct knowledge,
for immediate insight without explicit reasoning. Intuitive
judgments are more or less accessible to individuals depending
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on a number of factors (e.g., physical salience, emotional and
motivational states, Kahneman, 2003). In the present study, we
suggest that an important aspect of intuitive interaction is the
power to detect the contained information within the temporal
aspects of body movements to prime the social expectancy of an
observer.
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Factors affecting athletes’ motor
behavior after the observation of
scenes of cooperation and
competition in competitive sport: the
effect of sport attitude
Elisa De Stefani*, Doriana De Marco and Maurizio Gentilucci

Department of Neuroscience, University of Parma, Parma, Italy

Aim: This study delineated how observing sports scenes of cooperation or competition
modulated an action of interaction, in expert athletes, depending on their specific sport
attitude.

Method: In a kinematic study, athletes were divided into two groups depending on their
attitude toward teammates (cooperative or competitive). Participants observed sport
scenes of cooperation and competition (basketball, soccer, water polo, volleyball, and
rugby) and then they reached for, picked up, and placed an object on the hand of a
conspecific (giving action). Mixed-design ANOVAs were carried out on the mean values
of grasping-reaching parameters.

Results: Data showed that the type of scene observed as well as the athletes’ attitude
affected reach-to-grasp actions to give. In particular, the cooperative athletes were
speeded when they observed scenes of cooperation compared to when they observed
scenes of competition.

Discussion: Participants were speeded when executing a giving action after observing
actions of cooperation. This occurred only when they had a cooperative attitude.
A match between attitude and intended action seems to be a necessary prerequisite for
observing an effect of the observed type of scene on the performed action. It is possible
that the observation of scenes of competition activated motor strategies which interfered
with the strategies adopted by the cooperative participants to execute a cooperative
(giving) sequence.

Keywords: scenes of cooperation and competition, expert athletes, cooperative/competitive attitude, kinematics,
social interaction

INTRODUCTION

A growing number of behavioral and neurophysiological studies have demonstrated that
perception and action have a common coding (Rizzolatti and Craighero, 2004; Rizzolatti et al.,
2014). The concept of affordances, as originally postulated by Gibson (1978), refers to the
possibilities for action that emerge from the interactions of an organism with its environment.
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Further evidence has demonstrated that activation of affordances
is modulated not just by the physical properties of objects, but
also by the social context in which an action is performed (Mason
and Mackenzie, 2005; Georgiou et al., 2007; Meulenbroek et al.,
2007; Becchio et al., 2008; Sartori et al., 2009; Ferri et al., 2010,
2011, 2014; Innocenti et al., 2012). Indeed, social behavior during
interaction with conspecifics (i.e., different intentions of the agent
or the observer) can interact with affordance instantiation and
modify the kinematics of the actions. The ability to read others’
intentions plays an important role in sports, as athletes need
to perceive the action capabilities of their opponents and their
teammates in order to be aware of ever-changing opportunities
for action afforded by a sport situation (Passos et al., 2009; Correia
et al., 2012; Vilar et al., 2012).

Throughout the course of a game, players can implement
both defensive and offensive behaviors. It is possible that these
behaviors lead to the development of certain skills to either
cooperate or compete with teammates. Moreover, with the
development of expertise in a sport, athletes improve specific
patterns of interaction, that is, a personal predisposition to be
more cooperative or competitive toward their teammates. We
refer to these specific strategies using the term “attitude”: a
predisposition toward a specific motor behavior in response to
an actual sport setting.

It is well known that the observation of an action activates
a process of simulation (Buccino et al., 2004b). For transitive
actions (directed upon an object), the same act done by
another agent corresponds to the activation of an internal motor
representation of that act. This simulation is used to understand
the goal of the movement (Buccino et al., 2001, 2004a; Iacoboni
et al., 2005). In the case of intransitive actions, the simulation
is mainly used to understand the intention of the agent (Fadiga
et al., 1995; Buccino et al., 2001; Rizzolatti and Craighero, 2004).
In summary, the simulation of an observed action allows one to
recognize the goal of the observed movement, to infer others’
intentions, and to predict the agent’s next act. Moreover, this
mechanism of intention understanding can modulate a further
self-generated action. In other words, the observation of an action
can influence the motor response of a subsequent action. This
happens often in a sport context: actions are frequently executed
in the presence of another acting individual whose intentions can
be cooperative or competitive. Consequently, the observation of
sport scenes of cooperation and competition can differently affect
the subsequent action of the observer. We hypothesized that this
effect would enhance the cooperative and competitive attitude
of an athlete. Athletes that are attuned to simulating sportive
actions can be greatly affected, compared to non-athletes, in the
execution of a subsequent action after observing sportive scenes
of cooperation and competition.

We extended our research to sport expertise by considering
athletes’ attitudes (cooperative versus competitive). Two main
issues were examined in this study: firstly, we were interested
in ascertaining whether the sole observation of well-known
sport actions in a context of cooperation or competition could
influence the kinematics of a cooperative social interaction
with a conspecific (giving action). Specifically, we expected
that the observation of an action of cooperation could

facilitate a successive executed action of cooperation, making
the participant’s movement faster. On the other hand, the
observation of an action of competition could interfere with the
participant’s action of cooperation, probably slowing down the
movement. Secondly, we were interested in investigating how the
kinematics of athletes’ actions can be modulated not only by the
observation of a specific cooperative/competitive sport action,
but also by the attitude of the participants. We hypothesized that
the interaction between the participant’s attitude (cooperative or
competitive) and the type of sport actions observed (an action
of cooperation or an action of competition) could modulate a
successive motor response, affecting the kinematics of reach–
grasp movements performed by participants. Specifically, we
expected that the congruence between the participant’s attitude
(e.g., cooperative attitude) and an observed action (e.g., action
of cooperation) could facilitate the execution of a successive
movement toward a conspecific, making the participant’s action
faster. On the other hand, we expected that the incongruence
matching (e.g., cooperative attitude versus the observation of
an action of competition) could interfere with a successive
interaction with a conspecific, presumably slowing down the
movement. In other words, we expected facilitation only when
the attitude of the participant was congruent with the type of
observed action.

MATERIALS AND METHODS

Participants
Twenty right-handed undergraduate students (9 male, 11 female)
between the ages of 20 and 28 years (mean = 21.6, SD = 2.5)
took part in the present experiment. They all practiced a sport
more than three times per week (SD = 1.7) and they all had
experience in one or more of the team sports selected in this
study (Table 1). Handedness was assessed through the Edinburgh
Inventory (Oldfield, 1971). The participants were students of the
degree course of Motor Sciences, Sport and Health (University
of Parma) and practiced team sports at the competitive level.
Before being included in our study, the participants completed
a questionnaire to collect information about what sport they
practiced; which position they played; and whether they felt
more cooperative with their peers than competitive toward their
opponents during a game (see Data Sheet 1). The participants
were divided into two groups (cooperative and competitive
group) according to their answers. In the competitive group, we
included only participants that had clearly exhibited competitive
behavior during matches (13 competitive athletes). We used the
same criteria for athletes included in the cooperative group (seven
cooperative athletes). We excluded the uncertain participants. All
participants provided a written informed consent to participate in
the study, which has been approved by the local ethical committee
(Comitato Etico per Parma) and has been conducted according to
the principles expressed in the Declaration of Helsinki.

Apparatus, Stimuli, and Procedure
The participants sat comfortably in front of a table on which
they placed their right hand with the thumb and index finger
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TABLE 1 | Participants’ characteristics.

Participants Age Attitude Sport Frequency Sex Expertise

1 20 cooperative basket >3 days, a week M more than 1 years

2 20 competitive volleyball >4 days a week F more than 1 years

3 20 competitive volleyball >4 days, a week F more than 1 years

4 28 competitive water polo >4 days a week F more than 1 years

5 20 competitive water polo >4 days a week F more than 1 years

6 20 cooperative soccer >3 days a week M more than 1 years

7 21 competitive volleyball >3 days a week F more than 1 years

8 20 competitive volleyball >4 days a week F more than 1 years

9 20 cooperative volleyball >4 days, a week F more than 1 years

10 21 competitive soccer >4 days a week M more than 1 years

11 20 competitive soccer >4 days, a week M more than 1 years

12 21 cooperative rugby >4 days a week M more than 1 years

13 21 cooperative volleyball >3 days a week F more than 1 years

14 20 competitive volleyball >4 days a week F more than 1 years

15 20 competitive basket >3 days a week F more than 1 years

16 21 cooperative soccer >4 days a week M more than 1 years

17 21 competitive soccer >4 days, a week M more than 1 years

18 26 cooperative soccer >4 days a week M more than 1 years

19 26 competitive basket >4 days, a week F more than 1 years

20 25 competitive soccer >4 days a week M more than 1 years

in pinch position starting position (SP). SP was located along
the participants’ mid-sagittal plane and was 27 cm away from
their chest. An experimenter was seated next to the participant,
and she held the palm of her right hand in the supine position
(request position). A computer display was placed on a table
plane at a distance of 60 cm from the body of the participant
sitting in front of it. A wooden cube (∼2 cm × 2 cm × 2 cm) was
placed at the center of the table 20 cm in front of participant’s SP.
Stimuli were presented on the computer display using software
developed via MATLAB version 7.7 (R2008b). The stimuli were
short videos downloaded from the Internet replicating real
matches. Each video lasted five seconds. We selected videos
based on the following criterion: (a) the action would involve
coordinated sports action among athletes of the same team,
or (b) two or more athletes from two different teams would
come into contact with each other. Consequently, the actions
defined “actions of cooperation”-reproduced situations in which
athletes of the same team cooperated in an action of the game
(e.g., in volleyball, a pass ball between setter and hitter, see
Figure 1). In the “actions of competition”-reproduced situations,
two athletes from two different teams were opposed (e.g., in
a soccer match, the attacker tries to score a goal and the
defender marks him). Selected scenes reproduced sports actions
in which the participants were experts—that is, five cooperation
and five competition scenes from the following sports: basketball,
soccer, water polo, volleyball, and rugby (Figure 1). In total, 50
scenes were presented. After the presentation of a fixation cross
(500 ms), participants viewed one of the 10 videos that lasted
5,000 ms. As soon as they understood whether the action was
one of cooperation or competition, they were required to reach
for, pick up, and place the wooden cube on the experimenter’s
hand (giving action). The participants grasped the cube with

their fingers (right hand, precision grip). When a question mark
(2,500 ms) appeared on the computer display, the participants
were instructed to state out loud whether the just seen action
was an action of cooperation or competition (10% catch trials).
Subsequently, a black screen was presented (3,000 ms). The
participants had to place their hands in SP and then wait for
the next trial. In total, the participants responded correctly to the
cooperation condition in 99% of the cases and in the competition
condition in 99.7% of the cases.

Data Recording
The movements of the participants’ right arms were
recorded using the 3D-optoelectronic SMART system (BTS
Bioengineering, Milan, Italy). This system consists of six video
cameras that detect infrared reflecting markers (spheres that are
5 mm in diameter) at a sampling rate of 120 Hz. The spatial
resolution of the system is 0.3 mm. The infrared reflective
markers were attached to the nail of the participants’ right
thumbs and index fingers, and another marker was attached to
the participants’ right wrists. The markers attached to the thumb
and index finger were used to analyze the grasp kinematics,
whereas the marker attached to the wrist was used to analyze the
kinematics of reaching and lifting. Manual prehension consists
of two components: the proximal component (also known as
“the reach”), which is the action of carrying the hand toward
an object, and “the grasp” component, during which the fingers
are opened and shaped before the contact of the hand with the
target (Jeannerod, 1984; Jakobson and Goodale, 1991; Gentilucci
et al., 2001). The reach transports the hand toward the object
(the reaching action makes the hand move toward an object),
and its kinematics depend on the target’s extrinsic properties
(i.e., location and orientation). The grasp component provides
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FIGURE 1 | Procedure and stimuli presented in the experiment.

information on how to open, preshape, and close the hand
during the reach in relation to the target’s intrinsic properties
(i.e., size and shape). The data of the recorded movements was
analyzed using software developed via MATLAB version 7.7
(R2008b). Recorded data were filtered using a Gaussian low-pass
smoothing filter (

∑ = 0.93). The time course of the reach, grasp,
and lift was visually inspected: the beginning of the grasp was
considered to be the first frame in which the distance between the
two markers placed on the right finger tips increased more than
0.3 mm (spatial resolution of the recording system) with respect
to the previous frame. The end of the grasp was the first frame
after the beginning of the finger closing, in which the distance
between the two right fingers decreased less than 0.3 mm with
respect to the previous frame. The beginning of the reach was
considered to be the first frame during which the displacement of

the reach marker along any Cartesian body axis increased more
than 0.3 mm with respect to the previous frame. To determine
the end of the reach, we calculated the first frame following
movement onset separately for the X, Y, and Z axes, in which
the X, Y, and Z displacements of the reach marker decreased less
than 0.3 mm compared to the previous frame. Then, the frame
endpoint temporally closer to the grasp end frame was chosen
as the end of the reach. The frame immediately succeeding the
reach end was considered as the lift beginning, while the lift end
corresponded to the frame in which the highest point of the
hand trajectory was reached during lifting. The grasp was studied
by analyzing the time course of the distance between the index
finger and thumb markers. From a pinch position, the grasp
component was constituted of an initial phase of finger opening
up to a maximum (maximal finger aperture) followed by a phase
of finger closing on the object (Jeannerod, 1988).

We measured the following parameters: reach time, time to
peak velocity of reach, peak elevation (trajectory maximal height),
grasp time, time to maximal finger aperture, peak velocity of
finger opening, time to peak velocity of finger opening, and
maximal finger aperture.

Data Analysis
Participants were divided into two groups (cooperative attitude
versus competitive attitude) according to the questionnaire
responses. They resulted in 7 cooperative participants and 13
competitive participants (Table 1). Because of the difference in
sample size between groups, the homogeneity of variance was
primarily verified with Levene’s test. Mixed-design ANOVAs
were carried out on the mean values of the reaching–grasping
parameters (Table 2). The within-subject factor was the type
of scene (cooperation versus competition) and the between-
subject factor was the participants’ attitudes (cooperative versus
competitive). In all of the analyses, post hoc comparisons were
performed using the Newman–Keuls procedure. The significance
level was fixed at p = 0.05. When a factor was significant, we also
calculated the effect size (η2

p). We also carried another mixed-
design ANOVA, using gender (male versus female) and type of
practiced sport (basketball versus soccer versus water polo versus
volleyball versus rugby) as the between-subject factors. All of

TABLE 2 | Mean values and SE of kinematic parameters of reach and grasp action.

Scene of cooperation Scene of competition

Kinematic parameters Cooperative attitude Competitive attitude Cooperative attitude Competitive attitude

Mean SE Mean SE Mean SE Mean SE

Reach time (ms) 637 47 513 35 686 50 523 37

Time to peak velocity of reach (ms) 287 21 256 15 313 22 258 16

Peak elevation (mm) 94 5 91 4 96 5 93 4

Grasp time (ms) 607 44 512 32 645 44 504 32

Time to maximal finger aperture (ms) 420 36 316 27 455 37 311 27

Peak velocity of finger opening (mm/s) 233 43 305 31 217 14 309 30

Time to peak velocity of finger opening (ms) 208 28 160 21 238 31 152 23

Maximal finger aperture (mm) 78 3 84 2 77 3 83 2
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these final analyses were not significant, and the corresponding
p-values are reported as Supplementary Table S1.

RESULTS

Reach
The main factor of the participants’ attitudes was significant.
There was a significant difference in reach time between
cooperative participants and competitive participants
[F(1,18) = 5.74, p < 0.028; cooperative = 662 ms versus
competitive = 518 ms].

Factor scene affected reach time and time to peak velocity
of reach. Scenes of cooperation induced a decrease in both
parameters in comparison with scenes of competition [reach
time: F(1,18) = 15, η2

p = 0.45, p < 0.00, 575 ms versus 604 ms;
time to peak velocity of reach: F(1,18) = 6.5, η2

p = 0.27, p < 0.02,
271ms versus 285ms]. It is possible that the scenes of cooperation
facilitated, and/or the scenes of competition interfered with, the
reach (and grasp, see below) because the participants executed
a giving (cooperative) action. The interaction between the type
of scene and the participants’ attitudes also affected reach time
[F(1,18) = 6.8, η2

p = 0.274, p < 0.018] and time to peak velocity
of reach [F(1,18) = 5.01, η2

p = 0.218, p < 0.038, Figure 2 and
Table 2]. Post hoc comparison showed a significance between
types of scene only when the participants were cooperative (reach
time: p = 0.00037; time to peak velocity of reach: p = 0.003).
No difference was found between scenes of cooperation and
competition when participants were competitive (reach time:
p = 0.384; time to peak velocity of reach: p = 0.827). Finally,
scenes of cooperation and competition affected peak elevation
differentially [F(1,18) = 4.7, η2

p = 0.208, p < 0.043, 93 mm versus
95 mm].

Grasp
Competitive participants showed a significant decrease in
grasp time and time to maximal finger aperture compared to
cooperative participants (grasp time: F(1,18) = 4.8, p < 0.042,
508 ms versus 626 ms; time to maximal finger aperture:
F(1,18) = 7.5, p < 0.013, 314 ms versus 437 ms).

A significant interaction between the factor type of the
scene and the participants’ attitudes was found for grasp time
[F(1,18) = 7.24, η2

p = 0.287, p < 0.015] and time to maximal
finger aperture [F(1,18) = 6.35, η2

p = 0.261, p < 0.021, Table 2
and Figure 3]. Post hoc comparison showed a significant decrease
in the parameters for scenes of cooperation only when the
participants were cooperative (grasp time: p = 0.005; time to
maximal finger aperture: p = 0.006). No difference was found
between the scenes of cooperation and competition presented to
competitive participants (grasp time: p = 0.533; time to maximal
finger aperture: p = 0.639). The interaction between the type
of scene and the participants’ attitudes showed a trend toward
significance for peak velocity of finger opening [F(1,18) = 3.88,
η2
p = 0.177, p < 0.064] and significance for time to peak velocity

of finger opening [F(1,18)= 8.69, η2
p =0.325, p< 0.009]. Post hoc

comparisons showed a significant decrease in the two parameters

FIGURE 2 | Parameters of reach (reach time, time to peak velocity of
reach, peak elevation (trajectory maximal height) which were
significant on Mixed-design ANOVAs. The within-subjects factor was type
of scene (cooperation vs. competition) and the between-subjects factor was
participants’ attitude (cooperative vs. competitive). Vertical bars are standard
errors (SE).
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FIGURE 3 | Parameters of grasp (grasp time, time to maximal finger aperture, peak velocity of finger opening, time to peak velocity of finger
opening, maximal finger aperture which were significant on Mixed-design ANOVAs. The within-subjects factor was type of scene (cooperation vs.
competition) and the between-subjects factor was participants’ attitude (cooperative vs. competitive). Vertical bars are SE.
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in the presence of scenes of cooperation only when they were
presented to cooperative participants (peak velocity of finger
opening: p = 0.037; time to peak velocity of finger opening:
p = 0.0039). Scenes of cooperation and competition differentially
affected maximal finger aperture. Participants opened their
fingers to a larger degree when grasping the target after seeing
scenes of cooperation compared to competition [F(1,18) = 5.2,
η2
p = 0.225, p < 0.035; 81 mm versus 80 mm].
In sum, the participants were facilitated (i.e., faster) when

executing actions of cooperation after observing actions of
cooperation. This occurred only when they had cooperative
attitudes. In general, the competitive participants were faster than
the cooperative ones.

DISCUSSION

The aim of the present study was to determine whether and how
the matching between the athletes’ attitudes (cooperative and
competitive attitude) and the observation of sport scenes (actions
of cooperation and competition) could influence the kinematics
of a successive social interaction. The participants were all expert
athletes in at least one of the team sports selected for this study
(basketball, soccer, water polo, volleyball, and rugby; Figure 1).
Before starting the experiment, the athletes were divided into two
groups according to their attitude during a game (cooperative
versus competitive attitude; see Materials and Methods). The
participants had to observe a sport scene of cooperation or
competition before performing a motor sequence. They executed
a reach–grasp of an object and placed it in the hand of an
experimenter who was sitting close to them (a cooperative giving
action). Our expectation was that both the participants’ attitudes
and the type of scene would influence the sequence kinematics.

Firstly, we observed an effect of attitude. The competitive
participants were faster than the cooperative ones during the
action execution regardless of the observed scene. A possible
explanation for this finding is that competitive athletes are
generally faster in performing an action than cooperative
athletes are. Alternatively, the cooperative athletes could be less
competitive, and for this reason, they are slower in performing
an action with respect to competitive athletes. A further possible
explanation is that the lack of any effect when the scenes of
cooperation and competition were presented to the competitive
athletes might depend on the inability of these athletes to adopt
strategies that are suitable to successfully execute the giving
sequence toward a conspecific.

Secondly, we observed an interaction effect between the
athletes’ attitudes and the type of scene on the reach–grasp
temporal parameters. The cooperative participants were faster
in their movement when they observed scenes of cooperation,
subsequently executing the giving action. On the contrary, these
athletes were slower when they observed scenes of competition.

It is possible that the observed action could have been
automatically mapped onto participants’ motor system, resulting
in a facilitation of functionally similar actions. In other words,
the observed scene probably acted as a prime stimulus for
the subsequent executed action. This facilitation effect would

have been present when the participants observed a scene of
cooperation and then had to perform a cooperative motor
sequence toward a conspecific. On the other hand, there would
have been an interference effect when the participants observed
a scene of competition and had to perform a cooperative motor
sequence (Chartrand and Bargh, 1999; Brass et al., 2000, 2001;
Flanagan and Johansson, 2003; Kilner et al., 2003; Sebanz et al.,
2003, 2006; Newman-Norlund et al., 2007; Liepelt et al., 2008;
Bekkering et al., 2009). However, the competitive participants
did not show any effect. The fact that only the cooperative
participants were affected by the type of scene they observed
suggests that the effect was more complex than a simple priming.

Only when there was congruence between the attitude and
the observed action was it possible to observe changes in
the kinematics of a giving action. Specifically, in the case of
congruence (i.e., cooperative attitude and observation of a scene
of cooperation), the kinematics of the cooperative participants
sped up, whereas in the case of incongruence, they slowed
down. On the contrary, the competitive athletes seemed to not
be directly affected by the experimental conditions. A possible
explanation of this result is that they were already faster and,
for this reason, the difference between actions of cooperation
and competition did not emerge. What would happen if the
competitive athletes had to perform a competitive action (e.g.,
grasp the target and move it away from the conspecific)? Might
we expect that the competitive athletes would be faster if they
have just observed a scene of competition and slowed down in the
case of cooperation? We cannot exclude this possibility. However,
we suppose that an action of competition would be performed
quickly in order to take away the object as quickly as possible
(Georgiou et al., 2007). Consequently, it is possible that the speed
of this action may prevent us from observing any effect. However,
we believe that deepening these aspects could have interesting
implications. For this reason, in future experiments, it would
be useful to include a control action, for example, asking the
participant to move an object away from the conspecific in order
tomeasure how observing scenes of cooperation and competition
affects a competitive action.

Deepening and extending the present results with future
studies could have interesting implications for training athletes
through the observation of specific sport scenes. For an example,
it is possible to speculate that competitive athletes, who were
found to be faster in their responses, could be trained to be even
faster in their movements through the vision of competitive sport
actions.

Finally, we are aware of some limitations in this study.
First, we chose to measure the participants’ attitudes using a
dichotomous item instead of a continuous variable. The reason
for our choice was that we wanted to compare the effects
of the cooperative and competitive attitude to the videos that
were dichotomous (scenes of cooperation and competition).
To solve this problem, we included only the athletes who
clearly expressed a well-defined position with respect to their
attitude, excluding those who were uncertain. Future studies
might include sport scenes classified with various degrees of
cooperativeness and competitiveness. In this way, it would
be possible to compare the participants’ attitudes to the
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observed scenes in a continuous dimension. Another severe
limitation in this study is the very small sample used and the
different numbers of males and females and of cooperative and
competitive participants (see Table 1). For this reason, these
findings cannot be generalized to the broader community based
on this study alone. In future studies, a larger sample should be
used to successfully replicate the present results.

Another important limitation of this study is that we did not
use a control group. Future studies might include, for example, a
non-athlete group. However, athletes have become more attuned
to cooperative and competitive sport situations than non-athletes
throughout the course of their sports training. A non-athlete
participant group does not have this expertise, so it could be
difficult to control the reason why they defined themselves
as cooperative or competitive. Another possibility could be to
use athletes that play an individual sport, such as dancing or
skiing, as a control group. Nevertheless, attention should be paid
to their inclusion in the group of cooperative or competitive
participants. Finally, another limitation of this study is the lack
of a baseline condition against which we could have compared
the participants’ kinematics after watching the cooperative and

competitive scenes. This aspect is very important, as by including
a baseline condition, we could have verified whether watching
the different scenes facilitated or interfered with the cooperative
participants. Future studies should include a neutral observed
scene, for example, a sportive action with just one athlete (e.g.,
just one soccer player dribbling the ball) as a baseline.
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Every day, we primarily experience actions as agents, by having a concrete perspective
on our actions, their means and goals. This peculiar perspective is what allows us to
successfully plan and execute our actions in a dense social environment. Nevertheless,
in this environment actions are also perceived from an observer’s perspective. Adopting
such a perspective helps us to understand and respond to other’s people actions and
their outcomes. Importantly, similar experiences of being agent and observer occur also
when actions are not physically acted/perceived but are merely linguistically shared. In
this paper we present two exploratory studies, one in Italian and one in German, in
which we applied a direct comparison of three singular perspectives in combination
with different verb categories. First, second and third person pronouns were combined
with action and interaction verbs, i.e., verbs implying an interaction with an object –
e.g., grasp – or an interaction with an object and another person – e.g., give. By means
of kinematics recording, we analyzed participants’ reaching-grasping responses to a
mouse while they were presented with the different combinations of linguistic stimuli
(pronouns and verb type). Results of Experiment 1 on reaching show that, when they
are preceded by YOU, interaction verbs reached the velocity peak earlier than action
verbs, since a further motor act will follow. Thus pronouns influence perspective taking
and while comprehending language we are sensitive to the motor chain organization of
verbs. The absence of the same effects in Experiment 2 is likely due to the fact that,
being the pronoun in German mandatory, it is perceived as less salient than in Italian.
Overall our result supports the idea that language is grounded in the motor system in a
flexible way, and highlights the need for cross-linguistic studies in the field of embodied
language processing.

Keywords: perspective taking, action, language comprehension, motor chains, motor system, motor resonance,
pronouns, action verbs

INTRODUCTION

Increasing evidence supports the notion that motor processes take place in our brains while
we are either observing actions being made by others, or just hearing the verbal description of
those actions. In particular, a large amount of data has recently shown that an activation of the
motor system (a motor resonance process) is present very early during language comprehension,

Frontiers in Psychology | www.frontiersin.org February 2017 | Volume 8 | Article 4249

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
https://doi.org/10.3389/fpsyg.2017.00042
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fpsyg.2017.00042
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2017.00042&domain=pdf&date_stamp=2017-02-07
http://journal.frontiersin.org/article/10.3389/fpsyg.2017.00042/abstract
http://loop.frontiersin.org/people/8415/overview
http://loop.frontiersin.org/people/8484/overview
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


fpsyg-08-00042 February 4, 2017 Time: 18:4 # 2

Gianelli et al. Grasping Perspective in Language

as revealed by physiological, neuro-imaging, and behavioral
studies (for reviews see Fischer and Zwaan, 2008; Toni et al., 2008;
Jirak et al., 2010; Glenberg and Gallese, 2012; Meteyard et al.,
2012), as well as by computational work (for a review, see Borghi
and Cangelosi, 2014). Different methodologies have contributed
to characterize this motor activation, supporting the idea that
it is not just a side effect of motor imagery but a constitutive
part of language comprehension (for a review of the debate on
this issue see Fischer and Zwaan, 2008; Mahon and Caramazza,
2008; Toni et al., 2008; Barsalou, 2016). Within behavioral studies,
a special role has been played by studies in which kinematics
of response movements were recorded (e.g., Boulenger et al.,
2006; Dalla Volta et al., 2009; Scorolli et al., 2009; Borghi et al.,
2010; Gianelli et al., 2013). By combining the presentation of
simple action-related linguistic stimuli (e.g., single verbs, word
pairs, short sentences) with a motor task (e.g., reaching-grasping
or lifting objects) these studies showed early effects of language
processing on motor planning and execution, implying the
activation of sensorimotor representations corresponding to the
semantic content of linguistic stimuli. However, and despite
increasing evidence, the debate regarding the exact timing and
nature of the activation of these language-induced sensorimotor
representations is still open (see Papeo and Caramazza, 2014).

One open issue regards whether and how these
representations are (1) flexible and (2) detailed in terms of
the motor components they activate. The present study aims
at providing some exploratory data regarding both flexibility
of perspective and level of detail of the action components that
different perspectives can generate with the help of the powerful
tool of kinematics analysis. To this aim, we created a set of
stimuli composed of sentence fragments combining a typical
perspective-related device, i.e., pronouns, and two categories of
action verbs.

Despite being a crucial process in our social interactions
(Gallese, 2006; Keysers and Gazzola, 2006), perspective has
so far not been a major target of embodied research in the
language domain. In contrast, studies on action observation
have underlined the importance of perspective, in particular of
first-person perspective (Vogt et al., 2003; Jackson et al., 2006;
Schütz-Bosbach et al., 2006; Bruzzo et al., 2008; Gianelli et al.,
2008).

As pointed out by a recent review (Beveridge and Pickering,
2013), most embodied language studies seem to implicitly assume
that readers and listeners activate a first-person – that is an
agent – perspective during language comprehension. Likely,
this is due to the fact that evidence on motor activation is
mainly collected using isolated verbs, rather than verbs embedded
within sentences and discourses. But since this assumption is not
explicit, the possibility that other perspectives might be activated
has not been thoroughly investigated and existing evidence is
unclear. Probably also due to the implicit focus on the agent’s
perspective, pronouns have not been extensively investigated in
the recent studies focusing on the motor grounding of language,
with the exception of some linguistic studies (MacWhinney,
2005). Pronouns, however, are important as they have at least a
double role: first, they allow us to understand who is performing
an action (the agent); second, they give us information regarding

the involvement of someone/something else (e.g., patient object)
in the action. To our knowledge only a few studies contrasted
the motor effects of first and third person action verbs, but they
obtained contrasting results. For example, Tomasino et al. (2007)
found no difference between first and third person German
action verbs with an fMRI study, while in a more recent TMS
study Papeo et al. (2011) found a modulation of motor-evoked
potentials during processing of first-person but not of third-
person Italian action verbs. Furthermore, these results were
difficult to compare due to the different languages (German,
Italian), to the different techniques (fMRI, TMS) and to the
different task. Other TMS studies, such as the study by Buccino
et al. (2005) and a subsequent controlled replication of it (Gianelli
and Dalla Volta, 2015) found that stimulation of the hand motor
cortex while listening to third-person Italian action verbs do
indeed modulate motor-evoked potentials as compared to verbs
involving other effectors and abstract verbs. However, the latter
studies used complete sentences with third-person pronouns
instead of infinitive verbs (or sentence fragments) but without
direct perspective manipulation. In addition, they used a passive
listening task of sentences with only implicit pronoun and the
stimulation of the motor cortex occurred when perspective was
not yet fully elicited (e.g., in sentences like “cuciva la gonna/she
sewed the skirt”). For this reason, although providing evidence
in conflict with Papeo et al. (2011), these studies cannot provide
final conclusions on this issue.

A small number of behavioral studies have addressed a
similar topic but with tasks that did not directly involve
the motor system. Brunyé et al. (2009) used a picture-
verification task to investigate the perspective adopted when
reading action sentences. They compared perspectives implied
by the different pronouns (I, You, He) and showed that
participants automatically activate an internal perspective when
directly addressed as agents (You), whilst activating an observer
perspective in the case of He and I pronouns. Interestingly, the
same results were obtained also when the task did not explicitly
involve a mental simulation, for instance with a memory task
(Ditman et al., 2010). However, in this study the linguistic
perspective was directly matched with a visual perspective and
the authors did not use a motor task.

Differently from passive TMS and fMRI studies, and from
behavioral ones, investigations using an explicit motor task might
be more informative, as they clearly pose a strong focus on
the agent’s perspective by requesting participants to perform
simple movements as response. However, evidence under this
respect is still very limited. For instance, Gianelli et al. (2011)
used a novel version of the Action-sentence Compatibility
Effect (ACE, Glenberg and Kaschak, 2002) showing that shifting
perspective from first to third person was sufficient to prevent
the activation of sensorimotor representations, abolishing the
behavioral ACE. Critically, the ACE was restored by adding a
virtual “body” that allowed participants to know “where” to put
themselves in space when taking the third person perspective,
thus demonstrating that motor embodied processes are space-
dependent. In addition, Gianelli et al. (2013) recently showed
how the social and spatial perspective conveyed by the physical
presence of another participant and by linguistic productions,
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affect a simple reaching-grasping task. However, the focus of
these studies was either on complete sentence comprehension
(Gianelli et al., 2011) or employed a complex manipulation of
social intentions (Gianelli et al., 2013). Moreover, in both studies
the agent’s perspective (i.e., the actual motor information) was
not manipulated and the interplay between linguistic and motor
perspective was only limited.

The present study addressed the role of perspective by using
sentence fragments starting with the three singular personal
pronouns, You, He/She and I.

The first manipulation we introduced, i.e., the use of
three pronouns, allowed us to disentangle two alternative
hypotheses. In the first one, language structure would exactly
reflect the action structure regardless of linguistic perspective,
as assumed by standard embodied cognition theories. If
this is the case, then while reading simple pronoun-verb
pairs we should automatically activate an agent-independent
sensorimotor representation. This would imply that similar
motor effects should be detected regardless of the pronouns and
thus linguistic perspective. In the other, a more flexible view
of embodied cognition would predict the activation of different
motor patterns as implied by different linguistic pronouns and
hence perspectives. If this is the case, then the pronoun YOU
would likely activate the agent’s perspective thus modulating
motor responses, according to the motor information given by
the motion verbs (i.e., action vs. interaction pattern). On the
contrary, the pronoun I should be perceived as conveying an
observer’s perspective, thus activating motor information at a
lesser and/or different extent since no contextual information
was given. Similarly, the HE/SHE pronoun should activate a
completely external perspective, thus producing no modulation
of kinematics parameters at all.

The second manipulation we introduced concerns the kinds
of action verbs we selected. We addressed the possibility to detect
if the agent’s perspective is activated, and how detailed it is, by
manipulating the motor nature of the action verbs composing
our sentence fragments. In particular, we decided to focus on
the hypothesis that actions are structured into chains of motor
acts, informed by the overall action goal. A variety of results
obtained initially with monkeys and then with humans (Fogassi
et al., 2005; Iacoboni et al., 2005; Cattaneo et al., 2007; Boria
et al., 2009; Fabbri-Destro et al., 2009) show that a mechanism of
motor chains constitutes one of the basic structures of the motor
system. A chain of motor acts is informed by the final action
goal, thus motor acts are organized in the chain so that each of
them depends on the successive and all depend on the last. Goals
characterize both single motor acts and actions as a whole (for
a computational model of chained organization in language, see
Chersi et al., 2010). Because of these basic properties, the motor
chain structure is an ideal target for disentangling whether and
how an agent perspective is activated during linguistic processing
of actions.

To this aim, we constructed very simple sentence fragments
composed by a pronoun and a motion verb, with verbs being
divided into two main categories, that we called action verbs
and interaction verbs (AVs, IVs) (e.g., grasp vs. give). Action and
interaction verbs differed according to various dimensions (for

a similar approach, see Kemmerer and Gonzalez-Castillo, 2010).
First, the two categories differed for the relations they describe
and involve: in one case the direct relation subject-object, in
the other case the triadic relation subject-object-other subject.
Second, they differed for how these relations imply different
goals: AVs are actions which may stand alone and whose final goal
might be the sole manipulation of an object, whilst IVs directly
imply the interaction with another person. Third, they differed as
to the organization in motor chains: AVs and IVs share the motor
act of reaching-grasping an object, while they differ for the last act
of the sequence, the one determining all the others, which might
imply or not the presence of another person. Thus, even if the first
part of the motor chain is common, the chain is embedded within
two different goals, one of which involves the interaction with
another person. Previous kinematics literature has shown higher
accuracy with actions guided by a social intention (Becchio et al.,
2008; Ferri et al., 2011; Gianelli et al., 2013; Scorolli et al., 2014).
However, to our knowledge the “social accuracy” effect has been
never investigated distinguishing in the linguistic domain. We
predict that IVs lead to higher accuracy compared to AVs in
correspondence with the planning of the final motor act, the one
that implies an interaction with another person and that qualifies
the overall goal of the fragment.

In the experiment participants were required to reach and
grasp an object (the mouse) while reading a sentence fragment
composed by a pronoun and a verb. The task we chose was
designed in order to induce participants to pay attention to both
the pronoun and the verb: for this reason, once identified the
verb and grasped the mouse, they were required to continue the
movement and to click the mouse if the pronoun and the verb
matched (“io prendevo,” I took) and to refrain from continuing
the movement if the pronoun and the verb did not match (“io
prendeva,” You took, wrong in Italian since the pronoun refers to
the first person and the verb to the third one). The task allowed
us to investigate the development of the effect of linguistic stimuli
on the overt action of reaching and grasping, through the analysis
of its fine-grained kinematics aspects. Our general aim was to
disentangle the final effects of the two components, pronouns
and verbs, and at the same time to understand how their effects
are combined producing a modulation of various phases of
movement kinematics.

First, we intend to test if the pronouns affect the adopted
perspective, influencing the motor response. If the agent’s
perspective is automatically activated, regardless of linguistic
perspective, then motor effects should be present in all conditions
and thus not significantly differ among these. If the activation of
sensorimotor representations is instead flexible, we should then
find effects only with pronouns that activate a first-person, that is
the agent’s, perspective (i.e., YOU).

Second, we intend to test whether the perspective activated
by pronouns is modulated by the motor chains implied by
the two kinds of verbs, influencing the motor responses. If
the perspective-related sensorimotor activations are general and
abstract, then no effect of verb category should be detected. If,
on the contrary, the degree of activation is such that the typical
motor chain organization is activated, then processing AV or IV
verbs should produce detectable motor outputs. In particular, the
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different structure of AV and IV should be mapped onto specific
parameters of the motor response, i.e., those connected with the
velocity peak and its latency since they are typically affected by
increased accuracy requirements (i.e., namely with those actions
that IVs describe).

EXPERIMENT 1

Methods
Participants
Twelve women, aged 18–28, participated in this study, and were
recruited among Communication students at the University of
Bologna. All participants were right-handed by self-report, native
Italian speakers and reported normal or corrected-to-normal
vision. All were naive as to the purpose of the experiment
and gave their informed consent to the experiment, which was
approved by the local Ethics Committee of the University of
Bologna.

Procedure
The experiment took place in a soundproof room. Participants sat
in front of a laptop, whose LCD monitor was set on a temporal
resolution of 60 Hz. The distance between hand and monitor
was of 60 cm. Participants started placing their right hand on the
table in a pinch position. The target of the subsequent reaching-
grasping movement was a mouse, placed in line with the hand
of the participant, at a distance of 33 cm. The final position for
the mouse movement was set at 50 cm. The hand movement was
performed on the right of the laptop, at a distance of 5 cm. This
allowed participants to easily perform the movement and look at
the screen.

Stimuli
Stimuli consisted of ten Italian verbs referring to manual actions
(see Table 1). We selected five proper “action” verbs (AVs),
which involved a direct relation subject-object (e.g., to grasp)
and five “interaction” verbs (IVs), involving at least a relation
subject-object-subject (e.g., to give). A sample of sixteen students
evaluated these verbs on two 7-point scales, one aimed to rate
how much the verbs implied a relation subject-object (action
scale), the other how much the verbs involved another person
(interaction scale). An ANOVA performed on the mean ratings
(considering two types of verbs and two type of ratings) showed a
significant interaction [F(1,15) = 15, 2, MSE = 21.39, p = 0.001)
between verb type and rating. As predicted, AVs obtained higher
values in the action scale, whilst IVs obtained higher values
in the interaction scale. Two additional independent groups
of ten students each evaluated the same verbs on two 7-point
scales for concreteness and abstractness. An ANOVA performed
on the mean ratings (considering two types of verbs and two
scales) showed a main effect of scale: in general all verbs were
evaluated as more concrete than abstract [F(1,9) = 22.296,
MSE = 14.16, p < 0.002], an expected result since we focused
on choosing verbs with a specific action-relatedness. More
interestingly, a significant interaction of verb type and scale
was also detected [F(1,9) = 25.857, MSE = 29.93, p < 0.001].

While the evaluation of IVs tended to be constant along the
two scales, (M = 4.36 vs. M = 3.82), AVs were evaluated
higher in the concreteness scale (M = 5.8 vs. M = 2.88).
However, a Newman–Keuls post hoc test revealed that AVs
and IVs did not significantly differ in the abstractness scale
(p > 0.05), but they differed in the concreteness scale (p < 0.05).
This was expected, since we selected AVs as specifically related
to object interaction and manipulation, whereas IVs imply
a relation with another subject, which can be considered as
less concrete. Furthermore, IVs are often related to abstract
sentences or expressions, which could explain a tendency to
associate them with more abstract contexts. Nevertheless, both
AVs and IVs had low scores in the abstractness scale and did
not significantly differ: it seems then unlikely that the observed
effects were due to this property and not to the experimental
manipulations.

For each verb we identified the isolation point (IP), intended
as the minimum part of the verb required to understand it
and to differentiate it from similar verbs. In our stimuli the IP
corresponded to the verbal stem, as showed in Table 1. The final
set of stimuli was fully balanced for syllables, length, IP duration,
and written lexical frequency (ColFIS, Bertinetto et al., 2005).

Each verb was presented in written form in the three singular
persons of the Italian past tense in order to compose sentence
fragments. In Italian the pronoun can be omitted, as the verb
contains information on the person. However, in our case, using
both the pronoun and the past tense, we obtained a double
reference to the agent. The final set of stimuli comprised 10
verbs, each presented once in combination with one of the three
pronouns (30 critical trials). We inserted also 10 catch-trials,
i.e., verbs in the same tense as the others but incorrect for the
correspondence verb-subject, e.g., “io portava”: in this case the
explicit subject is a first person pronoun while the verb refers
to the third person. Catch-trials required participants to refrain
from completing the movement and were not analyzed further.
The experiment was run in a single block of 40 trials.

Experimental Design
As described in Figure 1, each trial started with a fixation cross
(1000 ms). Then a pronoun was shown for 500 ms, followed by
the first part of the verb (e.g., “prend”) displayed for 500 ms.
Subjects were required to pay attention to both the pronoun and
the verb, and once they recognized the verb they had to start
moving as fast as possible to reach for and grasp the mouse in
front of them. During the movement the verb was completed
with its suffix (e.g., “evo”) (500 ms). This time was sufficient
to accomplish the movement at about the same time in which
the complete stimulus “io prendevo” (I took) was presented
(time limit of 500 ms). Participants held the hand on the mouse
till they decided whether the sentence was correct or not. If
correct, they had to click on the left button and then move the
mouse to the final position. Otherwise, they had to refrain from
moving.

Data Recording and Kinematic Analysis
Movements of the participant’s right hand were recorded using
the 3D-optoelectronic SMART system (BTS Bioengineering,
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TABLE 1 | Complete list of stimuli in Experiments 1 and 2.

Infinitive Verb 1st 2nd 3rd English

Experiment 1-Italian

afferrare AV io afferravo tu afferravi egli afferrava to grasp

alzare AV io alzavo tu alzavi egli alzava to raise

portare AV io portavo tu portavi egli portava to carry

prendere AV io prendevo tu prendevi egli prendeva to take

sol levare AV io sollevo tu sollevavi egli sollevava to lift up

consegnare IV io consegnavo tu consegnavi egli consegnava to deliver

dare IV io davo tu davi egli dava to give

offrire IV io offrivo tu offrivi egli offriva to offer

porgere IV io porgevo tu porgevi egli porgeva to hand

scambiare IV io scambiavo tu scambiavi egli scambiava to exchange

Experiment 2-German

packen AV ich packe du packst er packt to pack

g reif en AV ich greife du g re ifst er greift to grasp

heben AV ich hebe du hebst er hebt to lift

holen AV ich hole du hoist er holt to get

ergreifen AV ich ergreife du erg re ifst er ergreift to seize

schnappen AV ich schnappe du schnappst er schnappt to grab

fassen AV ich fasse du fasst er fasst to take

bringen IV ich bringe du bringst er bringt to bring

reichen IV ich reiche du reichst er reicht to hand

liefern IV ich liefere du lieferst er liefert to supply

tauschen IV ich tausche du tauschst er tauscht to exchange

geben IV ich gebe du gibst er gibt to give

bieten IV ich biete du bietest er bietet to offer

stiften IV ich stifte du stiftest er stiftet to donate

FIGURE 1 | Experimental procedure.

Milano, Italy), by means of three infrared cameras at a sampling
rate of 60 Hz. Recorded data were filtered using a linear
smoothing low pass filter and stored for offline analysis. We used
three markers, one applied on the wrist, and the other two on the
nail of the index and of the thumb finger respectively.

We considered two components of movement, reaching
and grasping, and for each of them we identified different
parameters. We avoided considering the act of giving/placing
of the mouse due to the high variability of the performed
movements.
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For the reaching component we analyzed the behavior of the
marker placed on the wrist. We considered the reach time, the
time to velocity peak (latency), the % of time to velocity peak
(normalized with respect to the reach time), and the amplitude
of the velocity peak.

To analyze the grasp component we considered the time
course of the distance between the two markers posed on the
index and on the thumb finger. We analyzed the following
parameters: grasp time, maximal finger aperture, time to maximal
finger aperture (latency) and percentage of time to maximal
finger aperture by means of the software Smart Analyzer and a
customized Matlab script. We followed rules and conventions
defined by Gianelli et al. (2008) to analyze the different
components; in summary: based on the spatial resolution of the
system, the reach beginning was defined as the first frame in
which the displacement of the wrist marker exceeded 0.3 mm
in all Cartesian axes; conversely, to determine the reach end,
we first defined the first frame after velocity peak in which
the displacement of the reach marker was <0.3 mm along
the three axes. The frame (x, y, or z) closer to the grasp
end time was selected as reach end. As to the grasp, grasp
beginning was defined as the first frame in which the distance
between the two markers exceeded 0.3 mm, while grasp end
corresponded to the first frame after maximal finger aperture
in which the distance between the two markers was less
than 0.3 mm. Since reach time and grasp time were defined
separately for the two component, normalization with respect
to these measures was performed separately for reach and grasp
parameters (a similar normalization procedure was applied for
instance in Gentilucci, 2002; Gianelli et al., 2008; Ferri et al.,
2011).

Data Analysis
Trials with errors (e.g., in the linguistic task, moving when
not requested or refraining to do it, anticipated movements,
impossibility to correctly separate the reaching of the mouse
and the placing during data analysis, etc.) were marked during
kinematics analysis and rejected. Participants showing less
than 50% of valid trials were excluded from the statistical
analysis.

Data analysis was performed only on critical trials (i.e.,
catch-trial were not analyzed). A repeated measures ANOVA
was conducted on the mean values of participants’ reaching
parameters, considering Verb (AV vs. IV) and Pronoun (I, YOU,

HE) as within-subjects factors. For each significant parameter we
report also an estimate of the effect size (η2

p).

Results
The percentage of errors was negligible (under 1.5%), thus
participants correctly understood the word pairs in order to
perform the grammatical task and correctly performed the
requested motor response. No participant was excluded from
data analysis. All results are summarized in Table 2.

Reaching Component
During the act of reaching we observed no significant main effects
of Verb or Pronoun. However, the analysis showed a significant
interaction Verb–Pronoun in the normalized % of time to
velocity peak, F(2,22) = 6.48, p = 0.006, η2

p = 0.4. Following
our predictions, t-test comparisons were then used to detect the
differences between the two kinds of verbs (action vs. interaction)
in combination with the three pronouns. A Bonferroni correction
for multiple comparisons was applied, with a p-value fixed at
0.01. The result showed that the only significant difference was
between AVs and IVs when preceded by the pronoun YOU,
t(11) = 2.81, p = 0.008 (equivalent to a 4.8% difference between
conditions). In this sense, IVs showed a shorter time to reaching
the velocity peak as compared to AVs. This specific pattern is
typically detected at the planning stage when a higher accuracy
and the programming of a further motor act are required, as
it was the case for IVs and not for AVs. This parameter is
thus connected to the activation of the agent’s perspective, as
activated in a conversational framework by the pronoun YOU.
The pronoun I slightly modulated the motor responses but did
not reach significance, t(11) = 1.84, p = 0.05. The same was
true for the pronoun HE, as it did not modulate the motor
responses at all, t(11) = 0.56, p = 0.3. No other parameters
reached significance1. .

1Following a reviewers’ suggestion, we tested the same parameter with a different
normalization procedure (for possible issues connected to the use of normalized
parameters, see Whitwell and Goodale, 2013). Namely, instead of normalizing the
latency of velocity peak with respect to the reach time (as described in the Section
Methods), we used the overall movement time as reference measure. Analyses on
this new parameter confirmed the statistical significance of the interaction between
Verb and Pronoun [F(2,22) = 4.087, p = 0.031, η2

p = 0.3]. Three paired sample
t-tests (with a corrected p-value of 0.02) confirmed the significant difference
between AVs and IVs when preceded by the pronoun YOU [t(11) = 2.5, p = 0.01,
with a 4.3% difference between conditions]. On the contrary, no significant effect
was detected for conditions involving the pronouns I and HE (p = 0.2 and 0.6,
respectively)

TABLE 2 | Summary of results in Experiment 1 and 2, all times are expressed in ms.

l_Action You_Action He_Interaction I_Interaction You_Interaction He_Interaction

Experiment 1 – Italian

Reach time 742,6 685,6 744,8 705,1 729,8 720,7

Time to velocity peak 367,3 355,6 358,6 360,8 345,6 346,8

% Time to velocity peak 49,4 52,2 48,5 51,8 47,4 49,3

Experiment 2 – German

Reach time 883,4 869,3 868,5 861,2 879,8 894,5

Time to velocity peak 280,0 277,0 283,0 272,3 276,1 281,0

% Time to velocity peak 31,6 31,7 32,3 31,6 31,0 31,2
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FIGURE 2 | % of Time to velocity peak, interaction between
perspective and verb type. Bars are SE.

The results indicate a specific contribution of the pronoun
YOU in activating the agent’s perspective and thus modulating
one key parameter in the reaching component (the normalized
latency of velocity peak), whereas the I perspective did not show
significant modulations (Figure 2).

Grasping Component
Repeated measures ANOVAs on grasping parameters showed
that no parameter reached significance. In particular, the ANOVA
on the time to maximal finger aperture (i.e., time between
finger opening and the maximal aperture before grasping the
object), did not reach significance, F(2,22) = 2.08, p = 0.148,
η2

p = 0.2. At the qualitative level we can see that the YOU
pronoun is the one which mostly modulates the differences
between the two verbs, showing overall longer times for
the pronoun YOU (M = 491 ms) than for the pronoun I
(M = 441 ms).

Discussion
The results of the study indicate that motor responses are
influenced both by the perspective induced by the pronouns and
by the different kinds of verbs. We namely found an interaction
between the kind of pronoun and the kind of verbs in the analyses
on the reaching component. When they were preceded by the
YOU pronoun, Interaction verbs reached the velocity peak earlier
than Action verbs; this determines a longer deceleration phase.
The longer deceleration phase is compatible with the fact that
the current motor act is influenced by the next one, i.e., that
the action of grasping is influenced by the subsequent action of
giving.

The difference we found between Interaction and Action
verbs, when preceded by YOU, suggests that when adopting
the agent perspective (recruited by the YOU pronoun) we are
sensitive to the motor chain structure of verbs. Indeed, while with
Action verbs the action terminates once the object is grasped,
with Interaction verbs a further motor act follows, since the object
has to be given to somebody else.

Furthermore, the finding that the YOU pronoun modulated
reaching suggests that, once we read action verbs, we do not
automatically assume the agent perspective, but that the adopted
perspective is flexible and depends on the presented pronoun.

A research question remains, however, open. While our results
demonstrate that in Italian the linguistically presented pronoun
influences the motor system, it remains to be determined whether
such an influence varies depending on the spoken languages. It is
indeed possible that such an influence is present only in languages
as Italian where the pronoun assumes salience when mentioned,
since it is not mandatory. For this reason in Experiment 2 we
adapted the same design and rationale to German stimuli. In
the introduction of Experiment 2 we will explain in more detail
why we choose to perform a study with a similar inspiration in
German.

EXPERIMENT 2

The results of Experiment 1 showed that the combination
of pronouns and verbs affects movement execution in a way
supporting the hypothesis that an agent’s perspective is flexibly
activated only under certain conditions and not others (e.g.,
external perspective). In Experiment 2 we intended to produce
a conceptual replication with the same design and rationale
but with German stimuli and participants. The reason why we
decided to compare Italian and German language is that the
role played by the pronouns in the two languages is profoundly
different. Italian is a language in which the explicit pronoun can
be omitted as the verb already conveys this information (a pro-
drop language); however, the relative position of the pronoun
and the verb in the sentence is very strict. In German, instead,
the use of the pronoun is mandatory, and is very often decisive
for revealing the exact subject of a verb. Nevertheless, German
speakers are used to a much more flexible sentence construction
and word order: previous research, for instance, has shown how
this flexibility makes easier for German speakers’ to comprehend
and produce constructions, such as passive sentences, that result
harder to process for other languages’ native speakers (see
Armon-Lotem et al., 2016).

Both these characteristics can render the pronoun, when
mentioned, less salient in German compared to Italian.
Consistently with this interpretation, while previous data in
Italian (our own, but also Papeo et al., 2011) seem to point to
different motor activations according to different perspectives,
the only data available in German (Tomasino et al., 2007) suggest
that no difference is present between first and third person action
verbs. Experiment 2 is therefore aimed ad investigating whether
the same effects of language-induced perspective and on the
motor responses we have found in Experiment 1 are present also
in German, a language in which the pronoun is mandatory.

It is worth of notice that, even if we built the experiment
in Italian and German starting from the same hypotheses and
inspiration, the two experiments are not directly comparable.
The choice to use Italian and German had indeed a consequence
on the experimental stimuli we selected: in order to be able to
correctly identify the verb IP, intended as the minimum part
of the verb required to understand it, we had to choose verbs
of different tenses in the two languages –past in Italian and
present in German (see the method section of Experiments 1
and 2 for further information). Even if the two experiments
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are not directly comparable, Experiment 2 can be informative
as to how participants process simple sentence fragments and
the perspective information they convey, by producing a set of
data obtained starting from the same hypotheses and inspirations
in a language with different structural characteristics, such as
German.

Methods
Participants
In order to estimate the required sample size we used the
effect size derived from Experiment 1 in order to establish the
aimed sample size for Experiment 2. To this aim we used the
software G∗Power (Version 3.1.6, University of Duesseldorf)
procedure for repeated measures ANOVA and used the effect size
estimated derived by the significant Verb∗Pronoun interaction
in Experiment 1 (setting alpha at 0.05 and the desired power to
0.95). The resulted sample size of sixteen participants was thus
used as a stopping rule for data collection in this experiment, with
no replacement except in case of technical issues occurred during
data recording (e.g., the participant is immediately rejected
during the experiment because of the lack of a complete data
set). In this case, we tested a total of nineteen participants,
of which three did not provide a complete dataset because of
technical issues – a sample of sixteen complete data sets thus
entered data analysis. All participants were Psychology students
at Potsdam University, native German speakers (all women, age
19–35), right-handed by self-report. As confirmed by a standard
Edinburgh questionnaire (Oldfield, 1971), they had normal or
corrected-to-normal vision and gave their written informed
consent as requested by the local Ethics procedures. They took
part to the experiment in exchange of course credits.

Procedure
The experiment took place in a soundproof room. Participants sat
in front of a PC with the monitor set to a temporal resolution of
60 Hz. The distance between hand and monitor was of 60 cm.
Participants started placing their right hand on the table in a
pinch position. The target of the subsequent reaching-grasping
movement was a mouse, placed in line with the hand of the
participant, at a distance of 35 cm. The final position for the
mouse movement was set at 50 cm.

Stimuli
Experiment 2 was built on the same principles and categories of
experiment one. First, verbs pertaining the two categories were
selected resulting in seven AVs and seven IVs (see Table 1).
In order to select the stimuli, a sample of 34 psychology
students recruited at the University of Potsdam filled an online
questionnaire in exchange of course credits. All participants were
native German speakers and were asked to evaluate each verb
(given in the infinitive form) according to the same 7-point scales
used for Experiment 1: action and interaction scales, as well as
concreteness and abstractness ones.

As in Experiment 1, we first compared the results of the
action vs. interaction scales by means of a 2∗2 ANOVA with verb
type (action, interaction) and rating scale (action, interaction)
as factors. The results showed a significant main effect of verb

type [F(1,33) = 56, 22, MSE = 13.03, p < 0.001] and an
interaction between verb type and rating scale, [F(1,33) = 47,
52, MSE = 18.46, p < 0.001]. While both verbs were similarly
rated along the action scale, IVs were rated significantly higher in
the interaction scales as compared to AVs [paired-sample t-test
comparison, t(33)=−588, p < 0.001].

In a second ANOVA we compared the results of the
concreteness vs. the abstractness scales by means of 2∗2 ANOVA
with verb type (action, interaction) and rating scale (concrete,
abstract) as factors. As in the first experiment, a main effect of
scale [F(1,33) = 195.203, MSE = 114.706, p < 0.001] shows
that overall verbs were evaluated higher in the concreteness than
in the abstractness scale, as we selected verbs with a specific
action-relatedness. This main effect seems to drive the significant
interaction we also found between verb type and rating scale
[F(1,33) = 8.901, MSE = 0.972, p = 0.005]. As in experiment
one, AVs and IVs did not differ along the abstractness scale
[t(33) = −1.527, p = 0.136], while they differed along the
concreteness scale with AVs being evaluated slightly higher in the
concreteness scale [M= 4.279 vs. 4.074, t(33)= 3.956, p< 0.001].
The same considerations regarding this scale for Experiment 1,
hold for these stimuli as well.

No verb was excluded at this stage and all fourteen verbs
entered one last linguistic evaluation with the aim of being
matched for syllables, length, and written frequency (database:
dlexDB). As in the case of experiment one, we selected a tense
in which it would be acceptable to split the verb in two between
the stem of the verb and the suffix that contains the information
relative to tense and subject. To this aim, we selected the present
tense of regular German verbs, as it fulfills our requirements,
e.g., “Ich greife” vs. “Du greifst” vs. Er greift” (I grasp, You
grasp, He grasps). As a clarification, past tense would not have
worked, being respectively “Ich griff,” “Du griffst,” “Er griff,” and
for different reasons the same holds for composite forms as the
perfect. As we already noticed, compared to Experiment 1, in
German the presence of both the personal pronoun and the
subject information given by the verb is mandatory (all verbs are
listed in Table 1).

Each verb was presented in written form in the three singular
persons of the German present tense in order to compose
sentence fragments. The final set of stimuli comprised 14 verbs,
each presented twice in combination with one of the three
pronouns (84 critical trials). We inserted also 16 catch-trials,
i.e., verbs in the same tense as the others but incorrect for the
correspondence verb-subject, e.g., “er greifst”: in this case the
explicit subject is a third person pronoun while the verb refers
to the second person. Catch-trials required participants to refrain
from completing the movement and were not analyzed further.
The experiment was run in a single block of 100 trials.

Experimental Design
The procedure was the same as described for Experiment 1: each
trial started with a fixation cross (1000 ms). Then a pronoun
was shown for 500 ms (“Ich”) followed by the first part of the
verb (“greif ”) displayed for 500 ms. Subjects were required to
pay attention to both the pronoun and the verb, and once they
recognized the verb they had to start moving as fast as possible
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to reach for and grasp the mouse in front of them. During the
movement the verb was completed with its suffix (“e”) (500 ms).
This time was sufficient to accomplish the movement at about
the same time in which the complete stimulus “Ich greife” was
presented (time limit of 500 ms). Participants held the hand on
the mouse till they decided whether the sentence was correct or
not. If correct, they had to click on the left button and then move
the mouse to the final position. Otherwise, they had to refrain
from moving.

Data Recording and Kinematic Analysis
Movements of the participant’s right hand were recorded by
means of a 3D guidance tracking system (Trakstar, Ascension)
with a sampling rate of 200 Hz, filtered using a linear smoothing
low pass filter and then stored for offline analysis.

The choice of the movement components and movement
parameters were guided by the results of the first experiment.
As Experiment 1 showed effects pertaining only the reach
component of movement, we focused on the analysis of one
sensor placed on the participants’ right wrist and analyzed
parameters related only to this component. As in the first
experiment, we analyzed the reach time, time to velocity peak
(latency), % of time to velocity peak (normalized with respect
to the reach time), and the amplitude of the velocity peak by
means of a customized Matlab script. In this case, reach beginning
and end were determined as the first and last frame in which the
velocity was >1 mm/s. Normalization procedures were the same
as in Experiment 1.

Data Analysis
Data analysis was the same as in Experiment 1 and it was
performed only on the critical trials. Trials with errors (e.g.,
in the linguistic task, hence moving when not requested or
refraining to do it, anticipated movements, impossibility to
correctly separate the reaching of the mouse and the placing
during data analysis etc.) were marked during kinematics analysis
and rejected. Participants showing less than 50% of valid trials
were excluded by statistical analysis. Statistical analysis was the
same as in Experiment 1.

Results
Three participants were excluded from statistical analysis based
on the number of valid trials. The remaining thirteen participants
entered the statistical analysis with a total of 92% of analyzed
trials equally distributed across all participants and conditions (13
trials on average per condition).

Reaching Component
Statistical analysis (ANOVA) showed no significant main effect or
interaction for any of the selected parameters (all ps > 0.05). In
particular, the critical parameter of % of velocity peak (significant
in Experiment 1) resulted in a F(2,24) = 0.341, p > 0.7,
η2

p = 0.028, with a difference as small as 0.6% between the you-
action and you-interaction conditions (all data are summarized
in Table 2). According to significance testing, then, no effect
of perspective was detected in the second experiment, hence

providing no evidence for a similar effect in the Italian and
German experiments.

Discussion
Experiment 2 aimed to verify whether the different pronouns
and the two different kinds of verbs had an influence on motor
response in German, a language chosen because, differently from
Italian, pronouns are mandatory while the sentence construction
is flexible. The results of Experiment 1 were not replicated. We
will discuss the possible reasons of the missing effects in the
Section “General Discussion.” To have a better idea of what
happened in the two experiments, we analyzed them also using
a Bayesian approach.

Exploratory Bayesian Analyses
As already shown, planned analyses for both experiments were
based on classical null hypothesis significance testing (NHST)
and relative estimation of effect size. Under this respect,
Experiment 1 clearly showed a significant modulation of reaching
parameters while Experiment 2 showed no significant effects.
The significance tests thus leave the contribution of Experiment
2 unclear: how strong is the observed evidence against a
modulation of kinematics parameters in German? Nevertheless,
is the significant modulation observed in Experiment 1
substantial or just anecdotal?

In order to investigate these issues and complement our
results, we performed an additional, exploratory analysis
taking a Bayesian approach, with the aim to quantify the
observed evidence in terms of odds ratio between the null
and the alternative hypothesis. To this aim we report the
results of two JZS Bayes factor ANOVA (using JASP, Rouder
et al., 2012; Morey and Rouder, 2013; Love et al., 2015)
with default prior scales, based on the data on the crucial
parameter of % velocity peak for both experiments separately.
In addition, and since the % of velocity peak is a normalized
measure determined by the latency of velocity peak and
the reach time, we tested these two parameters as well,
although they did not show any difference in the significance
tests.

For Experiment 1, the % of time to velocity peak shows a
BF10 = 7.301 (that is a BF01 = 0.137) for the model comprising
the interaction between the two factors, verb and subject type (as
compared to the null) providing substantial evidence in support
of the alternative hypothesis. In other terms, the observed data are
seven times more likely to occur under H1. For Experiment 2, the
same parameter produced a BF10 = 0.23 for the same comparison
(that is a BF01 = 4.378), providing no evidence in favor of the
alternative hypothesis, with the observed data being far more
likely to occur under H0. As to the other parameters, reach time
showed comparable BFs in the two experiments (BF10 = 0.735
vs. 1.083, that is BF01 = 1.36 vs. 0.92), with the observed data
almost equally likely to occur under H0 or H1. On the other
side, the latency of velocity peak in Experiment 1 produced a
BF10 = 0.420 (BF01 = 2.381) and in Experiment 2 BF10 = 0.203
(BF01 = 4,94), that is the observed data are more likely to occur
two times and almost five times under H0 than H1 in both
experiments.
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GENERAL DISCUSSION

The results we found in the experiment in Italian and in German
are quite different. We will first discuss the overall issue of
whether language influences the motor system considering the
results of the two studies. Then we will discuss more specific
issues, i.e., the role of pronouns and verbs in light of the results of
the first experiment. Finally we will outline the possible reasons
why we found different results in the two languages.

Language and Flexible Involvement of
the Motor System
The results of our exploratory kinematics analysis in Experiment
1 showed the presence of distinct motor patterns as influenced
both by the perspective elicited by the pronouns and the motor
chains elicited by action verbs.

The interaction between verbs and pronouns found in
Experiment 1 suggests that the effect of modulation due to
language occurs early during the actual movement and is evident
in a range of 300–350 ms after stimuli presentation. Interestingly,
the parameter in which we found a modulation is connected to
the velocity peak. We know well that the velocity peak is the
main parameter which is defined in movement planning and
it is susceptible to be affected by the various factors (motor
factors as in Gentilucci et al., 1997; Dalla Volta et al., 2009
or social factors as in Ferri et al., 2010) under which the
movement is executed. Consequently, the effect of our stimuli on
this crucial parameter suggests that our stimuli mainly affected
the planning stage of action. This early influence of linguistic
processing on the motor system suggests that the activation
of the motor system is not due to late-occurring imagery
processes; it is therefore consistent with the view according to
which the activation of the motor and sensorimotor cortices
is not just a side effect but effectively contributes to language
comprehension.

While the interaction Verb–Pronoun found in Experiment 1
clearly indicate that pronouns and verbs differently influence the
motor system, the absence of a perspective-related modulation
following German stimuli might point to the activation of agent-
independent sensorimotor representations. However, we do not
believe that we can draw such a conclusion. Indeed, the absence
of a baseline/reference condition (e.g., movement in absence
of linguistic stimuli, or following unrelated stimuli) in this
design does not allow us to disentangle whether the results in
Experiment 2 are the product of an homogenous motor activation
for all perspectives or the absence of it. In a more nuanced
view, future studies should also clarify the relationship between
kinematics and behavioral measures and the magnitude of the
same effect at the neurophysiological level. Kinematics results of
Experiment 2 might be the product of neural effects similar to
Experiment 1 but weaker, which translate into no effect on overt
movement execution. Future studies directly comparing the same
manipulation with different techniques are highly recommended.

Overall, our results indicate that the influence of language on
the motor system is likely not automatic but highly flexible and
context dependent. Our results namely showed that the motor
system activation was strongly influenced by the used pronoun:

we found evidence for it with the YOU pronoun and not with the
third pronoun, and we found that the YOU pronoun differently
influenced the motor response depending on the verb with which
it was combined. The effect was also modulated by the spoken
language, since the interaction Verb–Pronoun was not present in
German but only in Italian.

The way the motor planning was affected by language
in Experiment 1 was undoubtedly interesting, since both
perspectives induced by pronouns and chain organization of
verbs seemed to be involved. We will first handle the role of
perspective and of action verbs in Experiment 1, and then we will
discuss why the same effects were not found in Experiment 2.

Pronouns and Perspective Taking
Results of Experiment 1 clearly reveal that the perspective
induced by the pronoun affects the motor system. Specifically,
our data show a strong effect of the YOU perspective in
modulating both action and interaction verbs, and notably this
pattern is present in all our subjects. This complements and
extends the results obtained by Brunyé et al. (2009), since we
used a motor task and demonstrated that perspective modulates
the very first stages of actions planning and subsequently
execution. Our preliminary results are also consistent with the
previous studies where the strongest compatibility/facilitation
effects (Glenberg and Kaschak, 2002; Gianelli et al., 2011) are
obtained with sentences using YOU or with the infinitive form of
the verbs, where the perspective activated is necessarily the one of
the agent.

Our results suggest instead that the perspective elicited while
reading the pronoun HE is more abstract and external, so that
the motor effects of language processing disappear. This might
appear in contrast with the results obtained in a recent behavioral
and TMS study by Gianelli and Dalla Volta (2015) who showed
a motor facilitation with the use of a passive listening task
for third-person Italian sentences. However, in this study the
authors used only a passive listening task and implicit agent’s
attribution (i.e., no pronoun) and stimulated the motor cortex
before the agent’s information was made explicit. In addition,
only third-person sentences were presented, with no perspective
manipulation. Further studies are thus needed to investigate
under which conditions the third person perspective activates
an agent perspective and at which degree. Interestingly, what
happens for HE seems to be true – at least partially – for the I
perspective as well. The I perspective may involve the subject a
bit more than the HE perspective. However, overall our results
point to the idea that the role of agent is taken when the YOU
pronoun is used. In this condition it appears that the participants
are called directly into action and then they re-activate the motor
pattern of an action from the point of view of the agent. I
and HE constitute external and “observational” perspectives but
at different degrees. In an inter-subjective framework, as for
example in a conversation, the use of the pronoun I normally
refers to the presence of a speaker who is reporting the action
from his/her point of view, whereas we (i.e., the readers)
are recruited as recipients of his/her speech. In the case of
the pronoun HE, a radically external perspective is assumed.
Consider for instance a situation in which we and another person
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are talking of the actions of a third person: his/her perspective
does not involve us directly.

Overall, the results of Experiment 1 suggest that while
comprehending language we activate an inter-subjective
framework, as the role of the YOU pronoun with interactive
verbs indicate. This happens even if we are not directly involved
in communication but simply read linguistic stimuli. The
adoption of this frame of reference has a very precocious effect
as it differently impacts the early stages of movements planning
and execution. The activation of a conversational framework
has an interesting theoretical implication. Even if our study
showed that under certain conditions action organization (e.g.,
the motor chains) might be reflected in language (e.g., in Italian),
language imposes its own constraints on the way actions are
conceived, giving relevance to the YOU perspective in taking
the agent’s perspective. In line with evidence on neural re-use
of previously built neural structures (Gallese, 2008; Anderson,
2010, 2014), our work shows that language builds on previously
formed structures, such as the action chained organization, but
also that it strongly constrains and modifies it (Borghi, 2012, for
discussion of this issue), as the importance assumed by the YOU
perspective clearly demonstrates.

Verbs and Motor Chains
The motor pattern activated by YOU both with AVs and IVs fits
well also with our hypothesis about the organization of actions in
motor chains, supporting the notion that an agent’s perspective is
activated. In fact, IVs result in a shorter time to velocity peak, so
that conversely the deceleration phase is longer. This is coherent
with evidence on motor planning and control of a sequence of
motor acts (Gentilucci et al., 1997): an increasing accuracy in
interaction with the object influences arm velocity profiles by
decreasing the velocity peak and lengthening the deceleration
phase. In this sense the current motor act is influenced by the
requests of the successive act. AVs do not imply any particular
request of accuracy since there is not a second motor act to plan:
namely, the action ends with the grasping of the object. This is
not the case for IVs where more accuracy is requested in order to
interact with the object: indeed, the object should be grasped and
given to somebody else. One could speculate that participants are
particularly accurate also due to the fact that IVs do not simply
involve a further motor act compared to AVs, but that they also
involve a social dimension, guaranteed by the virtual presence of
a recipient. However, our data do not allow us to definitively solve
this issue since no direct social manipulation was designed.

Cross-Linguistic Differences
Once verified that the Italian pronouns influence perspective
taking with action verbs, we performed a conceptual replication
of the same study in German (Experiment 2), comparable for
task and design – e.g., both studies directly manipulate and
compare different perspectives in combination with specific verb
categories. The reasons why we were interested in performing
the same study in another language, and specifically in German,
are many. First, we think it is important to conduct cross-
cultural studies. In many cases researchers implicitly assume
that the phenomena they find hold across different populations,

while often this is not the case (for a recent review, see
Henrich et al., 2010). To make general claims it is therefore
important to investigate whether the same phenomenon holds
in different populations. Second, we believe it is crucial not only
to realize cross-cultural, but also cross-linguistic studies. The
last years have been characterized by a resurgence of interest
for linguistic relativity, the idea that natural languages shape
the way we think and conceptualize the world (Whorf, 1956;
Casasanto, 2008; Reines and Prinz, 2009). Once identified a
phenomenon – in our case the fact that the perspective induced
by pronouns influences the motor system – it is important
to verify to what extent such phenomenon is generalizable
across different natural languages. Our results suggest that the
interaction Verb–Pronoun we found is not generalizable to
German, and this has theoretical implications since our results
are in line with the idea that the language we speak can differently
influence perspective taking. A third specific reason is related
to the specific differences of Italian and German in the use of
pronouns, which are mandatory in German but not in Italian.
As anticipated in the introduction to Experiment 2, we intended
to investigate whether the effects found in Italian was replicated
in German, a language where pronouns play a different role.
Experiment 2 did not yield the same results and instead pointed
to the absence of difference between conditions, in particular
pertaining the crucial interaction of verb type and pronoun.
We will now discuss the possible reasons underlying such a
discrepancy.

The first and more crucial difference between Italian and
German and the reason why we performed the second
experiment in German pertains the role of the pronouns. While
the use of pronouns is mandatory in German, it is not in Italian.
Our results showed that the difference in processing action and
interaction verbs with the YOU pronoun was present only in
Italian. We interpret this difference as due to the fact that, since
the use of pronouns in Italian is not necessary, their presence
might be perceived as more salient. This suggests that not
language per se, but different natural languages have a different
impact on perspective taking.

One further possible explanation of the difference we found
between the two experiments concerns the tense of verbs: the
two experiments do not fully overlap, since we used past tense
in Italian, and present tense in German. Although the choice
of the two tenses was due to pure methodological reasons
(e.g., in keeping with the methodology used in Experiment
1 and the relative kinematics analysis) and this factor was
not manipulated, literature suggests that different tenses might
indeed lead to different motor activations, supporting a flexible
view of embodied language processing (e.g., Bergen and Wheeler,
2010; Candidi et al., 2010). From this point of view, it is possible
that different verb tenses activate motor resonance at a different
degree, making a stronger motor resonance more capable to affect
motor behaviors than weaker ones, especially when combined
with certain perspectives (e.g., more internal ones). However, we
tend to exclude that the effect is due to the different tenses used
since we found a stronger modulation of the motor system in
Italian, i.e., when we used the past tense, than in German, when
we used the present tense.
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We tend rather to believe that the most plausible explanation
of the differences in results is due to the structural differences
between Italian and German language and in particular to how
pronouns differently influence perspective taking.

On the other hand, it is worth considering for future research
that linguistic differences between the two experiments are not
limited to the differences in linguistic stimuli per se. Indeed,
we did compare not only two sets of stimuli but also two
groups of native speakers whose linguistic habits are very
different. The degree to which these linguistic habits could have
affected their motor behavior and the way they handled the
linguistic task, cannot be solved but only pointed out by the
exploratory data we made available. The study of embodied
language processing so far has focused on few languages (with
a predominance of English, Italian, French, Dutch and more
limitedly German) and the direct comparison of different
languages in the same study is in most cases absent. This seems
indeed surprising as one would clearly expect that different
linguistic and motor experiences would affect the encoding of
the corresponding linguistic labels, and hence the re-activation
of these experiences in terms of motor resonance. Similarly, if
while comprehending language we activate an inter-subjective
framework (as suggested by Experiment 1), this might occur
differently in two languages, being more or less flexible in
different groups of native speakers. Our exploratory study points
out the need for future studies performing direct cross-linguistic
comparisons, and when possible comparing different groups
of speakers (e.g., native vs. not native). At the same time, we
believe that the use of kinematics and hence of motion analysis,
could constitute a powerful tool for such comparisons, making
it possible to use the same motor tasks regardless of the tested
language.
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The investigation of the ability to perceive, recognize, and judge upon social intentions,
such as communicative intentions, on the basis of body motion is a growing research
area. Cross-cultural differences in ability to perceive and interpret biological motion,
however, have been poorly investigated so far. Progress in this domain strongly
depends on the availability of suitable stimulus material. In the present method paper,
we describe the multilingual CID-5, an extension of the CID-5 database, allowing
for the investigation of how non-conventional communicative gestures are classified
and identified by speakers of different languages. The CID-5 database contains 14
communicative interactions and 7 non-communicative actions performed by couples
of agents and presented as point-light displays. For each action, the database provides
movie files with the point-light animation, text files with the 3-D spatial coordinates of
the point-lights, and five different response alternatives. In the multilingual CID-5 the
alternatives were translated into seven languages (Chinese, Dutch, English, French,
German, Italian, and Polish). Preliminary data collected to assess the recognizability
of the actions in the different languages suggest that, for most of the action stimuli,
information presented in point-light displays is sufficient for the distinctive classification
of the action as communicative vs. individual, as well as for identification of the specific
communicative gesture performed by the actor in all the available languages.

Keywords: point-light display, biological motion, communicative interaction, communicative intention, individual
intention, cross-linguistic comparisons, forced choice

INTRODUCTION

Successful gestural communication depends on the recipient understanding and recognizing the
intention of the communicative act (Sperber and Wilson, 1986). To do so, the recipient needs
to be able to (a) discriminate between communicative gestures and individual actions (intention
classification), and (b) identify the specific communicative content conveyed by the gesture
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(intention identification). Conventional emblematic
communicative gestures, such as the ‘okay’ sign or the
‘thumbs-up’ gesture, have a certain format and an explicit
meaning established by the conventions of specific communities.
It is thus unsurprising that they may have radically different
meanings from one society to another, or even within a single
communicative tradition. ‘The horns,’ made by extending the
pinkie and index finger while making a fist, for example, is
used to ward off the evil eye in traditional Mediterranean
cultures. Variants of this gesture were used in Elizabethan
England to accuse a man of having an unfaithful wife, in
modern England and the US to express a passion for heavy
metal music (Casasanto, 2013). Non-conventional gestures, on
the contrary, may be more easily understood across cultures.
Pointing when giving directions, reaching up to show how tall
someone is, gesturing towards an empty seat, are all examples
of communicative gestures that can serve as a ‘quasi-universal’
language (Marsh et al., 2007). Comparison of results obtained in
different linguistic contexts and cultures, however, have so far
been hindered by lack of evaluation instruments adapted and
validated in different languages.

In the present work, we describe themultilingual CID-5, a new
tool being made available in seven languages for the investigation
of how non-conventional communicative gestures are classified
and identified in different linguistic and cultural contexts. In the
following, we present first a brief background on the point-light
technique used to create stimuli included in the multilingual
CID-5, and in the original CID-5 database. Next, we provide a
detailed description of multilingual CID-5 database, including
all the materials available for download. Finally, we present
normative data collected to assess the stimulus classification
(communicative vs. individual) and intention identification by
speakers of seven different languages, namely Chinese, Dutch,
English, French, German, Italian, and Polish.

Gestural Communication through
Point-light Displays
The point-light technique is a method for representing biological
motion through limited visual information (Johansson, 1973).
With this method, the movements of a body of a living being
are represented by a small number of point lights indicating the
major joints of a person performing a given action. Despite the
absence of other cues such as contour, color, or texture, observers
can quite easily identify what an actor is doing (e.g., Vanrie and
Verfaillie, 2004), as well as many features of the actor themselves,
including identity (e.g., Loula et al., 2005), gender (e.g., Kozlowski
and Cutting, 1977; Pollick et al., 2005; Brooks et al., 2008),
age (Montpare and Zebrowitz-McArthur, 1988), emotional state
(e.g., Pollick et al., 2001; Atkinson et al., 2004; Clarke et al., 2005),
and personality traits (Heberlein et al., 2004).

Given this keen sensitivity to action motion signatures, it
is reasonable to expect that people are also able to discern
communicative gestures from point-light displays. Along these
lines, recent evidence suggests that biological motion information
is sufficient for clear classification of a non-conventional action
as communicative, as well as for the identification of the

specific communicative intent (Manera et al., 2010, 2011a,b, 2013;
Centelles et al., 2013). Furthermore, Manera et al. (2011a, 2013)
demonstrated that in the context of a communicative interaction
between two point-light agents, observing the communicative
gesture of one agent enhances the visual discrimination of a
second agent who responds appropriately.

The generalizability of these findings across different cultures
and linguistic communities, however, is until now poorly
documented. There is evidence that biological motion perception
is not necessarily influenced by culture, and that point-light
stimuli reproducing simple and putatively universal human
actions, such as walking, can be recognized even by indigene
populations of Amazonian territories (Pica et al., 2011; see also
Barrett et al., 2005), as well as by newborns (Simion et al., 2008).
It remains possible, however, that cultural tendencies to display
particular non-conventional gestures in certain styles influence
intention-from-movement judgments, and that speakers of
different languages may classify and describe the same actions
differently.

The CID-5 Database
The CID-5 database (Communicative Interaction Database,
Five Alternative Forced Choice format, 5AFC) contains 21
full-body point-light stimuli depicting two agents (A and B)
engaged either in communicative interactions (N = 14) or non-
communicative individual actions (N = 7) as seen from four
different viewpoints. Following Dekeyser et al. (2002), stimuli
were constructed by combining motion capture techniques
and 3-D animation software to provide precise control over
the computer-generated actions and allow the actions of the
two agents to be independently manipulated. For each action
stimulus, the CID-5 provides (i) coordinate files for each actor;
(ii) movie files depicting the action of the two agents as seen from
four different perspectives; (iii) five action alternatives describing
the action performed by the two agents. The CID-5 database can
be freely downloaded from http://bsb-lab.org/research/.

Results collected on a sample of 113 Italian speaking
participants using these stimuli confirmed that naive observers
are able to distinguish communicative and individual gestures,
and to identify the correct action description among the five
alternatives (Manera et al., 2015). Themultilingual CID-5 extends
the CID-5 by providing a translation of the response alternatives
into seven different languages: Chinese, Dutch, English, French,
German, Italian, and Polish. Furthermore, it provides some
normative data to validate the alternative action descriptions in
the different languages.

THE MULTILINGUAL CID-5 DATABASE

Building on the CID-5 database, the multilingual CID-5 database
provides a new tool to investigate classification and identification
of non-conventional communicative gestures by speakers of
different languages. The database is available as Supplementary
Material to this article, or from the website of the Biology of Social
Behavior Lab, University of Torino (http://bsb-lab.org/research/).
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Actions
A brief description of each action stimulus is reported in
Table 1. Stimuli consist of the 21 point-light actions depicting
two point-light agents, each consisting of 13 markers indicating
head, shoulders, elbows, wrists, hips, knees, and feet. For each
stimulus, we report the stimulus classification (communicative
vs. individual), a brief description of the actions of agent A and
agent B, and the actors’ gender.

Stimuli were originally constructed by capturing the
movements of four actors, two Italian females and two Dutch
males, each wearing 30 reflective spherical markers (Qualisys
MacReflex motion capture system; Qualisys; Gothenburg,
Sweden, consisting of six 30-Hz position units). For the
communicative interactions, the two female and the two male
actors worked in pair (a couple of male actors and a couple of
female actresses) and were assigned to a ‘communicator’ and
‘responder’ role. The communicator (agent A) always initiated
the interaction by performing a communicative gesture; the
responder (agent B) perceived the communicative gesture and
acted in response, based on a predefined interaction plot. To
ensure that the responder’s action matched the communicator’s
gesture in all respects (e.g., timing, position, kinematics),
interactions were captured in real time, with the actors facing
each other, at a distance of approximately 2 m. Individual actions
were performed by agent A acting in isolation. Objects (e.g.,
table, chair, coins, fruits) were present during the production of
actions to aid the actors in producing natural movements.

After the capture session, the 2-D data from all the position
units were processed offline to calculate the 3-D coordinates
of the markers. Missing data points (less than 5%) were filled
in manually using customized functions of the Fluey 2 motion

toolkit (MTK, Televirtual). The data from the markers were
then imported into Character Studio (Autodesk Inc, 1998).
This allowed to animate a biped for each actor, consisting
of a transparent skeleton and 13 bright dots attached to the
center of the major joints (shoulders, elbows, wrists, hips,
knees, and ankles) and the head. To create the actual movie
files, the smoothed data were imported into 3-D Studio as
moving bright spheres, and all the frames of the action were
rendered as avi-files from four different viewpoints. Somemanual
smoothing was performed to avoid any remaining “jumpy” dot
movements. An orthographic projection was used, and there was
no occlusion, so no explicit depth cues were available. To create
the communicative action stimuli avi-files, data from the two
actors of each couple were imported into the same 3D studio
environment, making sure that the actors were exactly at the
same distance as in the original recording session. To create the
individual action stimuli.avi files, the communicator’s gesture was
substituted with an individual action performed by the same
actor, making sure to match stimulus duration. Objects present
in the scene during motion capturing were never visible in any of
the point-light displays.

Response Alternatives
The ‘Response Alternatives’ folder contains seven.doc files
(Supplementary Data Sheet S1) reporting the list of the five
response alternatives for each action stimulus in seven different
languages (Chinese, Dutch, English, French, German, Italian, and
Polish).

The five alternatives included the correct action description
and four incorrect response alternatives. The incorrect response
alternatives were generated according to the following criteria.

TABLE 1 | Description of the actions included in the CID-5 database.

Action Action (sequence) description Communicative vs. individual Male/female couple

Choose which one A asks B to choose between two objects; B takes an object. Communicative Male

Come closer A asks B to come closer; B moves forward. Communicative Female

Go out of the way A asks B to go out of the way; B moves over. Communicative Male

Imitate me A squats down and asks B to imitate him; B squats down. Communicative Male

Look at the ceiling A asks B to look at something behind him on the ceiling; B turns around. Communicative Male

Look at the ground A asks B to look at something on the ground; B squats down. Communicative Male

Move this down A asks B to move something down; B picks something and moves it down. Communicative Female

No A says no; B, who had grasped something, puts that down. Communicative Male

Pick this up A points to B something to pick up; B picks something up. Communicative Female

Sit down A asks B to sit down; B sits down. Communicative Male

Squat down A asks B to squat down; B squats down. Communicative Female

Stand up A asks B to stand up; B, who is sitting, stands up. Communicative Female

Stop A asks B to stop; B, who is walking, stops. Communicative Male

Walk away A asks B to walk away; B takes some steps into the indicated direction. Communicative Male

Drink A drinks; B sits down. Individual Male

Jump A jumps; B picks something up. Individual Female

Lateral steps A makes some lateral steps; B takes something and eats it. Individual Male

Look under the foot A looks under his foot; B moves something. Individual Female

Sneeze A sneezes; B turns around. Individual Male

Stretch A stretches; B moves something. Individual Female

Turn over A turns over; B squats down. Individual Female
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For each action stimulus (e.g., A asks B to walk away), two
incorrect communicative alternatives (e.g., A opens the door
for B; A asks B to move something) and two incorrect non-
communicative alternatives (A stretches; A draws a line) were
generated by modifying the description of the action of agent
A. All alternative action descriptions were constructed to be
physically compatible with the action performed by agent A.
For instance, if agent A performed an arm movement, then
reference to arm movement was included in all incorrect
response alternatives describing the action stimulus. Finally, to
avoid that for communicative stimuli the correct alternative
was selected simply based on the congruence between the
actions of the two agents (i.e., agent A asks B to perform
an action, and agent B responds accordingly), for each action
stimulus, one of the incorrect communicative alternatives
always described a congruent interaction between the two
agents (see Supplementary Table S1). The description of
the action of agent B was the same for all response
alternatives.

Translation of the Alternatives
Translations in each language were performed by two
independent native speakers. Translators were provided
with the English version of the alternatives, and the original
point-light movie files. The two translations were then compared,
and in case of discrepancies, the translators were asked to decide
together which description matched better the English version of
the alternative and the corresponding point-light video.

COLLECTION OF PRELIMINARY DATA

Participants
One hundred and forty healthy volunteers (61 male, 79 female;
age, M = 24.9, SD = 4.6, years of education, M = 15.8,
SD = 2.2) took part in this study, 20 for each of the
following languages: Chinese, Dutch, English, French, German,
Italian, and Polish. Participants were recruited at the University
and Polytechnic of Torino, in Italy (Chinese and Italian
speakers), at the Katholieke Universiteit Leuven, in Belgium
(Dutch speakers), at the University of California at Davis,
in the US (English speakers), at the University Hospital
Cologne, in Germany (German speakers), at the University of
Nice Sophia Antipolis and the Nice University Hospitals, in
France (French speakers), and at the University of Warsaw,
in Poland (Polish speakers). They received course credits or
payment for their participation. Demographic characteristics
of the participants of each country are reported in Table 2
and Figure 1. All participants had normal or corrected
to normal vision, and were naive as to the purpose of
the study. The study was approved by the local ethical
committees.

Stimuli and Procedure
Twenty-one point-light actions taken from CID-5 database were
employed (Manera et al., 2015), including 14 communicative
interactions in which the two agents (A and B) were engaged

TABLE 2 | Participant’s demographics.

Native
language

Gender N of female
(in a sample of 20)

Age, years
Mean (SD)

Education (years)
Mean (SD)

Chinese 11 24.4 (3.5) 14.5 (1.7)

Dutch 10 25.0 (2.2) 15.6 (1.7)

English 9 21.0 (2.5) 14.9 (1.5)

German 12 26.8 (5.6) 17.3 (1.8)

French 12 29.8 (5.7) 17.6 (2.3)

Italian 10 25.5 (2.6) 16.8 (1.6)

Polish 15 22.1 (2.7) 14.3 (2.1)

in a communicative interaction (e.g., agent A points out at the
ceiling, agent B looks at the ceiling) and 7 non-communicative
individual actions, in which A and B were acting independently
of each other (e.g., A drinks, B sits down). Agent Awas positioned
on the right side of the screen, and agent B was positioned on the
left side of the screen (corresponding to the 125◦ perspective in
the CID-5 database; see the description of the video perspectives
reported in Manera et al., 2010) in all the action stimuli.
The two agents were displayed simultaneously, with action of
agent B (the responder in the communicative stimuli) always
following in time the action of agent A (the communicator
in the communicative stimuli). Stimuli were presented in a
randomized order. Following the procedure used in previous
reports (e.g., Manera et al., 2015), each video with the two agents
was shown twice consecutively, with the two videos separated by
a 500 ms fixation cross. After the second presentation of each
video, participants were, firstly, asked to decide whether the two
agents were communicating vs. acting independently of each
other (intention classification). The question was displayed on

FIGURE 1 | Mean age and education for the different language groups.
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the screen until a response was provided. Secondly, participants
were asked to select the correct action description among
five numbered response alternatives displayed simultaneously
(intention identification). The order of the response alternatives
was randomized across stimuli. The question was presented on
the screen until response, with no time restriction. No feedback
concerning response correctness was given to the participants.
Depending on the sample, instructions, questions, and response
alternatives were presented in Chinese, Dutch, English, French,
German, Italian, or Polish.

The Chinese and Polish versions of the procedure
were created with E-prime software (Psychology Software
Tool, Inc), while the Dutch, English, French, German,
and Italian versions of the procedure were created with
Presentation software (Neurobehavioral Systems, Inc.) In all
language samples, stimuli were displayed on a 14′′ to 17′′
LCD screen. The task took approximately 15–20 min to
complete.

Results
Demographics
Chi Square analysis revealed no gender differences among
the seven samples corresponding to the different languages
(χ2 = 4.76, p = 0.574). A between-subject ANOVA with
age as dependent variable and language (Chinese, Dutch,
English, French, German, Italian, and Polish) as between
subject factor revealed a significant difference in age among
the different language groups [F(6,133) = 11.52, p < 0.001].
Post hoc comparisons (Bonferroni corrected) revealed that
French-speaking participants were significantly older than
Chinese-speaking participants (p < 0.001), Dutch-speaking
participants (p = 0.003), English-speaking participants
(p < 0.001), Italian-speaking participants (p = 0.010) and Polish-
speaking participants (p < 0.001). Dutch-speaking participants
were significantly older than English-speaking participants
(p = 0.027). English-speaking participants were younger than
German-speaking participants (p < 0.001), and Italian-speaking
participants (p = 0.008). Finally, German-speaking participants
were significantly older than Polish-speaking participants
(p = 0.004).

A between-subject ANOVA with education as dependent
variable and language (Chinese, Dutch, English, French, German,
Italian, and Polish) as between subject factor revealed a significant
difference in education between the different language groups
[F(6,133) = 11.00, p < 0.001]. Post hoc comparisons (Bonferroni
corrected) revealed that French-speaking participants had more
education years compared to Chinese-speaking participants
(p < 0.001), Dutch-speaking participants (p = 0.022), English-
speaking participants (p < 0.001), and Polish-speaking
participants (p < 0.001). Chinese-speaking participants
had fewer education years compared to German-speaking
participants (p < 0.001). English-speaking participants had fewer
education years compared to German-speaking participants
(p = 0.001) and Italian-speaking participants (p = 0.022).
Finally, Polish speaking participants had fewer education years

compared to German-speaking participants (p < 0.001) and
Italian-speaking participants (p = 0.001).

As age and education differed among the seven language-
samples, they were added as covariates in all the between-subject
analyses.

Multilingual CID-5 Task
Separate analyses were conducted to evaluate global performance
and recognizability of single stimuli.

Data analysis
Global performance. To evaluate global performance, for each
language we calculated the percentage of participants who
correctly responded to the intention classification and the
intention identification questions, and we extracted Signal
Detection Theory (SDT) parameters.

To evaluate how participants distinguished between
communicative and individual action stimuli (intention
classification), we calculated sensitivity (d′) and criterion
(c′). For each participant, we calculated the proportion of
hits (arbitrarily defined as “communicative” responses when
the action stimulus was communicative) and false alarms
(“communicative” responses when the action stimulus was
individual). Proportions of 0 were replaced with 0.5/N, and
proportions of 1 were replaced with (N–0.5)/N (where N is
the number of communicative and individual stimuli). d′ and
c were then submitted to single sample t-tests (test value = 0)
to ascertain whether discrimination performance was above
chance level, and to verify the presence of any systematic
response bias. Furthermore, to ascertain whether d′ and c
varied across languages, they were submitted to separate
ANCOVAs with Language (Chinese, Dutch, English, French,
German, Italian, and Polish) and Gender (Male vs. Female) as
between-subject factors, and Age and Education as covariates.
Finally, in order to verify the presence of interactions between
participants’ gender and the gender of the actors in the ability
to classify the actions as communicative vs. individual, the d′
was submitted to a repeated measures ANOVA with Actor
gender as within-subject factor, and Gender as between-subject
factor.

To evaluate global performance on the intention identification
question, we first recodified responses as communicative vs.
individual to calculate sensitivity (d′) and criterion (c). d′ and
c were submitted to single sample t-tests (test value = 0) to
ascertain whether discrimination performance was above chance
level, and to verify the presence of any systematic response bias.
Second, to evaluate the ability to select the correct response
alternative, following the standard SDT approach to mAFC
(e.g., Macmillan and Creelman, 2005), we used the proportion
correct responses as a measure of sensitivity. To compare
performance across different languages, we submitted the mean
proportion of correct responses to a repeatedmeasures ANCOVA
with Intention (Communicative vs. Individual) as within-subject
factor, Language (Chinese, Dutch, English, French, German,
Italian, and Polish) and Gender (Male vs. Female) as between-
subject factors, and Age and Education as covariates. Finally, in
order to verify the presence of interactions between participants’
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gender and the gender of the actors in the intention identification
ability, the proportion of correct responses was submitted to a
repeated measures ANOVA with Actor gender as within-subject
factor and Gender as between-subject factor.

Stimulus recognizability. To provide researchers with detailed
data on the classification and identification of single stimuli
across languages, for each action stimulus, we first calculated
whether the proportion of correct responses differed from chance
level – that is, from 0.5 for question 1 (corresponding to 50%
of correct responses) and 0.2 for question 2 (corresponding
to 20% of correct responses) – by employing binomial tests.
Bonferroni corrections were applied to adjust for multiple
comparisons (α = 0.05/21, = 0.0023). Second, we verified
whether the distribution of correct responses (0 for incorrect
response, 1 for correct response) and the distribution of errors
(communicative alternative 1, communicative alternative 2,
individual alternative 1, and individual alternative 2) varied
depending on the factor Language (Chinese, Dutch, English,
French, German, Italian, and Polish) by means of Chi-square
analyses (see Supplementary Table S1). Bonferroni corrections
were applied (p < 0.0023).

Global performance: results
Descriptive statistics (mean and SD) for the percentage of
correct responses for the intention classification and the intention
identification questions for each language are reported inTable 3.

Intention classification. Sensitivity (d′) for the full sample
(N = 140) ranged from 0.27 to 3.23 (M = 2.46, SD = 0.57; see
Figure 2A), and was significantly higher than zero [t(139) = 51.15,
p < 0.001], thus suggesting that participants, as a group, were
able to discriminate communicative from individual action
stimuli well above the chance level. The ANCOVA on d′ with
Language and Gender as between subject factors, and Age and
Education as covariates revealed no statistically significant effects
[corrected model, F(15,124) = 0.81, p = 0.664]. Specifically, no
significant effect of Language [F(6,124) = 0.83, p = 0.546], Gender
[F(1,124) = 0.19, p = 0.662], Age [F(1,124) = 3.48, p = 0.064]
or Education [F(1,124) = 0.23, p = 0.633] was found. Criterion
c for the full sample (N = 140) ranged from –1.61 to 0.65
(M = –0.15, SD = 0.36; see Figure 2B), and was significantly
lower than zero [t(139) = –4.84, p < 0.001] thus suggesting
that participants, as a group, had a tendency to rate stimuli as

TABLE 3 | Percentage of correct responses for the intention classification
and identification questions.

Language Intention classification
Mean (SD)

Intention identification
Mean (SD)

Chinese 88% (6%) 71% (7%)

Dutch 90% (6%) 72% (12%)

English 92% (4%) 78% (10%)

German 90% (9%) 80% (9%)

French 90% (8%) 81% (8%)

Italian 89% (8%) 77% (11%)

Polish 89% (9%) 74% (12%)

communicative. The ANCOVA with Language and Gender as
between subject factors, and Age and Education as covariates
was statistically significant [corrected model, F(15,124) = 2.95,
p < 0.001]. Specifically, a main effect of Language was found
[F(6,124) = 4.75, p < 0.001]. Post hoc comparisons revealed
that Chinese-speaking participants had a stronger tendency to
rate stimuli as communicative compared to French-speaking
(p = 0.014) and Italian-speaking participants (p = 0.007).
Similarly, Polish-speaking participants had a stronger tendency
to rate stimuli as communicative compared to French-speaking
(p = 0.004) and Italian-speaking participants (p = 0.001).
No significant effect of Gender [F(1,124) = 3.08, p = 0.082],
Age [F(1,124) = 1.54, p = 0.218] or Education [F(1,124) = 0.03,
p = 0.864] on c was found.

The repeated measures ANOVA on d′ with Actor gender
as within-subject factor and Gender as between-subject factor
revealed a significant main effect of Actor Gender [F(1,138) = 6.70,
p = 0.011], with the proportion of correct responses being
significantly higher for the female actresses (M = 2.56)
compared to the male actors (M = 2.33). No effect of Gender
[F(1,138) = 0.92, p= 0.340] and no significant interaction between
Actor Gender and Gender [F(1,138) = 0.06, p = 0.815] was found.

Intention identification. The d′ calculated on the full sample
(N = 140) after re-codifying the responses as communicative vs.
individual ranged from 0.40 to 3.27 (M = 2.60, SD = 0.53), and
was significantly higher than zero [t(139) = 58.18, p < 0.001],
thus suggesting that, also for the action identification question,
participants were able to discriminate communicative from
individual action stimuli well above the chance level. Criterion
c calculated on the full sample ranged from –1.27 to 0.65 (M = –
0.04, SD = 0.28), and was not significantly different from zero
[t(139) = –1.56, p = 0.122], thus suggesting that participants,
contrary to what happened in the intention classification
question, when asked to select the correct action description
among several action alternatives, showed no response bias
toward a communicative response.

The proportion of correct response alternatives for each
language is reported in Figure 3. The repeated measures
ANCOVA with Intention as within-subject factor, Language and
Gender as between subject factors and Age and Education
as covariates revealed no significant effect of Intention
[F(1,124) = 0.76, p = 0.384], Gender [F(1,24) = 0.27, p = 0.606],
Age [F(1,124) = 2.21, p = 0.139], or Education [F(1,124) = 2.13,
p = 0.147] on the proportion of correct responses. However,
a significant effect of Language was found [F(6,124) = 2.71,
p = 0.017]. Post hoc comparisons revealed that French-
speaking participants performed significantly better compared
to the Dutch-speaking participants (p = 0.026). No two-way
or three-way interaction reached statistical significance (all
ps > 0.056).

The repeated measures ANOVA with Actor gender as within-
subject factor and Gender as between-subject factor revealed
a significant main effect of Actor Gender [F(1,138) = 70.40,
p < 0001], with the proportion of correct responses being
significantly higher for the female actresses (M = 0.83)
compared to the male actors (M = 0.71). No effect of Gender
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FIGURE 2 | Sensitivity (A) and criterion (B) for the intention classification question.

FIGURE 3 | Proportion of correct responses for the intention
identification question.

[F(1,138) = 0.19, p= 0.664] and no significant interaction between
Actor Gender and Gender [F(1,138) = 1.07, p = 0.302] was
found.

Stimulus recognizability: results
For each stimulus, the percentage of participants who correctly
responded to the classification question, and the percentage
of participants who reported each of the alternatives in the
identification question are reported in Supplementary Table S1.

Intention classification. On average, participants correctly
classified 90% of the action stimuli as communicative vs.
individual (range = 72–99%; SD = 8%; Communicative
stimuli, M = 91%, SD = 9%; Individual stimuli, M = 87%,
SD = 8%). The actions that were less consistently recognized
were “Look at the ceiling” for the communicative condition
(correctly classified as communicative by 74% of the

participants) and “Sneeze” for the individual condition
(correctly classified as individual by 72% of the participants).
Bonferroni corrected binomial tests conducted on the
full sample revealed that action classification was above
chance level (proportion of correct responses of 0.50)
for all the action stimuli (all ps < 0.001). Chi-square
tests performed on the single action stimuli (intention
classification × Language) revealed that intention classification
did not differ between languages for any of the 21 actions (see
Supplementary Table S1).

Intention identification. On average, participants correctly
described 76% of the action stimuli (range = 36–96%; SD = 17%;
Communicative stimuli, M = 74%, SD = 18%; Individual
stimuli,M = 80%, SD = 14%). Examples of very well recognized
stimuli are “Stop” and “Imitate me” for the communicative
stimuli, and “Jump” and “Look under the foot” for the individual
stimuli. Bonferroni corrected binomial tests conducted on
the full sample revealed that action identification was above
chance level (proportion of correct responses of 0.20) for
all the action stimuli (all ps < 0.001). Bonferroni corrected
Chi-square tests performed on the single action stimuli
(intention identification × Language) revealed that intention
identification varied by Language only for the following two
actions: “Go out of the way” (p < 0.001), and “No” (p < 0.001;
see Supplementary Table S1). Bonferroni corrected Chi-square
tests performed on the errors revealed no significant effect
of Language on any of the action stimuli (all ps > 0.018),
thus suggesting that, when the intention identification was
incorrect, participants in the different language samples tended
to select the same wrong action alternatives. Some response
alternatives were thus more misleading than others in all
languages.

DISCUSSION

In the present paper we describe the multilingual CID-5, a
database of 21 full-body point-light stimuli depicting two agents
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engaged in communicative interactions (N = 14) or performing
non-communicative individual actions (N = 7) as seen from
different viewpoints. For each stimulus, we provide five plausible
response alternatives (only one being correct) translated into
seven different languages (Chinese, Dutch, English, French,
German, Italian, and Polish). Normative data collected from
140 naive participants (20 participants per language) confirmed
that all the stimuli included in the multilingual CID-5 were
classified as communicative vs. individual and recognized well
above chance level from participants of all the seven language
samples. Comparisons of global performance across different
languages revealed no difference across samples in the ability
to classify actions as communicative vs. individual, as indexed
by the SDT parameter d′ calculated on the action classification
question. Similarly, analyses on the proportion of correct
responses divided by action stimulus revealed that all the 21
action stimuli were classified as communicative vs. individual in
a comparable way in all language samples, with some actions
being consistently very easy (e.g., ‘Stop’) and some others
more difficult (e.g., ‘Look at the ceiling’) to classify. Overall,
in the intention classification question participants showed a
liberal criterion (negative c), that is a bias towards reporting
the presence of a communicative interaction. This bias may
be partially explained by the presence of a greater number
of communicative action stimuli. The response bias showed a
significant variation across language samples, and was especially
evident in the Chinese-speaking and Polish-speaking samples.
However, no bias towards reporting a communicative response
alternative was found in the intention identification question,
when participants were asked to select among multiple response
alternatives. Thus, researchers interested in an unbiased measure
of the ability to classify stimuli as communicative vs. individual
may decide to rely on the intention identification question,
after re-coding the response alternatives as communicative vs.
individual.

For intention identification (selection of the correct response
alternative), we found some individual variations in the
proportion of correct responses across language samples, with
French-speaking participants performing better compared to
Dutch-speaking participants. Analyses divided by action stimulus
revealed that 19 out of the 21 stimuli were identified in
a comparable way across languages, while only two stimuli
(“Go out of the way” and “No”) showed language-dependent
variations. Furthermore, the error analysis showed that when
the intention identification was incorrect, participants in the
different language samples tended to select the same wrong
alternative, suggesting that, for most of action stimuli, some
response alternatives were more misleading than others in all
languages.

These results provide evidence of instrument validity of the
multilingual CID-5 as a new tool for the investigation of non-
conventional communicative gestures in different languages. It
is important to note that our data collection was designed
to validate the alternatives in the different languages, and
not to explore systematically cultural differences. Thus, from
the present results, we cannot conclude that classification
and identification of communicative gestures does not vary
across cultures. First, participants in the different language
samples were not balanced for age and education. Second,
Chinese college students were tested in Italy and experienced
thus mostly the same environment as Italian participants – a
circumstance which might have well influenced their familiarity
with the stimulus material. Third, and more importantly, the
selected sample groups were not very distant in terms of
shared cultural heritage. Future investigations should therefore
remain open to the possibilities of systematic difference in
nonverbal behavior across distant cultures. A final limitation
relates to potential differences in social cognition and visuo-
spatial abilities, not assessed in the present study. As individual
differences in these abilities have been shown to correlate
with recognition of social information from point-light stimuli
(Okruszek et al., 2015), taking these variables into account
may help to clarify the true nature of cross-linguistic and
cross-cultural differences, if any, in intention-from-motion
understanding.
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TABLE S1 | Percentage of participants who correctly responded to the
classification question, and who reported each of the alternatives in the
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incorrect responses (intention classification and intention identification by
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REFERENCES

Atkinson, A. P., Dittrich, W. H., Gemmell, A. J., and Young, A. W. (2004).
Emotion perception from dynamic and static body expressions in point-light
and full-light displays. Perception 33, 717–746. doi: 10.1068/p5096

Autodesk Inc (1998). Character Studio Max (Release 2) [Computer Software].
Sausalito, CA: Author.

Barrett, H. C., Todd, P. M., Miller, G. F., and Blythe, P. W. (2005). Accurate
judgments of intention from motion cues alone: a cross-cultural study. Evol.
Hum. Behav. 26, 313–331. doi: 10.1016/j.evolhumbehav.2004.08.015

Brooks, A., Schouten, B., Troje, N., Verfaillie, K., Blanke, O., and van der Zwan, R.
(2008). Correlated changes in perceptions of the gender and orientation
of ambiguous biological motion figures. Curr. Biol. 18, R728–R729. doi:
10.1016/j.cub.2008.06.054

Frontiers in Psychology | www.frontiersin.org November 2015 | Volume 6 | Article 172469

http://journal.frontiersin.org/article/10.3389/fpsyg.2015.01724
http://journal.frontiersin.org/article/10.3389/fpsyg.2015.01724
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


Manera et al. Multilingual Communicative Interaction Database

Casasanto, D. (2013). “Gesture and language processing,” in Encyclopedia
of the Mind, ed. H. Pashler (Thousand Oaks, CA: Sage Publications),
372–374.

Centelles, L., Assaiante, C., Etchegoyhen, K., Bouvard, M., and Schmitz, C. (2013).
From action to interaction: exploring the contribution of body motion cues to
social understanding in typical development and in autism spectrum disorders.
J. Autism Dev. Disord. 43, 1140–1150. doi: 10.1007/s10803-012-1655-0

Clarke, T. J., Bradshaw, M. F., Field, D. T., Hampson, S. E., and Rose, D. (2005).
The perception of emotion from body movement in point-light displays of
interpersonal dialogue. Perception 34, 1171–1180. doi: 10.1068/p5203

Dekeyser, M., Verfaillie, K., and Vanrie, J. (2002). Creating stimuli for the study
of biological-motion perception. Behav. Res. Methods Instrum. Comput. 34,
375–382. doi: 10.3758/BF03195465

Heberlein, A. S., Adolphs, R., Tranel, D., and Damasio, H. (2004). Cortical
regions for judgments of emotions and personality traits from point-
light walkers. J. Cogn. Neurosci. 16, 1143–1158. doi: 10.1162/0898929041
920423

Johansson, G. (1973). Visual perception of biological motion and a model for its
analysis. Percept. Psychophys. 14, 201–211. doi: 10.3758/BF03212378

Kozlowski, L. T., and Cutting, J. E. (1977). Recognizing the sex of a walker
from a dynamic point-light display. Percept. Psychophys. 21, 575–580. doi:
10.3758/BF03198740

Loula, F., Prasad, S., Harber, K., and Shiffrar, M. (2005). Recognizing people from
their movement. J. Exp. Psychol. Hum. Percept. Perform. 31, 210–220. doi:
10.1037/0096-1523.31.1.210

Macmillan, N. A., and Creelman, C. D. (2005). Detection Theory: A User’s Guide,
2nd Edn. Mahwah, NJ: Lawrence Erlbaum Associates.

Manera, V., Becchio, C., Schouten, B., Bara, B. G., and Verfaillie, K. (2011a).
Communicative interactions improve visual detection of biological motion.
PLoS ONE 6:e14594. doi: 10.1371/journal.pone.0014594

Manera, V., Del Giudice, M., Bara, B. G., Verfaillie, K., and Becchio, C.
(2011b). The second agent effect: communicative gestures increase
the likelihood of perceiving a second agent. PLoS ONE 6:e22650. doi:
10.1371/journal.pone.0022650

Manera, V., Schouten, B., Becchio, C., Bara, B. G., and Verfaillie, K. (2010).
Inferring intentions from biological motion: a stimulus set of point-
light communicative interactions. Behav. Res. Methods 42, 168–178. doi:
10.3758/BRM.42.1.168

Manera, V., Schouten, B., Verfaillie, K., and Becchio, C. (2013). Time will show: real
time predictions during interpersonal action perception. PLoS ONE 8:e54949.
doi: 10.1371/journal.pone.0054949

Manera, V., von der Luhe, T., Schilbach, L., Verfaillie, K., and Becchio, C. (2015).
Communicative interactions in point-light displays: choosing among multiple

response alternatives. Behav. Res. Methods doi: 10.3758/s13428-015-0669-x
[Epub ahead of print].

Marsh, A. A., Elfenbein, H. A., and Ambady, N. (2007). Separated by a common
language: nonverbal accents and cultural stereotypes about Americans and
Australians. J. Cross Cult. Psychol. 38, 284–301. doi: 10.1177/0022022107
300275

Montpare, J. M., and Zebrowitz-McArthur, L. (1988). Impressions of people
created by age-related qualities of their gaits. J. Pers. Soc. Psychol. 55, 547–556.
doi: 10.1037/0022-3514.55.4.547

Okruszek, Ł, Haman, M., Kalinowski, K., Talarowska, M., Becchio, C., and
Manera, V. (2015). Impaired recognition of communicative interactions
from biological motion in schizophrenia. PLoS ONE 10:e0116793. doi:
10.1371/journal.pone.0116793

Pica, P., Jackson, S., Blake, R., and Troje, N. F. (2011). Comparing biological
motion perception in two distinct human societies. PLoS ONE 6:e28391. doi:
10.1371/journal.pone.0028391

Pollick, F. E., Kay, J.W., Heim, K., and Stringer, R. (2005). Gender recognition from
point-light walkers. J. Exp. Psychol. Hum. Percept. Perform. 31, 1247–1265. doi:
10.1037/0096-1523.31.6.1247

Pollick, F. E., Paterson, H. M., Bruderlin, A., and Sanford, A. J. (2001). Perceiving
affect from arm movement. Cognition 82, B51–B61. doi: 10.1016/S0010-
0277(01)00147-0

Simion, F., Regolin, L., and Bulf, H. (2008). A predisposition for biological
motion in the newborn baby. Proc. Natl. Acad. Sci. U.S.A. 105, 809–813. doi:
10.1073/pnas.0707021105

Sperber, D., and Wilson, D. (1986). Relevance: Communication and Cognition.
Oxford: Blackwell.

Vanrie, J., and Verfaillie, K. (2004). Perception of biological motion: a stimulus
set of human point-light actions. Behav. Res. Methods Instrum. Comput. 36,
625–629. doi: 10.3758/BF03206542

Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Copyright © 2015 Manera, Ianì, Bourgeois, Haman, Okruszek, Rivera, Robert,
Schilbach, Sievers, Verfaillie, Vogeley, von der Lühe, Willems and Becchio. This
is an open-access article distributed under the terms of the Creative Commons
Attribution License (CC BY). The use, distribution or reproduction in other forums
is permitted, provided the original author(s) or licensor are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Psychology | www.frontiersin.org November 2015 | Volume 6 | Article 172470

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


ORIGINAL RESEARCH
published: 04 August 2015

doi: 10.3389/fpsyg.2015.01092

Edited by:
Claudia Gianelli,

University of Potsdam, Germany

Reviewed by:
Evin Aktar,

University of Amsterdam, Netherlands
Anne Scheel,

Ludwig Maximilian University
of Munich, Germany

Laura Sparaci,
Institute of Cognitive Sciences

and Technologies, Italy

*Correspondence:
Janny C. Stapel,

Donders Institute for Brain, Cognition
and Behaviour, Radboud University
Nijmegen, P.O. Box 9104, 6500 HE

Nijmegen, Netherlands
j.c.stapel@donders.ru.nl

Specialty section:
This article was submitted to

Cognition,
a section of the journal
Frontiers in Psychology

Received: 30 January 2015
Accepted: 16 July 2015

Published: 04 August 2015

Citation:
Stapel JC, Hunnius S

and Bekkering H (2015)
Fifteen-month-old infants use velocity

information to predict others’ action
targets.

Front. Psychol. 6:1092.
doi: 10.3389/fpsyg.2015.01092

Fifteen-month-old infants use
velocity information to predict
others’ action targets
Janny C. Stapel*, Sabine Hunnius and Harold Bekkering

Donders Institute for Brain, Cognition and Behaviour, Radboud University Nijmegen, Nijmegen, Netherlands

In a world full of objects, predicting which object a person is going to grasp is not easy
for an onlooker. Among other cues, the characteristics of a reaching movement might
be informative for predicting its target, as approach movements are slower when more
accuracy is required. The current study examined whether observers can predict the
target of an action based on the movement velocity while the action is still unfolding, and
if so, whether these predictions are likely the result of motor simulation. We investigated
the role of motor processes for velocity-based predictions by studying participants who
based on their age differed in motor experience with the task at hand, namely reaching.
To that end, 9-, 12-, and 15-month-old infants and a group of adults participated in
an eye-tracking experiment which assessed action prediction accuracy. Participants
observed a hand repeatedly moving toward and pressing a button on a panel, one
of which was small, the other one large. The velocity of the reaching hand was the
central cue for predicting which button would be the target of the observed action
as the velocity was lower when reaching for the small compared to the large button.
Adults and 15-month-old infants made more frequent visual anticipations to the close
button when it was the target than when it was not and were thus able to use the
information in the speed of the approach movement for the prediction of the action
target. The 9- and 12-month-olds, however, did not display this difference. After the
eye-tracking experiment, infants’ ability to aim for and press buttons of different sizes
was evaluated. Results showed that the 15-month-olds were more proficient than the
9- and 12-month-olds in performing the reaching actions. The developmental time line
of velocity-based action predictions thus corresponds to the development of performing
that motor act yourself. Taken together, these data suggest that motor simulation may
underlie velocity-based predictions.

Keywords: action prediction, infancy, speed-accuracy trade-off, motor system, predictive eye-movements

Introduction

Predicting others’ actions is crucial for social interactions to run smoothly (Bekkering et al., 2009;
Sebanz and Knoblich, 2009). Anticipating which goal object an action partner will grasp, however,
is complicated in a world full of objects. How do observers predict which object another person
is reaching for? And how does the ability to predict others’ actions develop early in life? Motor
theories of action perception suggest that the motor system is used to predict others’ actions
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the same way it is used to predict the outcomes of one’s own
motor acts (Wolpert et al., 2003; Oztop et al., 2005; Prinz, 2006;
Kilner et al., 2007a). In accordance with this notion, a large body
of literature shows that the motor system is not only active during
action execution but also during the observation of others’ actions
(Rizzolatti et al., 1996; Hari et al., 1998; Cattaneo et al., 2007),
suggesting that similar processes are at work during observation
and execution. Consequently, laws governing action production
can be expected to also affect action perception. One of these laws
is Fitts’s law (Fitts, 1954), which describes that actions directed
at small targets require more time to perform. Recent empirical
findings illustrate that observers have expectations about the
speed of an observed movement depending on the size of the
target (Grosjean et al., 2007) and that these expectations follow
Fitts’s law. However, it is yet unclear whether this law is used to
predict ongoing observed actions. If so, this would allow people
to predict the target of a partner’s actions when many potential
targets are present. The first question of the current research was
whether observers indeed can use the velocity of an action to
predict whether an action is directed at a small or large object.
The key advantage of action prediction over mere processing
of completed actions is that prediction allows for smooth and
timely social interaction (Bekkering et al., 2009; Sebanz and
Knoblich, 2009). A second aim of the study was to investigate
which mechanism underlies velocity-based predictions by taking
a developmental approach. Given the large body of literature
suggesting that the motor system is involved in action prediction
(Wolpert et al., 2003; Oztop et al., 2005; Prinz, 2006; Kilner
et al., 2007a) and prior empirical evidence that Fitts’s law affects
action observation (Grosjean et al., 2007; Eskenazi et al., 2009),
it is plausible that motor simulations bring about velocity-based
predictions. As a second question we therefore examined whether
motor development goes hand in hand with the development
of velocity-based predictions, by employing a cross-sectional
design.

When acquiring a novel motor skill, the actor builds
associations between the motor commands utilized and the
effects of these motor commands as experienced via the sensory
modalities (Miall andWolpert, 1996; Kawato, 1999). At first, gaze
is directed at the effectors (hands, fingers, feet) to monitor the
results of the new motor commands (White et al., 1964; Sailer
et al., 2005). With action proficiency, gaze will no longer be
directed at the effectors, but at the target of the action (Sailer et al.,
2005) and hence reveals the target of the ongoing action. Based
on associations formed during the acquisition phase, a forward
model of the action can be constructed, which allows the actor
to predict the sensory consequences of an intended action ahead
of time (Wolpert, 1997). The forward model becomes more fine-
grained with increasing motor experience. In this way, motor
experience leads to a precise forward model of the action and to
precise predictions of future sensory states.

Motor theories of action perception assume that similar
processes are active during action perception as during action
production (e.g., Oztop et al., 2005). Numerous studies have
demonstrated that brain areas responsible for action production
are activated during action perception as well (Hari et al., 1998;
Buccino et al., 2001; Cattaneo et al., 2010). The observers’ motor

system of both adults (Calvo-Merino et al., 2005, 2006) and
infants (van Elk et al., 2008) appears to be more activated
during observation of acts that are firmly established in the
observers’ motor repertoire compared to more novel motor
acts. On a behavioral level, goal-directed eye movements have
been shown to be predictive and follow the same time course
for action execution and action observation (Flanagan and
Johansson, 2003), and blocking the motor system by means
of Transcranial Magnetic Stimulation (TMS) disrupts these
predictive eye movements (Elsner et al., 2013). Eye-tracking
studies investigating the development of action prediction
indicate that motor experience is crucial for predicting these
actions in others (Falck-Ytter et al., 2006; Kanakogi and Itakura,
2011; Ambrosini et al., 2013; Stapel et al., submitted). Participants
with difficulties in planning their own action sequences, namely
children with autism, show also less indications that they predict
others’ actions, whereas typically developing children anticipate
their own next action, and a similar predictive muscle activation
is found when they observe the same action in others (Cattaneo
et al., 2007; Fabbri-Destro et al., 2009). Based on these findings,
it is therefore likely to assume that velocity-based predictions
become more accurate as a consequence of motor development.

In action performance, speed depends on the accuracy
required for successful completion of the action. That is, the more
accurate one has to be, the slower the movements become. Fitts
(1954) formalized and quantified this relation based on data he
collected, and the relation he found was shown to hold for many
movements (see for an overview Plamondon and Alimi, 1997).
Fitts’s law states that the time needed tomove between two targets
is based on the distance between the targets and the width of
the target (Fitts, 1954). Hence, average velocity can be higher
between large compared to small target objects, and bridging
small distances can be done quicker than bridging large distances.
For example, reaching and grasping a small object requires more
accuracy, and has been shown to take more time (Bootsma et al.,
1994; Zaal and Thelen, 2005).

Empirical research shows that in adults, not only action
production follows Fitts’s law; also action perception is influenced
by it. For instance, adults were capable of dissociating whether
an observed, artificial reaching movement was physically possible
or impossible in reality given the average velocity, adhering
in their judgments to Fitts’s law (Grosjean et al., 2007). Also,
a neurophysiological patient violating Fitts’s law in his action
production by not adjusting movement speed for smaller targets
displayed similar violations in action perception (Eskenazi
et al., 2009). This indicates that determining whether observed
actions have an appropriate velocity might be grounded in
the action production capabilities of the observer. Presumably,
the neural motor system is recruited during action perception
to simulate the observed action. These simulations during
action observation may enable the observer to predict future
states of the action (cf. Wilson and Knoblich, 2005). An fMRI
study by Eskenazi et al. (2011) revealed that activity in motor
areas of the brain during the observation of movements was
related to the difficulty of performing these movements as
formalized in Fitts’s law. In sum, the speed-accuracy trade-
off not only constrains action production, it also affects
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action observation, and these constraints influence activity
in motor cortical areas of the brain during observation and
execution. The speed-accuracy trade-off has primarily been
studied in adults; little is known about the development
of the perception of actions that differ as a consequence
the speed-accuracy trade-off. The current study takes a
novel approach by investigating the mechanisms underlying
processing of the speed-accuracy trade-off from a developmental
perspective.

The study was set out to investigate whether observers not
only use the speed-accuracy trade-off to dissociate possible from
impossible actions, but whether they also use this principle
to predict the targets of actions they observe. Furthermore,
if the motor system generates target predictions based on the
velocity of the observed movements, then these predictions can
only be made by observers capable of performing the observed
action herself, because before skill acquisition, the observer most
probably lacks the necessary forward model to predict the action
outcome. We therefore adopted a developmental approach: 9-,
12-, and 15-month-old infants participated together with adults
in an eye-tracking experiment during which they observed an
actor moving her hand toward and pressing a large or a small
button. In all stimulus videos, there were two buttons, a large
and a small one, at the end of a table. A hand started moving
from the side of the table and to the other to press either the
large or the small button. Natural movements were used in the
stimuli, resulting in slower movements toward the small button
than to the large button. If participants made more correct visual
anticipations than incorrect anticipations, then that would form
an indication that the observers used the velocity of the hand to
predict whether a specific button would be pressed or not. We
hypothesized the ability to predict others’ aiming and pressing
actions to develop in parallel with their own ability to accurately
aim their hand and finger at a small target in order to press
it. Pressing a small button requires the use of the index finger
independently from the other fingers. This ability is also needed
to grasp small objects with the pincer grasp. At 8 months of age,
typically half of the infants is capable of performing the pincer
grasp (van derMeulen et al., 2002). Infants begin to use the pincer
grasp more frequently andmore precisely as they get older. These
developmental changes occur mainly until 15 months of age, as
the use of the power (whole hand) grip decreases (Butterworth
et al., 1997). Young infants might thus be able to successfully
aim with their hand for a large button, but they might base
their movements on a relatively inaccurate forward model, which
prevents them from smoothly reaching for and pressing a small
button. Having a coarse-grained forward model might necessitate
them to make corrections in their movements if they would try to
aim for and press a small button. At the same time, this coarse-
grained forward model might not allow them to make accurate
predictions of other’s actions. To further clarify the role of motor
expertise for velocity-based action prediction, the infant groups
were tested for their ability to aim at a small button. This allowed
us to disentangle whether potential developments in predicting
targets based on speed arise specifically from the development
of the motor skill at hand or rather reflect other age-related
changes.

Materials and Methods

In the following section, we report the way sample size was
determined, all data exclusions, all manipulations, and all
measures of interest for the study.

Participants
Due to the innovative nature of the study, it was impossible to
perform a reliable effect size estimation based on previous studies,
rendering the study exploratory. We aimed to gather data of at
least 24 infants per age group. As adults provide more stable gaze
data and are better capable of attending for longer durations,
we aimed for testing 18 adults. In this type of study, there are
two forms of drop out: immediate drop-outs due to insufficient
gaze calibration or infant distress and failure to collect enough
gaze data. The first form can be noticed during testing and hence
this type of drop out can immediately be replaced. The second
form can only be discovered during the analyses. Drop-outs that
occurred during the analyses were not replaced. For that reason,
sample sizes vary slightly between the groups.

Twenty-seven infants (eight girls) with a mean age of
8.8 months (SD = 0.3), 28 infants (16 girls) with a mean age
of 12.2 months (SD = 0.3), and 28 infants (11 girls) with a
mean age of 15.0 months (SD = 0.2) participated in the study.
Furthermore, 18 adults (12 women, mean age = 24.9 years,
SD = 5.2) took part in a longer version of the experiment. Eight
additional infants (three 9-month-olds, five 12-month-olds) and
one additional adult were tested but excluded from the analyses
because they did not meet the eye-tracking calibration criteria
(seven infants) or because they produced an insufficient amount
of gaze data (gaze data for only three or less trials: one infant,
one adult). The production task of 12 infants (six 9-month-olds
and six 12-month-olds) could not be analyzed as it turned out to
be difficult to videotape the action execution task from an angle
at which both the infant, the infant’s hand and the device was
visible at all times. In nine cases, (part of) the action was not
visible in the video, rendering it impossible to code the behavior
later on. In three other cases, the action was not recorded due
to experimenter error. All infant groups were recruited via the
Baby Research Center in Nijmegen. The adults were recruited
via a participant database of Radboud University Nijmegen.
Written informed consent of the participants or the participants’
parents was obtained prior to participation. Participation in the
study was rewarded with a small gift (an infant book or 10
Euros for the participating infants, 5-Euro-gift vouchers or credit
points for the adults). The study was approved by the ethical
committee of behavioral science at the Faculty of Social Sciences
in Nijmegen (approval number ECG2012-1301-006 for the infant
participants and approval number ECG2012-0910-058 for the
adult participants), and was conducted in conformity to the
ethical standards of (developmental) psychology.

Stimuli
Four different short video clips (duration: 3.1–3.6 s) were used
as stimulus material. The videos showed a table with a large
(4 by 4 cm) and a small (1 by 1 cm) button on one side (see
Figure 1). Velocity of natural movements directly impacts the

Frontiers in Psychology | www.frontiersin.org August 2015 | Volume 6 | Article 109273

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/
http://www.frontiersin.org/Psychology/archive


Stapel et al. Development of speed-based action prediction

FIGURE 1 | Example frames from a stimulus video with the small button near the edge of the table and the hand moving to the large button.

height of the movement trajectory: slow movements allow for
a stronger curvature than fast movements (Lacquaniti et al.,
1983). To minimize potential effects of movement trajectory,
the actions were filmed from a near top view. An actor was
sitting behind the table. One of the buttons was relatively near
the edge of the table, and the other one was a bit further
away from the edge toward the middle (center-to-center distance
between the buttons was 20 cm). In half of the videos, the small
button was the one closer to the edge of the table, whereas
it was the large button in the other half of the videos. The
stimulus videos started with a still frame in which the actor’s
hand was shown on the far side of the table. To create a balanced
stimulus set, also horizontally flipped versions of the videos
were made by means of editing the original video material in
VirtualDub (www.virtualdub.org). After 1 s, the hand started
moving toward the buttons, and the action ended with the
hand pressing one of the buttons with the index finger. The
video ended with 1 s of still frame of the hand in its end
position with the index finger pressing the button. This could
be either a small and far, small and close, large and far, or a
large and close button. Natural reaching movements were used
because biological motion processing is thought to be disrupted
by artificial compared to natural movements (Servos et al., 2002;
Kilner et al., 2007b). The actress was instructed to fixate at the
target throughout the trial and to direct her head to a fixed point
in space on a line intersecting the midpoint between the two
buttons, thereby avoiding potential cues of shoulder direction
to influence the predictions of observers. The index finger was
already stretched out during the start of the movie, such that
during movement the fingers did not move with respect to
the hand. As expected based on Fitts’s law, movements toward
the small buttons took more time than movements toward the
large buttons (300 ms difference), and pressing the distal button
required more time than pressing the proximal button (20 ms
difference). The resulting average velocity of the hand until it
reached the area of interest around the closest button ranged
between 988 and 1522 px/s. The average velocity of the hand was
1222 px/s moving toward the large close button, 1522 px/s toward
the large far button, 988 px/s toward the small close button,
and 1240 px/s toward the small far button. Hence, the average
velocity of the natural movements was manipulated by means of
manipulating the size of the target button as well as the distance
to the target button.

The motion paths of the actions have been visualized to give
more insight into the variability between the stimuli, see Figure 2.
The image was constructed in the following way: (1) The frames
from the period of interest per stimulus video were saved as
bitmaps, (2) The location of the tip of the index finger was
marked per frame with a colored dot. (3) The images were read
in frame by frame using Matlab R2014b (MathWorks Inc.) and
the locations of the colored dots were stored into a matrix per
video, (4). The four matrices were added and plotted. The figure
illustrates that natural reaching movements indeed are variable,
but no clear pattern is visible revealing that the one type of paths
leads to the far and another type to the close button: the blue
paths are not very similar to each other, nor are the red paths. The
red paths continue further to the left, which illustrates that these
actions decelerated at this point, whereas the other two actions
continue on full speed at this point.

Button Press Device
To assess the infants’ proficiency of aiming at and pressing large
and small buttons, a button press device was constructed (see
Figure 3). The device consisted of a wooden frame, in which
boards with a single, red button could be fitted. Two boards were
used, one with a small (1 by 1 cm) button, and one with a large
button (4 by 4 cm) in the middle of the board. As the initial
starting position of a reaching infant’s hand is relatively difficult
to control, manipulating distance was expected to be difficult.
Therefore, only button size was manipulated in the execution
task. To ensure that infants would aim precisely at the button
instead of pushing it with their whole hand, the buttons were
inlaid into the surface, with a black edge around them. Pressing
elicited a sound to enhance infants’ motivation to try to succeed
in pressing the button.

Procedure
The procedure for data collection was kept as similar as possible
across age groups. Participating infants were seated in a car chair
resting on the lap of their caregiver in front of a computer
monitor. Participating adults were seated on an office chair
adjusted to their height. Infants’ gaze was recorded using a Tobii
1750 (Tobii Technology, Sweden). Adults’ gaze was recorded
with a different, but comparable eye-tracker (Tobii T120; Tobii
Technology, Sweden), as adults were tested for a different,
unrelated study at the same occasion. All participants first
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FIGURE 2 | Illustration of the motion paths used in the stimuli. The pink dots represent the motion path of the action toward the large close target, the red dots
represent the action toward the small close target, the light blue represents the action targeted at the large far button, and the dark blue represents the action
targeted at the small far button.

underwent a calibration procedure in which a contracting and
expanding circle accompanied by a sound was shown on nine
locations on the screen, forming a 3-by-3 grid. The calibration
was accepted, if data was available for seven or more calibration
points. The calibration procedure took between 2 and 5 min
time. Immediately after calibration, the experiment started,
which consisted of 96 (adults) or 48 (infants) trials. Trials were
presented in pseudo-random order and were interleaved with
brief attractive audiovisual clips to maintain the attention of the
participants to the screen (16 for the infants, 3 for the adults).
Stimulus presentation took 7 min for the adults and between 3
and 4 min for the infants (some infants were very attentive and in
these cases some of the attention getters could be omitted). Trials
were randomized within blocks, such that each block consisted
of a random sequence of all eight unique stimulus videos. Infants
thus observed 6 blocks and adults 12 blocks.

After the eye-tracking experiment, infants who had been
sitting in the car seat were put on their parents lap. They were
presented with the button pressing device, which stood on the
table in front of them. Their actions were recorded with a video
camera (Sony handycam DCR-SR190, frame rate: 25 Hz). They

were first asked to try to press the large button, then the small
button, followed by again the large and then the small button.
The large button was presented first to maximize the chances
that infants would try out both buttons. Had first the small
button been presented, some infants might have started with a
failure, diminishing the chances that they would continue with
the other button. Presenting the small button first might have
caused a selective drop-out as the younger infants were expected
to have problems pressing the small button. The experimenter
demonstrated how to press the button and encouraged the infant
to follow her example in case infants were hesitant to press the
button themselves. Infants were tested until they lost interest
or for maximally 1.5 min per button type (large or small). On
average, infants explored the large button for 56 s in case of the
large button, and 55 s in case of the small button. One 15-month-
old did not attempt pressing any of the buttons. In addition, one
9-month-old and two 15-month-olds did not show clear attempts
pressing the small button but did demonstrate attempts pressing
the large button (see Table 1).

The eye-tracking task always preceded the button press task as
infants tend to become restless over time during a testing session,

FIGURE 3 | The button press device. The small button is presented at the left (A), and the large button at the right (B).
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TABLE 1 | Minimum, maximum, SD, and average number of valid attempts
to aim and press the button per age group and button size.

Age group Button size Minimum Mean (SD) Maximum

9-month-olds Large 3 12 (7) 27

Small 1 9 (7) 25

12-month-olds Large 2 8 (5) 21

Small 0 5 (3) 9

15-month-olds Large 0 9 (6) 21

Small 0 6 (4) 20

and the button press task allowed for more movement of the
infant than the eye-tracking task. Previous research has shown
that only motor training but not observational training affects
later perception of the trained action (Gerson and Woodward,
2014a,b; Gerson et al., 2015), and therefore no carry-over effects
were expected.

Gaze Data Analyses
Square-shaped areas of interest (AoIs) of equal size (100 by
100 pixels) were defined around the buttons in the stimulus
displays, and in addition, an AoI was defined containing the full
display of the stimulus movie (1280 by 580 pixels). First, the
stimuli that were attended to were counted per participant and
per condition. A stimulus was considered “watched” if at least one
fixation fell on the full stimulus AoI while the stimulus video was
playing. Second, per condition, trials were counted in which the
participants fixated at one of the two button AoIs after onset of
the hand movement and before the hand reached the AoI of the
close button. These target fixations are subsequently referred to as
“anticipatory looks.” A percentage of trials in which participants
showed an anticipatory look to one of the buttons was calculated
based on the total number of watched trials in that condition.
In trials in which participants looked at both buttons during the
anticipation interval, the trial would count both as a target and a
non-target anticipation. Repeated measures ANOVAs were used
to investigate whether participants correctly predicted whether a
button served as the target of the action or not.

Video Coding of Button Presses
Infants’ attempts to press the large and small buttons were coded
from the video-recordings. Per type of button, the attempts to
press the button were counted. Behavior was considered as an
attempt to press the button if the infant’s hand touched the board
in which the button was embedded while the infant looked at
the button. Button press attempts were considered successful if
the infant touched the button while looking at it. Attempts in
which the infant was being moved or helped by their caregiver
were excluded from the analyses. Beside success on the task,
we were interested in the quality of the infant’s aiming. A well-
aimed button press needs no correction in the movements, such
that the aiming hand or finger lands directly on the button
instead of first on the surroundings of the button. Movement
correction was quantified as the time between the first moment
the device was touched and the first moment the button was
touched. Accurate initial aims would result in short (down to 0 s)

movement correction times. If an infant had no successful button
press attempts for one of the buttons, no data was available for
the movement correction time of that button.

Results

Action Perception
The action in the stimulus display became disambiguated once
the hand reached the close button, as then either the hand
stayed on the close button, or continued to the far button. Thus,
importantly, only anticipatory fixations initiated during this first
ambiguous phase of the action were analyzed (the duration of
the ambiguous phase ranged from 1.58 to 1.88 s after stimulus
onset). An implication of this analysis choice was that fixations to
the close button would likely occur more frequently compared to
fixations to the far button, because for the latter, gaze needed to
be more ahead of the action in space and time to reach the button
during that period. Inspection of the data substantiated this
assumption. Figure 4 and Table 2 display the mean percentage
of fixations to the close button (closest to the initial position of
the hand) and the far button (further from the initial position of
the hand) during the analysis window collapsed over conditions.
Given that participants tended to anticipate only to the close
button and appeared to exhibit hardly any anticipations to the
far button, the subsequent conditional analyses will focus on
anticipations to the close button, which was either the target of
the action, or not.

A repeated measures ANOVA was conducted to analyze
the frequency of anticipatory looks to the close button with
button function as a within-subjects factor (target, non-target)
and age group (9-month-olds, 12-month-olds, 15-month-olds,
adults) as a between-subjects factor. There was a main effect of
age on the percentage of anticipatory looks [F(3,97) = 50.33,
p < 0.001, η2

p = 0.61]. Post hoc independent samples t-tests

FIGURE 4 | Mean percentage of visual anticipations to the button
close or far from the initial position of the hand, regardless of
condition, split by age group. Error bars represent 1 SEM.
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TABLE 2 | Minimum, maximum, SD, and average number of observed trials
per age group and button location.

Age group Button location Minimum Mean (SD) Maximum

9-month-olds Close 9 20.1 (4.5) 24

Far 7 19.4 (5.0) 24

12-month-olds Close 7 20.1 (4.8) 24

Far 10 20.8 (4.4) 24

15-month-olds Close 17 22.3 (1.8) 24

Far 18 22.7 (1.5) 24

Adults Close 40 47.6 (1.9) 48

Far 40 47.6 (1.9) 48

showed that adults displayed a higher percentage of anticipatory
looks (M = 55%, SD = 18) than the 15-month-olds [M = 19%,
SD = 11, t(25.4) = 7.55, p < 0.001]1 and the 12-month-olds
[M = 18%, SD= 12, t(26.5) = 7.56, p< 0.001]. No difference was
found in anticipatory looks between the 15- and 12-month-olds
[t(54) = 0.17, p= 0.867]. The 9-month-olds showed less frequent
anticipatory looks (M = 11%, SD = 8) than the 12- [t(53) = 2.38,
p = 0.021] and 15-month-olds [t(53) = 2.68, p = 0.010].

A main effect of button function was observed
[F(1,97) = 14.56, p < 0.001, η2

p = 0.13], indicating that across
age groups, participants anticipated more frequently to the close
button when it was the target (M = 25%; SD = 22) compared
to when it was not the target button (M = 21%; SD = 19).
A significant interaction effect was found [F(3,97) = 5.09,
p = 0.003, η2

p = 0.14], indicating that the age groups differed
in the frequency of anticipatory looks to the target compared
to the non-target button. To further verify that the interaction
effect was not solely due to the difference between adult and
infant performance, an ANOVA was run without the adult
data. A marginally significant main effect of button function
was found [F(1,80) = 3.38, p = 0.070, η2

p = 0.04], together
with a significant interaction effect of age group and button
function [F(2,80) = 3.51, p = 0.035, η2

p = 0.08]. Planned paired
comparisons for the separate age groups revealed that adults
anticipated more frequently to the button when it was the target
compared to when it was not [t(17) = 3.32, p = 0.004]. The same
was the case for the 15-month-olds [t(27) = 2.37, p = 0.025],
whereas the 12- and 9-month-olds did not look more frequently
at the close button when it was the target compared to when it
was not [12-month-olds: t(27) = 1.59, p = 0.125, 9-month-olds:
t(26) = −1.45, p = 0.141; see Figure 5 and Table 3].

Action Production
A repeated measures ANOVA was used to analyze the effect
of button size (small, large) and age group (9-month-olds, 12-
month-olds, 15-month-olds) on the percentage of successful
button press attempts out of all attempts. A main effect of button
size on the percentage of successful button presses was found
[F(1,68) = 28.05, p < 0.001, η2

p = 0.29], indicating that the
infants were more successful in pressing the large (Mlarge = 88%,
SDlarge = 22) compared to the small button (Msmall = 69%,

1In case equal variances could not be assumed as indicated by a significant outcome
of Levene’s test for equality of variances, adjusted dfs are reported.

FIGURE 5 | Percentage of anticipatory looks to the close button when
it was the target (blue bars) or not (green bars) split by age group. Error
bars represent 1 SEM.

TABLE 3 | Minimum, maximum, SD, and average frequency of anticipation
(%) per age group and button function.

Age group Button function Minimum Mean (SD) Maximum

9-month-olds Target 0 10.2 (8.3) 33.3

Non-target 0 12.8 (10.6) 36.1

12-month-olds Target 0 20.4 (15.6) 62.5

Non-target 0 15.9 (12.7) 41.7

15-month-olds Target 0 21.5 (14.7) 56.0

Non-target 0 15.8 (10.9) 37.5

Adults Target 37.5 61.5 (16.8) 89.6

Non-Target 12.5 48.5 (22.9) 87.5

SDsmall = 37). Furthermore, the interaction between age group
and button size was found to be significant [F(2,68) = 15.18,
p < 0.001, η2

p = 0.31]. Independent samples t-tests showed that
the 12-month-olds were more successful than the 9-month-olds
when trying to press the small button [t(32.9) = 5.79, p < 0.001],
but no significant differences were found between these groups
when trying to press the large button [t(42) = 0.51, p = 0.611]. In
addition, the percentage of successful button presses was found
to depend on age [F(2,68) = 15.18, p < 0.001, η2

p = 0.31], with
the 12-month-olds showing more successful button presses than
the 9-month-olds [9-month-olds: Msmall = 38%, SDsmall = 34,
Mlarge = 85%, SDlarge = 12; t(42) = 4.73, p < 0.001]. The
success rates of the 12-month-olds for the small and large button
(Msmall = 86%, SDsmall = 19, Mlarge = 88%, SDlarge = 24)
were not different from the 15-month-olds [Msmall = 81%,
SDsmall = 35, t(47) = 0.65, p = 0.522;Mlarge = 90%, SDlarge = 26,
t(48) = −0.29, p = 0.771].

An identical repeatedmeasures ANOVAwas conducted on the
movement correction time data. A main effect of button size was
observed [F(1,63) = 53.81, p < 0.001, η2

p = 0.46], as significantly
more time was needed to correct the aiming movement to a
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small (Msmall = 0.52 s, SDsmall = 0.54) than to a large button
(Mlarge = 0.08 s, SDlarge = 0.14). The interaction between age
group and button size had a significant effect on the movement
correction times [F(2,63) = 6.69, p = 0.002, η2

p = 0.18]. The
three age groups were equally fast in pressing the large button
(M9 months = 0.09 s, SD9 months = 0.12, M12 months = 0.10,
SD12 months = 0.12, M15 months = 0.06, SD15 months = 0.18, all
ts < 1.0, all ps > 0.308). However, the 15-month-olds needed
less time for correcting their movements than the other two
groups when aiming for the small button (M9 months = 0.82 s,
SD9 months = 0.79, M12 months = 0.50 s, SD12 months = 0.32,
M15 months = 0.27 s, SD15 months = 0.15; ts > 3.0, ps ≤ 0.006),
whereas the 9- and 12-month-olds differed only marginally in
this respect [t(26.8) = 1.71, p = 0.099]. Furthermore, movement
correction time was dependent on age [F(2,63) = 6.93, p = 0.002,
η2
p = 0.18], which was caused by differences in aiming for the

small button.

Learning Effects
The set of video stimuli consisted of eight unique movies
which were repeated six times for the infants and 12 times
for the adults. Potentially, the found effects might hence be
due to learning during the experiment. To investigate whether
learning had occurred, the average anticipation frequency was
calculated per block, per individual and split by condition. The
anticipation frequencies were subjected to a six (blocks) by two
(button function) by four (age group) mixed ANOVA. There
are two results of relevance for the question of learning effects.
First, an interaction between block and button function could
indicate learning throughout the age groups. This interaction
was found to be not significant [F(5,420) = 1.09, p = 0.364].
The second relevant result is the three-way interaction between
block, button function, and age group. A significant interaction
might indicate that the younger two groups did not show learning
within the experiment whereas the other two groups did display
learning effects. This three-way interaction was found to be
marginally significant [F(15,420) = 1.57, p = 0.078]. To verify
whether this indeed indicates that the older two age groups
learnt when the close button was the target and when not,
a follow-up six by two by two ANOVA was conducted only
including the data of the 15-month-olds and the adults. If
learning is to explain the differences found between the younger
two groups and the older groups, then this ANOVA should yield
a significant interaction between block and button function. This
interaction was not found to be significant [F(5,215) = 0.64,
p = 0.673], which shows that learning during the experiment
cannot explain the differences found in predictions between the
9- and 12-month-olds on the one hand, and the 15-month-olds
and adults on the other hand. More details on the analyses of
potential learning effects can be found in the supplementary
materials.

Relation between Action Observation and
Action Production
The results presented above show that success rates in aiming
at the small button improved between 9 and 12 months of
age and movement correction times decreased between 12 and

15 months of age. The ability to make velocity-based predictions
develops in parallel, as 15-month-olds displayed velocity-based
predictions, whereas 9- and 12-month-olds did not. To study
the relation between action observation and action performance
more closely, we examined the group of 12-month-olds, as this
was the transitional group consisting of infants who were at the
verge of learning to use velocity of natural movements to predict
actions. A correlation analysis was performed to investigate
whether action production and action prediction skills were
related at the level of the individual infants. In the correlation
analyses, proficiency in aiming at the small button was used as
the measure of interest, as this reflects the ability to aim with high
precision best. The time needed to correct the aiming movements
to the small button was not found to be related to the prediction
accuracy, expressed as the difference between the percentage of
target and non-target anticipations (p = 0.654, controlling for
age in days). Likewise, the relation between the success rate of
aiming at the small button was not found to be related with action
prediction accuracy (p = 0.902, controlling for age in days).

Discussion

The aim of the current study was to examine whether the velocity
of a natural movement, as manipulated through manipulating
the size of and the distance to the targets, is used by an
observer to predict whether an object will be the target of
the observed action, and if so, whether motor development
and hence the motor system is crucial for these predictions
to emerge. Gaze data showed that adults and 15-month-
old infants more frequently displayed visual anticipations to
a button when it was the target compared to when it was
not. No learning over trials was observed. The speed-accuracy
trade-off, slower movements toward smaller targets, and the
two-thirds power law expressing a related velocity dependent
phenomenon, namely slower movements allow higher bell-
shaped movement trajectories (Lacquaniti et al., 1983), are the
only lawful relations that can have been acquired prior to
the study. The results thus indicate that 15-month-olds and
adults based their predictions on the speed of an observed
movement, as velocity was the central cue for distinguishing
targets from non-targets. In contrast, infants of 9 and 12 months
of age did not show any indications that they used the
speed information of the observed movement for their action
predictions. This was congruent with the development of
producing this action: 15-month-olds were more proficient in
aiming at and pressing a button accurately than the 12- and
9-month-olds. This suggests that the motor system underlies
velocity-based predictions.

Three factors influenced how frequently the observers looked
at the buttons while the action was unfolding. First, many
more anticipatory looks were made to the button nearest to the
initial position of the hand than to the button located further
away, when the hand had not yet passed the nearest button.
However, our analysis period ended when the hand was at the
point of passing the nearest button, because once the hand
had passed the close button, it was obvious that the far button
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was the target. As a consequence, to be counted as a predictive
look, observers had to be more ahead of the action when
predicting the far button than when predicting the close button.
Due to the low base rate of predictions to the far button, only the
predictions to the close button could be analyzed. Future studies
could overcome this distance problem by using 3D environments
such as virtual reality to, for instance, create an ambiguous
situation in which the targets create an equally sized image on
the retina but differ in distance to the observer. The speed of the
movement might then disambiguate the situation.

The second factor that influenced anticipatory looks was the
velocity of the natural movement, which was the main factor
in the current study which was manipulated by means of using
differently sized targets placed at two distances. The results
showed that participants looked more frequently at the close
button when it was the target compared to when it was not,
which indicates that the participants made use of the velocity
information of the hand to predict which button would be
pressed.

The third factor that affected the frequency of anticipatory
looks was age. Whereas adults and 15-month-old infants looked
more frequently to the close button when it was the target
compared to when it was not, 9- and 12-month-old infants did
not show this difference.

Velocity-based predictions may result from action simulation
in the motor system of the observer. The motor system has
been shown to respond stronger to the observation of actions
that have to be performed with more accuracy (Eskenazi et al.,
2011). The speed people expect to see during an observed action
matches the actual speed of the performed action (Grosjean
et al., 2007; Eskenazi et al., 2009), which illustrates that the
action-perception link also plays a role in the speed-accuracy
trade-off (cf. Rizzolatti et al., 1996; Hari et al., 1998; Flanagan
and Johansson, 2003; Cattaneo et al., 2007). However, thus far,
observation of the speed-accuracy trade-off has primarily been
studied in adults, which left the question unanswered how the
perception of the speed-accuracy trade-off develops. Given these
prior findings, the hypothesis of the current study was that
the motor system not only underlies post hoc judgments of
the observed velocity of movements, but also facilitates on-line
predictions made while the action still unfolds. Our results are
in line with this hypothesis: the action prediction performance
of the 15-month-old infants suggested that they use velocity
information in action prediction, whereas the 9- and 12-month-
olds seemed not to integrate the observed velocity in their
predictions of the observed actions. The tested 15-month-old
infants were also better at pressing buttons than the 9- and 12-
month-olds. Using velocity information to predict which button
will be pressed thus follows – at least by and large – the same
developmental time course as the ability to press buttons. This is
in line with previous infant research showing that motor ability
affects action perception (van Elk et al., 2008; Kanakogi and
Itakura, 2011; Ambrosini et al., 2013; Gerson and Woodward,
2014a,b; Gerson et al., 2015). However, within the group of
12-month-old infants, the individual button pressing proficiency
was not found to be related to the ability to use speed for action
prediction. It might well be that our motor measurement was

not sensitive enough to correlate motor performance with action
prediction performance at an individual level. Nevertheless, it
is interesting that the differences in motor performance at the
group level overlap with the anticipatory eye capacities in the
observation task. However, at least two alternatives can be given
for the suggested improvement in terms of motor simulation.
First, visual experience acquired between 12 and 15months of age
may contribute to velocity-based predictions as well (Hunnius
and Bekkering, 2014). Second, the effects observed could also
be related to a general maturation pattern of the brain that
enables both action execution as well as action observation. The
importance of visual experience and brain maturation in the
development of velocity-based predictions can be tested in future
research by investigating whether 15-month-olds can use velocity
information for the prediction of actions that are not yet part
of their motor repertoire. Furthermore, it would be interesting
to study groups with delays in motor development to gain more
knowledge about whether or not motor experience is necessary
for velocity-based predictions.

Conclusion

We found empirical evidence that observers can predict whether
an object will be the target of an action based on the velocity of
the observed natural movement, which was manipulated through
manipulating the size of and the distance to the target objects. In
the current study, the action target was a button. Fifteen-month-
old, but not 9- and 12-month-old infants showed an adult-like
prediction pattern, suggesting that at 15 months of age, infants
are beginning to use velocity to inform their predictions of other’s
button pressing actions. The 15-month-olds were more proficient
in performing this type of action compared to the 9- and 12-
month-olds. Together, this indicates that the development of
velocity-based predictions follows a time line corresponding to
the development of motor skill of the predicted action. Future
research should parse out the roles of visual andmotor experience
for action prediction. Being a proficient actor may turn out to
be necessary in order to accurately predict what other people are
planning to do.
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Automatic imitation in a rich social
context with virtual characters
Xueni Pan* and Antonia F. de C. Hamilton

Institute of Cognitive Neuroscience, University College London, London, UK

It has been well established that people respond faster when they perform an action

that is congruent with an observed action than when they respond with an incongruent

action. Here we propose a new method of using interactive Virtual Characters (VCs) to

test if social congruency effects can be obtained in a richer social context with sequential

hand-arm actions. Two separate experiments were conducted, exploring if it is feasible to

measure spatial congruency (Experiment 1) and anatomical congruency (Experiment 2)

in response to a VC, compared to the same action sequence indicated by three virtual

balls. In Experiment 1, we found a robust spatial congruency effect for both VC and

virtual balls, modulated by a social facilitation effect for participants who felt the VC was

human. In Experiment 2 which allowed for anatomical congruency, a form by congruency

interaction provided evidence that participants automatically imitate the actions of the VC

but do not imitate the balls. Our method and results build a bridge between studies using

minimal stimuli in automatic interaction and studies of mimicry in a rich social interaction,

and open new research venue for future research in the area of automatic imitation with

a more ecologically valid social interaction.

Keywords: automatic imitation, virtual reality, social facilitation effect, action sequencing, virtual characters

Introduction

Mapping one’s own body and actions to the body and actions of others is a core mechanism for
social cognition. Multiple studies have shown that people respond faster and more accurately when
they have the chance to perform an action that is congruent with an observed action than when they
respond with an incongruent action (Brass et al., 2000; Stürmer et al., 2000; Cook and Bird, 2011).
However, the majority of these studies use very minimal stimuli (e.g., an image of an isolated hand).
Here we test if social congruency effects can be obtained in a richer social context with sequential
hand-arm actions performed by a virtual character (VC). We further explore if these effects are
modulated by spatial congruency or by anatomical congruency. First, we review past studies on
social action congruency effects, and on the use of VCs to explore social interaction.

Social Congruency Effects
Automatic imitation occurs when a participant responds faster in an imitative context than in a
matched, non-imitative context, and provides a robust measure of how easily a participant maps
actions between self and other. Two early papers developed automatic imitation paradigms which
have been widely used in social neuroscience (Brass et al., 2000; Stürmer et al., 2000). In Brass et al.’s
study, participants were instructed to respond to a symbolic number cue (1 or 2) while ignoring
an irrelevant finger movement in the background. Reaction times were faster when the irrelevant
finger movement on the screen was congruent with the participant’s response than when it was
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not (Brass et al., 2000). In Strümer’s study, participants were
instructed to make a pre-specified movement (either hand-
opening or hand-closing) as soon as they saw a hand movement
on the screen. Responses were faster when the instructed
response was congruent with the stimulus than when it was
incongruent (Stürmer et al., 2000).

A key requirement for an automatic imitation effect is that
it is driven by a precise mapping between one’s own body and
the body of the actor, and not purely by the spatial locations
of items in the field of view. It has been shown that Brass
et al.’s finger-movement task and Stürmer et al.’s hand-opening
task both measure a true imitation effect because both are
robust to changes in the orientation of the stimuli (Heyes
et al., 2005; Bertenthal et al., 2006; Cook and Bird, 2011). For
instance in Heyes et al.’s version of the hand-opening task,
the stimulus hand was vertically aligned and the responding
hand (participant’ hand) was horizontally aligned (Heyes et al.,
2005) so congruent responses are anatomically but not spatially
matched. In Bertenthal et al.’s version of the finger-tapping task,
participants were instructed to perform finger-tapping toward
both left hand and right hand as stimuli (Bertenthal et al., 2006).
They found evidence for both spatial compatibility and automatic
imitation effects, with the latter decreasing over the course of each
individual experimental block. This suggested that both effect
exist independently.

The automatic imitation effect can be modulated by the form
of the actor: several studies have found that the effect is stronger
for human than non-human hands, however it is still present
for the latter (Press et al., 2005; Longo et al., 2008; Longo and
Bertenthal, 2009; Liepelt and Brass, 2010). In Press et al.’s study,
using the hand-opening task, participants were presented with
both human and robot hands (Press et al., 2005). It was found
that there was a congruency effect with both forms of hands, as
well as an interaction between stimulus form and congruency,
indicating that the congruency effect was greater with the human
hand (27.9ms) than with the robotic hand (8.8ms). Similar
results were also obtained in Liepelt and Brass’s study using the
finger tapping task, where participants were primed to believe
that the video of a hand (covered with a glove) was either a
real human hand or a wooden hand (Liepelt and Brass, 2010).
Although the actual video stimuli were identical, participants in
the wooden-hand group showed a reduced congruency effect as
result of priming. In Longo, Kosobud, and Bertenthal’s study,
participants were presented with computer-generated realistic
looking hand, animated with either biomechanically possible or
impossible movements (Longo et al., 2008). The compatibility
effect was present in both automatic (Experiment 1) and spatial
(Experiment 3) imitation, and the results were similar regardless
of the type of stimuli (biomechanically possible or impossible).
However, in their second experiment, when participants were
explicitly informed about the movements before the experiment,
the compatibility effect disappeared with the biomechanically
impossible movements (only automatic imitation was tested
in this experiment). A follow up study found that automatic
imitation of a virtual hand was reduced - but not eliminated—
when participants were informed that they were going to see a
virtual hand (Longo and Bertenthal, 2009). Overall, these studies

have shown that automatic imitation can be obtained for human,
mechanical and computer-generated hands, with the magnitude
of the effect dependent on participant’s beliefs about the hand.

Richer Contexts
One limitation of current studies of automatic imitation is that
they mostly used isolated hand stimuli and limited contexts. A
few studies have explored larger social contexts by adding faces to
moving hands (Wang et al., 2010; Grecucci et al., 2013). Grecucci
et al. displayed faces with either neutral or negative emotion
before each stimulus, and instructed both ASD children and
health controls to perform finger-tapping presented with finger-
tapping (compatible) or finger-lifting (incompatible) stimuli
(Grecucci et al., 2013). It was found that both ASD and control
groups had a compatibility effect, and that the control group
had a significant faster response toward the stimuli following
the display of negative faces, whereas this effect was not present
with the ASD group. Wang, Newport, and Hamilton displayed
faces with direct or averted gaze before a hand-opening/closing
stimulus and measured congruency effects (Wang et al., 2010).
They found that participants were faster at the congruent trials
with the direct gaze than with the averted gaze in a hand-opening
task, indicating that direct gaze enhances automatic imitation.

Others have added social priming before a hand action
imitation task (Leighton et al., 2010; Wang and Hamilton, 2013).
Using a scrambled-sentence paradigm, Leighton et al. found that
pro-social priming elicited a larger automatic imitation effect
in a hand-opening task, whereas anti-social priming elicited a
reduced automatic imitation effect (Leighton et al., 2010). Wang
and Hamilton further argued that such a pro- or anti-social
priming effect is modulated by self-relatedness. They found that
first-person prosocial and third-person antisocial primes both
increased automatic imitation (Wang andHamilton, 2013). A full
review of the many factors modulating automatic imitation can
be found in Heyes (2011) and Wang and Hamilton (2012).

The aim of the current paper was to test if automatic imitation
effects can be obtained robustly in an even richer context, where
participants perform actions in front of a life-size VC. VCs
have been valuable in the study of human social interaction in
various ways. Early studies in this area used a virtual ball tossing
game with simple VCs to investigate perspective taking (David
et al., 2006) and social exclusion (Eisenberger et al., 2003). Other
studies use expressive VCs to study the social function of gaze
(Georgescu et al., 2013), blushing (Pan et al., 2008), and mimicry
(Bailenson and Yee, 2005). More recently, photo-realistic looking
VCs animated with motion-captured data were used in studies
of joint action (Sacheli et al., 2015), embodiment (Kilteni et al.,
2013), and personality (Pan et al., 2015). The high level realism
of both appearance and behavior in these studies provided a key
element in achieving ecological validity.

In the present study, we used VCs to prime the performance of
action sequences and test if automatic imitation can be obtained
for sequential actions in a rich social context. On each trial,
the VC performed a sequence of three actions, and then the
participant was instructed to perform a sequence which could
be congruent or incongruent with the actions of the character.
As a control condition, participants saw three balls which touch
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the same goal locations as the VC, without any human form
or biological motion. We can identify three possible effects.
First, we could find a main effect of congruency, with faster
responses following congruent actions. Different configurations
of the action goals can allow us to distinguish between spatial
congruency and anatomical congruency (see below). Second, we
could find a main effect of actor form, whereby participants are
faster to response when a VC is present. This would be a social
facilitation effect, where responses are faster when participants
are in the presence of a real (or virtual) human (Bond and Titus,
1983). Finally, we could find a congruency by form interaction,
where form could be a virtual human or a non-human object
(a moving ball). This is the signature of automatic imitation,
because it indicates that participants are faster on congruent trials
only when the actions are performed by a VC with a comparable
body shape to the participant, and not when the same goals are
indicated by a non-human object. Spatial effects can be ruled out.

There are two ways in which the actions of the participant
could be congruent with the actions of the avatar. They could
be directed to the same location in space (spatial congruency),
or they could use the same arm movements (anatomical
congruency). We test the former in Experiment 1, and the latter
in Experiment 2. Based on previous findings that automatic
imitation for simple finger movements is driven by anatomical
effects, we predict that when movements are spatially (but
not anatomically) congruent, we would find only a main
effect of congruency (Experiment 1). We further predict that
when movements are anatomically matched between participant
and avatar, we would find a form by congruency interaction,
indicating a true automatic imitation effect (Experiment 2).

Experiment 1—Spatial Congruency

Participants
A total of 22 participants were recruited from the ICN Subject
Database (14 females; mean age = 22.5 years; SD = ±4.3 years).

All were right-handed (by self-report), had normal or corrected-
to-normal vision, and were naïve to the purpose of the study.
They received payment at the end of the study. The study was
approved by the UCL graduate school ethics committee.

Materials
The experiments were conducted in our lab where VR graphics
were displayed in 2D on a 90 cm × 160 cm projector screen.
As shown in Figure 1A, the lab was prepared with a wooden
stool in front of a wooden table with three plastic toy drums on
top. Immediately beyond the table was a large projector screen,
where the participant could see the virtual world. The virtual
environment was modeled to match the real world with a virtual
wooden table which looks like an extension of the real one,
and three matching virtual drums modeled in 3D Studio Max
(Autodesk). The drums on the desk and the drums in the virtual
world were numbered 1, 2, or 3 as illustrated in Figure 1B. A
female VC (Jessie) sat behind the virtual wooden table, facing
the participant. Jessie was animated with pre-recorded motion
captured data and was controlled by the VR application in real
time. In front of Jessie the participant could see a virtual iPad,
where the participant received instructions.

Jessie’s motion was obtained by motion-capturing a single
female actor performing the same task as participants at the same
desk. The actor had four Polhemus Liberty magnetic motion
trackers, placed on her head, chest, right hand side elbow,
and middle finger. The Polhemus data was streamed into a
machine running Motionbuilder (through the Polhemus plug-
in for Motionbuilder), which produces character animation after
a small calibration session. Unlike from optical motion capture
system, the magnetic trackers used here give both position
and orientation data and therefore four trackers were enough
to produce high quality human-like animation for our setting
(upper body with one armmovement). Animation data was saved
while the actor performed all possible sequences of taps on the
three drums, instructed by number cues. The animation files

FIGURE 1 | (A) A photo of the study in progress. The participant has a

Polhemus magnetic marker on her head and right hand to track her

movements. (B) Configuration for Experiment 1. The drum numbering and

the participant’s responses are spatially congruent between participant and

VC. (C) Configuration for Experiment 2. The drum numbering and responses

are anatomically congruent between participant and VC.
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were stored the Cal3D format and applied to Jessie within our
interactive VR application developed in Vizard (WorldViz Inc,).

Experimental Design
A 2 × 2 within participants design was used and the two
factors were form (Jessie or balls) and congruency (congruent
or incongruent). The number cue, displayed on the virtual
iPad during the training and experiment session, consisted of
a sequence of three numbers with all possible combinations
of 1, 2, and 3, excluding only “1-1-1,” “2-2-2,” and “3-3-3,”
This gives 24 possible combinations. Each participant completed
6 blocks (three Jessie, three balls, alternatively): half of them
had Jessie as their first block and the other half the balls.
Each block consists of 48 trials: 24 congruent trials and 24
incongruent, displayed in random order. Each block could last
between 4 and 7min depending on participants’ speed, and
the full set of six blocks could be completed in less than
30min.

Procedure
On arrival at the lab, each participant was introduced to the VR
setup and completed the consent form. Two Polhemus motion-
tracking markers were fitted to the participant’s right index finger
and forehead with medical tape and a headband. The participant
then completed a 5-min calibration and training session for the
drum tapping. They were instructed to tap each drum in order as
soon as they saw the number cue on the virtual iPad, and should
then return to the rest position. Participants practiced this for
at least 5 successive correct trials before moving on to the main
experiment.

For the main experiment, participants were instructed that
they would perform the same drum tapping task, taking turns
with Jessie or with some balls. For each trial, the participant first

saw either Jessie or the balls tap a three-beat sequence (e.g., 2-
1-3) which lasted approximately 3 s. A drum sound effect played
at each point when Jessie or the balls hit each drum. Then the
virtual iPad provided a number cue instructing the participant
to perform a three-beat sequence (Figure 2). Unbeknownst to
the participant, these sequences can be congruent to the action
of the VC (e.g., “2-1-3”) or incongruent (e.g., “3-1-1”). In the
congruent trials the VC would tap the same spatial locations
as the participant i.e., both the physical and virtual drum “1”
was at left-hand side of the participant (spatial congruency).
Both the participant and Jessie used their right hand, so a reach
to drum 1 was a contralateral movement for the participant
but an ipsilateral movement for Jessie. This means that the
spatially congruent actions were not anatomically congruent. The
incongruent animations were designed to be incongruent both
anatomically and spatially. For instance, in an incongruent trial,
when the participant was cued to tap “2-1-3,” the animation was
neither “2-1-3” nor “2-3-1.”

During the participant’s response period, Jessie would
“actively watch” the participant. This means that Jessie’s head
rotation (left/right, up/down) were programmed so that Jessie
was always looking at the participant—if the participant
moved slightly left, Jessie looked slightly to the left. This was
implemented using the “lookAt” function in Vizard, setting
Jessie’s head to orient toward an invisible virtual object whose
position was tied to the motion tracker on the participant’s head
during participant’s response period, and was tied to the position
of the middle virtual drum during Jessie’s tapping session. For
transitions between the response period and Jessie’s drumming,
the position of the virtual object was updated by linearly
interpolating between the two possible positions over 0.5 s.
This ensured that Jessie produced smooth, realistic and socially
engaging head movements over the whole study. Participants did

FIGURE 2 | Sequence of events in a trial. The VC completes a sequence

of action. A number cue appears on the “virtual ipad” in front of the VC. The

participant taps each drum in the sequence as fast as possible. The

participant receives feedback on correct/erroneous sequences. Note that at

all points except the VC animation, the VC’s head and gaze track the

participant’s head to give a feeling of actively being watched.
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not explicitly notice that Jessie was actively watching them during
the response phase, but we found it increased the feeling of social
engagement and realism.

The motion tracking data collected from the participant’s
hand was used to monitor performance online. The times when
participants touched each drum were defined by the Vizard
function “vizproximity” set to detect when the hand marker
moved within approximately 1 cm of the center of the drum.
The drum-tapping sound effect was played as the participant
tapped each drum. Any errors (tapping the wrong drum)
resulted in the virtual iPad turning red and a harsh beep sound.
When a trial was correctly completed, the virtual iPad turned
green. The end of a trial was triggered when the participant’s
hand returned to the resting location, and the next trial began
immediately.

Blocks with ball stimuli were matched in all features, except
that Jessie was not present and instead the participant sees three
balls suspended above the three drums. To tap a sequence, one
ball at a time moved downwards with a constant velocity, tapped
the drum and returned to its place. This was implemented using
the “moveTo” build-in function in Vizard (Figure 2 and Video 1

from Supplement Material).

After participants completed all six blocks of the task (three
blocks with Jessi and three blocks with balls), they filled in an
online questionnaire concerning their subjective evaluation of
the experience and of Jessie’s personality (see Data Sheet 1 in

SupplementaryMaterial). Participants gave their subjective social
evaluation (SE) toward the VC through two questionnaires (co-
presence and personal trait evaluation). These questions were
adapted from previous Virtual Reality studies involving human-
VC interactions (Pan et al., 2008, 2015), and here a Likert Scale
of 1–7 (1: not at all; 7: very much so) was used. The average score
across all 10 questions was used as a covariate in the data analysis.
Finally, participants were debriefed and were paid for their
time.

Data Analysis
Each participant completed 288 trials equally spread across the
following four conditions, with 72 trials in each condition:
congruent-balls (CB), incongruent-balls (IB), congruent-VC (CV),
and incongruent-VC (IV). Two.csv files were produced in real-
time with our Vizard application: (1) event file contains the
time and type of events (e.g., number cue display, participant
taps the first drum, and participants’ action was correct or
incorrect) (2) tracking file contains time and motion captured
data (position and rotation). In our analysis only position data
was used. The following features were extracted for each trial (see
Figure 3):

• Reaction time (RT): The time from the onset of the number
cue to the first hand movement, was calculated offline with
Matlab. RT was defined as the point when tangential velocity
of the finger marker surpassed 0.0035m/s.

FIGURE 3 | Sample data fromone participant performing the sequence

“2-3-1.” (A) sample plot of hand kinematics (B) definitions of timings. X-axis is

left and right, tangential velocity is calculated off line with Matlab. RT (reaction

time) or movement onset is defined as when tangential velocity >0.0035 m/s.

FT (first action time) is when participant taps their first drum (drum 2 in this

case). LT (last action time) is when they taps their last drum (drum 1).
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• First drum time (FT): The time from the onset of the
number cue to the time when the participant tapped the first
drum of the sequence of three. This is our primary outcome
measure and was recorded in real-time with our Vizard
application.

• Last drum time (LT): The time from the onset of the number
cue to the time when the participant tapped their last drum in
the sequence of three; this was recorded in real-time with our
Vizard application.

• Errors (ER): correct or error in the response.

Each of the four features was averaged at condition level for
each participant. For RT, FT, and LT, incorrect trials, or trials
where FT (our primary measurement) is more than two standard
deviations from the mean were excluded from the analysis
(4.2%). Data for each of the four features was input to a repeated-
measures ANOVA, both with and without mean SE scores as a
covariate. Our primary outcome measure was the time to touch
the first drum (FT) and we report this measure in the text
and tables. Other measures (RT, LT, and ER) are presented in
Tables 1–4 only, for completeness.

Results
The mean error rate was 1.2%. SE scores had a mean of 3.45 (SD
1.29).

A repeated measure ANOVA revealed a congruency effect
for first drum time [F(1, 21) = 25.62, p < 0.001, η

2
=

0.550] indicating that participants were faster in the congruent
trials than the incongruent trials. There was no form effect or
interaction effect. See Figure 4A.

TABLE 1 | Experiment 1: repeated measure ANOVA (n = 22).

Measure F P Partial η
2

RT cong 10.268 0.004 0.328

FT cong 25.623 0.000 0.550

LT cong 13.228 0.002 0.386

ER cong 6.720 0.017 0.242

TABLE 2 | Experiment 1: Repeated measure ANOVA with SE as covariance

(n = 22).

Measure F P Partial η
2

RT form 5.510 0.029 0.216

form*SE 10.251 0.004 0.339

FT form 8.954 0.007a 0.309

form*SE 13.665 0.001a 0.406

cong 5.928 0.024 0.229

LT form 5.558 0.029 0.217

form*SE 7.355 0.013 0.269

cong 12.913 0.002a 0.392

cong*SE 5.567 0.029 0.218

aThe effect is still preserved (p < 0.05) after we remove a potential outlier with SE > 6.

A repeated measure ANOVA taking participants’ SE score
as a covariate revealed a similar congruency effect [F(1, 20) =

5.93, p = 0.024, η
2
= 0.229]; a form effect [F(1, 20) = 8.95,

p = 0.007, η
2
= 0.309], indicating that participants reached

the first drum faster with the VC than drums; and form-SE
interaction [F(1, 20) = 13.67, p = 0.001, η

2
= 0.406]. To

explore the direction of this effect, we calculated a form effect
for each participant as the first-drum-time for the VC minus the
first-drum-time for the balls. As shown in Figure 4B, the form
effect was negatively correlated with SE (R = −0.637, R2 =

0.406, p = 0.001). This means that the more a participant felt
socially connected to the VC, the quicker they reacted to the VC
compared to the balls.

Discussion
Our results from Experiment 1 show amain effect of congruency,
but no other effect was significant. This can be accounted for by
a purely spatial effect, where participants were faster to respond
to a particular sequence when they had just viewed a sequence
directed toward the same drum locations. This is in line with
our prediction that spatial congruency between the participant’s
drums and the VCs drums should lead to purely spatial
effects.

Furthermore, when taking into account participant’s reported
level of SE of the VC, we found a main effect of form and a form-
SE interaction. These results suggest that a social facilitation
effect can be obtained using our VC, where participants are
faster to respond to a human-like VC than to non-human balls.
This is compatible with previous reports of social facilitation to
computer generated figures (Hoyt et al., 2003; Zanbaka et al.,
2007).

TABLE 3 | Experiment 2: repeated measure ANOVA (n = 32).

Measure F P Partial η
2

RT form 9.349 0.005 0.232

cong 11.790 0.002 0.276

FT form 14.930 0.001 0.325

cong 13.018 0.001 0.296

form*cong 5.246 0.029 0.145

LT form 4.281 0.047 0.121

cong 7.437 0.010 0.193

TABLE 4 | Experiment 2: repeated measure ANOVA with SE as a covariate

(n = 32).

Measure F P Partial η
2

RT cong 5.290 0.029 0.150

FT cong 8.325 0.007 0.217

LT cong 11.673 0.002 0.280

cong*SE 6.270 0.018 0.173

ER cong 5.294 0.029 0.150

cong*SE 6.921 0.013 0.187
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FIGURE 4 | Results for Experiment 1 with SE as a covariate. (A) Time to reach the first drum was faster for VC than for balls. (B) This effect correlated with the

social evaluation score.

Experiment 2: Anatomic Congruency

Participants
A total number of 32 participants (24 females; mean age = 23.1
years; SD = ±3.73 years) attended Experiment 2. All were right-
handed, had normal or corrected-to-normal vision, and were
naïve to the purpose of the study. They received payment at the
end of the study. The study was approved by the UCL graduate
school ethics committee.

Experimental Design
The experimental design and trial arrangement closely matched
Experiment 1. As shown in Figure 1C, the only difference
was that the virtual drums were displayed in the opposite
order as compared to Experiment 1. This means that the
participant reaches contralaterally to drum 1, and the VC
also reaches contrallateraly to drum 1. These movements are
anatomically congruent but not spatially congruent. All trials for
this experiment were defined in terms of anatomical congruency
(not spatial congruency). Note that there was no need to record
new animation clips, because the animation clip of the VC
playing “2-1-3” in Experiment 1 was the same as that of “2-3-1”
in Experiment 2. Instructions, trial structure and trial numbers
were identical to Experiment 1. Participant filled the same SE
questionnaire and an SE score was calculated. As before, we
report analysis over our main measurement (FT) in the text and
figures, and present data from all measurements (RT, FT, LT, and
ER) in Tables 3, 4.

Results and Discussion
The mean error rate was 1.5%. Again, for RT, FT, and LT,
incorrect trials, or trials where FT (our primary measurement) is
more than two standard deviations from the mean were excluded
from the analysis (4.0%). SE scores had a mean of 2.88 (SD
1.16). A t-test directly comparing SE scores in Experiment 1 vs.
Experiment 2 did not show a significant different (p = 0.095).
We speculate that in Experiment 1 it was easier to map spatially
between the participant’s action and the VC’s action on congruent
trials, leading the participant to feel similar to the VC. In contrast,
in Experiment 2 the participant had to mentally rotate his/her
body to the location of the VC to create a strong self-other
correspondence on congruent trials. This difference in the ease

FIGURE 5 | Results for Experiment 2—congruency and form interact

for time to first drum.

of self-other mapping between the studies might lead to a trend
toward a difference in SE scores. This parallels previous reports
that mimicry (mirroring) enhances liking even in VCs (Bailenson
and Yee, 2005; Gratch et al., 2007).

A repeated measure ANOVA revealed a significant effect of
form [F(1, 31) = 14.93, p = 0.001, η2

= 0.325] and congruency
[F(1, 31) = 13.02, p = 0.001, η2

= 0.296] for FT. Figure 5 shows
that participants were faster in the congruent trials, and that they
were also quicker with the VC than the balls. There was also an
interaction of form and congruency [F(1, 31) = 5.25, p = 0.029,
η
2

= 0.145] for FT: the congruency effect is bigger with the
VC than the balls. This is consistent with an automatic imitation
effect.

A repeated measure ANOVA taking participants’ SE score as
a covariate preserved the congruency effect for FT [F(1, 30) =

8.33, p = 0.007, η
2

= 0.217] but the form effect and
interaction were no longer present. There were also no effects
of SE or interactions with SE, suggesting that SE does not add
explanatory value to our model but rather reduces power. Thus,
we focus our discussion on the basic model without additional
covariates.

To summarize, Experiment 2 revealed a congruency effect
with faster responses to anatomically congruent trials, and a form
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effect, suggesting that participants were faster with the VCs as
compared to the balls. More importantly, the reliable form by
congruency interaction indicates that participant’s automatically
imitate the actions of the VC but do not imitate the balls.

General Discussion

In this study, we test if automatic imitation can be obtained in a
rich social context with a VC performing sequential actions. We
find that spatial congruency effects can be obtained in a context
where the virtual drums spatially match the participant’s drums
(Experiment 1) while automatic imitation can be obtained in
a context where the VC’s movements anatomically match the
participant’s movements. These results confirm that automatic
imitation can be studied in a richer social context with sequential
actions. We consider first the general implications of our novel
task and then the specific spatial and anatomical versions of the
task.

Measuring Social Congruency with a Drumming
Task
In this study we developed a new drumming task for measuring
and manipulating automatic imitation. Our task differs from
previous tasks (Brass et al., 2000; Stürmer et al., 2000) in at
least three ways—it involves sequential actions, it involves goal-
directed actions and it is embedded in a rich social context.
Sequential actions are an advantage because there aremore action
options available. This means that our control (incongruent)
condition in the sequence task with 3 drums can have neither
anatomical nor spatial congruency, thereby providing a better
baseline. However, there is also a limitation that automatic
imitation can only occur if participants remember the three item
sequence from demonstration to the trial. Previous studies of
automatic imitation have used simple, single actions (Brass et al.,
2000; Stürmer et al., 2000), and it could be argued that the
present study does not tap automatic imitation because the action
sequences are too complex.

However, there are several reasons to believe that sequential
actions can also drive imitation without awareness. Heyes’
influential associative sequence learning model of imitation
includes action sequences as well as simple stimulus-response
associations (Brass and Heyes, 2005). Careful video analysis of
natural human behavior also shows copying of action sequences
(Grammer et al., 1998). Neuroimaging studies suggest that action
sequences and simple actions are stored in a hierarchical format
across the cortex (Hamilton and Grafton, 2007). The present
study also provides an opportunity to test the hypothesis that
action sequences can drive automatic imitation in the same way
as simple actions, and provides a positive answer.

A possible limitation of the present study is that verbal
encoding of the sequences (both the VCs sequence and
the participants sequence) could interfere with the automatic
imitation effect. However, verbal encoding would not lead to
an advantage in performance that is specific to the human—
congruent condition. The fact that we are able to demonstrate
an automatic imitation effect (form X congruency interaction
in Experiment 2) despite these limitations demonstrates that

observing an action can have a robust and enduring effect
on subsequent performance. Future versions of our task may
use color cues or other symbols to reduce the likelihood that
participants verbally encode the number cues.

Unlike previous tasks, our drumming task is goal directed
and each action leads to a noticeable effect (drum sound). This
contrasts with the finger-lifting (Brass et al., 2000) and hand-
opening tasks (Stürmer et al., 2000) which are not directed
toward a particular object. Automatic imitation has also been
shown in finger-tapping tasks (Wang and Hamilton, 2013),
suggesting that the absence of a goal is not essential for this effect.
The present data adds weight to this conclusion, suggesting that
even sequential goal-directed actions can lead to an imitation
effect. This is also consistent with data showing imitation of
kinematic features of sequential pointing actions (Wild et al.,
2010), and point to the generality of imitative behavior.

Finally, our new paradigm allows us to study automatic
imitation in a very rich social context with an increase in social
and ecological validity. It is socially plausible that sometimes you
are required to take turns with other person to play drums. The
set up of the study could be interpreted as a joint-action, where
“two or more individuals coordinate their actions in space and
time to bring about a change in the environment” (Sebanz et al.,
2006). Similar actions also occur in the context of music (Keller,
2008). This paradigm can therefore offer more direct insights in
interpreting automatic imitation or mimicry in everyday social
activities and joint actions (Grammer et al., 1998), and provide
a bridge between minimal automatic imitation tasks and real-
world social psychology mimicry tasks.

To achieve a high level of ecological validity while retaining
experimental control, we make use of virtual reality technology
to create realistic and interactive VCs. Our experiment was
conducted on a large projector screen with life-sized VCs sitting
right in front of participants, and that our Virtual Environment
was implemented to look like an extension of our real lab.
This is key to allowing real-life like social interaction experience
and enables participants’ automatic social responses. Slater
(Slater, 2009) proposed that the two orthogonal components
contributing to participants’ realistic response in Virtual Reality
are Place Illusion and Plausibility Illusion. In our study, the Place
illusion was achieved by matching the virtual world to the real
world in physical setting the sizes of objects and people, such that
participants could believe they were looking through a window
into a virtual world. The Plausibility Illusion was achieved via
realism and interactivity of the VC. Here realism is generated
not only by using photo-realistic VC but also by using motion-
captured data to animate its movement. Interactivity is achieved
by ensuring that VC looks toward the participant during each
response period, and that she reacts toward the participants’
movement, always waiting for the participant to finish their trial
before starting her own. The interactive behavior of our VC,
though subtle, is a very important aspect which provides a feeling
of social contingency between the participant and VC. The fact
that participants’ own action and movement could bring about
a change in the behavior of another “person” make the whole
experience more social and plausible. This is a first step toward
“second person neuroscience” (Schilbach et al., 2013).
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Spatial, Social, and Imitative Effects on Task
Performance
Our two studies allow us to distinguish a number of specific
effects on performance. Note that our key performance measure
was the time to touch the first drum, which reflects both the
planning and initial execution of the action sequence without
being contaminated by differences in the movement path. In
Experiment 1, participants could be primed by a VC performing
a spatially (not anatomically) congruent sequence or by three
balls performing a spatially congruent sequence. In this study,
we found a clear spatial congruency effect (faster responses on
congruent trials). When the participant’s SE of the VC was
included as a covariate, an effect of form emerged such that
those participants who considered the VC to be more human
also showed a social facilitation effect and responded faster in
the presence of the VC. Social facilitation effects have been
demonstrated before for VCs (Hoyt et al., 2003; Zanbaka et al.,
2004). Here we further show that not all participants react
toward Virtual Reality to the same extent, or show the same
degree of social facilitation. Individual differences in participant’s
response to the VC could be caused by many different elements
including their personality, their prior experience with virtual
reality, and whether the VC’s appearance matches themselves.
The SE questionnaire used here provides useful information in
interpreting our results, and it should also be included in other
VR study with VCs.

Our Experiment 2 provides the core test of automatic
imitation effects. In congruent trials for this version of the task,
the actions of the VC were anatomically congruent with those of
the participant, but not spatially congruent. This means that if
participants map the VC actions onto their own body, then they
will have a performance advantage for the congruent VC trials
only, and show a form by congruency interaction. This effect was
found, and indicates that participants can automatically imitate
the VC. Note that in both Experiments 1 and 2, the action goals
(tapping drum number 1, 2, or 3) are congruent for both the VC
and the ball trials. The anatomical congruency effect we show
here occurs over-and-above any goal congruency effects, because
it is present only when the VC performs the action and not when
the balls indicate the goals. It is surprising to note that adding

SE as a covariate in the analysis for Experiment 2 did not help us
interpret the results. This might imply that automatic imitation
is not influenced by the same types of SE as social facilitation, but
further studies would be needed to test this systematically.

Future Research Directions
At the present stage, our sequential social congruency task
implemented in virtual reality provides a new method to explore
automatic imitation in a rich, more ecologically valid setting.
One of the advantages of using VC in our stimuli is that in
future we can easily adapt our current VR application to test
other aspects of social interaction and automatic imitation. For
instance, we could test the effect of in-group and out-group by
changing the appearance of the VC. We can precisely manipulate
the social behavior and emotion of the VC to define how different
factors modulate imitation behavior (Wang andHamilton, 2012).
Future studies can also implement this task in a fully immersive

virtual world (for instance, with the Oculus Rift) to facilitate
the place illusion and enhance the social interaction aspect of
participants’ experience, and can use VR in conjunction with
neuroimaging techniques such as fMRI and functional near-
infrared spectroscopy. Overall, we suggest that studying social
imitation behavior in rich, well-controlled virtual reality settings
is a valuable method for social neuroscience with great promise
for the future.
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Imitation is an important form of social behavior, and research has aimed to discover and

explain the neural and kinematic aspects of imitation. However, much of this research

has featured single participants imitating in response to pre-recorded video stimuli. This

is in spite of findings that show reduced neural activation to video vs. real life movement

stimuli, particularly in the motor cortex. We investigated the degree to which video stimuli

may affect the imitation process using a novel motion tracking paradigm with high spatial

and temporal resolution. We recorded 14 positions on the hands, arms, and heads

of two individuals in an imitation experiment. One individual freely moved within given

parameters (moving balls across a series of pegs) and a second participant imitated.

This task was performed with either simple (one ball) or complex (three balls) movement

difficulty, and either face-to-face or via a live video projection. After an exploratory

analysis, three dependent variables were chosen for examination: 3D grip position,

joint angles in the arm, and grip aperture. A cross-correlation and multivariate analysis

revealed that object-directed imitation task accuracy (as represented by grip position)

was reduced in video compared to face-to-face feedback, and in complex compared

to simple difficulty. This was most prevalent in the left-right and forward-back motions,

relevant to the imitator sitting face-to-face with the actor or with a live projected video of

the same actor. The results suggest that for tasks which require object-directed imitation,

video stimuli may not be an ecologically valid way to present task materials. However,

no similar effects were found in the joint angle and grip aperture variables, suggesting

that there are limits to the influence of video stimuli on imitation. The implications of these

results are discussed with regards to previous findings, and with suggestions for future

experimentation.

Keywords: imitation, two-person, kinematics, grip aperture, joint angles, ecological methods

Introduction

To effectively imitate, visual information about an action must be combined or compared with
a representation of the movements necessary to complete the action (Molenberghs et al., 2009).
In relation to this, imitation research has often gone hand-in-hand with studies relating to the
proposed human “mirror neuron system” (MNS). TheMNS provides a potential basis for the ability
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to combine visual information with an internal representation
of the observed movement. Early research using single cell
recording found that neurons in the macaque premotor cortex
activated both during the performance of an action, and when
the same action was observed in another individual (di Pellegrino
et al., 1992; Gallese et al., 1996), hence the term “mirror neurons.”
Observed actions are often related to those encoded in one’s
own motor repertoire (Oztop et al., 2013), which may in turn
provide an insight into the aims of the action and the potential
intentions of the observed individual. Much research has aimed
to establish the existence of a human MNS—a frontoparietal
network that activates during both action observation and
performance (Iacoboni et al., 1999), supported by neuroimaging
(Molenberghs et al., 2009) and neurophysiological (Naish et al.,
2014) evidence. The MNS likely plays a vital role in imitation,
and it is possible that imitation relies in part on accurate,
unconstrained observation of another’s actions. It follows that
any methodology impeding the natural observation of actions is
likely to result in less effective understanding of the action, and
therefore less effective imitation.

Surprisingly, little research addresses the reliability of video
stimuli for experiments on the MNS, social interaction, or
imitation. Limb movement is complex and three dimensional,
and its observation could be undermined by a 2D viewing set-
up (i.e., as observed on flat computer monitors or projection
screens). This is particularly worth consideration when much
of the research into imitation has used video stimuli presented
to a group of solitary observers. There are discrete differences
between direct observation of a scene, and observing the same
scene reconstructed on a 2D surface (e.g., a computer monitor
or projected image). For example, information from binocular
disparity in a 3D scene is lost when presented in 2D. The
treatment of 2D and 3D stimuli by the visual system varies wildly
(Patterson, 2009). Additionally, there is little understanding of
how the motor system responds to video vs. real life scenes.

Järveläinen et al. (2001) suggested that video feedbackmay not
be the most appropriate medium for studying social interaction,
particularly in an object-directed context. They focused on one
proposed element of the humanMNS—the primarymotor cortex
(Hari et al., 1998). Using magnetoencephalography (MEG) they
recorded magnetic field signals over participants’ scalps, in two
observation conditions: observing a simple right-handed object
manipulation performed either by a live actor, or on a pre-
recorded video. In a third condition, participants performed
the actions themselves. Järveläinen et al. (2001) found that the
primary motor cortex showed corresponding activation during
both observation and performance of actions. More importantly,
they found that this activation was significantly reduced for
the observation of video movements compared to live actions.
Similar results have been observed in infants (Ruysschaert et al.,
2013). Järveläinen et al. (2001) suggested that the difference
between video and live feedback reflected the greater ecological
validity of the latter and therefore greater participant interest
in the 3D visual properties of the action. These results are
particularly important considering recent findings suggesting
that neural processes in interacting individuals may be “coupled”
by contextual parameters (Schippers et al., 2010; Hasson et al.,

2012; Yun et al., 2012). Hasson et al. (2012, p. 115) stated
that “the coordination of behavior between the sender and
receiver enables specific mechanisms for brain-to-brain coupling
unavailable during interactions with the inanimate world.” If
we are to measure social interaction, it seems best that we do
indeed measure interaction, and not just observation. If we accept
the commentary presented by Hasson et al. (2012), then social
interaction is a “live” process, in which both parties are necessary
to adequately represent the phenomenon.

Furthermore, most imitation research has used keypress or
electromyographic measures from single effectors to measure
imitation accuracy. Since muscle activity is only indirectly related
to movement kinematics (Knudson, 2007), the above methods
may not capture all the information encoded in movement.
Perhaps surprisingly, few experiments have used motion tracking
to study imitation, andmost research has focused on the behavior
of the imitator, rather than that of the actor or the interaction
between the two. However, movement kinematics may help to
inform the observer about an actor’s intent (Becchio et al., 2008;
Sartori et al., 2011; but see Naish et al., 2013), and the effect of
movement observation on one’s own actions can be so strong
as to bias the action toward one more closely representing the
observed action, even if imitation is not required (Hardwick and
Edwards, 2012).

High-resolution motion tracking might allow greater insights
into imitation, so the few studies using this methodology warrant
attention. Wild et al. (2010) asked participants to observe videos
of actors performing goal-directed and non-goal directed actions
at fast and slow speeds and then to imitate the movements. A
motion sensor was attached to the index finger and tracked in
3D. The participant’s movement duration, peak velocity, and time
to peak velocity, were then compared to the actor’s kinematics.
Campione and Gentilucci (2011) also used motion tracking
to study whether the automatic imitation of reaching actions
is effector dependent. They recorded peak velocity and peak
acceleration of the wrist, thumb, and index finger as measures
of the effects of action observation on movement planning.
These studies extracted relatively few kinematic landmarks from
relatively few body positions. A better approach might be to
use the whole time-series from as many body parts as possible.
The correlation between the time-series data of the actor’s
(the one performing the original actions) and the imitator’s
movements must necessarily provide a validmeasure of imitation
effectiveness and therefore a more ecologically valid observation
of the imitation process. This was taken into account when
designing our experiment.

Also worth consideration is the “correspondence problem”
(for a detailed commentary see Brass and Heyes, 2005). It is still
unclear how the brain is able to transform the visual parameters
of an observed action into a motor output that can match it. This
has been put forward as one potential role of the MNS and there
is much discussion regarding whether or not it is the intended
goal of an action that is imitated, or the entire movement profile
itself. In our experiment, the choice was to focus on goal-directed,
transitive (object-directed) imitation for two reasons. Firstly,
because it allowed us to make use of a more naturalistic, variable
task (as explained below), that did not rely on a number of
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pre-designated intransitive gestures. Secondly, this study was an
attempt to explore the effects seen in experiments making use of
object-directed imitation (e.g., Wild et al., 2010; Campione and
Gentilucci, 2011; Braadbaart et al., 2012). This sort of imitation
closely links to the learning of new motor skills, which occur
throughout life, such as learning a new sport. Motion-tracking
provides a reliable measure of this sort of imitation, since it can
be used to test both object-directed task accuracy (the goal) and
the kinematics as a whole.

The aim of the experiment reported here was twofold—first
to understand what may be lost in typical transitive imitation
paradigms using video feedback, and second to develop the use
of motion tracking as a measure for examining imitation in
pairs of people. By using face-to-face imitation we hoped to
more closely measure imitation as it occurs relatively naturally.
As such we developed an imitation game that allowed us to
test participants on an object-directed task they are unlikely
to have performed before. We recorded position data from 14
motion trackers distributed across the upper body and arms
of six pairs of two participants, enabling us to greatly increase
the number of tracked body locations compared to previous
research. We then compared imitation accuracy in face-to-face
feedback, and through a live video projection which prevented
the imitator directly observing the actor. We hypothesized that
video feedback would result in less accurate imitation than
face-to-face feedback, and more complex imitation tasks would
result in less accurate imitation than simple tasks. We developed
analytic approaches to examine aspects of variable, dynamic
time-series to look for correlations and their associated lags with
regards to the movement and position of objects in the imitation
task.

Materials and Methods

Participants
Twelve right-handed participants (mean ± SE age = 29.4 ± 7.1
years, 2 male) were recruited from the University of Reading
and the surrounding area. The experimental procedures were
approved by the local ethics committee (refs: 2013_171_NH;
UREC 11/11); participants gave written, informed consent;
and the experiments were conducted in accordance with
the Declaration of Helsinki. Each experiment required two
participants, who took turns to perform as both actor and
imitator.

Apparatus and Stimuli
The position of participants’ heads, right arms and right hands
were recorded continuously using a wired Polhemus Liberty
(Polhemus Inc., Colchester, VT, USA) 240Hz, 14 channel (7 per
participant) motion tracking system with 6 degrees of freedom
(x, y, z, azimuth, elevation, and roll). Trackers were attached
to the shoulder (acromial end of clavicle), elbow (olecranon),
wrist (pisiform), thumb (tip), index finger (tip), little finger
(tip), and central forehead. Tracking points were attached
using adhesive medical tape or Velcro™. The experiment
was controlled and data were acquired using custom software
written in MATLAB 2014b (Mathworks, Inc.) and using the

ProkLiberty interface (https://code.google.com/p/prok-liberty/).
We used LabMan and the HandLabToolbox to document and
control experiments and analyze data. The associated repositories
are freely available at https://github.com/TheHandLaboratory,
whilst raw data are available from the Hand Laboratory’s website
(http://neurobiography.info) and/or on request.

The stimuli used were two identical custom-designed wooden
imitation games consisting of a 300 × 330 × 10mm board with
4 × 4 vertical rods (diameter = 5mm, 60mm inter-rod spacing,
Figure 1). The height of the 4 rods from front to back was 30, 70,
110, and 150mm. On top of three of the rods were three colored
(red, blue, yellow) solid cotton balls (diameter = 40mm), with
a 10mm hole drilled into the center to allow rod placement. A
curved wooden starting point of 30 × 8 × 25mm was situated
on the lower right corner near the tallest pegs. These boards were
placed facing each other at opposite ends of a table approximately
1370mm in length, at a distance of 710mm apart (Figure 2). In
all conditions the imitation game boards were attached securely
to the table using Blu-Tak R©. The Polhemus motion tracking
transmitter was placed underneath the center of the table (not
pictured in Figure 2).

Video conditions used a high definition webcam (Logitech
International S.A., Switzerland) with a recording resolution of
1080p (resolution of 1920 × 1080, before zooming) and frame
rate of approximately 30 FPS, to provide a live recording of the

FIGURE 1 | (A) Imitation game apparatus, starting point center bottom, (B)

example dataset, movement of the thumb in x, y, and z for the face-to-face &

simple condition (not to scale).
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FIGURE 2 | Top-down view of the experimental set-up, along with an

image of the approximate actor point of view for (A) face-to-face

conditions and (B) video conditions; N.B. motion tracking axis in (B) is

the same as in (A).

actor. A mirror was placed in front of the actor, angled at 70◦

to be visible by the camera which was positioned overlooking
the actor’s shoulder (Figure 2). The angled mirror was used to

recreate a flat plane view of the actor in the video feed once
the over-shoulder viewpoint was taken into account. A large
white cardboard projection screen (840 × 590mm) prevented
the imitator viewing the actor. The webcam recorded the actor’s
movements from the mirrored image. This was then projected
onto the cardboard screen (image size = 430 × 580mm) for the
imitator. The image was zoomed to the level that approximately
represented the imitator’s view of the actor in the face-to-face
condition.

Design
A repeated measures design was used, with two independent
variables, each with two levels: task difficulty condition (simple,
complex) and feedback condition (face-to-face, video). The task
difficulty condition was used in order to test whether any
effects of feedback condition depended on the complexity of the
imitated actions—it was of interest to test whether more complex
tasks would be more greatly affected by video feedback. The
simple and complex conditions were tested once for each of the
video or face-to-face conditions. Each participant played the role
of both actor and imitator, meaning that each individual took
part in a total of 2 sessions (80 trials)—one as an actor and
one as an imitator, to account for two repetitions of the crossed
condition design. Whilst using a single individual as the actor
may have reduced variability between participants, we wanted to
maintain a more naturalistic task with naïve participants, rather
than a potentially biased confederate. Each crossed condition
lasted 250 s and consisted of ten 20 s trials with 5 s rest gaps
between. The dependent variables were the 6 degrees of freedom
across 14 motion tracking points.

Procedure
In each testing period, the two participants were assigned to
either the role of actor or imitator, which were then reversed
once 1 session (4 crossed conditions) was complete. Each testing
session included a face-to-face and video feedback condition,
and the order in which they occurred was randomized and
counterbalanced (i.e., an imitator would observe and imitate in
both the video and face-to-face conditions before swapping roles
and becoming the actor). Both participants played both roles
in order to maximize the data collected and ensure a balanced
design. The simple difficulty conditions were always performed
first in each feedback condition. This was done in place of a
practice trial, in order to cut down testing time and maintain
participant motivation and accuracy. Since we predicted that
the simple task would be more accurately imitated anyway, we
did not believe that this confound would be heavily altered by
practice effects. The simple condition ensured that in each of
the feedback conditions, the actor and imitator were quickly
introduced to the constraints and demands of the task. Note that
the main variable studied here is the feedback condition—face-
to-face vs. video—the order of which was fully counterbalanced.
A live video feed was used in the video feedback condition
primarily to cut down on experimentation time, but also to
reduce the variability between the feedback conditions to just the
effects of video feedback.
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In the face-to-face condition, participants sat opposite each
other at either end of the table. The imitation boards were
placed on the ends of the table in front of each participant who
sat approximately 150mm away. Both participants started with
their right index finger and thumb gripping the starting point
at the near right hand side of the board. The three balls were
randomly distributed across the pegs on the actor’s game board
at the start of each condition, and the imitator’s game board was
matched to this. The actor was requested to move balls across
the board in two different conditions, whilst the imitator copied
the actions in an anatomical fashion (i.e., both participants used
their right hand, and a move of the ball to the right by the actor
corresponded to a move of the ball to the anatomical right for
the imitator), as accurately as possible. Anatomical imitation was
used to maintain a more naturalistic imitation task. This is akin
to what may happen when one right-handed individual teaches
another right-handed individual to perform a motor task, rather
than in instances of spontaneous imitation where a mirrored
response is more likely to be used by the observer (Pierpaoli et al.,
2014).

In the simple condition, the actor freely moved a single ball
along 10 consecutive and adjacent pegs moving left or right,
or up or down, but not diagonally, touching each peg with the
ball before placing it on the peg reached once 10 moves were
complete. They then returned to the starting point, gripping
it with thumb and index finger. The complex condition also
required 10 moves across consecutive pegs, but in this case
participants were required to use each of the three balls, in any
order as long as a total of 10 moves were made. In each of
the crossed conditions, the actor was permitted to move the
balls freely within the given parameters of the task, and did not
have to perform the same movement sequence across different
conditions. Both the actor and the imitator were informed of
the constraints of the actor’s task. A beep played through the
computer’s speakers signaled the actor and imitator to begin
and finish at the start and end of each 20 s trial. Participants
were requested to make the most of the total 20 s, timing
their 10 moves accordingly. Participants always moved back to
the start point once their moves were complete. Example data
are shown in Figure 1. Imitators were requested to copy the
actor’s movements as accurately as possible. They were asked to
begin imitating the actor as soon as the actor started moving.
No instructions were given to either participant regarding eye
gaze.

The tasks in the video feedback condition were identical,
except that the imitator observed the actor through a live video
projection, and any natural vision of the actor was obscured
by the cardboard screen (Figure 2). For the actor, the angle of
the imitation game was shifted by 13◦ anticlockwise and the
apex of the mirror was placed 570mm from the edge of the
table, with the reflective side facing the actor. The actor was
then seated facing the game board at the same distance and
orientation as in the video condition (i.e., directly facing the
board, sat approximately 150mm away). These changes allowed
the webcam (angled appropriately) to record the actions of the
actor, passing the video on to an image projected on to the card
screen mounted on the back of the mirror, 640mm away from

the imitator. The imitator could perform the required actions
without direct observation of the actor.

At the start of each video or face-to-face condition, a brief
calibration test was run. This required the actor to trace the
outside of the imitation game board with their thumb and index
finger, following a tone. The imitator was requested to copy
this action. The calibration enabled the experimenter to ensure
that all trackers were recording correctly and that there were no
obvious distortions in the data prior to data collection.

Data Pre-Processing
Five pre-processing steps were performed in order to clean
the data. First, single time-point spikes (>3 SD from the
mean) in each variable’s double-differentiated time-series
(i.e., acceleration) were deemed electromagnetic artifacts and
removed by interpolation across two adjacent samples either
side. Second, the position data were filtered using a bidirectional
low-pass 4th order Butterworth filter (cutoff frequency 15Hz).
Third, the position data for the actor in the video condition were
rotated by 13◦ clockwise in the x (x = x(cos 13) − y(sin 13))
and y (y = y(cos 13) + x(sin 13)) axes in order to correct for the
angled game board.

Fourth, the time-series for the imitator data in the video
condition was shifted backwards by 111ms to account for the
latency between the recording and presentation of video stimuli,
ensuring that any effects of the video condition were due to the
condition itself rather than the delay in stimulus presentation.
Latency was calculated by measuring the time difference on an
independent PC using Chart 5 software to detect a flash of
light presented to two light detecting diodes—one located at the
webcam aperture, the second located on the cardboard screen
used to project video stimuli. Diodes were connected via a custom
interface to an AD Instruments data acquisition unit sampling at
2 kHz. Video latency (the time between light detection in each of
the two diodes) was measured over 25 discrete tests (whilst the
data collection script was running in the background to simulate
the experimental condition), resulting in a mean± SD latency of
111± 25ms.

Finally, since data collection was continuous during the entire
length of the condition (including rests) and actors often finished
their 10 movements before the end of the (20 s) trial time, the
lengths of each trial were calculated independent of the total trial
time. This was done by defining correct trials (i.e., ignoring false
starts) as >100mm movement of the index finger away from the
start point for any period>5 s. This ensured that false starts were
excluded from the analysis, and trial onsets were timed to the
actors’ movements. These variable trial times were also applied
to each actor’s associated imitator’s data, since imitators were
requested to begin movement at the same time as the actor.

Exploratory Data Analysis
Prior to full data processing, an exploratory analysis of one half
of the data (3 pairs of participants) was performed. This was
deemed necessary due to the novel methods developed in this
experiment, as well as the potential for false positives with such a
large dataset and so many dependent variables. We hoped that it
would reveal any consistent effects across degrees of freedom, and
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direct our choice of final analysis parameters based on this. Each
crossed condition (task difficulty × feedback condition) yielded
42 dependent variables for each participant (84 in total): 7 motion
trackers× 6 degrees of freedom (x, y, z, azimuth, elevation, roll).

A cross-correlation was performed on each of the crossed
conditions over each of the 10 (variable length—see data pre-
processing) trials. This was done by shifting the imitator’s data
relative to the actor’s sample by sample over lags of −5 to +5 s,
and correlating the two time-series for each lag (−1200 to+1200
samples). For each of these 10 trials, an absolute maximum
r-value between each actor dependent variable and each imitator
dependent variable was generated, along with the lag associated
with that maximal r-value (as a measure of the best-fitting overall
lag between actor and imitator). The lag at maximum r represents
the difference (in time) between the actor and imitator datasets
at the point at which the maximum r-value was found. These
results were averaged across the 10 action trials per participant
and then across the 6 participants to generate the surface plots in
Figures 3, 4.

The surface plots suggested that absolute maximum r-value
and the lag associated with it varied widely across dependent
variables. The most consistently highly correlated values were
the corresponding trackers in their corresponding degrees of
freedom. This was emphasized by the highly correlated diagonal
contours in the surface map of r-values in Figure 3 (particularly

in x, y, and z). The greater density of pink coloring in the face-
to-face condition r-value plots seemed to suggest that it may
be better correlated than the video condition; however it was
hard to gauge any large differences between correlations in the
difficulty conditions. The surface plots in Figure 4 suggested that
the lag associated with the maximal r-value was, surprisingly,
lower in the complex vs. the simple conditions. It also appeared
that the video conditions may have had slightly lower lags than
the face-to-face conditions, though this was less clear.

Final Analysis Parameters
Based on the exploratory analysis it was decided that an analysis
of the entire dataset (12 participants) would benefit from
parameters that capture the greatest movement information in
the fewest dependent variables. As such, we decided to focus on
three elements of the task: joint angles in the arm, grip aperture,
and grip position, each of which were calculated for actor and
imitator. This analysis was performed on all 12 participants’ data.
Joint angles of the arm were selected because the angles of all
the joints in any given effector across time provide a general
representation of the whole movement. Thus, by examining the
joint angles between the trunk, shoulder, elbow and wrist, it was
possible to develop a reasonably accurate measure of the entire
arm movement. This would enable us to compare kinematic,
rather than goal outcome accuracy of the imitator.

FIGURE 3 | Mean absolute maximum r-value (colorbar = 0:1 r), (A)

face-to-face & simple, (B) face-to-face & complex, (C) video & simple,

(D) video & complex; x and y axes represent actor and imitator

trackers within their degrees of freedom (head, shoulder, elbow,

wrist, thumb, index finger, little finger, in x, y, z, azimuth, elevation,

and roll): 1 = x, 2 = y, 3 = z, 4 = azimuth, 5 = elevation, 6 = roll.
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FIGURE 4 | Mean lag at absolute maximum r-value

(colorbar = − 2 : +2 s), (A) face-to-face & simple, (B)

face-to-face & complex, (C) video & simple, (D) video &

complex; x and y axes represent actor and imitator trackers

within their degrees of freedom (head, shoulder, elbow, wrist,

thumb, index finger, little finger, in x, y, z, azimuth, elevation,

and roll): 1 = x, 2 = y, 3 = z, 4 = azimuth, 5 = elevation,

6 = roll.

The two angles between the shoulder and the body in the x
and y dimensions (q1 and q2) are shown in Figure 5. A vector
SO starting at the shoulder, S and ending at the origin, O was
determined by subtracting the z dimension position value of the
elbow from the z dimension position value of the shoulder. By
using this vector along with the elbow-shoulder vector ES, a
right angle triangle was formed. Angle q1 was calculated as the

angle between vectors ES and SO
(

q1 = cos−1
(

zshoulder−zelbow
ES

))

.

A projection of the vector EO between the elbow and origin was
created in the x and y dimensions. In the x and y dimension a
second right angle triangle was created using the vector EO and a
second vector calculated by subtracting the y dimension position
of the elbow from the y dimension position of the shoulder.
q2 was calculated as the angle between EO and this second

vector
(

q2 = cos−1
(

yshoulder−yelbow
EO

))

. The inner elbow angle q3

(Figure 5) was calculated through the cosine rule, taking the
elbow-to-wrist EW and elbow-to-shoulder ES as two intersecting

vectors
(

q3 = cos−1
(

SW
2
−ES

2
−EW

2

2(ES×EW)

))

. Using joint angles in this

way reduced the number of position parameters to examine from
nine (3 tracking points× 3 axes) to three (3 angles, q1–q3).

We also used the grip aperture of the index finger and thumb.
Grip aperture is a commonly recorded parameter in kinematics

(Castiello and Ansuini, 2009), and provides a measure of the
primary movement required for this task. The grip aperture
variable was created by calculating the 3D distance between
the index finger and the thumb. Finally, the grip position was
recorded. This was done by taking the mean location of the
index finger and thumb in x, y, and z. We hoped that this would
provide a general measure of task imitation accuracy, rather than
movement imitation accuracy, since some authors have claimed
that it is the goals of an action that are imitated, rather than the
means (Wohlschläger et al., 2003).

These three new DVs were cross-correlated in an identical

manner to the exploratory analysis, resulting in absolute

maximum r-values and their associated lags for each of the

trials across each of the crossed conditions. For participants 11
and 12, the final trial of the complex face-to-face condition was

excluded due to the actor’s (participant 11) failure to return

their hand to the starting point. The means of the r-values and

lags across trials was calculated to provide 7 DVs (q1, q2, q3,

grip aperture, grip position in x, y, and z) for each participant

across the two experimental conditions. For each of these new

DVs mean r-values between participants across the 10 trials
per crossed condition were converted to Z-values using the

Fisher transformation
(

Z =
1
2 ln

(

1+r
1−r

))

, where ln is the natural
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FIGURE 5 | Visualization of joint angles (A) q1 and q3 and (B) q2; S,

shoulder; E, elbow; W, wrist; O, origin.

logarithm of a number. This allowed parametric statistics to be
used on the r-values.

Results

RepeatedmeasuresMANOVAswere run on the Z-values and lags
at absolute maximum r-value, for joint angles (q1–q3) and grip
position (x, y, z). A Two-Way repeated measures ANOVA was
run on the Z-values and lags at absolute maximum r-value for the
grip aperture values. The MANOVAs and ANOVA compared the
mean Z-value and mean lag of the 10 trials between the feedback
and difficulty conditions across all 12 experiments (24 sessions).
The results of the MANOVAs are given in Tables 1, 2, and mean
values are shown in Figures 6, 7.

The MANOVA on Z-values (Table 1), measuring the strength
of correlation between actor and imitator, revealed 5 significant

effects. Both the x [F(1, 11) = 9.41, p = 0.011, partial η2
= 0.461]

and y [F(1, 11) = 6.77, p = 0.025, partial η
2

= 0.381] grip
positions showed a significant effect of feedback, with the face-to-
face condition more highly correlated than the video condition
(mean ± SE difference in Z-values = 0.179 ± 0.058 for x, and
0.145± 0.056 for y data), providing some support in favor of our
hypothesis. The mean Z-values for x were equivalent to r-values
of 0.889 for face-to-face feedback and 0.845 for video feedback.
For y the equivalent r-values were 0.907 for face-to-face feedback
and 0.878 for video feedback. Both the x [F(1, 11) = 6.27, p =

0.029, partial η
2
= 0.363] and y [F(1, 11) = 13.8, p = 0.003,

partial η
2
= 0.557] grip positions showed significant effects of

task difficulty, with the simple condition more highly correlated
than the complex (mean ± SE difference in Z-values = 0.158 ±

0.063 for x, and 0.215 ± 0.058 for y). The mean Z-values for x
were equivalent to r-values of 0.887 for simple task difficulty and
0.848 for complex task difficulty. For y the equivalent r-values
were 0.913 for simple task difficulty and 0.870 for complex task
difficulty. These two significant univariate effects also resulted in
a significant multivariate effect in multivariate grip position for
task difficulty, F(3, 9) = 7.32, p = 0.009, partial η2

= 0.709. The
mean Z-values for this multivariate variable were equivalent to
r-values of 0.856 for simple task difficulty and 0.811 for complex
task difficulty.

The lag MANOVA (Table 2) revealed 4 significant effects.
There was a significant effect of feedback in joint angle q2,
F(1, 11) =5.57, p = 0.038, partial η

2
= 0.336, with the video

condition showing a longer delay than the face-to-face (mean ±

SE difference = 0.302 ± 0.128 s). The multivariate grip position
was significant for task difficulty, F(3, 9) = 3.95, p = 0.047,
partial η

2
= 0.586, with the complex condition significantly

more delayed than the simple (mean ± SE difference = 0.155 ±
0.053 s). The y grip position also showed a significant effect of task
difficulty, F(1, 11) = 10.7, p = 0.007, partial η2

= 0.494, with the
complex condition significantly slower than the simple (mean ±

SE difference = 0.178 ± 0.054 s). Finally, there was a significant
interaction between task difficulty and feedback in the x grip
position, F(1, 11) = 5.93, p = 0.033, partial η

2 = 0.350, where
simple conditions showed longer imitation lags than complex
when observed face-to-face (mean ± SE difference = 0.031 ±

0.087 s), but imitation in the complex conditions was later than
the simple when observed via video (mean ± SE difference =

0.268± 0.087 s).

Discussion

We examined the effects of face-to-face vs. video feedback on
imitation in a transitive imitation task, hypothesizing that video
feedback would result in less accurate imitation and that a simpler
task would result in more accurate imitation than a complex one.
After running an exploratory analysis, we chose to perform a
more focused statistical analysis on grip position, joint angles in
the arm, and grip aperture.

In the correlation (Z-value) analysis, only the grip position
variables revealed significant effects of feedback and task
complexity. Grip position can be taken as a general measure of
accuracy in our imitation task, since it measures the position of
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FIGURE 6 | Mean Z-value for crossed conditions in the joint angle and

grip position variables, error bars = standard error; *significant effect

of feedback, †significant effect of task difficulty. p < 0.05 for all

significant effects—see Table 1 for exact values.

FIGURE 7 | Mean lag in seconds for crossed conditions in the joint

angle and grip position variables, error bars = standard error;

*significant effect of feedback, †significant effect of task difficulty,
‡significant interaction. p < 0.05 for all significant effects—see Table 2 for

exact values.
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the object effectors (index finger and thumb) from the starting
point, across themovement of the balls, and then the return of the
hand to the starting point. The significant differences suggested
that video feedback reduced the accuracy of transitive imitated
actions for left-right (x) and forward-back (y) dimensions of
motion, but not for up-down (z). This supports our hypothesis
that video feedback would be less highly correlated than face-
to-face observation. Imitators were worse at completing the
imitation task when required to view the actor through a
live video feed. The source of this effect is most likely the
difference in visual information provided by the video and face-
to-face feedback conditions, but it is also possible that increased
motivation driven by the ecological validity of the face-to-face
condition is responsible (Järveläinen et al., 2001). However, the
continued presence of the actor in the room during both feedback
conditions suggests either that this explanation is lacking, or
that such an effect may be strong enough to compensate
for the imitator’s knowledge about the actor’s location. These
are important findings when considering previous imitation
research that has used video stimuli, particularly for studies using
object-directed actions. At the very least these studies have not
accounted for the effect of visual feedback and may be lacking in
ecological validity. It is likely that imitation was altered in these
studies, with accuracy being reduced by video feedback.

Comparing simple and difficult tasks, the forward-back and
left-right dimensions of grip position also showed significant
effects, with the simple task more highly correlated than the
complex one, suggesting our manipulation of task difficulty was
effective. The lack of significant interactions between feedback
and difficulty in the correlation analyses suggests that the effects
of face-to-face vs. video feedback were not affected by task
complexity.

Despite the significant results in the grip position analysis,
grip aperture and joint angles showed no such effects. This may
be the result of imitators copying the motion of the ball (the
goal), but failing to imitate the broader motion of the actor’s
arm. This is likely due to our use of a transitive task, and may
lend credence to claims that transitive imitation is primarily goal-
directed, and that it is the object of the goal that is imitated,
rather than the associated body movements (Wohlschläger et al.,
2003; but see Leighton et al., 2010). However, a number of other
factors may have influenced this outcome. It may also be due
to our use of anatomical, rather than mirror imitation, or the
fact that imitators had to shift their attention between the actor’s
game board and their own, thus limiting the resources available
to imitate movements outside of the task constraints. In addition,
grip aperture showed no effects of feedback or difficulty. Thismay
be because the proportion of time that grip aperture was changing
was too low to detect significant effects. When both actor and
imitator were holding a ball, there was no longer a time-varying
correlation between their (constant) grip apertures.

What remains to be explained from the correlation analysis
is why the grip position in the forward-back and left-right
directions were significant, whilst up-down was not. One
explanation is that up-down movements were not influenced by
the effects of the video condition. Certainly up-downmovements
of the balls were clearer to observe in the video condition than

forward-back.Movements forward-back were hard to distinguish
in the video condition without depth information (i.e., pegs that
were lined up in front of each other were less distinguishable
compared to those going left to right). However, the up-down
effects were in the same direction as other dimensions (Figure 6),
suggesting that the effect was too weak to be detected. The
absence of significant effects for joint angles and grip aperture
may indicate that some aspects of object-directed imitation
are not strongly affected by video feedback. Eye-tracking could
have been useful in this respect. Measurement of imitator eye
movements could have shown whether they were concentrating
on the actor’s movements in general, rather than the end point of
the ball (the goal).

The results of the lag analysis were less consistent than the
correlation analysis. The most interesting result was for joint
angle q2—the rotation of the upper arm about the shoulder—
where imitation was significantly later in the video than face-
to-face condition. This may be related to the reach-to-grasp
action, and the difference in lag between face-to-face and video
conditions may reflect a delayed approach toward the balls by the
imitator. This could again be related to the ecological validity or
motivation in the video condition. The significant multivariate
effect for grip position suggests that overall, imitators acted
later to accurately imitate the ball movements in the complex
condition. The same effect was also shown in univariate analysis
for the forward-back movements, meaning that they were
imitated more slowly in complex tasks, potentially reflecting a
greater use of this dimension in complex tasks (i.e., for the actor
to move their hand to other balls). Movement of grip position
left-right showed a significant interaction. Whilst the effect of the
video condition was in the predicted direction, the difference in
the face-to-face condition for left-right movement may be due to
a better level of prediction by the imitators for complex rather
than simple conditions in this direction, though it is unclear why
this would be the case.

The differences between face-to-face and video observation
may partly be due to the ±25ms SD in the video projection
latency. This temporal jitter surprised us, and was not controlled
for in our experiment or analysis. This variable is also likely
not controlled in previous research using pre-recorded video
stimuli, such that researchers cannot be sure of a constant level
of visual quality in their stimuli. Varying visual quality at any one
time in a video could alter participant responses in a way that
is not consistent with the variable being measured. We believe
that researchers would benefit from providing this measure of
standard deviation, or some other measure of temporal precision
of video stimuli.

Some aspects of our experimental approach may have limited
the reliability and validity of our results. Allowing actors to move
in any way they chose, rather than in 10 consecutive movements,
may have resulted in data more indicative of real life transitive
motor activity. However, we felt it was important to maintain
some element of control over the way in which participants
moved for a number of reasons. By providing a relatively fixed
way in which the actor was required to move, it ensured that
their actions had a specific aim. As mentioned above, intention
is potentially important in action observation (Becchio et al.,
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2012), and allowing the actor to move completely freely may have
resulted in changes in their aims across conditions. Secondly, we
believed that having a set aim across the trials better reflected
imitation in real life tasks that have a definite goal and action
profile (for example, serving in a game of tennis). This paradigm
also ensured that trials could be compared to each other across
participants and conditions with reasonable accuracy.

Additionally, a confound in the order of the difficulty
conditions may have affected the results with regards to practice
effects, but if practice effects were strong, the effects should
be in the opposite direction to those found. Using the same
participants as both actor and imitator may also have affected
the results, with participants playing the role of actor first
potentially displaying greater skill at the imitation task. However,
an even number of participants ensured that condition order
was counterbalanced. Two out of the 12 participants tested were
male, and differences in gender may have in some way influenced
the results, since there is evidence for differences in simulation
strategies between males and females (Kessler and Wang, 2012).

Lastly, our treatment of joint angles, though novel in the
research of imitation kinematics, was not entirely optimal. First
and foremost, q1–q3 were not “true” joint angles in that they did
not pass through the center of the joints. This was impossible to
avoid with motion trackers on the surface of the skin, and has
been commented on before by previous (non-imitative) research
using joint angle kinematics (e.g., Murphy et al., 2006). We do
not believe that this undermines the analysis, since the joint angle
calculations can be seen as a best estimate, and are likely to closely
resemble the true joint angle motion of the actor and the imitator.
In addition to this, q3 did not take into account the rotation of the
wrist. However, since we used joint angles as a general measure
of arm movement, and not as a way to define the position of the
hand, this was also of little concern to our analysis.

Future research may choose to focus on neural differences
between face-to-face and video feedback in transitive imitation.
This is especially timely considering it is 14 years since
Järveläinen et al. (2001) found measurable differences in motor
cortex activity between observation of motor actions in face-
to-face and video stimuli. Changes in the activity of the motor
cortex are likely accompanied by changes in regions including
the inferior frontal gyrus, inferior parietal lobule, and posterior
superior temporal sulcus (Molenberghs et al., 2009). Translating
our design to neuroimaging or neurostimulation may further
develop our understanding of the neural effects of video feedback.

Another avenue for research could aim to discover where the
difference between face-to-face and video feedback lies. Is it due
to the lack of real two-person interaction, or rather due to visual
differences between video and real life observation? The findings
of Järveläinen et al. (2001) suggest that it could be the latter, but
there is a growing consensus regarding the importance of two-
person interactions in social psychological research (Schippers
et al., 2010; Yun et al., 2012; Liu and Pelowski, 2014). In this
experiment the difference could also be due to the reduced social
context available to the actor. Perhaps a more reliable way of
using pre-recorded video stimuli in the future would involve
videoing an actor in an actual imitation task, rather than just
performing actions of their own accord (though this could create

new problems). As mentioned in the introduction, it is still
unclear how an observer can constrain their own motor system
in order to imitate an action (the correspondence problem). Our
experiment suggests that this process may be influenced in some
way by variables beyond simple motor observation, such as the
visual quality of the observed movement or the extent to which
it is likely to result in a real, two-person interaction. This is
worth considering when testing different aspects of imitation.
Social aspects of imitation may be more influenced by the lack of
real face-to-face interaction, whilst motor aspects may be more
influenced by the visual fidelity of video stimuli.

To conclude, it is evident that there are detrimental effects of
video stimuli on the accuracy of imitation which may have been
overlooked in previous research. This is evident in positional
information regarding task-specific, object-directed movement.
However, other aspects of transitive imitation (joint angles, grip
aperture), may not be affected by the use of video stimuli. Future
research should aim to develop new methods of examining
imitation that are less reliant on video stimuli, and more
closely adhere to the idea of imitation as a method of social
communication. This would ensure the development of a more
complete understanding of human imitation.
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In daily life, we do not just move independently from how others move. Rather, the
way we move conveys information about our cognitive and affective attitudes toward
our conspecifics. However, the implicit social substrate of our movements is not
easy to capture and isolate given the complexity of human interactive behaviors. In
this perspective article we discuss the crucial conditions for exploring the impact of
“interpersonal” cognitive/emotional dimensions on the motor behavior of individuals
interacting in realistic contexts. We argue that testing interactions requires one to build
up naturalistic and yet controlled scenarios where participants reciprocally adapt their
movements in order to achieve an overarching “shared goal.” We suggest that a shared
goal is what singles out real interactions from situations where two or more individuals
contingently but independently act next to each other, and that “interpersonal” socio-
emotional dimensions might fail to affect co-agents’ behaviors if real interactions are not
at place. We report the results of a novel joint-grasping task suitable for exploring how
individual sub-goals (i.e., correctly grasping an object) relate to, and depend from, the
representation of “shared goals.”

Keywords: joint-action, shared goals, socio-emotional context, interpersonal perception, kinematics, grasping

Introduction

“The difference between a helping hand and an outstretched palm is a twist of the wrist”

L. Leamer, King of the Night.

In order to explore the neuro-cognitive bases of interpersonal encounters, social neuroscience
needs to shift from “isolation paradigms” (Becchio et al., 2010), which investigate “offline” social
cognition from the point of view of a (passive) observer (Pfeiffer et al., 2013), to an active, “second-
person” approach (Schilbach et al., 2013), which validates the idea that—in real life—“online” social
interaction is much more than just the concurrent recruitment of the essentially isolated social
knowledge of individuals (see also Gallotti and Frith, 2013). This implies adopting experimental
set-ups that (i) explore the emergence of closed-loop processes (i.e., allowing partners’ reciprocal
adjustments during the interaction), and (ii) take into account the emotional engagement that
characterizes social encounters (Schilbach et al., 2013).

This issue becomes essential when studying “joint actions (JAs),” which we refer to here,
defined as activities involving two or more individuals who need to coordinate their actions in
time and space with the aim to realize together a desired change in the environment (Sebanz
et al., 2006). This scenario requires dynamic experimental paradigms where the agent’s individual
goal is inherently linked to that of a partner thus depending on mutual adjustments, and where
participants perceive themselves as a “couple” which is acting together as a unity because they
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share an overarching common goal. In the present perspective
article we suggest that only such experimental paradigms
will allow scholars to study the “socio-emotional nature” of
interpersonal coordination and will create a context suitable for
exploring whether, and how, socio-emotional variables impact the
quality of the interaction. We will focus on on-line interactions
that—in our view—best highlight why mutual adjustments are
based on shared goals. Indeed, while in turn-taking situations
each individual is “passive” at some point during the interaction,
on-line interactions require synchronicity in space and time:
thus, they require that co-agents actively understand the partner’
behavior and predict his/her action goal while also monitoring
their own action execution. This situation requires adapting one’s
own action goal to a shared representation of the interaction. This
is not a mere difference in complexity, but it is a difference in
quality: without the constraint of synchronicity, the interaction
may reproduce a condition where one individual is a passive
observer.

In what follows, we try and provide an experimentally useful
definition of “shared goals,” andwe describewhywe believe shared
goals single out JAs from situations where an agent passively
observes or mechanically react to the actions of other individuals.
Then, we will operationalize how shared goals can be investigated
in awell-controlled interactive task and explainwhy the analysis of
kinematics in general (see, for instance Noy et al., 2011; D’Ausilio
et al., 2012; Vesper et al., 2013; Vesper and Richardson, 2014) and
grasping kinematics in particular (Georgiou et al., 2007; Becchio
et al., 2008a,b; Sartori et al., 2009) might be a powerful instrument
to explore the neuro-cognitive instantiations of shared goals.
Thus, we will describe a set-up that we specifically designed to
investigate the relation between individual and joint goals during
an interactive grasping task (Sacheli et al., 2012, 2013, 2015).
Our studies provide empirical evidence that motor tasks that
include shared goals are suitable for exploring the impact of the
socio-emotional context on planned interpersonal coordination.

Defining Shared Goals

Although there is evidence of “proto” forms of cooperative
activities in non-human species (Mendres and de Waal, 2000;
Seed et al., 2008; Plotnik et al., 2011), studies suggest that
the tendency to interact and pursue common goals is typically
human and shows up early in development (Tomasello et al.,
2005; Warneken et al., 2006). Importantly, the tendency to share
goals and intentions with others might support the establishment
of social bonds: the efficacy of the interaction itself and the
emotional reactions to it may also influence the process of coding
others as in-group or out-group members (Hommel et al., 2009;
Iani et al., 2011).

In the present perspective article, we focus on (on-line) JAs
as a way to realize shared goals. Influential studies suggest
that performing successful joint-actions depends on the ability
to: (i) share representations, (ii) predict others’ actions, and
(iii) integrate predicted effects of one’s own and others actions
(Sebanz et al., 2006). Crucially, this definition highlights that
interacting individuals cannot directly access a partner’s motor
plan and thus need to infer it from his/her overt behavior (aside

from environmental cues). Moreover, since reactive processes do
not suffice in supporting the fine-tuned temporal contingency
required by on-line interpersonal coordination, co-agents cannot
simply react to the partner’s behavior but need to predict it
(Knoblich and Jordan, 2003). Predictive coding is (at least
partially) based on predictive sensorimotor processes triggered by
the observation of others’ actions (Kilner et al., 2007). However,
a fundamental question concerns what is actually “shared” of
motor representations during on-line interpersonal interactions.
We suggest that “shared goals” (Butterfill, 2012) create a link
between interacting co-agents by integrating, in a unique motor
plan, the representation of one’s own and a partner’s action (see
also Knoblich et al., 2011).

According to Butterfill (2012), three features of shared goals
are crucial: (i) there is a single shared goal, G, to which each
agent’s actions are (or will be) individually directed; (ii) each agent
expects each of the other agents to perform an action directed to
the shared goal G; (iii) each agent expects this goal G to occur as
a common effect of all actions directed toward it, i.e., both his
or her own and the partner’s ones. Thus, a shared goal is both
“in common” between co-agents and “divided up” into individual
sub-goals that each actor needs to achieve to fully accomplish the
intended JA.

In keeping with computational (Wolpert and Ghahramani,
2000) and neurophysiologic studies (Fogassi et al., 2005; Grafton
and Hamilton, 2007) indicating that the motor system represents
individual goals according to a hierarchical structure, we suggest
that JA and shared goal representations are not independent
from this organization: just as individual muscular synergies
are coordinated in complex actions by the need to achieve a
desired (individual)motor goal, interpersonalmotor synergies are
shaped by the presence of shared goals which organize co-agents’
behaviors (Chersi, 2011; Candidi et al., 2015). In keeping, framing
research on JA as research on actions involving two or more agents
sharing a common goal implies suggesting JAs are characterized by
a “hierarchical structure” where the accomplishment of a (shared)
overarching goal depends on the fulfillment of the sub-goals that
each interacting partner is required to achieve. For instance, the
overarching common goal of moving a table together is achieved
only when both partners accomplish their own individual sub-
goal (e.g., pulling and pushing the table in the right direction) by
dynamically adapting to each other in space and time.

Importantly, the definition of “shared goals” provided above
does not overlap with the one of “shared representations” as
they have been defined by studies on joint attention (Sebanz
et al., 2003, 2005, 2007). Studies on joint attention typically
investigate conditions where one binary choice task with two
competitive target stimuli is split between two participants, with
each participant responding to only one of the targets in turn-
taking because he/she has “his/her own target” to respond to
(e.g., paradigms leading to joint Simon effect, Tsai et al., 2008;
Flanker effect, Atmaca et al., 2011, and SNARC effect, Atmaca
et al., 2008). In these tasks, participants have to attend to one target
and to ignore the other. Thus, in principle their performance
in the joint condition should resemble the one in individual
go/no-go tasks. However, participants involuntarily take the co-
actor’s task into account albeit they are explicitly instructed to

Frontiers in Psychology | www.frontiersin.org July 2015 | Volume 6 | Article 1034106

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Sacheli et al. Social cues to joint actions

ignore it. This suggests that humans have a tendency to form
“task co-representations” which specify not only one’s own but
also a co-actor’s task, even if the co-actor’s task is irrelevant to
(or even interfering with) one’s own task fulfillment. Although
the ability to co-represent a task is obviously crucial in JA, the
above studies resemble interference effects reported in studies
on action-perception coupling (Brass et al., 2000, 2001; Kilner
et al., 2003). Namely, they may tap incidental and automatic
(i.e., “passive”) processes recruited when agents act independently
but contingently. Accordingly, it has been suggested that what
participants co-represent in these “task sharing” scenarios is that
another agent is present and when it is his/her turn, but not what
the other agent needs to do (Wenke et al., 2011). On the contrary,
shared goals imply that partners have clear in mind both what
they need to do (i.e., their own sub-goal), what the partner needs
to do (i.e., his/her sub-goal) and their common effects. Hence,
shared goals are “active” ingredients of our motor planning: they
enable co-agents to dynamically integrate predicted effects of the
partner’s action within the agent’s motor plan. In the following
section we will explain why a joint-grasping set-up provides
an excellent opportunity to investigate the hierarchical structure
(where co-agents’ sub-goals depend on overarching shared goals)
that—in our view—characterize motor planning during JAs.

Grasping Kinematics: From Individual
Transitive Behavior to Interpersonal Goal
Sharing

Prehension, i.e., the capacity to reach and grasp, is the key
behavior that allows humans to change their environment, and
it has been largely described both in terms of its kinematic
features (Jeannerod, 1981, 1984) and in terms of its neural
bases (see Castiello, 2005, for a review), thus becoming an
“experimental test-case” for the study of transitive, goal directed
actions (Grafton, 2010). Indeed, prehension is a somewhat
stereotyped movement in which maximum grip aperture (i.e., the
thumb-fingermaximum distance) is a landmark always occurring
at 60–70% of the reach trajectory and highly correlated with
object size (Jeannerod, 1981, 1984; see also Bootsma et al.,
1994; Smeets and Brenner, 1999). Thus, grasping kinematics
follows stereotypical patterns if other factors do not intervene.
Importantly, however, grasping kinematics also depends on its
desired end-goal. In fact, not only objects features (e.g., texture,
weight and fragility; Johansson and Westling, 1988; Weir et al.,
1991; Savelsbergh et al., 1996) but also the intentions of an agent
(e.g., grasping an object to lift it, to place it in a precise location or
to use it, Ansuini et al., 2006, 2008) modify grasping pre-shaping,
i.e., the relative position of fingers during the reaching phase,
and the contact points of the fingers on the object (Sartori et al.,
2011). Finally and most importantly, prehension kinematics is
also modulated by social factors as the co-agent’s communicative
(Sartori et al., 2009; Ferri et al., 2011; Innocenti et al., 2012) or
cooperative/competitive intention (Georgiou et al., 2007; Becchio
et al., 2008a,b; see Becchio et al., 2012, for a review). Thus,
grasping kinematics becomes an ideal candidate to explore how
the socio-emotional context modulates agents’ overt behavior

during realistic face-to-face interactions, by using a set-up where
object properties (i.e., the physical “sub-goal” of each agent)
is kept constant (and cannot thus modulate kinematics) but
the co-agents’ “shared” goal and the socio-emotional context
are modulated instead. Suggestions have been made that the
observation of movement kinematics is what allows an observer
to infer the agent’s intention by simply noting details of his/her
overt behavior (Ansuini et al., 2014; see also D’Ausilio et al., 2015).
For instance, we can distinguish when a given action (say, making
a pass) is used for its pragmatic goal (e.g., passing the ball to
the teammate) or for a communicative one (e.g., signaling to a
co-actor the direction of the pass) from minimal motor cues.

The Implementation of Shared Goals in a
Joint-Grasping Task

Taking advantage from early attempts to apply grasping kinematic
analysis to research on JA, in recent years we developed a joint-
grasping task where each of two individuals sitting one in front
of the other is required to reach and grasp a bottle-shaped object.
The objects provided to each individual are identical and designed
to prompt a precision grip (when grasping a small cylinder in the
higher part of the bottle) or a power grip (when grasping a large
cylinder in the lower part of the bottle; see Figure 1).

Participants are required to reach-and-grasp the bottle in the
correct part following different instructions. Crucially, however,
each participant needs to perform the task as synchronously as
possible with the partner. The more participants are synchronous,
the higher their common payoff. As synchronicity with the
partner is essential to fulfill the instructions—in this scenario as
well as in many daily life situations—Grasping Asynchrony is the
critical dependent variable indexing the success of interpersonal
coordination (Sacheli et al., 2012, 2013).

Four features of this paradigm are crucial. Two participants
are instructed to perform a face-to-face motor task (i) implying
a shared goal (i.e., be synchronous) which is dependent on
participants’ ability to achieve their own motor sub-goals (i.e.,
grasping the bottle-shaped object at the correct location),
and which also implies that (ii) each participant’s motor
sub-goal is dependent on the partner’s action (i.e., the task
requiresmutual adjustments); moreover, in different experimental
conditions, participants have (iii) to perform either imitative
or complementary movements with respect to their partner’s
one, and (iv) to adjust to the partner’s movements either in
time only [“synchronization” (Synchr) condition, requiring to
be synchronous only] or in time and space [“joint action” (JA)
condition, requiring to be synchronous and to adapt to the
partner’s sub-goal]. Importantly, in the JA condition participants
do not know where to grasp the object in advance: both partners
only receive an auditory cue that specifies whether they have to
perform an imitative action (precision–precision or power–power
grip) or a complementary action (precision-power grip or vice
versa) as a couple. As a consequence, they have to reciprocally
adapt their movements on-line in order to select which action
(e.g., precision–precision or power–power grip in case of imitative
actions) they are going to perform based on the movement of
their partner. Thus, although in principle both Synchr and JA
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FIGURE 1 | The figure illustrates how a joint-grasping set-up allows for
investigating the hierarchical structure of motor planning which
characterizes joint action (JA). It represents the JA experimental condition
described in the main text. Here, each agent’s sub-goal (i.e., grasping the
bottle-shaped object at the correct location) depends on the couple’s shared
goal (i.e., grasping the object synchronously and performing a
complementary/imitative action, please note in this case a complementary

action is shown). Namely, co-agents select the to be grasped object-part
according to the shared goal, and perform mutual adjustments in order to fulfill
it. Then, the correct movement (i.e., the recruitment of motor synergies to
perform a precision/power grip) is selected according to the to be performed
sub-goal; however, observing these motor synergies in the partner is a cue in
itself, which allows co-agents to predict the partner’s sub-goal and adjust their
own movements accordingly.

imply a “shared goal” (i.e., be synchronous) according to the
Butterfill’s (2012) definition, only the JA condition would capture
a situation where participants need to predict the partner’s action
and sub-goal in order to select their own action and sub-goal
to achieve the shared goal (i.e., not only be synchronous with
but also complementary/imitative to your partner): namely, JA
requires participants to predict (and represent) what the partner
is doing (see Figure 1). On the contrary, the partner’s sub-goal
might be totally disregarded in the Synchr condition, at least in its
spatial features. In this regard, the Synchr condition implies “task
sharing” and not necessarily “shared goals” (see the distinction
outlined above).

Thanks to such task structure (which includes shared goals) and
the peculiar feature of grasping movements, we have been able
to explore how co-agents’ (individual) behavior is modulated by
socio-emotional variables (Sacheli et al., 2012, 2013, 2015).

In one study, by applying this set-up we showed that a negative
interpersonal perception (induced by the feeling that the partner

has mined one’s own self-esteem, Caprara et al., 1987) strongly
modulates the ability to reciprocally coordinate in JA (Sacheli
et al., 2012, see Figure 2). Specifically, when participants interact
within a negative interpersonal scenario (i.e., negatively biased
group), their performance in the JA condition is significantly
lower than in the Synchr one (Figure 2A), suggesting they act
“each one on their own”: they do not represent the shared goal
and hence disregard the partner’s sub-goal, and this impairs
the performance when mutual adjustments are required (i.e., in
JA). As a matter of fact, the analyses on participants’ movement
kinematics demonstrate that participants’maximumgrip aperture
in JA is less variable, indicating they perform less movement
corrections. This evidence supports the idea that participants are
less prone to represent and adapt to the partner’s action and sub-
goal (Figure 2B). On the contrary, we showed that in a neutral
interpersonal situation pairs of participants achieve the same level
of performance in Synchr and JA (Figure 2A): this suggests they
represent the task as what Vesper et al. (2010) define a “me + X
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B

A

FIGURE 2 | Modified from Sacheli et al. (2012). The graphs illustrate results
comparing behavioral performance in terms of grasping asynchrony (i.e.,
time-delay between partners’ grasp times on the bottle, A) and grasping
kinematics (in terms of maximum grip aperture variance, B) of two groups of
participants. In one group the interpersonal perception is left neutral (Neutral
group), while in the other it is negatively biased (Negatively biased group). (A) In
the Neutral group, participants initially (session 1) achieve the same level of
performance in the synchronization (Synchr) and in the joint action (JA)
condition. On the contrary, in the Negatively biased group, participants’
performance in JA is significantly lower (i.e., grasping asynchrony is higher,
indicating poorer performance) than in Synchr: this suggests they are acting

“each one on his own,” and are thus not able to reciprocally adapt in order to
achieve the JA shared goal. (B) Coherently, analysis of kinematics reveals that
maximum grip aperture is much less variable (indicating less movement
corrections and thus less reciprocal adjustments) in the Negatively biased
group, supporting the hypothesis that they are less prone to adapt to the
partner’s action. However, in the second session maximum grip aperture
variance in negatively biased participants increases in JA. This effect is
paralleled by an improvement in interpersonal coordination as measured by
grasping asynchrony. See the main text for an interpretation of these results. JA,
joint action condition; Synchr, synchronization condition. Error bars indicate
SEM. *p < 0.05; **p < 0.01; ***p < 0.001.

mode,” i.e., including the partner’s movement in their own motor
plan, independently from the experimental condition, namely
even when they are not necessarily required to do so (i.e., in the
Synchr condition).

Hence, a negative interpersonal bond reduces the tendency
to map others’ behavior onto ones’ own sensorimotor system
for the purpose of representing the shared goal of the joint-
grasping task: participant act independently from each other and
do not reciprocally adapt, as if they did not automatically resolve
back to a sensorimotor representation of the partner’s movement
for the sake of shared goal fulfillment. Conversely, this “shared
goal representation” is established in neutral interpersonal
situations.

Importantly, in a second session of the experiment, negatively
biased participants improve their performance in the JA
condition, and this is paralleled by an increase in movement
corrections as shown by grasping kinematics. This suggests
that acting together might itself facilitate the creation of a
social bond between interacting co-agents and change the
way partners represent the task: from representing it as an
“individual” grasping task where two agents act in synchrony but
independently (“task sharing” mode) to representing the task as
a joint grasping task having an overarching, cooperative shared
goal (“shared goal” mode). Accordingly, one might hypothesize
that JA tasks like the one described here might be exploited
to investigate whether acting together reduces biases toward
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other individuals. For instance, we showed that the JA condition
is also modulated by racial prejudices (Sacheli et al., 2015),
as sensorimotor simulation recruited during JA (indexed by
visuo-motor interference measured by the comparison between
complementary and imitative actions) negatively correlates with
the individual ethnic bias (i.e., it is reduced when interacting
with the out-group partner in biased participants only). Studies
indicate that unconscious mimicry of others’ postures and
mannerisms during interactions may have the social scope of
promoting affiliation (Lakin and Chartrand, 2003; van Baaren
et al., 2004, 2009), and that the voluntary mimicry of out-group
members reduces racial stereotypes (Inzlicht et al., 2012). In a
similar vein, the reinforcement of social bonds that arises during
prolonged motor interactions (Sacheli et al., 2012) may exert the
same powerful modulation.

Conclusion

The present perspective focuses on the idea that the presence of
a shared goal is what qualifies an on-line interaction as being

penetrable to interpersonal cues. Vice versa, the presence of
shared goals during mutually adaptive interactions may promote
affiliation between interacting individuals by reinforcing their
emotional bond, and this may be reflected in subtle changes in co-
agents’ interactional behaviors that can be captured analysing their
movement kinematics. The present perspective article intends to
suggest that future research on the socio-emotional components
of motor interactions do not necessarily require “complex”
interactional set-up: indeed, even extremely instrumental and
overlearned movements (such as grasping movements) can be
shaped by the emotional context in which interaction takes
place, provided that the interactive task implies a shared
goal.
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Complementary colors are color pairs which, when combined in the right proportions,
produce white or black. Complementary actions refer here to forms of social interaction
wherein individuals adapt their joint actions according to a common aim. Notably,
complementary actions are incongruent actions. But being incongruent is not sufficient
to be complementary (i.e., to complete the action of another person). Successful
complementary interactions are founded on the abilities: (i) to simulate another person’s
movements, (ii) to predict another person’s future action/s, (iii) to produce an appropriate
incongruent response which differ, while interacting, with observed ones, and (iv) to
complete the social interaction by integrating the predicted effects of one’s own action
with those of another person. This definition clearly alludes to the functional importance of
complementary actions in the perception–action cycle and prompts us to scrutinize what
is taking place behind the scenes. Preliminary data on this topic have been provided by
recent cutting-edge studies utilizing different research methods. This mini-review aims to
provide an up-to-date overview of the processes and the specific activations underlying
complementary actions.

Keywords: action observation, perception–action coupling, social interactions, motor resonance, transcranial
magnetic stimulation

Introduction

Motor resonance is defined as the subliminal activation of the motor system—and of the imitative
response—while observing actions performed by others (reviewed in Heyes, 2011). Gallese (2001)
explained that: “when we observe actions performed by other individuals our motor system ‘res-
onates’ along with that of the observed agent” (pp. 38–39). Numerous neurophysiological studies
have in fact demonstrated that a motor resonant mechanism is at work in the motor, premotor,
and the posterior parietal cortices when individuals are instructed to observe goal-directed actions
being executed by another or others (for review, see Fadiga et al., 2005; Heyes, 2011; Rizzolatti
et al., 2014). The discovery of mirror neurons in monkeys provided the physiological model for
this perception–action coupling mechanism (Rizzolatti and Craighero, 2004). Located in the ventral
premotor cortex (area F5) and the posterior parietal cortex, mirror neurons were found to fire both
when a monkey carried out a goal-directed action as well as when it observed that same action
being performed by another subject (di Pellegrino et al., 1992). Motor resonance appears then to
pre-activate the motor system of an observer in order to represent and interpret the movements of
another person even before the “go” signal has been given and activation remains for the most part
on an unconscious level (Costantini et al., 2011).

While actions that are observed and those that are being planned appear functionally equivalent
(Knoblich and Flach, 2001), it is unclear if the visual representation of an observed action inevitably
leads to its motor representation. This is particularly true with regard to complementary (from Latin
complementum; i.e., that fills up) actions, a specific class of movements which differ from -although
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interactingwith- an observed action (Sebanz et al., 2006; Knoblich
et al., 2011). In the case, for example, that someone hands us a
mug by its handle, wewill automatically, without giving it a second
thought, grab themug using awhole-hand-grasp (themost appro-
priate grasping posture in this particular situation). The types of
grasps adopted by the two interacting agents are incongruent, but
they are nevertheless appropriate and complementary.

As a working definition, complementary actions refer here to
any form of social interaction wherein two (or more) individu-
als coordinate and mutually complete their incongruent actions,
rather than performing imitative behaviors. In this respect, we can
define as complementary affordances all the action possibilities in
which suitable motor programs aiming to bring a joint goal to
completion are activated (such as grasping and offering a coin
when seeing an open hand in sign of request). Depending on
its posture and context, therefore, an extended open hand could
lead to a donation, to a handshake or to an infinite number of
other actions (Sartori et al., 2009). Activation of a complementary
affordance is an important social tool, and it suggests that the
automatic, rapid decoding of social cues influences intentional
behavior in our everyday interactions, maximizing the efficiency
of our responses. These examples illustrate the functional impor-
tance of complementary actions in the action–perception domain
(Graf et al., 2009), and they prompt us to examine themechanisms
involved in producing those responses.

Behavioral Studies of Complementary
Actions

Since the direct matching between observed and performed
actions is thought to occur automatically, when we observe an
action which differs from our intended action we have to inhibit
the tendency to imitate (Brass et al., 2005). While the mechanism
leading to automatic imitation is relatively well-studied (Heyes,
2011), it is less clear how this automatic tendency is brought under
control.

Evidence that task representation plays a pivotal role in shaping
our actions has been provided by a series of studies (Newman-
Norlund et al., 2007a,b; van Schie et al., 2008b; Poljac et al.,
2009) in which participants were explicitly instructed to prepare
imitative or complementary actions after viewing a virtual actor
grasp a manipulandum using either a precision grip (PG; i.e.,
opposition between the index finger and thumb) or a whole-
hand grasp (WHG; i.e., opposition of the thumb with the other
fingers). As expected, participants were faster at preparing their
response in imitative contexts if the action to be carried out was
congruent with what they had observed.When, instead, they were
expected to carry out complementary actions, they responded
faster when their action was dissimilar to the one they had just
observed. The task representation (imitative vs. complementary)
seems then to overrule long-term stimulus-response associations,
influencing the way that action–perception coupling takes place.
Further evidence concerning this flexible perception–action cou-
pling was produced by a 3D motion capture study (Ocampo and
Kritikos, 2010) in which reaching and grasping parameters of
congruent responses were found to improve in imitative contexts,
and incongruent responses were facilitated in complementary

contexts. Consistent with these findings, Longo et al. (2008)
demonstrated that also the level of action coding can be modified
(e.g., toward coding in terms of movements) depending on task
requirements. Taken together, these data challenge the idea that
action observation automatically leads to imitation in the observer
and suggest that, depending on the context, observed actions can
prime incongruent responses.

Recently, Sacheli et al. (2012, 2013) showed that participants
involved in face-to-face interactions can mutually adjust their
movements in time and space even in the absence of instruc-
tions to either imitate or perform a complementary response.
This demonstrates that priming does not strictly depend on task-
constrains, and that humans might indeed be able to actively
shift from imitative to complementary actions, thanks to neuro-
cognitive processes that still needs to be clarified.

Neuroimaging Studies of Complementary
Actions

Few studies have examined the neural circuitry behind joint
actions, and in particular the human mirror neuron system’s
(hMNS) involvement in complementary forms of social interac-
tion. Might the hMNS provide a substrate for complementary
actions? And if not, what role do other brain systems play?

In a pioneering experiment, the response of the hMNS was
specifically investigated in imitative and complementary action
contexts using functional magnetic resonance imaging (fMRI;
Newman-Norlund et al., 2007a,b). Signals were recorded while
the participants prepared to grasp a manipulandum in one of two
ways—with a WHG or a PG—after they viewed an actor carrying
out that action. It was found that preparation for complementary
actions resulted in an increased blood-oxygen-level-dependent
(BOLD) signal in the right inferior frontal gyrus (IFG) and in the
bilateral inferior parietal lobule (IPL), two core components of the
mirror system (Figure 1). This finding can be explained in terms
of different kinds of mirror neurons: strictly congruent mirror
neurons, which respond to identical actions, both observed and
performed ones, and broadly congruent mirror neurons, which
respond to non-identical observed and performed actions and
objects linked to them (Fogassi and Gallese, 2002). It is also
possible that in the complementary condition, when participants
observe an action drawing attention to an object eliciting a differ-
ent action, an interplay takes place between mirror and canonical
neuronswith the latter responding both during the time the action
is being executed and also while the objects linked to those behav-
iors are perceived (Rizzolatti and Craighero, 2004). The need to
carry out a complementary action involving a different object
might then imply a combination of mirror and canonical neurons
coding for different types of actions at different times of the
sequence. The hypothesis that different classes of mirror neurons
serve to integrate observed and executed actions during comple-
mentary kinds of social interaction is certainly an appealing one.

Newman-Norlund et al. (2007a,b, 2008) also hypothesized
that a joint action could preferentially recruit right lateralized
components of the mirror system since right inferior frontal
activations are linked to inhibition processes (Brass et al.,
2005). Planning and executing complementary actions in this
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FIGURE 1 | Neuroimaging studies of complementary actions. A number
of studies have suggested that the right IFG (A) is not only involved when we
respond to the actions of others by doing the same as they do (imitation) but
also when responding with complementary actions (Newman-Norlund et al.,
2007a,b, 2008; Ocampo et al., 2011; Shibata et al., 2011). In contrast, others
hypothesize that the flexibility required during complementary actions requires
a large network (B) including the IFG, IPL, superior parietal lobule (SPL),
precentral gyrus, basal ganglia, middle and temporal occipital gyri, and
cerebellum to be involved in integrating one’s own actions to those of others
(Kokal et al., 2009; Kokal and Keysers, 2010).

framework would mean, first of all, actively inhibiting the
natural tendency to imitate observed actions. In the light of
recent debates revolving around mirror mechanisms (Gallese
and Sinigaglia, 2011; de Bruin and Gallagher, 2012), some have
theorized that mirror neurons transform perceptual information
regarding an intentional action in terms of the observer’s own
action possibilities (Gazzola et al., 2007). The idea that the
hMNS could link perceived actions with appropriate motor plans
was confirmed by an fMRI study designed by Ocampo et al.
(2011) who studied the neural activations underlying execution
of actions that were unlike the ones observed. As expected,
activity within the right IPL and right IFG—core regions of
the hMNS—was greatest in the imitative context when the
participants responded with actions that were similar to the hand
actions observed. Interestingly, activity within these regions also
increased when dissimilar actions were performed, indicating
that there are increased demands linked to remapping stimulus-
response associations (Figure 1A). Shibata et al. (2011) likewise
found that the right IFG was involved in mediating higher-order
action understanding linked to a complementary action request.
Overall, these findings seem to suggest that there are two separate
processes and that both are supported by fronto-parietal brain
regions. The first process operates at a simple motor level within
contexts that require similar responses. The second allows the
observer to inhibit those responses and to prepare an action that
is compatible with the task demands at hand.

A more integrated description of neural circuits underlying
complementary actions was recently outlined by Kokal et al.
(2009; Kokal and Keysers, 2010; Figure 1B). Participants in an
interactive fMRI study were instructed to carry out comple-
mentary and imitative actions in real-time cooperation with an
experimenter (“Joint Action”), by performing the same actions
individually (“Execution”), or by simply observing the exper-
imenter’s actions (“Observation”). This experiment raised our
understanding of social interactions to an entirely new level by
specifically mapping the contribution of the hMNS (i.e., common

voxels for both execution and observation) as well as the areas
specifically involved in the joint actions (i.e., voxels exceeding
the sum of execution and observation). The areas responsible for
this integration process were located bilaterally in the IFG, IPL,
precentral gyrus, superior parietal lobule, middle and temporal
occipital gyri, and cerebellum.

Two anatomically separate networks have thus been delineated:
one that would decipher observed and executed actions into a
single common code (Etzel et al., 2008) and another that would
integrate this information to successfully achieve common goals.
These findings show that although the hMNS plays a critical
role in translating all actions into a common code, their flexible
remapping seems to be performed elsewhere. It would seem then
that any potential discrepancy between an observed action and
a complementary response can be resolved flexibly in a two-step
manner. During the first step, the observed action is processed
in order to predict its goal. During the second, associations are
made between the action observed and the appropriate response
needed to accomplish a complementary goal. Crucially, Erlhagen
et al. (2006) proposed an anatomical model based on animal
studies differentiating direct (automatic) and flexible routes for
action–perception coupling. The model involves four intercon-
nected brain areas, namely the superior temporal sulcus (STS),
area PF (Brodmann area 7b), area F5, and the prefrontal cor-
tex (PFC). The STS-F5 connection, allowing for the matching
between a visual description of an action and its motor repre-
sentation, would represent the neural basis of the direct route
for the automatic imitation of an observed action. More impor-
tantly, when required, the flexible action–perception coupling is
realized in the model by the connection between the PF area and
the PFC through which goal representations from the PFC can
modulate and set the coupling between visual (STS) and motor
(F5) representations (Erlhagen et al., 2006).

Notably, the temporal course of the low- and high-level systems
interaction has long been debated.

If output from control systems guide and modulates the mirror
system, this would represent a top-down process. The STORM
model (social top-down response modulation) suggests that the
decision to imitate or to inhibit imitation initially draws on
social signals and is most likely supported by a brain network
including medial Prefrontal Cortex (mPFC) and temporopari-
etal junction (TPJ), two core areas of the so-called Mentalizing
system, engaged when participants judge other people’s mental
state (Wang andHamilton, 2012;Hamilton, 2015). Recently, Cross
et al. (2013) have proposed a model for conflict processing in
case of incongruence between observed and executed actions.
When preparation to avoid imitation is not possible, medial
prefrontal regions (mPFC and anterior cingulate cortex) would
first detect imitative conflict and send information to anterior
insula which would process conflict resolution, suppressing the
unwanted motor activation. The hMNS would be therefore the
target of top-down mechanisms of conflict resolution. In contrast,
if the hMNS leads to an automatic tendency to imitate an observed
action and this information feeds up to a monitoring system, this
represents a bottom-up process (Brass et al., 2009). According to
Ubaldi et al. (2015; see also Barchiesi and Cattaneo, 2013), early
mirror responses (150 ms from onset of visual stimuli) would
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be followed by later rule-based non-mirror responses (300 ms).
These data seem to indicate that a fast bottom-up process medi-
ated by the dorsal visual stream produces automatic imitative
responses. Whereas rule-based visuomotor associations would be
mediated by a slower top-down system, relying on the PFC.

Neurophysiologic Studies of
Complementary Actions

Action observation automatically activates corresponding motor
representations in an observer, and the stronger support for this
process comes from single-pulse transcranial magnetic stimu-
lation (spTMS) over the primary motor cortex (M1) and con-
comitant electromyography (EMG; e.g., Fadiga et al., 1995). This
technique allows tomeasuremodulations in an observer’s cortico-
spinal (CS) excitability while he/she watches an agent performing
an action. A statistically significant increase in TMS-induced
motor evoked potentials (MEP) amplitudes in the corresponding
muscles indicates that observers are specifically attuned to the
observed action and at what time it does occur. The facilitation
of CS excitability provided the first physiological evidence for a
direct matching in humans between action perception and action
execution (for review, see Fadiga et al., 2005), andmade it possible
to explore motor system reactions in interactive contexts. A series
of recent neurophysiologic studies were designed to assess the
facilitation of CS excitability while participants observed video-
clips evoking imitative and complementary gestures (Sartori et al.,
2011b, 2012, 2013a,b,c). In one of these studies (Sartori et al.,
2012), TMS-induced MEPs were recorded from the participants’
handmuscles while they observed an actor grasping an object and
then unsuccessfully attempting to complete a task (e.g., pouring
coffee in a cup which was strategically placed out of her reach
but in the video foreground, close to the observer’s right hand).
An almost imperceptible movement of the actor’s hand was inter-
preted as a request to move the out-of-reach cup closer to the
actor so that she could complete the action (Figure 2). Notably,
the type of grasp the participant observed and the one that was
needed to complete the actor’s task were mismatched in all of the
videos (i.e., a WHG performed by the actor vs. a PG required of
the observer, and vice versa). As the participants were instructed
to remain motionless throughout the task, the degree to which
the motor system was activated provided an index of the CS
activity elicited by action preparation. Moreover, as no explicit
instructions were imparted to the participants, the experiment
uncovered spontaneous tendencies to fulfill an implicit request
embedded in a social interaction. This experiment was particu-
larly enlightening in view of the fact thatmost studies typically ask
participants to perform actions that are not associated with any
meaningful behavior in real-world settings or utilize paradigms
aiming to uncover dispositions formed during the execution of
the experimental task itself (e.g., in imitation vs. complementary
blocks) rather than spontaneous tendencies. Study results showed
that amatchingmechanism at the beginning of an action sequence
turned into a complementary one as soon as the request for a
reciprocal action became evident (functional shift). The muscle-
specificity of MEP recordings highlighted the interplay between
the initial tendency to resonate with what was observed and

FIGURE 2 | The functional shift. A fundamental requirement for successful
complementary actions is the capacity to smoothly and efficiently switch from
observing another person’s gestures to planning a corresponding reciprocal
action. TMS-induced MEPs were recorded from participants’ hand muscles in
response to observing an actor grasping an object and then trying vainly to
fulfill a task (e.g., pouring coffee) in a cup which was strategically placed out of
her reach but in the video foreground, close to the observer’s right hand
(Sartori et al., 2012, 2013b,c). The type of grasp observed and the one that
was required were reciprocally mismatched in all the videos (i.e., a WHG
performed by the actor vs. a PG requested of the observer, and vice versa).

the subsequent inclination to implicitly prepare for a dissimilar
complementary action (Figure 2).

At this point a new important question arose: at what point does
this functional switch occur? A new experiment was designed
in which TMS was delivered at five different timepoints corre-
sponding to five kinematic landmarks characterizing the observed
action (Sartori et al., 2013b,c). The most critical was the fourth
(T4) timepoint when the actor’s hand trajectory began to signif-
icantly move toward the out-of-reach object. A TMS pulse was
delivered precisely at that moment to investigate whether partic-
ipants were able to predict the actor’s trajectory even before the
action became explicit. The control condition that was designed
consisted in the actor bringing her hand back to its initial posi-
tion—with the out-of-reach object still visible in the foreground.
The results showed that the participants quickly discriminated
between an action driven by a social goal and one that was not,
simply by observing the kinematic cues signaling the direction
of the actor’s hand. These findings have direct implications with
regard to action representation theories because they suggest that
intention attribution (i.e., social vs. individual) is sensitive to
kinematic constraints. As different types of intentional actions
have distinctive motion signatures, observers appear to take note
of precocious differences in kinematics during action observation
in order to be able to predict the actor’s intentions (Kilner et al.,
2007; Sartori et al., 2009, 2011a; Becchio et al., 2010, 2012a,b;
Manera et al., 2011).

A Working Memory Hypothesis

A dual process seems then to underlie joint actions: a low-level
motor resonance analyzes and stores information on observed
actions, while a high-level system would flexibly integrate our and
others’ motor intentions and select the most appropriate response
and time course to achieve joint goals (van Schie et al., 2008a).
It can be hypothesized then that the hMNS’ function is similar
to that of a working memory, although specifically tailored for
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action. Mirroring the responses of others might be useful to con-
stantly track and monitor the interacting partners, and to support
temporal coordination and action planning (Colling et al., 2013)
while cognitive control systems come into play to distinguish self-
and other-related representation, to inhibit unwanted imitative
responses and to enforce self-generated actions (Brass et al., 2009;
Cross et al., 2013). As in the case of the working memory, distinct
elements would be kept on-line while others are being processed
(Gibson, 2000). We therefore suggest an extension of the pre-
vious models of imitation control involving a cross-talk and a
simultaneous activation of low- and high-level systems.

Complementary actions are the ideal way to test this topic.
During complex social interaction/s, the individual needs to
keep information relative to the observed action available while
contemporaneously attempting to process a response. In this
type of context, the mirror system may be involved in keeping
action-related information on hold to enable other brain areas
to extract the meaning of the action observed to achieve a joint
goal. Notably, observing another person’s actions priming for
an incongruent reaction can lead to a motor resonant response
in the observer’s corresponding muscles as well as a simulta-
neous preparation in different effectors necessary for achiev-
ing a complementary response (Sartori et al., 2015). The rela-
tion between observed and executed actions seems then to be
coordinated by a social associative memory which apparently
matches some actions to their natural social responses regard-
less of who is actually performing the action (Chinellato et al.,
2013). Under this model, there would be no difference between
congruent, incongruent and complementary responses, as long
as they have been associatively linked. In this vein, Catmur
et al., (2007; 2008; 2009; see also Heyes, 2001, 2011; Cooper
et al., 2013) have proposed that flexibility in action perception

coupling may be gained thanks to associative sequence learn-
ing (i.e., the ASL theory) developed during social interactions.
They strongly suggests that overlearned responses are able to
modulate the motor priming effect: when a specific behavior is
contingent on a non-matching behavior (e.g., extending the right
hand when observing a right hand), an incongruent association is
formed.

Conclusion

The research outlined here shows that motor resonance elicited by
action observation is modulated depending on its context: when
an observed gesture is socially relevant (i.e., there is an implicit or
explicit request) anticipatory complementary activations follow.
The assumption that observing an action automatically triggers
the inclination to imitate probably arose because most studies
did not explicitly challenge the automaticity or flexibility of the
visuomotor transformation process. The data outlined here have
contributed to shedding light on the functioning of the human
motor system in social contexts and on the types of social behavior
frequently occurring in real-world settings. From awider perspec-
tive, we can theorize that defining the conditions and the modal-
ities by which motor resonant responses to action observation
can be modulated may prove to have specific translational impli-
cations leading to the development of novel neuro-rehabilitation
protocols for patients with localized lesions to cortical motor
areas (e.g., ischemic stroke) and for pathologies such as autism
(Hamilton, 2015). More distant horizons may include developing
models of brain mechanisms underlying social interactions in the
effort to endow artificial agents such as robots with the ability
to perform meaningful complementary actions in response to
observed actions.
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Grasping actions and social
interaction: neural bases and
anatomical circuitry in the monkey
Stefano Rozzi* and Gino Coudé

Department of Neuroscience, University of Parma, Parma, Italy

The study of the neural mechanisms underlying grasping actions showed that cognitive
functions are deeply embedded in motor organization. In the first part of this review, we
describe the anatomical structure of the motor cortex in the monkey and the cortical
and sub-cortical connections of the different motor areas. In the second part, we review
the neurophysiological literature showing that motor neurons are not only involved in
movement execution, but also in the transformation of object physical features into motor
programs appropriate to grasp them (through visuo-motor transformations). We also
discuss evidence indicating that motor neurons can encode the goal of motor acts and
the intention behind action execution. Then, we describe one of the mechanisms—the
mirror mechanism—considered to be at the basis of action understanding and intention
reading, and describe the anatomo-functional pathways through which information about
the social context can reach the areas containing mirror neurons. Finally, we briefly
show that a clear similarity exists between monkey and human in the organization of
the motor and mirror systems. Based on monkey and human literature, we conclude
that the mirror mechanism relies on a more extended network than previously thought,
and possibly subserves basic social functions. We propose that this mechanism is also
involved in preparing appropriate complementary response to observed actions, allowing
two individuals to become attuned and cooperate in joint actions.

Keywords: motor, mirror neurons, intention, motor goal, grasping, parietal

Introduction

Over the last 50 years, sensorimotor neuroscience has produced an extensive body of work dedicated
to the study of grasping. The motor act of grasping is multifaceted and lies at the crossroad between
action and perception. Here, a distinction should be drawn between the grasping motor act and
the action of grasping. A grasping motor act can be defined as a series of joint movements, like
clasping the fingers on an object, aimed at achieving the motor goal of seizing. An action of grasping
consists in a sequence of fluently linked motor acts that altogether are aiming at the achievement of
an overarching behavioral goal. For instance, a grasping action would consist in reaching, grasping a
fruit and bringing it to the mouth for eating. Under normal circumstances, a grasping motor act
is executed within a sequence of other motor acts together forming a grasping action. Such an
action can be driven by a wide gamut of needs and aimed at a variety of overarching goals such
as feeding, exploring the environment, or interacting with other individuals. Interestingly, socially
appropriate behaviors require a continuous monitoring of the social environment. Accordingly,
numerous studies both on monkey and human focused on analyzing the motor behavior, especially
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grasping actions, to investigate basic social interactions.
Altogether, these studies demonstrate that grasping is modulated
by the social context in which it occurs. This, in turn, implies that
the motor system, that actually produces the behavior itself, is
involved in a larger network encoding social aspects of real life.
However, the neural mechanisms at the basis of this coupling
between social cognition and motor behavior have not yet
been fully unveiled. In this review, we describe the basic neural
mechanisms underpinning grasping and show how these same
mechanisms are also at the bases of cognitive abilities that are
basic aspects of social cognition such as action understanding
and intention reading. This paper mainly focus on the anatomical
and functional literature based on the macaque monkey model.
Indeed, monkeys have been used for brain studies since the
beginning of the twentieth century (Brodmann, 1909; Bucy, 1933,
1935; Fulton, 1935), and we owe to monkey studies a huge part
of our knowledge on the neuroanatomy and neurophysiology
of the motor system. This is especially true for the neural bases
and the anatomical circuitry involved in grasping. Monkeys are
capable of using their hands for grasping in a way that is very
similar to humans. Evolution is opportunistic and conservative:
working mechanisms tend to be retained through generations
and species and novelty tends to be built by adapting extant
material and processes to the new demands. Without denying the
obvious gap existing between the monkey brain and the human
brain (see Iriki and Sakura, 2008; Passingham, 2009), we think
that the macaque model remains invaluable for the anatomo-
physiological study of grasping. Thus, in the first part of the
paper we describe the anatomical structure of the motor cortex
in the monkey and the cortical and sub-cortical connections
of the areas forming it. In the second section, we review the
monkey functional literature showing two important aspects:
(1) that motor neurons are not only involved in movement
execution, but also in the sensory-motor transformation for
grasping, and (2) that a population of these neurons encodes
the goal of grasping motor acts and the motor intention behind
action execution. In the third part, we describe one of the
mechanisms—the mirror mechanism—considered to be at the
basis of action understanding and intention reading. In particular
we discuss how important aspects of the social environment
such as the spatial representation of self, objects and others,
modulate the motor and mirror neurons activity, influencing
monkeys behavioral responses. In the last part, we briefly show
that mechanisms similar to those described in the monkey are
also present in the homo species.

Anatomy of the Motor System

The Motor Cortex: General Organization
At the end of the nineteenth century the general view of the
organization of the motor system was that the movements
were controlled by subcortical centers, while the cerebral cortex
was involved cognitive functions. This view was challenged by
pioneering studies demonstrating that the electrical stimulation
of a specific part of the frontal cortex (motor cortex) evoked body
movements in different species of animals (Fritsch and Hitzig,
1870; Ferrier, 1873; see Porter and Lemon, 1993). The idea that

the motor cortex contains a simple map of the muscles was in
line with Jackson’s observations on the epileptic seizures in human
patients. At the beginning of the twentieth century, Campbell
(1905) identified a possible anatomical substrate accounting for
Jackson’s observations in his architectonic map of the human
cerebral cortex. Campbell’s (1905) view was that the precentral
cortex was implicated in motor control, while the intermediate
sectorwas involved inwhatwill be later called “higher ordermotor
functions.” A similar view emerged fromBrodmann’s (1909) work,
where he confirmed the existence of two motor areas, area 4
and area 6, and provided a more detailed map of the frontal
lobe both in monkeys and humans. The idea that architectonic
differences reflects functional specificity was later supported by
Fulton (1935), who showed that the ablation of area 6 produces
specific deficits in the execution of skilled movements. This
observation led him to refer to this region as premotor cortex.
However, a few years later, Woolsey’s electrophysiological studies
(Woolsey and Settlage, 1952) casted doubts about the existence of
a high order motor area rostral to area 4, and led him to conclude
that area 4 and posterior area 6 form together a functional entity,
while the not electrically excitable rostral area 6 does not belong
of the motor cortex.

Brodmann’s definition of area 6 as a single architectonic entity
was also challenged by subsequent anatomical studies in which
this sectorwas divided in different areas (e.g., Vogt andVogt, 1919;
Von Bonin and Bailey, 1947; Barbas and Pandya, 1987). Recently,
a more objective assessment of areal borders was provided by
combining cytoarchitectonic and neurochemical techniques (see
Geyer et al., 2000; Belmalih et al., 2007). This multiarchitectonic
approach yielded a more refined map of the motor cortex of
the macaque monkey (Figure 1; Matelli et al., 1985, 1991;
Belmalih et al., 2009). In this parcellation, area F1 roughly
corresponds to Brodman’s area 4 (primarymotor cortex), whereas
the mesial, dorsal, and ventral sectors of Brodman’s area 6 are
each divided into caudal and rostral areas. This parcellation has
been further validated by converging functional evidence showing
that each of these architectonic subdivisions are connectionally
and functionally distinct. The resulting map indicates that the
macaque motor cortex is a mosaic of distinct areas and contains a
multiplicity of bodymovement representations, each emphasizing
different categories of behavior andplaying a specific role inmotor
control (see Rizzolatti et al., 1998). Thus, the “mapping from
cortex to muscles is not fixed, as was once thought, but instead
is fluid, changing continuously on the basis of feedback in a
manner that could support the control of higher-order movement
parameters” (Graziano, 2006).

Connections of the Motor Areas of the Monkey
Connectional studies are warranted to gather clues about
their functional role and complete the picture etched through
architectonic studies. Bymeans of tract tracing studies, it has been
shown that each motor area is characterized by a specific pattern
of connections. Based on these general connectivity patterns,
the premotor areas have been grouped into two major classes
(Rizzolatti and Luppino, 2001): the caudal (F2, F3, F4, F5p, and
F5c) and the rostral (F5a, F6, and F7) premotor areas. In the
following paragraphs, we describe the descending and cortical
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FIGURE 1 | Lateral and mesial views of the monkey brain
showing the parcellation of the agranular frontal and posterior
parietal cortex. Intraparietal, arcuate and cingulated sulci are shown
unfolded. For the nomenclature and definition of the agranular frontal
and posterior parietal areas, see text. AI, inferior arcuate sulcus; AS,

superior arcuate sulcus; C, central sulcus; Ca, calcarine fissure; Cg,
cingulated sulcus; DLPF, dorsolateral prefrontal cortex; IO, inferior
occipital sulcus; L, lateral fissure; Lu, lunate sulcus; P, principal sulcus;
PO, parieto-occipital sulcus; ST, superior temporal sulcus; VLPF,
ventrolateral prefrontal cortex.

connections of these motor areas, and draw hypotheses on their
possible functional role.

Descending Motor Pathways and Intrinsic Motor
Connections
As a whole, the motor cortex is source of different descending
motor pathways, each providing it with an access to the
brainstem and spinal motor centers. Strick and coworkers (Dum
and Strick, 1991; He et al., 1993, 1995) showed that the
corticospinal projections are somatotopically organized and that
originate both from the primary motor area and from all the
caudal premotor areas. Similarly, the face and mouth cortical
motor representations are sources of corticobulbar projections
(Morecraft et al., 2001). The corticospinal projections mostly
terminate in the intermediate zone of the spinal cord, and only
F1 is source of monosynaptic projections to spinal motor neurons
(Porter and Lemon, 1993). Thismeans that F1 is the final common

pathway, at the cortical level, for controlling skilled movements.
However, the presence of corticospinal projections from all the
caudal premotor areas clearly indicates that these areas are also
involved in generating and controlling movements, not only
through F1, but also in parallel with it, as also confirmed by the
evidence that each of them is also somatotopically connected with
F1. For example, a descending indirect pathway connecting the
caudal premotor area F5p with the cervical propriospinal system
was recently described and is deemed to be involved in the control
of dexterous fingersmovements (Sasaki et al., 2004; Isa et al., 2007;
Borra et al., 2010; see also Lemon, 2008; Alstermark and Isa, 2012).
Figure 2 depicts a schematic view of the descending pathways
enabling hand motor control.

In contrast, none of the rostral premotor areas project directly
to the spinal cord. Their descending projections reach different
parts of the brainstem (Keizer and Kuypers, 1989). Furthermore,
they are not directly connected with F1, and generally have a
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FIGURE 2 | Schematic view of the descending pathways
involved in the control of hand grasping. Caudal premotor areas
are involved in generating and controlling hand grasping movements
not only through the primary motor cortex, but also in parallel with it.
The red lines indicate the corticospinal projection from the primary
motor cortex to the cervical enlargement of the spinal cord. This is the
only pathway directly accessing the spinal motor neurons (see Lemon,
2008). The green solid lines indicate the descending projection from
the caudal premotor area F5p (Borra et al., 2010) to the reticulo-spinal
neurons and to the spinal propriospinal system (Isa et al., 2007). The
corticospinal projection from caudal premotor areas to the cervical
enlargement (dashed green line) are much weaker than those deriving
from the primary motor cortex. IN, interneurons; MN, motoneurons;
PN, propriospinal neurons; RSN, reticulo-spinal neurons.

widespread pattern of connections with other motor areas. The
radically different pattern of descending projection characterizing
rostral and caudal areas hints to the fact that they probably are
subserving different functions. The rostral areas are thought to
be only indirectly involved in the generation of motor behavior
through their sub-cortical projections and through their cortical
connections with the caudal premotor areas.

Cortico-Cortical Connections
The cortical connections of the frontal motor areas involve
mainly two brain regions: parietal cortex and prefrontal cortex
(see Rizzolatti et al., 1998, 2014; Rizzolatti and Luppino, 2001).
The connections between frontal motor and posterior parietal
areas are very strong and reciprocal. Anatomical and functional
evidence show that the posterior parietal cortex consists in a
mosaic of areas similar to the motor cortex (Figure 1), each area
is involved in processing specific aspects of sensory information
and controlling different effectors (e.g., mouth, hand, arm, and
eyes). In general, most IPL areas and the posterior areas of the

SPL process either strictly visual or visual and somatosensory
information, while the rostral areas of the SPL mainly deal with
somatosensory information (Hyvärinen, 1982; Caminiti et al.,
1996; Rizzolatti et al., 1997; Wise et al., 1997; Colby, 1998;
Rizzolatti and Matelli, 2003; Rozzi et al., 2008). A series of
largely segregated anatomical circuits linking parietal and motor
areas can be identified according to the pattern of predominant
connections. These circuits integrates specific motor and sensory
signals and participate to particular aspects of sensory-motor
transformations, and should be thus considered the functional
units of the cortical motor system. The processing undertaken
by these functional units results in the generation of potential
motor acts. In the following section, we describe the anatomy and
function of one of these circuits (AIP-F5), and discuss its role in
transforming visual information about an object into potential
motor acts appropriate to grasp it.

The second strongest source of cortical connections of the
motor areas is the prefrontal cortex. Prefrontal connections
primarily involve the rostral premotor areas (Barbas, 1988; Preuss
and Goldman-Rakic, 1989; Luppino et al., 1993; Lu et al., 1994;
Rizzolatti and Luppino, 2001; Saleem and Kondo, 2008; Gerbella
et al., 2010, 2013; Borra et al., 2011). Specifically, the dorsal part
of the lateral prefrontal cortex (DLPF) projects to F7, its ventral
part (VLPF) projects to F5a, whereas bothDLPF andVLPFproject
to F6. Our knowledge of the anatomo-functional organization of
the prefrontal cortex is much less detailed than that of the parietal
cortex. It is generally accepted that these regions are involved in
“higher order” functions such as working memory, planning of
actions, and motivation (see Miller and Cohen, 2001; Tanji and
Hoshi, 2008). Thus, these projections could play a role in selecting
the potential motor acts generated as the result of sensorimotor
transformations, weighting their suitability according to context,
abstract rules, memorized information, and behavioral goals. The
interplay between prefrontal cortex and frontal motor areas could
be at the basis of the transformation of potential actions into actual
actions.

Functional Properties of Motor Neurons:
From Grasping to Intention

Visuo-Motor Transformations for Grasping
Grasping requires the adjustment of hand conformation to the
size and shape of an object. A very efficient way of to accomplish
this duty has evolved in the motor system. It consists in a direct
linkage between the representations of object physical features
and of potential motor acts, allowing the capacity of coding
objects in term of actions to execute upon them. The process
of transforming object properties into corresponding potential
grasping actions relies on a specific circuit linking parietal area
AIP and premotor area F5. The neural properties of these areas
have been widely studied. We know that area F5 contains purely
motor and sensory-motor neurons, some of which responsive to
the presentation of visual stimuli (Rizzolatti et al., 1988). These
F5 visuo-motor neurons fall into two main classes: canonical and
mirror neurons, although, recently, the additional hybrid class
of “canonical-mirror” neurons has been identified (Bonini et al.,
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2014). In this section, we will describe the properties and the
functional role of the canonical neurons.

Canonical neurons aremostly located in area F5p and discharge
during the presentation of 3D objects (Murata et al., 1997; Raos
et al., 2006). They have been systematically studied by means
of a paradigm that allows one to separate activity related to
object presentation, action preparation and action execution. For
the major part, canonical neurons selectively respond to objects
of a certain size, shape and orientation. Typically, their visual
and motor specificity are congruent, and it was demonstrated
that their activity does not depends on attention to stimuli,
intention to act, or motor preparation (Murata et al., 1997).
The most likely explanation for the canonical neurons discharge
proposes that object presentation activates a representation of
the observed object in motor format. In other words, when an
object appears in the visual scene, the discharge of a specific
set of canonical neurons code a potential grasping act congruent
with the physical properties of the presented object. Note that
this occurs independently of whether the act will be actually
executed or not. In support of this explanation is the observation
that a canonical neuron can show a visual response of the same
intensity to the presentation of objects of different shape that
are grasped in the same way (Murata et al., 1997; Raos et al.,
2006).

As mentioned above, F5 has strong anatomical connections
with the AIP area (Luppino et al., 1999; Borra et al., 2008; Gerbella
et al., 2011). The functional properties of the neurons located in
this area have been studied using the same paradigm adopted for
the study of F5 canonical neurons (Taira et al., 1990; Sakata et al.,
1995; Murata et al., 2000). By using this paradigm, AIP neurons
have been divided into three classes: motor-dominant, visual and
motor, and visual-dominant neurons. Motor-dominant neurons
discharge during grasping either if the action is performed in
light or in darkness, but do not fire during simple object fixation.
Visual-dominant neurons discharge during grasping in light and
during object fixation, but not when grasping is performed in
darkness. Finally, visual and motor neurons discharge stronger
during grasping in light than in darkness, and also discharge
during object fixation.

The evidence that AIP and F5 are nodes of a circuit involved in
visuo-motor transformations for grasping was strongly supported
by inactivation studies. In particular, the inactivation of either
AIP (Gallese et al., 1994) or F5 (Fogassi et al., 2001) has been
shown to cause important deficits in shaping the hand according
to the stimulus physical characteristics during hand transport
before landing on the object. Note that, once touched, the object
is correctly grasped, thus showing the lack of pure motor deficits.

Several models have been proposed to explain the role of AIP
and F5 in visuo-motor transformation for grasping (Taira et al.,
1990; Jeannerod et al., 1995; Fagg and Arbib, 1998; Rizzolatti
and Luppino, 2001; Fluet et al., 2010). Despite the fact that there
is no complete agreement among these models, they share the
common idea that when an object is presented, AIP neurons
extract specific aspects of its intrinsic features and provide F5
with a multiple description of the possible ways to grasp it.
This corresponds to what Gibson defined as affordances (Gibson,
1979). The lateral prefrontal cortex would activates a set of AIP

and F5 neurons according to the behavioral goal, object nature,
and context. Indeed, an object can be grasped with various types
of grip depending not only on its physical features, but also on
the different behavioral contexts. For instance, in recent studies,
monkeys were trained to associate two different grip-types with
corresponding color cues. The results showed that in both AIP
and F5, a set of neurons were active after cue presentation,
showing context-dependent grasp planning activity (Baumann
et al., 2009; Fluet et al., 2010). The information about the chosen
grip, according to the models, would be then sent from F5 to F1,
where the movements are coded, and the final command for the
execution is generated. Indeed, recent physiological experiments
demonstrated that the activation of F5 is able to generate object-
oriented actions through the modulation of F1 motor output
(Cerri et al., 2003; Shimazu et al., 2004; Prabhu et al., 2009).
Note, however, that the existence of corticospinal projections
from F5p (see above; Borra et al., 2010) indicates that this area
could be involved in the generation and control of movements
not only through F1, but also in parallel with it (Figure 2). In
particular, the F5 connections with the cervical propriospinal
neurons appears to be involved in the control of dexterous
fingers movements (Isa et al., 2007; Kinoshita et al., 2012). The
exact functional role of these projections is still only partially
understood, but evidence suggest that they may play a role in the
functional recovery observed after lesions of the motor cortex. In
particular, in New World monkeys, the ventral premotor hand
field expands and develops new cortical connections after lesions
of the primary motor cortex (Frost et al., 2003; Dancause et al.,
2005, 2006; see Nudo, 2007). In macaque, it has been shown that
after intensive post-lesion motor training, the ventral premotor
hand field (including F5p) undergoes plastic changes and shows
recovery-related increases in activity (Nishimura et al., 2007; see
Nishimura and Isa, 2012).

Coding Grasping Goal: The “Vocabulary
of Motor Acts”
Planning and executing an action, such as grasping and eating
an apple, implies to have an overarching goal (to eat the apple),
to select the appropriate sequence of motor acts—each with its
specific motor goal (reaching, grasping, bringing to the mouth,
biting)—and to execute the sequence of movements forming each
motor act (see Rizzolatti et al., 2014). Attaining action goals
relies on the precise integration of the processes carried out at
each of these hierarchical levels and on their accurate timing.
It is well known that area F1 and F5 are mainly involved in
movement implementation, and in coding the goal of motor
acts, respectively. Area F5 neurons typically encode motor acts
performed with the hand or the mouth (Kurata and Tanji, 1986;
Gentilucci et al., 1988; Rizzolatti et al., 1988;Hepp-Reymond et al.,
1994; Ferrari et al., 2003). Electrophysiological studies revealed
that a large proportion of F5 neurons encode specific motor
acts such as grasping or tearing, rather than simple movements
(Rizzolatti et al., 1988). Typically, an F5 hand motor neuron
discharge during finger movements aimed at taking possession
of an object (grasping) but not during similar movements aimed
at different goals (e.g., scratching). In addition, F5 neurons
activates when the same goal is achieved by using different
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effectors/movements (e.g., taking possession either with the right
hand, the left hand, or the mouth, Figure 3A). Interestingly, many
neurons code specific grip types such as precision grip, finger
prehension or whole hand prehension. Concerning the timing of
grasping, some neurons discharge during the whole unfolding of
the motor act, and others during a specific part of it (e.g., shaping
of the hand).

Altogether, these data led to the proposal that F5 contains a
“vocabulary” of motor acts (Rizzolatti et al., 1988). The “words”
of this motor vocabulary are represented by different populations
of neurons, some coding the general goal of a motor act, others
coding how a specific motor act has to be executed or specifying
the temporal aspects of the motor act to be executed (see
Jeannerod et al., 1995). Neuroanatomical data show that F5 is
densely connected with the parietal areas AIP, PF, PFG, and
SII (Petrides and Pandya, 1984; Matelli et al., 1986; Cavada
and Goldman-Rakic, 1989; Luppino et al., 1999; Rozzi et al.,
2006; Borra et al., 2008; Gerbella et al., 2011). Areas F5 and
PFG also share numerous functional properties (Leinonen et al.,
1979; Hyvärinen, 1981; Rozzi et al., 2008; Bonini et al., 2010),
and both contain motor neurons coding goal directed motor
acts. A definitive demonstration that motor neurons indeed code
motor acts has been provided by a study in which the same
motor goal was achieved by employing opposite movements
(Umiltá et al., 2008). Monkeys were trained to grasp objects
using “normal” pliers, that is pliers that require hand closure in
order to take possession of the object, and “reverse” pliers that
require hand opening to achieve the same goal. The correlation
between the neuron discharge and the hand movements revealed
that a population of F5 neurons code goal achievement (i.e.,
taking possession of the target object) independently of the
type of fingers movement employed (flexion or extension,
Figure 3B).

Coding Motor Intention
Based on the data described in the previous section, a dissociation
seems to exist between goal and movement in the motor system.
One can therefore hypothesize that some population of neurons
would code an even higher level of goal representation, possibly
reflecting the overarching goal of the action, and expect to find
neurons discharging differently during the execution of a motor
act (e.g., grasping) according to the overarching goal of the whole
action (e.g., eating). Recently, a series of experiments were carried
out to test this hypothesis (Fogassi et al., 2005; Bonini et al., 2010,
2012). Grasping neurons were recorded from areas PFG and F5 in
two conditions: in the first condition, the monkey grasped a piece
of food and brought it to the mouth for eating; in the second, the
monkey grasped anobject or a piece of food in order to place it into
a container. Some neurons discharged stronger during grasping to
eat, and weaker or did not discharge at all during grasping to place
in the container. Others had an opposite behavior (Figure 3C).
Note that the differential discharge occurred during the actual
grasping execution, and that the grasping act itself—consisting
in closing the hand on the object—was exactly the same in
the two conditions. The kinematics of reaching movements, the
grip force exerted, the type of object involved—metallic cube or
food—or the amount of underlying motivation could not account

for the differential activation of the neurons in the two conditions
(Fogassi et al., 2005; Bonini et al., 2010). The discharge of these
motor neurons, besides coding goals at the motor acts level, also
reflects the overarching goal of the actions. Such neurons could
play an important role in linking the specific motor acts belonging
to an action in an appropriate motor chain, allowing the correct
and fluid execution of the corresponding movement sequence.
Beside this role in kinematic fluidity, their activation could have
significant implications at a cognitive level. The firing of these
neurons, together with that of the other neurons involved in the
same action, represent the neural correlate of the overarching goal
underlying the action, that is, the motor intention of the acting
individual. Having a motor system wired as such could have been
important in the phylogenetic development of the ability to read
other’s intentions. One of the mechanisms possibly underlying
this capacity relies on the mirror system and is be discussed in
the following sections.

The Mirror Mechanism

The discovery of the mirror mechanism radically changed our
views on the functional role of the motor system. It is now largely
accepted that the same neurons involved in motor coding can also
underpin social abilities such as understanding actions, reading
others’ intentions and programming contextually appropriate
motor responses (see Rizzolatti et al., 2014). The existence of
mirror neurons also shed light on how some basic processes
involved in social cognition can bemediated by themotor system.
Altogether, these functions represent fundamental aspects for
social relations in primate and human societies (Sebanz and
Knoblich, 2009; Bach et al., 2011; see Sebanz and Knoblich,
2008).

Simply put, mirror neurons discharge when a subject either
actually performs a motor act or simply observes the same
act being performed by someone else (Figures 4A,B). In other
words, the observation of an action triggers in the observer’s
brain a representation of that action in a motor format (Di
Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti et al.,
1996a; see Rizzolatti and Sinigaglia, 2010; Rizzolatti et al.,
2014). The fact that an action representation in motor format
can be activated by mere observation raise an important
question: why don’t we automatically move when observing
an action? Recent single neuron experiment showed that the
activity of a significant portion of pyramidal tract neurons of
area F5 is modulated by action observation (Kraskov et al.,
2009), and either increase or decrease their discharge. This
finding indicates that mirror neurons activity can be transmitted
to the spinal cord. Considering that more than one-fourth
of pyramidal tract neurons show suppression of discharge
during observation, while increase firing rate during active
movement, the authors suggested that this inhibitory effect might
play a role in preventing movement generation during action
observation.

Mirror Neurons and Action Understanding
It has been proposed that the mirror mechanism, by matching the
visual description of a motor act with its motor representation
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FIGURE 3 | Goal and intention encoding in areas F5 and PFG. (A) Upper
part, left: lateral view of the monkey brain showing the location of area F5; right
and lower part: discharge of an F5 neuron active during grasping with the
mouth, the right hand and the left hand. Raster and histograms are aligned with
the moment in which the monkey touches the target object. Abscissae: time;
ordinates: spikes per bin; bin width: 20 ms. Modified from Rizzolatti et al. (1988).
(B) Example of an F5 neuron discharging during grasping with normal and
reverse pliers. Upper part: pliers and hand movements necessary for grasping
with the two types of pliers. Lower part: rasters and histograms of the neuronal
discharge during grasping with pliers. The alignments are with the end of the
grasping closure phase (asterisks). The traces below each histogram indicate
the hand position, recorded with a potentiometer, expressed as function of the
distance between the pliers handles. When the trace goes down, the hand

closes, when it goes up, it opens. The values on the vertical axes indicate the
voltage change measured with the potentiometer. Other conventions as in (A).
Modified from Umiltá et al. (2008). (C) Example of motor neuron of area PFG
modulated by action intention. Upper part left: lateral view of the monkey brain
showing the location of area PFG. Upper part right: paradigm used for the
motor task. The monkey, starting from a fixed position, reaches and grasps a
piece of food or an object, then it brings the food to the mouth and eats it (I,
grasp-to-eat), or places it into a container (II/III, grasp-to-place). Lower part left:
activity of three IPL neurons during grasping in the two actions. Rasters and
histograms are aligned with the moment when the monkey touched the object
to be grasped. Red bars: monkey releases the hand from the starting position.
Green bars: monkey touches the container. Conventions as in (A). Modified
from Fogassi et al. (2005).
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FIGURE 4 | Examples of F5 mirror neurons. (A) Lateral view of the
monkey brain showing the location of area F5c. (B) Mirror neuron
responding during observation and execution of a hand grasping
motor act. Conventions as in Figure 3A. Modified from Rizzolatti et al.
(1996a). (C) Examples of mirror neurons whose visual response is
modulated by the distance at which the observed act is performed.
Left: experimental paradigm. I the monkey grasps a piece of food. II

and III the experimenter grasps a piece of food located in the monkey
peripersonal or extrapersonal space, respectively. Right: Cell 1: the
visual response is higher during observation of grasping performed in
the extrapersonal space; Cell 2: the visual response is higher during
observation of grasping performed in the peripersonal space. Each
panel shows a raster plot and the spike density function of the neuron
response. Modified from Caggiano et al. (2009).

in terms of goal, allows the observer to understand what
another individual is doing. Such a process would be possible
because the observation of an act automatically retrieve its
motor representation by tapping into the observer’s motor
vocabulary (described in the previous section, see Rizzolatti and
Sinigaglia, 2010; Rizzolatti and Fogassi, 2014; Rizzolatti et al.,

2014). This implies that a representation of the motor goal of
an act can be triggered by sensory information. The nature of
the sensory information capable of activating mirror neurons
has been investigated in two neurophysiological studies. In the
first, mirror neurons have been demonstrated to discharge both
when the monkey can fully observe an experimenter grasping

Frontiers in Psychology | www.frontiersin.org July 2015 | Volume 6 | Article 973125

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org
http://www.frontiersin.org/Psychology/archive


Rozzi and Coudé Neural bases of grasping

an object, and when he can only see part of the action, due
to its crucial part (the hand-object interaction) being hidden
by a screen (Umiltá et al., 2001). Interestingly, there was no
neuronal discharge if the monkey knew that there was no object
to grasp behind the screen, suggesting that, in the absence
of a full visual description, mirror neurons use mnemonic-
contextual information to retrieve the motor representation of
the observed motor act. In the second study, sensory information
about the motor act was presented to the monkey in an acoustic
and/or visual format. It revealed that some mirror neurons
(audio-visual mirror neurons), discharge not only during the
execution and the observation of a motor act producing a sound
(e.g., the crackling sound of breaking a peanut), but were also
activated when the monkey simply heard the sound made by
the action (Kohler et al., 2002; Keysers et al., 2003). Altogether,
these data indicate that mirror neurons respond to the goal
of others’ motor acts also in partial or total absence of visual
cues.

Mirror Neurons and Intention Coding
Some mirror neurons share an interesting property with purely
motor neurons and encode themotor intention behind the actions
performed by other individuals (Fogassi et al., 2005; Bonini
et al., 2010). A series of experiments was carried out to assess
a possible relation between motor intention and mirror neurons
activity. One way of testing this possibility was to verify whether
neurons discharging during the execution and observation of
grasping acts are influenced by the type of action in which the
grasping acts are embedded (Fogassi et al., 2005; Bonini et al.,
2010). In this purpose, grasping-related mirror neurons were
recorded from parietal area PFG and premotor area F5 while the
monkey executed a motor task (motor condition) and observed
the same task, performed by an experimenter (visual condition).
The experimental paradigm was the same as previously described
in the section “coding motor” intention: an identical grasping
act was embedded into two different actions, aimed at eating or
placing the target in a container, respectively. The results show
that in both the motor and visual condition a large proportion
of mirror neurons discharged differently during the observation
of the grasping act, when it was part of the two different actions
(action-goal-related mirror neurons). The neuronal selectivity for
the overarching goal expressed during grasping observation has
been interpreted as a prediction of the action outcome. Making
such a prediction is possible since the monkey knows that a
given context like the type of target object or the presence of a
container is followed by grasping-to-place action. Note, however
that these neurons are not activated by contextual cues such as
the observation of the target object or of the scene, but by action
observation. Accordingly, it was hypothesized that when one of
these neurons is activated by the observation of a grasping motor
act that is part of a specific motor action (grasp-to-eat or grasp-to-
place), it triggers the motor circuitry that constitutes the internal
representation of the overarching goal of the sequential action.
Thus, mirror neurons, besides the capacity of coding motor acts,
provide individuals with a mechanism for understanding others’
intentions (Fogassi et al., 2005; Rizzolatti and Sinigaglia, 2010;
Rizzolatti et al., 2014).

Mirror Neurons and the Social Context: Space
and Agency
Understanding the behavior of others’ is one of the building
block of social cognition. However, in social animals in which
object-oriented behaviors usually occur in the presence of other
individuals, understanding the action goal and the intention
behind it is not sufficient to frame this action in its social
context. In this purpose, it is also very relevant to evaluate actions
with respect to the position in space where they occur, and
especially with respect to the observer’s position. For example,
if an individual is grasping an object close to an observer, an
interaction is possible. The observer has the actual possibility to
interfere with the grasping action and prevent it to happen, or
cooperate to it. Cooperative behaviors are common in humans,
but are also documented in monkeys (Mendres and de Waal,
2000; Visalberghi et al., 2000; Visco-Comandini et al., 2015). If
the mirror mechanism was only involved in action and intention
understanding, the spatial location of the observed action and the
vantage point of the observer would be irrelevant. However, if
space also plays a role in tuning motor responses appropriate to
others’ actions, as first proposed by Jeannerod (2006), these spatial
factors could possibly modulate the neural discharge of mirror
neurons. This hypothesis has been empirically tested in different
experiments. The results showed that, although in most cases the
visual response of mirror neurons is invariant with respect to
spatial features, the discharge of some of them ismodulated by the
direction of the hand movement, the space sector (right or left) in
which the motor act occurs or the hand (right or left) used by the
observed agent (Gallese et al., 1996; Rozzi et al., 2008).

The effect of the distance at which an action occurs on the
discharge of mirror neurons was systematically tested in a recent
experiment (Caggiano et al., 2009). In this study the same motor
act was executed within the monkey reaching space (peripersonal
space) or outside it (extrapersonal space). About half of the studied
mirror neurons discharged differently in the two conditions. Of
them, 50% discharged stronger when the monkey observed the
experimenter grasping a piece of food in its peripersonal space and
50% in the extrapersonal space (Figure 4C). Crucially, the authors
tested whether, in these mirror neurons, space was represented
in terms of a metric representation—the geometric distance
between the action and the monkey—or in terms of operational
representation—the pragmatic space where the monkey can
actually act. To this end, a transparent barrier was introduced
between themonkey and the sitewhere the experimenter executed
the action. In this condition the monkey could see the action,
but was prevented from interacting with the object located within
its peripersonal space. If a metric representation is at play in the
mirror neurons code, peripersonal and extrapersonal space would
remain unchanged, while if an operational representation occurs,
the introduction of the barrier would lead to a remapping of
the peripersonal into extrapersonal space. The results show that
when the barrier was introduced, extrapersonal mirror neurons
started discharging also when the observed action was performed
within the peripersonal space, as if this latter were displaced far
away. Taken together, these data suggest that a subpopulation of
mirror neurons can code differently others’ actions depending on
the space sector in which they occur. It is very likely that space
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location and distance are coded within the mirror neuron system
in relation to the often vital possibility to interact or not with
others. Thus, mirror neurons, besides being involved in action
understanding, could also be important for choosing the motor
response appropriate to others’ actions in their specific behavioral
context.

The issue of space coding is very important also because a
large number of primates actions is directed toward oneself (e.g.,
bringing objects to the mouth), while most of the studies about
the mirror system focused on actions directed away from one’s
body (e.g., reach for and grasp an object). It is well known that
in the fundus of the intraparietal sulcus (area VIP) there are
bimodal neurons, responding to visual and tactile stimuli, whose
tactile receptive fields are located predominantly on the face and
the visual receptive fields are in spatial register with the tactile
ones (Colby et al., 1993; Duhamel et al., 1998). The electrical
stimulation of this area evokes face movements and defensive
movements of the arm toward the face (Cooke et al., 2003).
Ishida et al. (2010) studied the neural properties of a population
of these bimodal neurons, delimiting the extension in depth of
their peripersonal space in monkeys either alone, or facing an
experimenter. Typically, when a visual stimulus was presented
outside the peripersonal space, at more than onemeter of distance
from the tactile receptive field, no visual response was recorded.
However, when an experimenter was standing in front of the
monkey at the same distance and a stimulus was moved close to
his/her body part corresponding to the neuron tactile receptive
field, the response appeared. In other words, other’s body space
was matched to the monkey’s one. This result indicates a possible
way for encoding others’ peripersonal space, and might extend
the role of the mirror mechanism in action understanding to
others individuals’ actions aimed at themselves. However, in this
study the motor responses of the neurons have not been recorded,
and it is impossible to tell whether these neurons actually were
mirror neurons, nonetheless, it is known that area VIP is strictly
connected with premotor area F4 (Matelli et al., 1986; Barbas and
Pandya, 1987; Cavada and Goldman-Rakic, 1989; Andersen et al.,
1990; Lewis and Van Essen, 2000), where peripersonal space is
encoded in terms of reaching movements (Gentilucci et al., 1988;
Fogassi et al., 1996; see Graziano, 2006). It is plausible, therefore,
that the visual responses actually represent potential motor acts
directed toward specific body parts (Gentilucci et al., 1988; Fogassi
et al., 1996).

A subsequent study investigated a further important aspect of
the observed actions, that is the view-dependence of the visual
responses of mirror neurons (Caggiano et al., 2011). To this
purpose the monkey was required to observe movies showing the
same grasping motor act from three different points of view: in
the subjective perspective (0°), and in two types of third-person
views, a lateral (90°) and a frontal (180°) one. Among the tested
mirror neurons, about three-fourth showed a preference for one
of the vantage points, encoding in equal percentage the three
different perspectives employed. On the base of these results it has
been proposed that view-independent mirror neurons encode the
goal of the observed motor act irrespective of the visual details
of the scene, while view-dependent mirror neurons provide a
link between the goal of the motor act and its pictorial aspects.

Similarly to the mirror neurons modulated by peripersonal or
extra-personal space, view-dependent mirror neurons could be
important for preparing an adequate response to the observed
action. These neurons could be part of a neural circuit of the
“social brain” coding the spatial relations at the roots of basic
social interactions.

In all the reported studies on mirror neurons, actions were
unidirectional and non-interactive, while in nature, most often,
monkeys interact within complex social environments in which
different individuals share the same social space. Here we refer
to social interactions as the acts of two or more individual
taking into account of other’s actual or potential actions or
intentions. By combining a motion capture system with chronic
multielectrode recording from different cortical areas (multi-
dimensional recording), Fujii et al. (2007, 2008) were able to study
the neural activity from monkeys’ parietal and premotor cortex
in a social context. When two monkeys were sitting one close to
the other, and could reach for and grasp food without interacting,
parietal activity resulted to be strongly tuned to the use of the arm
contralateral to the recorded hemisphere. However, when the food
was put in a shared space and a social conflict emerged between
the monkeys, the neurons developed different combinations of
preferences to self and other motion (Fujii et al., 2007). This
evidence indicates that parietal neurons can recognize social cues
and provide other areas with a neural code modulated by social
information. The same authors also described the responses of
premotor and parietal neurons during the observation of action
in a task in which two monkeys were present, but could not
interact (Fujii et al., 2008).During action execution both premotor
and parietal neurons showed a strong preference for actions
performedwith the arm contralateral to the recording hemisphere
(right arm). During the observation of the other monkey action,
the premotor neurons preferred the other monkey right arm
movements, while the parietal neurons typically lost this laterality
preference, showing a wider spectrum of combinatorial responses
to own/other right/left responses. Indeed, the arm used (right or
left) in a specific context (position of the food on the right or left
side) is very relevant to understand the intention of an action.
Accordingly, the authors propose that the premotor neurons code
information on action’s agent and effector as primitives of action
recognition within the mirror network, while parietal neurons
represent the social space and participate in recognizing others’
actions with respect to one’s own actions (Fujii et al., 2008).

The mirror mechanism can enable to understand others’
action, but in this process, the sense of agency appears to be
revoked: the neurons are active both when I act and when I see
someone else acting, without moving. The lack of synchronicity
between the vision of an action and the somato-motor signals
related to action execution probably represents the crucial
information for attributing the action to self or others (see
Wolpert and Ghahramani, 2000; Gazzola and Keysers, 2009; Pitti
et al., 2009). Interestingly, different studies described neurons
activated by the observation of actions but not discharging during
action execution, in the premotor, parietal and temporal cortex
(Perrett et al., 1989; Gallese et al., 1996; Fujii et al., 2008). It was
proposed that these neurons, by separating visual and somato-
motor information, could play a role in the attribution of agency
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to others (Fujii et al., 2008). The same authors also propose that
this function does not rely on single cortical areas, but on a larger
cortical network capable of integrating visual and somato-motor
informations. Possible networks involved in action observation
and participating to this function are described in the following
section.

Anatomo-Functional Mirror Pathways
Among the cortical areas involved in the processing of visual
information, those located in the superior temporal sulcus
(STS) are generally considered as the fundamental node
coding biological information. In fact, STS contains neurons
coding visual information about eye/gaze direction, body/limbs
orientation and movement, facial expressions, and biological
motion (Bruce et al., 1981; Perrett et al., 1989; Puce et al.,
1998; Pelphrey et al., 2003; Tsao and Livingstone, 2008). These
features are among the most relevant aspects needed by an
individual to interpret others’ behavior, and, for this reason,
STS is generally considered as the initial stage in processing
social cues. To date, very few studies have been done to
elucidate how the mirror system interplays with STS or with
other parts the “social brain.” Notwithstanding the paucity of
available data on this topic, a few studies are unveiling possible
pathways by which social information can reach mirror neurons’
computation.

A recent study employed fMRI technique in the monkey
to identify the frontal areas active during the observation of
motor acts (Nelissen et al., 2005). By using anatomically defined
regions of interest, the authors found that viewing videos
showing a hand grasping an object activates F5a, F5p, and the
prefrontal areas 45A, 45B, and 46. When the video showed the
whole individual grasping an object, and not only a hand, the
activation also involved F5c. This indicates that there are multiple
representations of others’ actions in the monkey frontal cortex
and that they can be sensitive to different features. F5a, F5p and
the prefrontal areas appear to encode the action as such, while
F5c action representation is more centered on the agent doing the
action. This result has two important implications: first, a context-
dependent processing of the act of grasping is taking place in
F5c; second, an input coming from areas processing the visual
features of the scene (like STS), makes its way to the premotor
cortex.

A subsequent anatomo-functional studymade byNelissen et al.
(2011) investigated how visual information about action can reach
the frontal areas, and concentrated on STS and posterior parietal
cortex fMRI activation in the monkeys during the observation of
grasping acts. They also correlated functional with connectional
data obtained bymeans of neural tracers injections. The employed
videos activated areas in the lower and upper banks of STS, and
in the IPL. An analysis based on regions of interest showed that
grasping observation activates stronger than control conditions
three IPL areas (PFG, on the cortical convexity, AIP and LIP in the
lower bank of intraparietal sulcus) and five STS regions (MT/V5,
LST, and LB2 in the lower bank, FST in the fundus and STPm
in the upper bank). Note that a recent electrophysiological study
directly demonstrated the presence of mirror neurons in the AIP
area (Pani et al., 2014).

In order to assess which of the STS areas active during
action observation are actually connected with the mirror areas,
retrograde tracers were injected in the parietal nodes of themirror
system (AIP and PFG). After AIP injections, a widespread STS
labeling were found, but the most consistent labeling in all cases
was in the lower bank sector LB2 and in the inferotemporal
cortex near the lip of STS. Injections in PFG resulted in consistent
labeling in STS upper bank sectors MSTd, STPm, and UB1. Note
that, of them, only STPmwas found to be specifically active during
action observation.

This integrated anatomo-functional approach led to the
identification of two functional pathways involved in action
observation linking STS, IPL, and PMv (Figure 5, red and blue).
One links STS sector STPm with parietal area PFG that, in
turn, is connected with premotor area F5c. The other pathway
connects LB2 with AIP that, in turn, is connected with F5a and
F5p. Both routes process information necessary for understanding
the observed motor act, but each provides a different type of
information, possibly playing a specific role in understanding
the intention underlying it. In particular, the STPm-PFG-F5c
pathway is more concerned with the agent doing the action, while
the LB2-AIP-F5a/p one with the details of grip and object identity
(Nelissen et al., 2011).

These pathways show that the parietal regions containing
mirror neurons have a direct access to STS information about
biological motion, crucial for coding the observed agent’s actions
and intentions. This direct access implies that PFG/AIP would
be a first node where the neural codes for grasping and for
social information—like gaze, head, body, or limb orientation or
direction—are integrated in a common motor representation that
becomes available for mirroring others’ actions. This integrated
code in which grasping is linked with social information would
then be sent to F5 in the premotor cortex.

A further pathway links area 45B in the prearcuate cortex
with LST and LB1 in the lower bank of STS, and LIPa in the
lower bank of intraparietal sulcus (Figure 5, green). Note that
monkey area 45B is known to be part of the oculomotor system,
probably representing the gateway of highly integrated prefrontal
and orbitofrontal information to this system (Moschovakis, 2004;
Gerbella et al., 2010). It was proposed that the LST/LB1-LIP-
45B pathway could play a role in oculomotor control during
action observation (Gerbella et al., 2010; Nelissen et al., 2011).
Indeed, gaze behavior mirroring has been found in LIP of
macaque monkeys where a sub-population of neurons discharge
both when monkeys direct their gaze in a given direction and
when they look at a static image of another monkey having
the gaze oriented in that same direction (Shepherd et al.,
2009). The areas of the LST/LB1-LIP-45B pathway are activated
by action observation (Nelissen et al., 2011), but there is no
evidence of the presence of grasping mirror neurons in any of
them. So the question remains: where does the integration of
information related to grasping and gaze direction occurs? This
question is even more relevant considering the importance of
parsing others’ gaze direction for deciphering their intention
(see Klein et al., 2009). The existence of this pathway raise the
possibility that STS information about biologically or socially
relevant gaze targets reaches oculomotor areas LIP and 45B.
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FIGURE 5 | STS–IPL-F5 grasping observation networks in the
monkey. (A) Lateral view of a macaque brain showing locations of three
regions involved in action observation: inferior arcuate sulcus (IA),
Intraparietal sulcus and inferior parietal lobule (IP), and superior temporal
sulcus (ST). (B) Flattened representation of inferior arcuate, intraparietal
and superior temporal sulci. Visual information on observed actions can be
sent from STS through parietal cortex to premotor area F5 along two

functional routes: a STPm–PFG–F5c, agent-related action observation
pathway (red lines) and a LB2–AIP–F5a/p object-related action observation
pathway (blue lines). Visual information from STS can also reach parietal
and prefrontal areas involved in oculomotion, through the
LB1/LST-LIP-45B oculomotion-related action observation pathway (green
lines). The arrows specify the functional routes. For abbreviations, see text.
Modified from Nelissen et al. (2011).

However, “oculomotor mirroring,” confirmed in LIP, remains
untested in prefrontal cortex. One could reasonably expect to
find a population of neurons mirroring gaze behavior in area
45B. Note that in this pathway, gaze information would still
be segregated from the one coding grasping. The anatomical
pathways through which gaze mirroring would reach the parietal
and premotor areas of grasping mirroring still remain to
be described, but probably include the prefrontal cortex (see
below).

Summing up, the STS information about social cues deriving
from biological motion analysis could reach the mirror system
directly (STPm-PFG-F5c and LB2-AIP-F5a/p pathways) or
indirectly through an “oculomotor” mirroring system (LST/LB1-
LIP-45B pathway). These hypotheses are not mutually exclusive,
and thus far, there is no data directly confirming any of them.
However, there are indirect behavioral and electrophysiological
evidence suggesting that information about gaze direction and
action observation converge and probably become integrated in
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the same neural code. The behavioral data comes, from a well-
known human study showing that subjects display the same gaze
pattern when performing a grasping action and when observing
another individual performing the same action (Flanagan and
Johansson, 2003). The electrophysiological evidence comes from
preliminary data showing that in monkeys area F5, the activity of
some mirror neurons is modulated by the gaze direction of the
observed agent (Coudé et al., 2013).

Prefrontal Cortex and Mirror Network
Functional MRI studies demonstrated that prefrontal area 46 is
involved in action observation (Nelissen et al., 2005) and motor-
related activity in the ventral prefrontal cortex has been described
(Tanila et al., 1992; Hoshi et al., 1998; Rozzi et al., 2011). More
recently, connectional studies on the ventral prefrontal cortex
indicated that a specific sector of ventral area 46 (rostral part of
46VC) and area 12 (intermediate 12r) is connected with different
nodes of the mirror pathways (Borra et al., 2011; Gerbella et al.,
2013). These nodes include rostral premotor area F5a, IPL areas
PFG and AIP and a sector of the ventral bank of rostral STS
sector, which overlaps with the fMRI sites activated by action
observation. Altogether, these evidence indicate that certain parts
of the prefrontal cortexmight be considered as actual components
of the mirror system, but electrophysiological confirmation of
this hypothesis is still lacking. A possible role of the prefrontal
cortex within the mirror system, could be to provide the motor
representations of the parietal and motor areas with mnemonic
and contextual information. Themirror system access to this kind
of information could, for instance, allow action understanding
when the target object is not actually visible during the unfolding
of a grasping action (Umiltá et al., 2001). It could also enable
intention understanding by retrieving the meaning of contextual
cues previously associated to specific actions (Fogassi et al.,
2005). In addition, the ventral prefrontal cortex could provide the
parietal and premotor cortex with social contextual cues. Such
cues would consist in information about gaze direction or body
part orientation, as elaborated in STS. Interestingly another sector
of ventral prefrontal cortex (caudal part of 46VC) is strongly
connected with frontal and parietal oculomotor areas, as well as
with the STS and the other sectors of area 46. This pattern of
connections could represent a pathway, though indirect, linking
the oculomotor system with the mirror system.

Note that the connections between prefrontal areas and mirror
areas are bidirectional. This implies that, from the one side,
the VLPF can modulate mirror neuron activity by sending
mnemonic and contextual information, from the other, the
parieto-premotor areas could provide the prefrontal cortex with
motor representations of action goals. Thus, a further role of
the prefrontal cortex could consist in recombining the observed
motor acts, captured by the parietal and premotor nodes of
the mirror system, to produce an action fitting the observed
model, allowing imitative learning, as suggested by studies
on humans (Buccino et al., 2004, see below). Further studies
will have to verify these hypotheses and assess the specific
contribution of the prefrontal areas, classically considered to exert
a top-down control on sensory and motor areas, to the mirror
system.

The Mirror System in Humans, An
Anatomo-Functional Perspective

The mirror system is thought to constitute a fundamental part of
the vertebrate motor system and has presumably been conserved
and adapted through different species, including humans. The
previous sections outlined its circuitry and functions in the
monkey. Technical and ethical limitations precludes to reach a
similar level of details in the description of the human mirror
system. However, studies using non-invasive techniques like brain
imaging, TMS and EEG/MEG have yield evidence that a mirror
system exists in humans (Fadiga et al., 1995; Grafton et al., 1996;
Rizzolatti et al., 1996b; Pfurtscheller and Neuper, 1997; Hari et al.,
1998; Cochin et al., 1999; Grèzes et al., 1999; Nishitani and Hari,
2000, 2002; Buccino et al., 2001; Gangitano et al., 2001; Perani
et al., 2001;Maeda et al., 2002;Muthukumaraswamy and Johnson,
2004; Iacoboni et al., 2005; Oberman et al., 2005; see Pineda, 2005;
Rizzolatti et al., 2014).

In EEG studies, Mu waves are detected in the 8–13 Hz
frequency range and are thought to be the result of synchronous
discharges by resting neurons in the sensorimotor region of the
brain (see Kuhlman, 1978; Anderson andDing, 2011).Mu rhythm
suppression occurs during motor preparation, action execution
(Neuper et al., 2006), but also during mental imagery and
action observation (Cochin et al., 1999; see Pineda, 2005). Brain
imaging studies demonstrated a consistent pattern of cortical
activity during action observation, involving a network of several
brain regions (see Caspers et al., 2010). This action observation
network includes Brodmann’s areas 44/45, lateral dorsal premotor
cortex, supplementary motor area, primary somatosensory
cortex, superior parietal lobule, intraparietal cortex, rostral
inferior parietal lobule, posterior middle temporal gyrus at the
transition to visual area V5, and fusiform face area/fusiform
body area.

Interestingly, this human mirror network largely overlaps
with the monkey one (IPL, PMv, and caudal part of inferior
frontal gyrus). However, various other areas are active in humans
during action observation. The only one description of a single
neuron mirroring mechanism was provided by Mukamel et al.
(2010), recording from areas not belonging to the classical
mirror system. The larger number of areas involved in action
observation in humans could depend on several factors. First,
most of monkey studies have been carried out by means of
single neuron recording. This technique is the only one capable
of demonstrating the presence of mirror neurons, but lacks the
possibility to explore large brain regions at the same time. Thus,
it is likely that the monkey mirror system has not yet been
fully mapped. This hypothesis is supported by 14C-deoxyglucose
autoradiography experiments in monkeys showing that further
regions beyond the classical mirror areas—including superior
parietal, somatosensory and primary motor areas—are activated
by action observation (Evangeliou et al., 2009; Raos et al.,
2014), although the actual presence of mirror neurons in these
areas is still to be confirmed. A second hypothesis is that the
mirror system in humans have expanded to additional cortical
areas, probably acquiring new functions. A third possibility is
that the brain activation evidenced by brain imaging studies
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during action observation could be related to different aspects of
visual processing or to motor preparation, and be independent
on the actual presence of mirror neurons. To our knowledge,
none of these hypotheses has been ultimately demonstrated.
An interesting attempt has been done by Gazzola and Keysers
(2009) in a recent fMRI study aimed at identifying the brain
regions activated by both action observation and action execution,
and thus, likely containing mirror neurons. The single-subject
analysis of unsmoothed fMRI data allowed the authors to
identify the voxels shared between action observation and action
execution in the classical IPL-PMv circuit, but also in the middle
cingulate, dorsal premotor, somatosensory, superior parietal, and
middle temporal cortex. The activation of areas not belonging
to the classically described parieto-premotor mirror circuit could
reflect sensory predictions from internal models (Wolpert and
Ghahramani, 2000; Gazzola and Keysers, 2009). This process
would complete and enrich the information about others’ actions
encoded by the classical mirror system. Further studies on action
observation and execution conducted in human and monkey by
means of brain imaging and electrophysiological techniques will
be important to demonstrate the presence ofmirror neurons in the
human cortex and to test and disentangle between the different
hypotheses proposed above.

The mirror mechanism, besides being involved in action
understanding, could also play a role in learning by imitation.
Buccino et al. (2004) specifically investigated this issue by means
of fMRI. In this study, naive participants were required to observe
images depicting the hand of an expert guitarist playing chords
and to imitate them after a delay. Action observation, as expected,
activated IPL, PMv and the pars opercularis of the inferior frontal
gyrus. Noteworthy, these areas together with the prefrontal cortex
(area 46 in the middle frontal gyrus) and the anterior mesial
cortex were active during the delay phase preceding movement
execution. The authors proposed that area 46 could recombine
the observedmotor acts, captured by the parieto-premotormirror
system in order to produce an act fitting the observed model.

Others’ Actions in Their Social Context
As mentioned above, the mirror mechanism in monkeys is
considered to be involved in coding others’ actions in their
social context (Fujii et al., 2007, 2008; Ishida et al., 2010; Visco-
Comandini et al., 2015). The term “social context” encompasses a
wide spectrum of settings and can refer to complex interactions,
especially in human societies. Whereas some forms of human
social interactions appear to be unique in their complexity, other
forms are more basic and are probably shared with other primates
(see Tomasello and Call, 1997). It is thus likely that the same
mirrormechanism is involved in themost basic social interactions
in different primate species. Human brain imaging and TMS data
seems to support this idea. Indeed, it has been showed that areas
pertaining to the mirror system are more strongly activated when
subjects performed complementary actions rather than when
they performed the same action as the one observed (Newman-
Norlund et al., 2007). TMS data by Sartori et al. (2011) also
point in the same direction and demonstrate that depending on
the context, motor-evoked potentials can reflect the observed
movement or an appropriate complementary movement. In this

experiment, when an object was present and the observer was
implicitly required to act upon the object in response to the
observed action, a shift from symmetrical motor resonance to
complementary activations of hand muscles was observed. Thus,
action observation does not inevitably lead to symmetrical motor
facilitation, that could be useful for imitation, but could also play
a role in successfully performing attuned joint actions.

Human data also showed that intentions and social contexts
affect kinematics, and conversely kinematics and contexts affect
intention understanding. The kinematics of a grasping act differ
depending on the final goal of the action (e.g., grasping tomove, to
throw or to pass, see Becchio et al., 2012). On the other hand, the
context provides clues for understanding the intention underlying
the observed motor act, and is known to modulate the activity
of the caudal sector of IFG, during action observation (Iacoboni
et al., 2005). This mean that, also in humans the mirror system is
involved in intention coding. In addition, it has been showed that
reaching toward an object and grasping it either to move it from
one spatial location to another or to place it into the hand of a
partner yield different kinematics (Becchio et al., 2010; for similar
results see also Mason and Mackenzie, 2005; Meulenbroek et al.,
2007). Interestingly, the observation of social movements evokes
an activation stronger than non-social ones within mirror areas,
including the IFG and the IPL (Becchio et al., 2012). These finding
demonstrates that areas within the mirror system are sensitive
to very subtle differences in the observed action’s kinematics.
Most importantly, it suggests that mirror areas in humans are
more responsive to social than non-social movements. Similarly,
Mu rhythm suppression has been shown to be greater for social
interactive actions than for non-social actions (Oberman et al.,
2007).

Altogether, these data suggest that during social interaction,
human agents decipher the goal of others’ ongoing action
and integrate it into their own action planning, eliciting
different potential complementary responses. Thus, the mirror
mechanism, being tuned to social actions, besides its known role
in motor cognition, is likely involved in social cognition.

Conclusion

This review was an attempt to outline an updated view of the
organization of the neural bases of grasping. Our knowledge
of the motor system hinges on a multidisciplinary approach
applied to the macaque monkey model. Obvious technical and
ethical limitations preclude the application of such method
to humans. However, clear homologies have been established
between the motor systems of the two species. The basic
mechanisms underpinning grasping actions are very likely shared
among primates and humans. Among these mechanisms is the
neuronal coding of movements in terms of motor goals and
the mirror mechanism, allowing to retrieve these goals during
action observation. The latter is an in-built motor resonance
mechanisms, deemed to be at the core of action understanding.
We believe that such neural coding, pertaining to the motor
system and originally evolved for guiding behavior, has later
become a fundamental component on which social cognition
was constructed. However, the possible role of other processes,
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for instance involvingmentalizing, should not be downplayed and
could work in parallel with the mirror system.

The mirror system is not only reflecting what another
individual is doing, but also integrates contextual aspects like
spatial cue, gaze direction or kinematic parameters. We discuss
how this process of internal simulation is at the bases of
action and intention understanding in monkeys and humans.
Human data also yield a further fundamental function of the
mirror mechanism: allowing the preparation of appropriate
complementary responses to the observed actions. This latter
process could explain how two individuals become attuned to
cooperate in a joint action. It also underlines the flexibility of the
mirror system.

Complex functions cannot depend on a single brain region but
are rather the results of several areas linked together by cortical
connections, and forming functionally specialized networks. The
grasping execution/observation system is no exception. Clearly,
specific sets of temporal, parietal and motor areas contribute to

different aspects of themirror system functions. This suggests that
the mirror neuron network extends probably beyond the motor
system to include other cortical sectors. A deeper investigation
of the role of these putative nodes of the mirror system, and
especially of those located in the prefrontal cortex, will be
crucial for defining the relationships between the classical mirror
circuit and other centers possibly exerting a top-down control
on them. This, in turn, will prompt a better understanding of
how information about the social context can influence our
comprehension of actions and intentions, and shape our own
motor programs.
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