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Editorial on the Research Topic 
Geomechanics and induced seismicity for underground energy and resources exploitation


1 INTRODUCTION
Exploiting energy and resources from the Earth subsurface is a development trend all over the world. These anthropogenic activities lead to underground stress perturbations, which may trigger hazardous events. Deep mining and tunneling may induce dynamic disasters such as fault slippage and rock burst, leading to serious casualties and economic losses. Engineering applications such as well drilling, fluid injection into the subsurface, and the creation of deep underground space provide direct sources to seismic activities. It is imperative to minimize the risk of these disasters and even prevent their occurrences, which is crucial for a safe and efficient energy and resources exploitation. However, the physical mechanism of induced hazardous events is not well understood. Through innovative theoretical analysis and techniques (Ma et al., 2018; Ma et al., 2019a; Ma et al., 2019b; Ma et al., 2019; Dong et al., 2022a; Dong and Luo, 2022; Li et al.; Meng et al.; Sun et al., 2022), experimental techniques (Dong et al., 2021a; Dong et al.; Chen et al.; Dong et al. 2020a; Hermans et al. 2018; Dong et al. 2022b; Dong et al., 2023), data mining (Dong et al., 2022c; Qian et al.; Yu et al.), and simulation methods (Dong and Luo, 2020; Cao et al., 2020; Dong et al. 2021b; Lei; Xu et al.), researchers conducted in-depth research on these key problems. Efforts in integrating these technological means will help advance geomechanics and induced seismicity-related research that contributes to resolving challenging Research Topic in the exploitation of underground energy and resources. This Research Topic aims to focus on the most recent theoretical, experimental, and technological advances in Geomechanics and Induced Seismicity for Underground Energy and Resources Exploitation. This editorial presents a brief summary of the articles published under this Research Topic.
2 THEORETICAL ANALYSIS AND TECHNIQUES
Meng et al. presented a non-parametric simultaneous reconstruction and denoising of seismic data via sparse and low-rank regularization, efficiently and automatically dealing with the prestack gathers. The effectiveness of this method is verified through practical applications. Beside the hypothesis that the seismic signal is compressible, the proposed method makes no additional prior assumptions on the original data. First, the solution matrix is extracted from the Fourier dictionary. Then the reconstruction and denoising are performed successively in the sparse domain. The key parameters are estimated in a data-driven framework. The method can reduce the computational complexity of sparse representation. It can be effectively applied to data reconstruction and denoising.
Li et al. established a tunnel excavation model test based on a true triaxial stress loading system, combined with three-dimensional scanning technology for a superimposed sandy soil. Based on this model, the vector displacement response range and three-dimensional deformation characteristics of the excavation face were studied in the main displacement affected area around the excavation face. Meanwhile, the deformation characteristics, such as vertical settlement and horizontal displacement of the stratum in the main influence affected area were analyzed. The results show that the model can provide some references for the excavation engineering of superimposed sand-soil tunnels.
3 PROGRESS IN EXPERIMENTAL RESEARCH
Chen et al. studied the deterioration characteristics of the tunnel surrounding rock under the scouring of flowing groundwater. Experiments were carried out with acidic solutions representative of the groundwater composition. The microstructure of granite samples cored on site, deformation features, and evolution characteristics of mechanical parameters under saturations with different flow rates and various pH values were analyzed using scanning electron microscopy (SEM), energy dispersive spectroscopy (EDS), nuclear magnetic resonance (NMR), and X-ray diffraction (XRD). The experimental results can bring inspiration to the research in this field.
Dong et al. proposed a comprehensive abnormal area detection method, which is based on transient electromagnetic detection and supplemented via drilling detection. It was used to determine the spatial position and location of heterogeneous rock mass in the goaf underlying the subway station. The detection results provide a basis for the safety and stability of the proposed substation foundation. This method provides a reference for the detection of the stability of non-homogeneous rock masses in the extraction area, and helps to take effective management measures for heterogeneous rock masses.
4 DATA MINING AND SIMULATION METHODS
Yu et al. proposed a method for simultaneously imaging multi-fracture networks using microseismic monitoring data. The algorithms commonly used in multi-model fitting were integrated to produce an upgraded method that accommodates geophysical data for faster and more accurate simultaneous multi-fracture model imaging within a point cloud. The accuracy of the method was improved using circular calculation and density-based spatial clustering of applications with noise, such that the estimated fracture orientations correspond well to those at the actual locations. The proposed algorithm was applied to synthetic data to assess the impact of considering orientation and outlier data on the model results. Field microseismic data were also used to depict fractures representing the dominant orientation, and the errors of the strike and dip angle estimates were 2.89% and 2.83%, respectively. Results demonstrate the suitability of the algorithm for fast and accurate field data modeling.
Qian et al. observed paired signals that are induced by cavern roof instability for the first time with the aid of a microseismic monitoring system. By studying the two events of the paired signals, the whole process of rock debris rupture development at the cave roof, the time of rock debris crossing the brine and the collision process of rock debris at the cave floor were analyzed. It was found that by locating the first event of the paired signals, the spatial distribution of the roof can be outlined. Using the delay time between the two events of the paired signals, the height of the cave chamber can be estimated qualitatively. By observing the collision signal, the size of the rock debris can be further analyzed. The derived information could be combined to assess the cavern collapse hazard through some rock mechanics analysis.
Xu et al. analyzed the equivalent elastic modulus and occurrence effect of rockmass with orthogonal random joints. Firstly, the eigenvalue distribution function of joints is obtained through statistically analyzing a large number of joints in the field. Secondly, the orthogonal random joint model is constructed using Monte Carlo method based on UDEC software platform. Then, a large number of numerical experiments of discrete elements are carried out. The results showed that the equivalent elastic modulus of rockmass with orthogonal random joints has an obvious scale effect. The relationship between the average equivalent elastic modulus and the representative basic volume (REV) size of rockmass follows a negative power function distribution. Under different joint angles, the standard deviation and variation coefficient of the equivalent elastic modulus of rockmass are distributed discretely. When the model size reaches REV size, the occurrence effect of equivalent elastic modulus of rockmass is not significant.
Lei analyzed the relationship between the 2018 Hokkaido East Ibri earthquake and carbon dioxide (CO2) injection through a geomechanical model. The results show that even under extreme conditions, CO2 is injected at the rate of 180,000 tons/year for 10 consecutive years, the impact of CO2 injection on the Yibuli seismic fault is far lower than that caused by the Earth tide. There is no convincing mechanism to allow fluid channels to heal and block the natural fluid flow along the fault in a short time. CO2 injection is therefore unlikely to be a trigger for the East Ibri earthquake. The geological storage of CO2 is very important for slowing down the trend of global warming. For fault reactivation and earthquake caused by risk related injection, it is necessary to avoid too large and too small assessment.
5 CONCLUSION
The study of geomechanics and induced earthquake of underground energy and resource development is of great significance to study, understand and predict subsurface systems affected by the exploitation of natural resources. In particular, the prediction of disasters caused by human activities is still a very important research topic. We sincerely thank all the authors for their outstanding and meaningful contributions to this Research Topic. It is hoped that there will be more relevant research in the field of geomechanics and geophysics in the future to bring further breakthroughs in theory, field observation, laboratory experiments, numerical simulation, and the development of geophysical monitoring equipment and technology towards a safe underground energy and resources exploitation.
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In a recent paper [“Groundwater anomaly related to CCS-CO2 injection and the 2018 Hokkaido Eastern Iburi earthquake in Japan” by Sano et al. (Front. Earth Sci., 2020, 8)], the authors claimed that CO2-enriched fluid may have initially migrated through permeable channels, blocking the fluid flow from the source region, increasing pore pressure in the focal region and triggering a natural earthquake where the brittle crust was already critically stressed. The proposed model is very interesting, but the authors have not shown any quantitative evaluation supporting their conclusion. Here, through geomechanics model analysis, even under extreme conditions, which overestimate the impact of the injection, the impact of the CO2 injection on the Iburi earthquake fault, whether the deep section or shallow part of the fault, is much lower than that caused by Earth tides. In addition, no convincing mechanism exists that would allow fluid channels to heal within a short period of time and block the natural fluid flow along the fault. Therefore, the occurrence of earthquakes was not related to CO2 injection. Geological storage of CO2 is expected to become an effective option for global warming countermeasures, and the assessment of its environmental impact must be carefully conducted.
Keywords: hokkaido earthquake, geological CO2 storage, geomechanics, coupled thermal-hydraulic-mechanical simulation, earthquake triggering
INTRODUCTION
As one effective option for mitigating global warming, the geological storage of carbon dioxide (CO2) appears promising. Injecting a large amount of CO2 fluid into an underground aquifer will inevitably cause certain formation deformation and increase fluid pressure. There is therefore a risk of accelerating the activation of pre-existing faults nearby and inducing/triggering earthquakes. In several industrial applications that require the injection of fluids into the Earth’s crust, including disposal of wastewater, development of unconventional oil and gas resources, enhanced geothermal development, and well salt production, injection-induced seismicity, including destructive earthquakes with a sizable magnitude (M > 5), has been observed and has attracted widespread attention (e.g., Ellsworth et al., 2019; Atkinson et al., 2020; Lei et al., 2020). At the same time, it also poses challenges for effective operation. At present, some demonstration projects of CO2 geological storage have been carried out around the world, but there are no reports of important induced earthquakes related to these projects.
The carbon capture and storage (CCS) demonstration project in Tomakomai, Hokkaido, Japan, is a medium-scale CO2 offshore storage and has injected approximately 300,000 tons of CO2 into a porous sandstone aquifer at a depth of approx. 1,000 m from April 2016 to November 2019. During this period, on September 5, 2018, at 18:08 (UTC), a JMA (the Japan Meteorological Agency) magnitude 6.7 earthquake occurred in the eastern Iburi region in Hokkaido. The focal depth of the earthquake is 37 km, and the epicenter is approx. 20 km east from the injection location (Figure 1). Joint inversion of strong motion and geodetic data shows that a large slip occurred at a depth of approx. 22 km, which is shallower than the hypocenter (initial rupture) depth. This indicates that the main seismogenic fault is an east-dipping high-angle reverse fault, which is consistent with the Ishikari-Teichi-Toen fault zone (ITTFZ) (Kobayashi et al., 2019). Based on detailed 3D injection simulation, the predicted pressure buildup at the end of the injection is limited within a few kilometers from the injection well (Kano et al., 2014). By considering that the stress disturbance caused by CO2 injection cannot reach the ITTFZ, it is generally believed that the earthquake is not directly or indirectly related to CO2 injection. However, recently, a previous study (Sano et al., 2020) determined isotopes of commercially available mineral water produced from a depth of approx. 100 m in a well located 13 km from the injection site, showing dissolved components of injected CO2. Furthermore, the steady flow of deep celestial fluid along the ITTFZ is speculated to be blocked, which increased the fluid pressure in the deep part of the fault and triggered the earthquake. The model proposed in the paper is very interesting, but making such an assumption without any geomechanical analysis may not be valid.
[image: Figure 1]FIGURE 1 | Map view of the Tomakomai carbon capture and storage (CCS)-CO2 injection site and earthquake epicenters observed from 1990 through 2019 (from the Japan Meteorological Agency (JMA) earthquake catalog) overlaid on geological map (from (Japan, 1995)). The pink square indicates the injection site. Line A-A′ masks the profile in Figure 2.
The purpose of the present brief study is to investigate the validity of the above assumption. First, the theoretical solution of a simple two-dimensional radial flow model is used to analyze the decay of fluid pressure with distance. Then, a simplified three-dimensional (3D) and coupled thermal-hydraulic-mechanical (THM) model is constructed to quantitatively analyze the influence range and degree of actual CO2 injection under some extreme conditions.
ANALYSIS BASED ON GEOMECHANICS
Geological Environment of the Tomakomai Carbon Capture and Storage-Injection Site
Figure 2 shows a simplified 3D geological model of the Tomakomai CCS-CO2 injection site and distribution of earthquakes from the JMA catalog. The geological model is modified from the summary of time report of the Tomakomai CCS large-scale demonstration test 300,000 tons injection (METI, NEDO, and JCCS, 2020) METI, NEDO, and JCCS. There are two potential reservoirs, Moebetsu formation and Takinoue formation, for CO2 storage. The Moebetsu formation is located at a depth of approx. 870 to 1,200 m. The upper part of the formation, which is dominated by silt/mudstone, acts as a cap layer. The lower part of the formation (below 1,070 m), dominated by sandstone, is a potential CO2 reservoir. Another potential reservoir is the Takinoue formation at a depth of approx. 2,400 to 3,000 m, which is a volcanic formation composed of Neogene lava and tuff. Although the reservoir pressure is hydrostatic in the Moebetsu formation, the Takinoue formation is characterized by heterogeneously distributed overpressure zones. The temperature gradient is 3.7–4.4 °C/100 m (Kano et al., 2014).
[image: Figure 2]FIGURE 2 | (A) A simplified 3D geological model of the Tomakomai CCS-CO2 injection site (modified from (METI, NEDO, and JCCS, 2020)). (B) Vertical section showing the P velocity (from (Matsubara et al., 2017)) and the earthquake (from JMA catalog) distribution. Ishikari-Teichi-Toen fault zone (ITTFZ).
The injection was started in April 2016 and ended in Oct. 2019, achieving a cumulative injection of 300,012 tons in the Moebetsu reservoir. The maximum injection rate was approx. 18,000 tons/month, and the maximum pressure increase was 12.6 MPa. Only 98 tons was injected into the Takinoue reservoir by two short tests (METI, NEDO, and JCCS, 2020). Thus, we only focus on the injection in the Moebetsu formation in this study.
Two-Dimensional Radial Flowing Model
As shown in Figure 2, the Moebetsu sandstone aquifer in the CCS site is quite stable and relatively flat over a few tens of kilometers. Thus, it is valuable to make a rough estimate of some key parameters using simple models for which theoretical solutions are available. To this end, a two-dimensional (2D) radial flowing model of an infinite and isotropic horizontal layer was tested. Under the assumption that Darcy’s law holds, the theoretical solution of the pore pressure change is given as (Barker, 1988):
[image: image]
[image: image]
where Γ represents the Gamma function, t (s) is the time since the start of injection, r (m) is the distance from the injection well, Q (m3/s) is the pumping/injection rate, H (m) and k (m2) are the thickness and permeability of the layer, D (m2/s) is the hydraulic diffusivity, η (Pa⋅s) is the dynamic viscosity of water, ϕ is the porosity, Sa (Pa−1) is the unconstrained specific storage coefficient, and βfl (Pa−1) and βpv (Pa−1) are the compressibility of the fluid and pores, respectively. This kind of model has been successfully applied to represent fluid pressure and strain observed during pumping tests in soft sedimentary formations (Lei et al., 2019).
The thickness of the Moebetsu formation surrounding the injection well is greater than 100 m, and the permeability and porosity are 50 mD and 0.15, respectively (Kano et al., 2014). We assume that H = 100 m, ϕ = 0.15, and k from 1 to 100 mD. In order to perform an overestimation, the injection rate of water is assumed to be Q = 0.0143 m3/s, approx. 270,000 tons/year, which is greater than the actual mean injection rate of CO2 (less than 100,000 tons/year). For the case of K = 10 mD, the predicated pressure buildup surrounding the injection well falls in the range from 22 to 25 MPa after one to 10 years of injection, which is greater than the actual maximum injection pressure (12.6 MPa). Even so, the fluid pressure front (pressure increased by 0.01 MPa) is far from the ITTFZ, even at the end point of the 10-years injection (Figure 3A). As shown in Figure 3B, the pressure front increases with increasing K. Even for the worst case of K = 100 mD, the front did not reach the fault at 780 days after injection started.
[image: Figure 3]FIGURE 3 | (A) Increase in fluid pressure as a function of distance from the injection well as estimated from two-dimensional radial flowing model. (B) Pressure fronts after 780 days of continuous water injection.
Three-Dimensional Thermal-Hydraulic-Mechanical-Coupled Simulation
The coupled THM simulation was used to predict injection-induced changes in rock properties, formation deformation, stress redistribution, and fracture/fault stability. In the present study, Tough2 and Flac3D were selected for the coupled THM simulation. Tough2 is a multiphase reservoir simulation program developed by the U.S. Lawrence Berkeley National Laboratory (LBNL). Flac3D is commercially available software for stress analysis (Itasca, 2000). As a promising combination, the “Tough-Flac3D″ approach with couplers and post-processing tools has proven useful in the analysis of deformation accompanied with fluid flow within reservoirs of hard and soft rocks (Itasca, 2000; Todesco et al., 2004; Rutqvist et al., 2008; Rutqvist et al., 2015; Sorai et al., 2015; Lei et al., 2017).
In the coupled simulation, permeability is revised within every time step by built-in functions. Following previous works, permeability has been expressed as a function of volumetric strain (εv) (Chin et al., 2000; Cappa and Rutqvist, 2011) as.
[image: image]
Where [image: image] and k are porosity and permeability, respectively, with [image: image] and [image: image] being the initial values. A n of ∼20 results in a 2-order-of-magnitude permeability increase for a fully reactivated fault, as estimated by in situ testing (Ohtake, 1974) and laboratory experiments (Alam et al., 2014).
A numerical model covering an area of 80 km × 80 km centered at the Tomakomai CCS injection site was constructed. The ITTFZ is taken as the thin fault zone. Since the upper limitation of temperature of Tough2 is 300°C, we only focus on the uppermost 6 km (Figure 4). The model is divided into grids by steps so that the volumes of the fault and injection well are split into small parts while the surrounding matrix becomes coarser as the distance from the fault increases. The total number of grids and elements are 18,954 and 16,796, respectively. The hydraulic and mechanic properties for all nine formations and the fault zone are listed in Table 1. The hydraulic properties are similar to that used in previous studies (e.g., Kano et al., 2014). The upscaled mechanical properties are based on laboratory tests on core samples from the site at 10 MPa confining pressure. The most sensitive parameters are the permeability of porosity of the Moebetsu formation, which were firstly determined based on the permeability profile estimated from injection tests using salt water and logging data (METI, NEDO, and JCCS, 2020) and then optimized by tuning simulation. Aided by the 2D radial flow analysis results, the determination of the optimal parameters required only a few tuning steps. At the same time, we also performed calculations for different permeability (10, 20, 50, 100 mD) and porosity (0.1, 0.15) to examine the influence of the uncertainty of these sensitive parameters on the results. Due to the lack of monitoring data on rock mechanical responses, in-depth studies on the uncertainty of mechanical parameters cannot be carried out. The only water injection pressure data can be well fitted by modifying the reservoir hydraulic parameters (METI, NEDO, and JCCS, 2020).
[image: Figure 4]FIGURE 4 | Three-dimensional numerical model (A), pressure/CFS increase after injection for three years (B,C), and distribution of CO2 saturation after injection for three and 100 years (D). Permeability of 50 mD and porosity of 0.15 were assumed for the injection layer.
TABLE 1 | Mechanical properties.
[image: Table 1]First, simulation was carried out without any injection in order to obtain a hydraulic and thermal steady state. The top layer (air) has a constant pressure (0.1 MPa) and temperature (10°C), and the temperature gradient is assumed to be 4°C/100 m. Roller boundary conditions were imposed on the four sides and bottom of the model. The fluid pressure at the four sides was assumed to be hydrostatic and was kept constant during injection simulation. Both the flow rate and heat flux were fixed at the lower boundary. The in-site stress values are installed in all zones, and also applied as loads acting on the far-field boundaries. The vertical stress σV was calculated from assumed density values. Because the main rock of the model is soft rock, the maximum and minimum horizontal stress values were assumed as σH = 1.3 σV, and σh = 1.2 σV, respectively. Since the main purpose of the present study is to assess the impact of water injection activities on faults, the background tectonic stress itself is not important. During the coupled simulation, the permeability increases with increasing volumetric strain. The peak well head pressure during injection is 12.6 MPa (METI, NEDO, and JCCS, 2020) and decreases rapidly with increasing distance from the injection zone. Thus, we only consider the elastic behaviors.
In addition to the injection of CO2 in the Moebetsu formation, a water source was added at the bottom of the fault to simulate natural flow along the ITTFZ. First, fluid flow along the fault zone was carried out at an injection rate of 10,000 tons/year for 1,000 years to reach a relatively stable state of fluid flow and heat flux. The CO2 injection was then started at an injection rate of ∼183,600 tons/year for 100 years. This is the base model (Model-1). For comparison, a simulation was also carried out without CO2 (Model-2) to verify whether CO2 injection alters deep fluid flow along the fault.
The simulation results show that after three years of injection, by which point more than 550,000 tons of supercritical CO2 were injected into to the Moebetsu formation, the injected CO2 is distributed within a few hundred meters around the injection well (Figure 4D), which is slightly larger than that revealed by the 3D seismic exploration implemented in 2019 (METI, NEDO, and JCCS, 2020). This result is expected since larger injection rate was assumed in the simulation. The pressure buildup is still beyond the fault for both models (Figures 4B,C). As compared with Model-1, the pressure front of Model-2 is farther from the fault zone due to the background flow from deep in the fault. The change of the Coulomb Failure Stress (CFS) acting on the fault planes, which have the same strike, dip, and rake with the seismogenic fault of the 2018 Hokkaido Eastern Iburi earthquake, is governed by fluid pressure. Although there is a redistribution of flow velocity at the intersection of the fault and the reservoir, the resulted fluid pressure (P(A) in Figure 5) by Model-1 of different permeability and porosity for the Moebetsu formation is exactly the same as Model-1, consistently show that CO2 injection has no effect on fluid pressure at the deep part of the fault event after 100 consecutive years of injection (Figure 5).
[image: Figure 5]FIGURE 5 | Pressure and flow rate at key points. A: Injection point within the fault at a depth of 6 km. B: Intersection of the fault and the Moebetsu injection layer. The results of different permeability and porosity for the Moebetsu formation consistently show that CO2 injection has no effect on fluid pressure at the deep part of the fault event after 100 consecutive years of injection.
DISCUSSION AND CONCLUSION
The results of the present study show that, even under extreme conditions, when CO2 is injected at a rate of ∼180,000 tons/year (actually less than 100,000 tons/year) for 10 consecutive years (actually less than three years), the 0.01-MPa front of the fluid pressure increment is far from the hypocenter of the Iburi Earthquake. After three years injection, the injected CO2 is distributed within a few hundred meters around the injection well, which is slightly larger than that revealed by the 3D seismic exploration implemented in 2019 (METI, NEDO, and JCCS, 2020) after injection 207,208.9t CO2. If the injected CO2, including dissolved CO2, could rapidly migrate beyond 10 km as claimed in Sano et al. (2020), 3D seismic exploration would either see nothing or show anomalies on a large area, but this is not the case. Detailed discussion on geochemical issues is interesting but beyond the scope of this study. In the absence of wide-area groundwater flow, the distribution of gaseous and dissolved CO2 is also limited within a small zone of only a few kilometers at most. Even if there is a wide area of groundwater flow, the distribution range of CO2 has expanded, compared with the stable fluid pressure before water injection, the range where the fluid pressure has increased still does not change significantly. The changes in fluid pressure and pore-elastic effects at the intersection of the ITTFZ and the Moebetsu layer 20 km away are much smaller than the changes caused by daily tidal action, not to mention the 37-km depth of the fault, where the 2018 Hokkaido Eastern Iburi Earthquake initiated. For reference, tidal stress amplitude thresholds required to trigger earthquakes, for static and dynamic triggering, have been estimated to range from 0.01 to 0.03 MPa (pore pressure: 0.015–0.05 MPa) (King et al., 1994; Cochran et al., 2004). Therefore, the implementation of the Tomakomai CO2 geological storage demonstration project is unlikely to be the triggering factor of the earthquake.
In our simulation, the dissolution of injected CO2 into the groundwater of the aquifer was counted but other chemical processes, such as mineralization were ignored. In general, minerals, such as silica in the deep source hydrothermal fluid, precipitated to the pressure drop caused by earthquake to heal the fault reduce the permeability of the fault (Saishu et al., 2017). However, no convincing mechanism exists that would allow fluid channels to be healed within a short period of time and block the natural fluid flow along the fault during CO2 injection, which increases the fluid pressure.
As mentioned above, the geological sequestration of CO2 is important in mitigating the global warming trend. Demonstration projects of various scales are for the development of technology and the verification of the safety and effectiveness of the corresponding technology. With regard to risk-related injection-induced fault reactivation and earthquakes, both oversized and undersized assessments must be avoided.
The model proposed by Sano et al., (2020) is worth investigating for commercial applications of large-scale and long-term CO2 storage. Thermally, hydraulically, mechanically, and chemically coupled geomechanics modeling will be a key technology.
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Under the engineering background of a + 144-m mining platform on an open pit slope of Xinqiao Mining Corporation, the eigenvalue distribution function of joints was acquired based on the massive statistics of field joints. Next, an orthogonal random joint model was constructed using the Monte Carlo method based on the UDEC software platform. Subsequently, the representative elementary volume (REV) size and occurrence effects of the equivalent elasticity modulus of the orthogonal random jointed rock mass were explored through numerical experiments with lots of discrete elements. The results showed that the equivalent elasticity modulus of the orthogonal random jointed rock mass was of evident size effect, and the relationship between the mean equivalent elasticity modulus Eeq and the REV size of the rock mass followed the negative power function distribution. Before the model size reached the REV size, its Eeq was greatly discrete. Under different joint angles, both the standard deviation σf and coefficient of variation δ of the equivalent elasticity modulus of this model presented discrete distribution. As the model size reached the REV size, the mean equivalent elasticity modulus Eeq showed “two-high and one-low” morphological distribution. Eeq was small when the main joint angle was α[image: image][30°, 40°], but it was large when α = 0° or 90°. δ was taken as 10%, so the REV size of the corresponding Eeq was 10 m × 20 m. When the model size reaches the REV size, the occurrence effect of its equivalent elasticity modulus was no longer significant.
Keywords: random jointed rock mass, numerical simulation, rock mass parameter, size effect, occurrence effect, equivalent elastic modulus
INTRODUCTION
Studies and engineering practices have shown that rock mass is a kind of complex geologic body (Sun, 1988), including slope engineering, tunneling, and deep underground chamber engineering, in which the reliability and accuracy of the mechanical parameter values of rock masses are specifically crucial for the engineering design, construction, and operation. The mechanical properties of rock masses are intricate due to the massive structural planes in them (Sun and Li, 1965; Gu, 1979). Usually constructed in jointed rock masses, rock mass engineering works are affected by the structural planes inside the rock masses of different sizes, so the mechanical parameters of engineering rock masses will unavoidably be characterized by heterogeneity or spatial variability. Representative elementary volume (REV) is the core content in the studies regarding the size effect of mechanical properties of rock masses (Bear, 1972; Bear, 1979), that is, the values of mechanical parameters should be determined in such studies. In practical geotechnical design, the mechanical parameters of REV, but not the mechanical parameters of intact rock specimens, should be used. Hence, the key to studying the real mechanical parameters of rock masses and the reliability design of rock mass engineering lies in figuring out the size effect of mechanical parameters of rock masses and determining the REV of rock masses. At present, the REV of rock masses is determined through the experimental method, analytical method, and numerical experimental method.
As for the experimental method, Wang et al. (2002) numerically estimated the REV of the coefficient of transmissivity based on the drilling data. Aubertin et al. (2000) studied the size effect of rock strength based on the MSDPu strength criterion and put forward the change relation of rock strength with the size. According to the laboratory test results, Zhang and Qiao. (2006a), Wang and Zuo. (1998) and Wang and Li. (2008) gave the expressions to the size effects of the corresponding mechanical parameters of rock masses. Fan et al. (2018) experimentally studied the crack propagation and evolution in shales with a material testing machine considering the bedding angle, loading rate, and specimen size. Du et al. (2021) developed a combined testing system for the size effect of the shear strength of structural planes in rock masses, thus providing a basic experimental support platform for studying key scientific problems such as the size effect of the shear strength of structural planes.
When it comes to the analytical method, Zhou and Xiong. (1996a) explored the relationships between the elastic parameters of random jointed rock masses with their volumetric change and permeability tensor, according to the principle of energy superposition, and then determined the REV of mechanical parameters of jointed rock masses. Zhang and Xu. (2008) simulated the 3D fracture network of jointed rock masses using a planar quadrangle and used this fracture network to study the indexes determining the REV size of rock masses. Chen S. J. et al. (2019) applied random numbers to the projective covering method, in an effort to improve triangulation when calculating the fractal dimensions of structural planes with the projective covering method.
The analytical methods adopted in the numerical experiments mainly include the finite element method, finite difference method, natural element method, and discrete element method. Kulatilake. (1985) and Pouya and Ghoreychi. (2001) simulated the structural planes in rock masses using Goodman joint elements in the finite element model and studied the REV of mechanical parameters of rock masses. Zhang et al. (2010), Zhou et al. (2004), Yan et al. (2009), and Zhu et al. (2009) explored the size effect of mechanical parameters of rock masses via FLAC3D finite difference software. Bhasin and Hoeg. (1998) and Min and Jing. (2003) studied the size effect of jointed rock masses through the UDEC software model. Lu et al. (2020) and Li et al. (2019) generated the plane network diagram of jointed rock masses based on fractal theory and the Monte Carlo method. Taking the center of the rock mass network diagram as the base point, the jointed rock mass simulation specimen was selected, and the numerical experiment of the compressive strength of jointed rock masses was performed via discrete element software UDEC. Ning et al. (2008) and Ni et al. (2015) introduced the Voronoi method into 3DEC discrete element software to probe the size effect of the deformation parameter of columnar basalt. Esmaileli et al. (2010) and Li et al. (2021) studied the REV size of mechanical parameters of jointed rock masses via PFC3D software. Wang et al. (2021) determined the REV of rock masses using the heterogeneity index (HI). Zhu et al. (2019) used FLUENT software to perform a 2D numerical analysis of seepage characteristics at nine differently sized crack intersections. Wang et al. (2018) established a rough discrete fracture network (RDFN) model and studied the mechanical properties of this RDFN model under direct shear conditions based on grain flow PFC2D. Chen Q. F. et al. (2019) built a multiscale three-dimensional fracture network model of rock mass with 35 combinations of ductility and spacing of different structural planes based on general block software. Using the proposed block degree correction theory, the geometric characteristic size rev of fractured rock mass is determined. Through the docking of correlation parameters of the general block-3dec model, a multiscale discrete fracture network model of the rock mass is constructed, the calculation results of geometric rev and mechanical Rev are compared, and the correlation between the geometric size effect and mechanical size effect of the rock mass is discussed.
To summarize, domestic (Chinese) and foreign scholars have investigated the size effect of mechanical parameters of rocks or rock masses through theoretical analysis, experimental study, and numerical simulation. Given the complexity of jointed rock masses, the randomness of joint distribution, experimental limitations, and the size effect of mechanical parameters of jointed rock masses remain to be further explored. In particular, the discreteness of small-size experimental results is considerably great, the number of numerical experimental times is partially small, and the statistical results are not reliable enough, all of which, to some extent, results in inconsistent research results and conclusions. The precondition for numerically studying the size effect of mechanical parameters of rock masses is to reflect the joint distribution laws in rock masses as truly as possible. Studies have shown that the geometric parameters such as joint length, joint distribution, and joint spacing are self-similarities, which can be calculated through a small-scale fracture network so as to derive the development characteristics of a large-scale fracture network. Such self-similarity is actually a fractal character. Given this, based on the statistical data of measured joints of rock masses on an engineering slope, a random fracture network model was established in this study according to the Monte Carlo principle. Next, the size effect of the equivalent elasticity modulus of orthogonal random jointed rock masses was analyzed via discrete element software UDEC. Subsequently, enough numerical experiments were conducted according to different experimental sizes so that the statistical results (such as the mean value and standard deviation) of sample parameters could be accurate and reliable, expecting to provide a theoretical support for the construction and safety operation of slope rock mass engineering.
INVESTIGATION AND STATISTICS OF JOINTS IN JOINTED ROCK MASSES
Engineering Background
Through decades of open-pit mining, a large-scale multi-metal sulfide ore deposit of the Xinqiao Mining Corporation is now about 148 m in the minimum elevation of the open pit and about + 320 m in the elevation of the slope crest, along with a bench slope angle of 50°, bench width of 12 m, and bench height of 25 m. With a + 144-m platform taken, for example, a group of orthogonal joints were developed on the slope through the site investigation, and it was obtained that the joint angles followed a normal distribution (Figure 1). The geometric parameters of the joints are listed in Table 1 he rock mass structure of the site slope is shown in Figures 1. The mechanical parameters of rocks and joint planes measured after field drilling are as seen in Table 2.
[image: Figure 1]FIGURE 1 | Open-pit slope of Xinqiao Mining Corporation.
TABLE 1 | Geometric parameters of joint fractures.
[image: Table 1]TABLE 2 | Mechanical parameters.
[image: Table 2]Generation of Orthogonal Random Joints
The joint fracture generating program was compiled through the FISH language in UDEC software. The uniformly distributed random numbers of central points of joints within the interval of [0,1] were generated using the Monte Carlo method, and then, random joint fractures were formed. The generated fracture network model of the slope on the + 144-m mining platform is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Random fracture network model of the slope on the + 144-m platform.
NUMERICAL EXPERIMENTAL SCHEME OF THE SIZE EFFECT OF ORTHOGONAL RANDOM JOINTED ROCK MASSES
Reliability Analysis of Rock Parameters Solved via UDEC Software
The shear strength parameters—cohesion c and internal frictional angle φ—were acquired through the uniaxial and triaxial compression tests of rocks based on the Mohr–Coulomb strength criterion. In comparison, the reliability of the parameters obtained through the UDEC-aided uniaxial and triaxial numerical compression tests of rocks was verified. With an intact rock taken as the study object, the compressive strength values under different confining pressures were solved through triaxial numerical compression tests; the c and φ values were acquired using the Mohr–Coulomb strength theory and compared with the rock strength parameters obtained through laboratory tests, and the reliability of the solved equivalent strength parameters was verified.
The dimensions of the numerical simulation test model were 1 m (width) * 2 m (height). The confining pressure was taken as 0–10 MPa at six levels with the interval of 2 MPa. The Mohr–Coulomb model was chosen as the constitutive model, and the rock parameters are listed in Table 2. The rock stress–strain curves under different confining pressures acquired through the numerical experiments are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Axial stress–strain curves of the intact rock under different confining pressures.
The numerical triaxial compression test results under different confining pressures were drawn within the σ1-σ3 plane. According to the Mohr–Coulomb strength failure criterion, σ1-σ3 followed a linear relation, so the σ1-σ3 data points were fitted using straight lines, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Relational graph of σ1-σ3.
The straight slope a and intercept b showed the following relations with the shear strength parameters c and φ:
[image: image]
[image: image]
As solved through Eqs. 1,2, the internal frictional angle and cohesion of the intact rock were φ = 35.64 and c = 4.42, respectively, which were relatively approximate to the rock strength parameters acquired through the laboratory tests. Hence, it is reliable to perform the analog computation of equivalent rock strength parameters via UDEC software.
Numerical Experimental Scheme for the Representative Elementary Volume Size of Mechanical Parameters of Random Jointed Rock Masses
In order to determine the mechanical parameters representing the real mechanical properties of jointed rock masses, the rock structure model should accord with the physical situation as far as possible. When the structural plane network is simulated using the Monte Carlo method and since the random number generated each time is different under the same structural plane probability distribution model, the geometrical characteristics of structural planes generated each time, such as spatial position, trace length, and orientation, will be slightly different and so will the rock structure model, which is the error brought by the feature of this method. For the same structural plane probability distribution model, the mechanical parameters of different rock mass structure models generated by the Monte Carlo method may differ in the REV size. Min and Jing. (2003) generated 10 300 m × 300 m square rock mass structure models using the discrete fracture network (DFN) program and studied the REV size of equivalent deformation parameters by intercepting square rock specimens with different side lengths from the center of each model. Xiang (2005) compiled a random sampling program following probability distribution for the sake of Monte Carlo simulation, generated 8 10 m × 10 m fracture networks, and explored the REV size of rock strength parameters by intercepting squares with different side lengths from the center of each network. As deemed by Kulatilake (1985), such random errors can be eliminated only by experimenting on over ten rock specimens, so the rock mass of each size should be studied using multiple models when determining its mechanical parameters.
Therefore, a Monte Carlo method-based orthogonal random joint generation program was compiled using the FISH language of UDEC software to determine the REV size for the mechanical parameters of orthogonal random jointed rock masses. The model dimensions (width* height) were taken as 1 m × 2 m、2 m × 4 m, 4 m × 8 m, 6 m × 12 m, 8 m × 16 m, and 10 m × 20 m. To eliminate the random errors of rock joints simulated through the Monte Carlo method, a total of 11 rock joint models were generated for each model size. Given the anisotropic characteristics of mechanical parameters of rock masses, the main joint angle changed within [0°, 90°] at an interval of 10°. Taking the main joint angle of 20°, for example, the generated orthogonal random joint models with different sizes are presented in Figure 5.
[image: Figure 5]FIGURE 5 | Orthogonal random joint models with different sizes.
REPRESENTATIVE ELEMENTARY VOLUME SIZE EFFECT ANALYSIS OF THE EQUIVALENT ELASTICITY MODULUS EEQ OF ORTHOGONAL RANDOM JOINTED ROCK MASSES
Multiple rock joint models with the same size could reflect the random fluctuations of mechanical properties before the rock masses reached the REV size of their mechanical parameters, indicating that the size effect of their mechanical properties was not one sidedly understood as follows: the mechanical properties of rock masses declined with the increase in the rock size. Instead, the mechanical properties fluctuated now and then. Only when the rock size reached the REV size would the fluctuation range of their mechanical parameters be greatly reduced and tend to be constant. Therefore, the rock size-dependent change line of the coefficient of variation (CV) of each parameter could be obtained by calculating the CV of each equivalent mechanical parameter of multiple rock structure models with the same size. In addition, it was feasible to determine the REV size of each mechanical parameter according to the acceptance level of CV.
Without loss of generality, the elasticity moduli solved through the numerical experiments on different models under the same confining pressure were taken to analyze the rock size effect of orthogonal random joint models. Eeq, σf, and δ of orthogonal random joint masses acquired through the numerical experiments under σ3 = 4 MPa are listed in Table 3. On this basis, the relationship between the equivalent elasticity modulus of orthogonal random jointed rock masses and the model size could be analyzed.
TABLE 3 | Mean elasticity moduli under different model sizes and joint angles (σ3 = 4 MPa).
[image: Table 3]Relationship Between the Mean Equivalent Elasticity Modulus Eeq of Orthogonal Random Jointed Rock Masses and the Model Size
The relational graph between Eeq of orthogonal random joint models and the model size was drawn, as shown in Figure 6.
1) Regardless of the occurrence of the main model joint, Eeq of the random joint model was gradually reduced with the increase in the model size.
2) Under a small model size, the reduced amplitude of Eeq was large. As the model size was enlarged, the reduced amplitude of Eeq was gradually reduced. When the model size exceeded 8 m × 16 m, Eeq approached a stable value.
[image: Figure 6]FIGURE 6 | Relationship between the equivalent elasticity modulus and model size.
Relationship Between the Mean Equivalent Elasticity Modulus Eeq of Orthogonal Random Jointed Rock Masses and Main Joint Angle α
The relational graph between Eeq of orthogonal random joint models and the main joint angle was drawn, as shown in Figure 7.
1) Under different main joint angles α and a small model size, Eeq was discrete, with inapparent relational characteristic with the main joint angle α.
2) After the model size was enlarged to 4 m × 8 m, Eeq presented a “two-high and one-low” morphological distribution with the change in the main joint angle α. Eeq was small under α∈[30°, 40°] and large when α = 0° or 90°. Moreover, it reached the maximum value under α= 90°.
[image: Figure 7]FIGURE 7 | Relationship between the equivalent elasticity modulus and main joint angle α.
Relationship Between the Standard Deviation σf of the Equivalent Elasticity Modulus and Main Joint Angle α
For two or more groups of data with the same mean value, the dispersion degree of each group of data is different. For the mean value of the equivalent elastic modulus Eeq of the aforementioned jointed rock mass, the standard deviation can be used to reflect the difference of each group of data under the conditions of different sizes and joint dip angles.
The relational graph between σf of orthogonal random joint models and main joint angle α was drawn, as shown in Figure 8.
1) Under different main joint angles α and a small model size, σf of the equivalent elasticity modulus was discretely distributed without any obvious law. It shows that when the model size is small, the equivalent elastic modulus Eeq of each group of the jointed rock mass is greatly dispersed.
2) As the model size was enlarged, σf was gradually reduced. It shows that when the model size increases, the elastic modulus of any group of the randomly jointed rock mass can reflect the real value of the jointed rock mass under the strip of this size.
3) When the model size was enlarged to 8 m × 16 m, the standard deviation of the equivalent elastic modulus of different main joint dip models is very small, and the standard deviation is also very small. It shows that when the model size increases to a certain value, the difference in the elastic modulus of the jointed rock mass in the same group is very small. This size can be used as a reference for the selection of the equivalent elastic modulus REV scale of the jointed rock mass model.
[image: Figure 8]FIGURE 8 | Relationship between the standard deviation σf of the equivalent elasticity modulus and main joint angle α; relationship between sample δ and main joint angle [image: image].
Relationship Between the Sample Coefficient of Variation δ and Main Joint Angle α
The sample coefficient of variation (δ) is the ratio of the standard deviation σf to Eeq, where δ is not restricted by the sample mean or standard deviation. The relational graph between δ of the equivalent elasticity modulus of orthogonal random joint models and the main joint angle α was drawn as shown in Figure 9.
1) The sample δ was greater than 10% under a small model size. A great difference was manifested between the models with different main joint angles in δ.
2) The sample δ was significantly reduced with the increase in the model size. After the model size was enlarged to 8 m × 16 m, the sample δ was about 10%. Under this circumstance, the occurrence effect of the equivalent elasticity modulus of the model was no longer significant. It can be inferred from this that there is a certain size value. When the size of the jointed rock mass model exceeds this value, the value of the variation coefficient of the sample equivalent elastic modulus will be less than a given value (e.g., 10%), which can be used as the scale of the equivalent elastic modulus REV of the jointed rock mass.
[image: Figure 9]FIGURE 9 | Relationship Between Sample δ and Main Joint Angle [image: image].
REV Scale of the Equivalent Elastic Modulus Eeq of Orthogonal Random Jointed Rock Mass Under Given Variation Conditions
The δ values of the equivalent elasticity modulus obtained through experimenting on the models with different sizes and main joint attitudes were drawn into a scatter diagram (Figure 10). Next, they were fitted using a power function to obtain the following relationship between δ of the equivalent elasticity modulus and model size:
[image: image]
[image: Figure 10]FIGURE 10 | Relationship between the sample δ and model size.
The model size required under the given δ could be estimated according to Eq. 3, thus providing a reference for selecting the minimum model size needed in the numerical model tests.
[image: image]
The equivalent elasticity moduli obtained by experimenting on the models with different sizes and main joint attitudes were drawn into a scatter diagram (Figure 11) and then fitted with a power function to acquire the relationship between the equivalent elasticity modulus and model size as follows:
[image: Figure 11]FIGURE 11 | Relationship between the equivalent elasticity modulus and model size.
Based on Eq. 3, the model size required under the given δ was acquired. The equivalent elasticity modulus under the corresponding model size could be solved through Eq. 4 so as to provide a reference for selecting the elasticity modulus value in the numerical model calculation.
CONCLUSION
Under the engineering background of the + 144-m mining platform on an open pit slope of the Xinqiao Mining Corporation, an orthogonal random joint model was constructed using the Monte Carlo method based on the UDEC software platform, followed by a lot of numerical discrete element experiments. In full consideration of the random distribution characteristic of orthogonal joints in the rock mass, the REV size effect characteristics of the equivalent elasticity modulus of orthogonal random jointed rock masses under the given confining pressure were acquired as follows:
1) As the model size is enlarged, Eeq of the random joint model is gradually reduced.
2) Under a small model size, Eeq is discrete, with inapparent relational characteristics with the main joint angle α. After the model size is enlarged to 4 m × 8 m, Eeq presents a “two-high and one-low” morphological distribution. It is small under α∈[30°,40°] and large when α = 0° or 90°.
3) When the model size is small, both σf and δ are discretely distributed. As the model size is enlarged to 8 m × 16 m, the models with different main joint angles differ little in σf and δ.
4) If δ is taken as 10%, the REV size of the corresponding Eeq is 10 m × 20 m. When the model reaches the REV size, the occurrence effect of its equivalent elasticity modulus is no longer significant.
5) The model size needed under the given δ can be solved according to the fitting formulas of δ, model size L, and Eeq, thus providing a reference for selecting a reasonable equivalent elasticity modulus value in the simulation analysis.
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In order to study the deterioration characteristics of the tunnel surrounding rock under the scouring of flowing groundwater, we ratioed similar acidic solutions based on groundwater composition. The microstructure of granite samples cored on site, deformation features, and evolution characteristics of mechanical parameters under saturations with different flow rates and various pH values were analyzed using scanning electron microscopy (SEM), energy dispersive spectroscopy (EDS), nuclear magnetic resonance (NMR), and X-ray diffraction (XRD). The results indicate the following: 1) compared with the static water condition, the higher flow rate produces greater relative changes in granite’s microstructure, porosity, mass, and pH of the immersed solution. Moreover, the rate of change is relatively fast in the early stage and gradually slows down until it reaches a stable state. 2) Compared with the natural dry condition, the solution with a lower pH value causes the structural framework of the specimen to loosen, the mass loss degree to increase, and the porosity dispersion to intensify. 3) The dynamic water is more sensitive than the static water to the elastic vertical wave velocity of granite. Compared with the dry sample, the elastic longitudinal wave velocity of the sample in acidic solution with pH = 2 and flow rates of 0, 150, and 300 mm·s−1 for 49 days decreased by 8.7, 10.9, and 13.5%, respectively, which accelerates the instability and failure of the granite surroundings.
Keywords: granite surroundings, rock mechanics parameters, effect of solution velocity, hydration corrosion, damage mechanism
1 INTRODUCTION
The surrounding rock in underground engineering has been longtime damaged and degraded by various physical and chemical actions (Dong et al., 2020; Liu et al., 2020; Bai et al., 2021; Zhao et al., 2021b). For instance, during groundwater flow, the rock mass will not only happen to softening, migration, argillization, and other physical effects but produce the chemical reaction such as ion exchange, dissolution, and hydrolysis, which will bring about the changes in overall structure, mineral composition, and physical properties of surrounding rock and will accordingly deteriorate its mechanical properties to cause engineering accidents (Bai et al., 2017; Liu et al., 2019; Zhao et al., 2021b).
Currently, rich achievements have been made for the different aqueous chemical solutions to the macro–microstructure of rocks and physical and mechanical properties of damage effects. Huang et al. (2021) studied the changes in chroma, mass, vertical wave velocity, porosity, thermal conductivity, and tensile strength of granite, sandstone, and marble induced by chemical erosion and found that rock materials exhibit varying degrees of changes in physical and mechanical properties under the action of acidic solution corrosion. Huo et al. (2018) and Li et al. (2021) discussed the physical-chemical properties and mechanical properties of sandstone after saturations in different acid solutions and established the dynamical model of acid rock reaction. Through triaxial rheological tests, Xie et al. (2011) found out that chemical corrosion greatly accelerated the instantaneous strain rate of limestone under triaxial stress. Chen et al. (2021) derived the damage evolution equation and constitutive model of acid-corroded rock under the coupling effect of freezing–thawing and confining pressure based on the theory of continuous damage mechanics and carried out triaxial compression test to further reveal the damage mechanism and failure law of acid-corroded rock under the coupling effect of freezing–thawing and confining pressure. Wang et al. (2021) soaked the granite in nitric acid with different pH values and analyzed the mechanical properties of granite under corrosion acid and freeze–thaw cycles by uniaxial compression and freeze–thaw cycles.
However, the above tests were basically carried out under static water saturations, ignoring the erosion of underground rock engineering by longstanding flowing groundwater, and lacking in-depth discussion on the chemical damage mechanism and microscopic response mechanism (Zhao et al., 2017a; Liu et al., 2021b). In this article, based on the ion content of groundwater in the field, similar solutions with different pH values (pH = 7, 4, and 2) were mixed. Considering the scouring action of different velocity environments (v = 0, 150, and 300 mm·s−1), we analyzed the granite surrounding rock of the tunnel at the water-rich area and chemical damage mechanism of microstructure, deformation characteristics, and physical properties under dynamic water environment. The results from this study are practically significant, which can provide some theoretical basis for the stability control of the rock mass of the bridge pile foundation bearing layer and tunnel surrounding rock at flowing groundwater.
2 LABORATORY TEST DESIGN
2.1 Sample and Solution Preparation
Granite was selected from the surrounding rock of the Gaoligongshan Tunnel Construction Project (see Figures 1A,B). According to the hydrogeological survey report of this section, groundwater in this area was abundant and weakly acidic (pH = 6.24), mainly containing cations such as Na+, K+, and Mg2+ and anions such as Cl−, SO42−, and HCO3−. In addition, the annual average flow rate was about 150 mm·s−1. Standard cylindrical samples of 50 × 100 mm (Zhao et al., 2016; Zhou et al., 2020; Dong et al., 2021) were prepared after drilling and coring of granite (see Figure 1C). The test synthesized the cations and anions with the largest percentage of groundwater content in the site and collocated NaCl solution with pH values of 7, 4, and 2 and a concentration of 0.01 mol·L−1, respectively (see Figure 2A). Furthermore, three flow rate environments were simulated: v = 0, 150, and 300 mm·s−1, and different immersion time nodes were set for follow-up measurements.
[image: Figure 1]FIGURE 1 | Preparation process of granite specimens. (A) Geo-tectonic location map of Gaoligongshan Tunnel Construction Project. (B) Coring site. (C) Surrounding rock cores.
[image: Figure 2]FIGURE 2 | Realization of dynamic water conditions. (A) Diagram for configuration and calibration steps of acidic NaCl solution. (B) Schematic diagram of the water scouring device. (C) Water chemical solution scouring device.
2.2 Dynamic Water Scouring Test Design
A hydro-chemical solution scouring device (see Figures 2B,C) was used to conduct scouring treatment tests on sandstone in solutions of different pH values and at different flow rates. The flushing device consists of a solution ware, a diversion channel, and a self-priming pump. The working principle is as follows: the solution ware is loaded into the solution, and the sample is placed and sealed, and the self-priming pump is operated. The solution circulates between the solution ware, the diversion channel, and the self-priming pump, and the flow rate of the solution is determined by the self-priming pump.
3 LABORATORY RESULTS AND ANALYSIS
3.1 Damage of Granite Under the Effect of Flowing Acid Solution
3.1.1 Analysis of Microstructure Changes
The macroscopic physical–mechanical state of granite is closely related to its own microstructure change (Zhao et al., 2017b; Dong et al., 2019; Zhou et al., 2019; Liu et al., 2021a). The test analyzed the differences in apparent morphological damage and pore structure of the samples before and after immersion treatment in acidic hydro-chemical solution with different flow rates and pH values through scanning with an electron microscope at a magnification of 500 times. The change in mineral composition near the pores was tracked using the electron energy spectrum analysis technology so as to explore the deterioration degree of granite microstructure under the effect of flowing acidic solution.
The surface scanning electron microscopy images of granite samples at different pH values under acidic solution environment (v = 0 mm·s−1) for 49 days are shown in Figure 3.
[image: Figure 3]FIGURE 3 | Apparent scanning electron microscopy images of granite under different solution conditions for 49 days. (A) Dry state. (B) pH=7. (C) pH=4. (D) pH=2.
After the samples were treated with hydro-chemical solution at various flow rates (pH = 6.24), the microscopic structure characterization (× 104 times) is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Microstructural damage of granite immersed at different solution flow rates. (A) v = 0 mm⋅s-1 . (B) v = 150 mm⋅s-1. (C) v = 300 mm⋅s-1. 
As v = 150 mm·s−1, the microstructure deterioration of the sample was more obvious than that in static water (see Figure 4B). Compared with the low velocity (v = 150 mm·s−1), the micro-deterioration degree of the sample in the immersion environment with v = 300 mm·s−1 was stronger (see Figure 4C), but the deterioration degree was not as significant as the former.
Based on the groundwater flow rate of v = 150 mm·s−1 on site, the scanning electron microscopy at 10,000 times was observed under this flow rate with each solution rinsing for 49 days (see Figure 5).
[image: Figure 5]FIGURE 5 | Energy dispersive spectroscopy analysis of granite under the flow rate of v = 150 mm·s−1 with different aqueous chemical solutions for 49 days. (A) Natural drying. (B) Distilled water. (C) NaCl solution with pH=7. (D) NaCl solution with pH=4. (E) NaCl solution with pH=2
Energy dispersive spectroscopy was used to measure the small area in the scanning image of electron microscope (the random three red crosses in Figure 5) to obtain the number of atoms and mass of the main components, and their average values are shown in Table 1. During saturation in NaCl acidic solution with pH = 4 and 2, a small amount of mineral composition in granite reacted with H+ ions in the solution, causing some elements to dissolve and thereby break away from the rock, which resulted in the reduction of the content of metal elements such as Al, K, and Ca to different extents (see Figure 5 and Table 1). On top of that, granite is a porous medium with certain absorbability, resulting in the increase of Na, Cl, and other elements after the effect of NaCl solution. Under the effect of NaCl solution with pH = 7 and distilled water, there was no obvious change in the content of main elements.
TABLE 1 | Comparison of the atomic number and mass content of the main components of granite under the flow rate of v = 150 mm·s−1 with different aqueous chemical solutions for 49 days.
[image: Table 1]3.1.2 Porosity Change Analysis
Corrosion and hydrolysis will enable the active minerals to migrate with the groundwater and will increase the porosity, which will impact on the pore pressure and permeability of the granite (Zhao et al., 2021a; Dong et al., 2022). The porosity of the sample subjected to acidic solution was determined by the pycnometer bottle test method (Grgic et al., 2022) and nuclear magnetic resonance (NMR) technique. Three samples were selected for each solution with different pH values and flow rates. Figure 6 shows the test results. Porosity was calculated as follows (Zhao et al., 2019):
[image: image]
where n is the porosity of the rock sample, ρg is the grain density of the rock sample, and ρd is the dry density of the sample.
[image: Figure 6]FIGURE 6 | Porosity change diagram of granite samples under different flow rates of acid solution. (A) v = 0 mm⋅s-1 . (B) v = 150 mm⋅s-1. (C) v = 300 mm⋅s-1.
Figure 6 indicates that the porosity of the sample increases exponentially with the decrease in pH of the acid solution. Compared to the dry sample, the porosity of the samples under various acidic solution saturations (pH value from high to low) with the flow rate of 0 had smaller variations, and the growth rates were 3.5, 9.4, 30.7, and 45.9%, respectively (see Figure 6A). The average porosity of the treated samples increased by 4.5, 10.8, 34.1, and 48.3%, respectively, under different saturations with v = 150 mm·s−1 (see Figure 6B). As v = 300 mm·s−1, the average porosity increases with 6.4, 13.8, 35, and 51.6%, respectively (see Figure 6C). In addition, compared with natural drying and distilled water, the porosity of samples measured by acidic solution had more obvious dispersion, and the porosity dispersion of v = 150 mm·s−1 was significantly lower than that of v = 300 mm·s−1. There are two reasons: one is the heterogeneity of the rock sample, and the other is the selective difference of chemical action on the rock. Given this, the dynamic solution environment has a certain role in promoting the dispersion of rock porosity, and when the hydro-chemical solution in which the rock mass is located has a higher flow rate, the effect is more obvious.
3.2 Deterioration and Aging Characteristics of Granite Under Flowing Acid Solution
Physical parameters such as the sample mass and the pH value of the immersed solution were determined with 7 days as the time node during the saturation, and measurements were carried out every day during the first 5 days. After the test, the ion chromatography was used to measure and analyze the ion composition and concentration of the chemical solution.
3.2.1 Evolution of Mass Loss
To reduce the random error of test results, the sample was ventilated for 0.5 h to ensure the same test condition. Under the effect of water and various flow rates of acidic aqueous chemical solution, the mass of the sample was reduced inordinately. The mass damage level of granite was described by the mass loss factor Dt:
[image: image]
In Eq. 2, m0 is the original mass of the sample and mt is the mass of the sample at time t.
Figure 7 shows the mass loss aging characteristic curves of granite after saturation in four kinds of dynamic aqueous chemical solutions.
[image: Figure 7]FIGURE 7 | Time-dependent variation curve of rock mass loss during the test process. (A) v = 0 mm⋅s-1 . (B) v = 150 mm⋅s-1. (C) v = 300 mm⋅s-1.
As seen in Figure 7, the mass loss degree of the sample increased with the decrease in the pH value of the hydro-chemical solution. Under saturation at the same pH value, the mass loss degree of the sample with v = 0 mm·s−1 was significantly lower than that of the sample with v =150 mm·s−1. However, the mass loss degree of the sample with v = 300 mm·s−1 was slightly higher than that of the sample with v = 150 mm·s−1. In the pH = 2 acidic solution, the granite samples reacted strongly in the acidic chemical solution with various flow rates at the initial stage (0 ∼ 5 days), and the active minerals dissolved and formed some bubbles. The mass loss rate was the highest (0.487, 0.574, and 0.686%, respectively). As the time went on, the chemical reaction rate gradually slowed down until it became steady.
3.2.2 Law of pH Change With time
As mentioned earlier, the initial pH of the aqueous solution is the key factor to influence the corrosion mechanism of granite. The time, phenomenon, and degree of chemical reaction of the sample during the test can be directly mirrored by the change in solution pH (Miao et al., 2016). Figure 8 shows the characteristic curve of the pH value with time during the immersion of the sample in acidic solution at various flow rates. In Figure 8, the granite sample produced a weak chemical reaction in the NaCl solution immersion with pH = 7, and the measured pH value of the solution ranged from 6.29 to 7.18, which reflected a good stability. At the beginning of immersion, the H+ in the solution and the new active minerals in the sample continually reacted on the granite surface. After corrosion, the active minerals moved with water flow or dissolved in the solution, and the pH value of the solution changed obviously. When v = 300 mm·s−1, the change rates of pH = 7, 4, and 2 after soaking for 5 days were −0.4, 33.8, and 38.9%, respectively. After soaking for 5–6 days, the NaCl solution with pH = 4 was almost stable, but the change rate of the NaCl solution with pH = 2 decreased gradually from 26%/d (0 ∼ 5 days) to 5.7%/d (5 ∼ 49 days). Upon saturation, the pH values of the three aqueous chemical solutions were basically neutral. “Water–rock Interaction” (WRI) mainly manifests as hydraulic and physical actions, and the chemical corrosion action is nearly inactive.
[image: Figure 8]FIGURE 8 | Time-dependent curve of the aqueous chemical solution pH value in the test process.
3.2.3 Time-Dependent Variation in Elastic Vertical Wave Velocity
The physical properties of rock determine the spread rate of ultrasonic waves in the rock to a certain extent (Cherblanc et al., 2016; Weng et al., 2020). The acoustic wave of granite was measured by an acoustic wave tester at each time node of acid solution treatment so as to obtain the aging regularity of granite elastic vertical wave velocity under flowing acidic solution. Figure 9 shows the measurement result.
[image: Figure 9]FIGURE 9 | Time-dependent variation curve of the granite elastic vertical wave speed of granite during the test process.
From Figure 9, it can be seen that there was no obvious fluctuation in the granite elastic vertical wave velocity and the stability was good in the initial stage of the test, when the granite was immersed in water and NaCl solution with pH = 7. The elastic vertical wave velocity (vp) of granite samples decreased significantly in acidic solution with pH of 4 and 2, and it decreased by 9.1, 8.8, and 14.4% in NaCl solution with pH of 2 with flow rates of v = 0, 150, and 300 mm·s−1, respectively. Then, there were fluctuations, but the fluctuations gradually slowed down over time, and the fluctuation cycle presented an increasing trend over time; vp hardly changed after 5 ∼ 7 days of immersion. As the immersion environment was water and NaCl solution with pH = 7, vp of a few specimens also fluctuated slightly, but it showed a smooth rise overall.
Based on the large quantity of research and tests (Ha et al., 2015; Hao et al., 2015; Cai et al., 2016; Dong and Luo, 2022), the analysis is as follows: (1) at the initial stage of immersion, the active oxide contained in the sample in the ideal state reacted with H+ in the acidic solution, resulting in dissolution pores, an increase in porosity, and a decrease in wave velocity; the rate of chemical reaction gradually flattened as the pH value of solution became neutral, and the saturation rate of rock increased gradually due to product precipitation and water absorption. The vp of the sample witnessed a small increase until it became stable. However, owing to the heterogeneity of granite and its potential micro-fissures, such micro-fractures may continue to develop, expand, or initiate new fissures under the effect of acidic solution. Compared with the environment with v = 0 mm·s−1, the fluctuation of vp was significantly enhanced due to the water absorption and the WRI brought by low and high speed immersion environment. Meanwhile, under NaCl solution with pH = 7, the pores of rocks gradually reached saturation because of the absorption of water molecules, whereby vp slowly increased. (2) The saturation of the samples was decreased after extraction and drying for 49 days after immersion. Comparing the saturation of water for 28 days, the measured vp of all samples decreased. EP was used to characterize the variation in elastic vertical wave velocity, and its expression is as follows:
[image: image]
In Eq. 3, vsp is the original elastic vertical wave velocity and vfp is the elastic P-wave velocity after the test.
The calculation of Ep of the sample treated with acidic solution is shown in Table 2. In Table 2, the rock saturation increased after the WRI, but its physical properties deteriorated. The causes are as follows: the reaction of granite active minerals with H+ in the solution enables the rock to be corroded and dissolved, the whole structure appears fissured, and the porosity increases, which leads to the decrease in vp.
TABLE 2 | Variation in elastic longitudinal wave velocity of granite by different hydro-chemical solutions.
[image: Table 2]4 DISCUSSION ON THE MECHANISM OF FLOWING ACIDIC SOLUTION
4.1 Variation in Mineral Composition of Granite
After 49 days of the groundwater velocity (v = 150 mm·s−1) test at the sampling site, the mineral composition profiles of the water and the samples before and after treatment with each acidic solution were obtained by X-ray diffraction phase analysis (see Figure 10A). The mineral composition distribution of the sample was obtained using Jade software (see Figure 10B) to investigate the mineral composition and physical properties of the granite under the effect of acid solution. The mineral content of the sample is shown in Table 3. In order to improve the accuracy of the quantitative analysis of the X-ray diffraction results, the contents of the compounds and elements in all granite samples were determined by a semi-quantitative test (see Table 4).
[image: Figure 10]FIGURE 10 | X-ray diffraction results of granite mineral composition before and after different treatment. (A) X-diffraction patterns of granite. (B) Mineral content percentage/% percentage of major minerals in granite.
TABLE 3 | Content of main mineral components of granite before and after immersion in different aqueous chemical solutions.
[image: Table 3]TABLE 4 | Contents of the main compounds and chemical elements in granite before and after the action of different hydro-chemical solutions.
[image: Table 4]According to Figure 10 and Table 3, calcite and plagioclase increase with acidity, and the contents were reduced to some extent. The calcite was completely dissolved at pH = 4 and 2, but the content of mica and quartz was obviously increased, and new mineral microcline and other impurities were formed in the reaction process.
4.2 Variation in Ion Concentration in Test Solution
When reactive minerals in rocks react with chemical solutions, some elements in rocks enter the solution in the form of ions, and the salinity of the solution changes accordingly. In order to explore the damage mechanism of flowing acidic solution on granite, we analyzed the chemical compounds and mineral components involved in the hydro-chemical reaction of granite, discussed the mode and degree of water–rock interaction, and detected the soaked chemical solution by ion chromatography. The results are shown in Figure 11.
[image: Figure 11]FIGURE 11 | Detection results of ion concentration in aqueous chemical solution after saturation. (A) Ca2+ concentration. (B) Other icon concentration.
Figure 11 shows that H+ in the immersion solution reacts with mineral components such as calcite and plagioclase in granite to form cations such as Fe2+, Fe3+, Ca2+, Al3+, Mg2+, K+, and Na+. Different mineral components had different perceptions of chemical environment, leading to significant differences in the concentration of each ion in the chemical solution. Moreover, the acidic chemical solution contains 0.01 mol·L−1 NaCl solution, and the amount of Na+ precipitated out of granite during the reaction was far less than that of the test solution, so the content variations of Na+ are not discussed.
In the NaCl solution with pH = 7 and distilled water, there was almost no chemical reaction of granite, and only some silicate and carbonate minerals were hydrolyzed, which led to a slight increase in metal cation concentration. After 49 days of treatment with NaCl solution with pH = 4, the concentration of all metal cations substantially increased, which indicated that the chemical reaction between H+ in solution and active granite minerals became more and more intense. NaCl solution with pH = 2 for 49 days contained 547.83 × 10–6 of Ca2+, 7.19 × 10–6 of Mg2+, and 24.52 × 10–6 of Al3+, indicating that the precipitated ion concentration was mainly controlled by the initial pH of the chemical solution.
4.3 Chemical Reaction and Mechanism of Granite
4.3.1 Chemical Reaction Process of Acidic Solution With Granite
Tables 3 and 4 show that the mineral composition of granite includes a small amount of mica and calcite and a large amount of plagioclase and quartz. These minerals are easily corroded and hydrolyzed in acidic solutions, and the reaction between calcite and plagioclase and acid solution is more intense, while the reaction between quartz and acid solution is weak. The chemical reactions between acidic solution and the mineral components of the granite are as follows:
1) Reaction between few mica and H+ ions in solution (Liu et al., 2018):
[image: image]
2) Significant reaction between calcite and H+ ions in solution (Zhao et al., 2021c):
[image: image]
3) Plagioclase, albite, orthoclase, and anorthite as a series of components react with H+ ions in acidic solution as follows:
[image: image]
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4) Insignificant hydrolysis reaction occurs after quartz comes into contact with water:
[image: image]
Combined with Table 3 and Figure 10A, we can see that after saturated in NaCl solution with pH = 4 and 2, the calcite in the sample was almost completely hydrolyzed, the content of plagioclase decreased significantly, and microcline was produced. The reaction between acidic solution and mica, quartz, and other mineral reaction was not obvious; hence, the material consumption was less, and the mass percentage of Ca2+ precipitated into the solution increased slightly. The micro-mineral composition of granite is easy to change under the effect of acid chemical solution, but the change of mineral composition of the sample is relatively small in the pH = 7 NaCl solution and distilled water.
4.3.2 Chemical Mechanism of Granite in Flowing Acidic Solution

1) Chemical mechanism
Based on the principles of chemical kinetics (Lin et al., 2020), the chemical reactions between the key compounds of granite (see Table 4) and the acidic solution are as follows:
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As can be seen from Table 4 and Figure 11, the content of active compounds such as CaO, MgO, Al2O3, Fe2O3, Na2O, K2O, and so on decreased after the flowing acidic solution, which led to the increase in the concentration of Ca2+, Mg2+, Al3+, Fe3+, K+, and other metal cations in the solution. Beyond that, in Table 4 and Figure 11, different mineral components in rock samples had different sensitivities in acidic environment: the more acidic the environment, the greater the reaction degree of Al2O3 and CaO. In addition, the concentration of plasma such as Al3+ and Ca2+ increased greatly in the solution after the reaction stopped. The chemical reaction between water and NaCl solution with pH = 7 was weak, and the mineral content in granite was hardly invariant.
Therefore, rock and mineral particles produce various “Ion Exchange (IEX)” under acidic solution, which weakens the compactness of grain skeleton and causes the deterioration of its physical and mechanical properties. Besides, some ions escape with the flowing solution, resulting in the increase of pore size and quantity of granite internal pores, then occurring to the accumulation to form defect morphology, and finally changing the microscopic characterization. The lower the pH value is, the more significant the chemical damage is.
2) Physical effects
The scour and dissolution of the flowing acidic solution reduce the cementation between the granite mineral particles and weaken the friction between the mineral particles. In the meantime, the pore pressure caused by water entering the sample impairs the intergranular compressive stress and then produces a splitting effect on the micropores.
In summary, the chemical disequilibrium between rock minerals and acid solution contributes to an irreversible thermodynamic process, and the physical and chemical reactions between rock and groundwater lead to the deterioration and damage of rock microstructure and mineral composition, which generates hydrolysis and dissolution of primary minerals to form new minerals and components. Moreover, the crystal skeleton and cemented structure of rock particles degenerate, the porosity expands, the rock porosity increases, and the strength decreases. Therefore, the coupling effect between the composition of hydro-chemical solution and the mineral composition, and the overall structure (such as cracks and pores) of rock controls the deterioration mechanism of “water–rock interaction” (WRI), and the microstructure and meso-composition of granite change accordingly.
5 CONCLUSION
In light of the aforementioned work, the main conclusions of this study are as follows:
1) Combined with the SEM and XRD analysis results, the microscopic structure, mineral composition content, and defect morphology of the granite samples change after being treated with various flowing acidic solutions. The initial pH value of solution is the main determinant of chemical corrosion degradation.
2) By observing the test results of damage aging characteristics of granite, granite tends to be stable after acidic solution corrosion for a period of time. At this time, the damage aging curves of sample mass, elastic vertical wave velocity, and chemical solution pH value gradually stabilize. After the granite was soaked in NaCl solution with pH = 2 for 49 days, compared with the low speed (v = 150 mm·s−1, approximate field velocity), the mass damage factor in high speed increased by 8.8% and the elastic vertical wave velocity decreased by 19.3%.
3) The granite secondary porosity increases, the specific surface area increases, the structure tends to be loose, the porosity increases, and the dispersion becomes more obvious after the effect of the flowing acidic solution. The lower the pH value of the solution, the higher the velocity, and the aforementioned variations are more significant.
4) At an approximate in field velocity (v =150 mm·s−1), the chemical reaction process between the rock and the acidic solution and the chemical damage mechanism of the rock are determined by the composition and properties of the aquatic chemical solution, as well as the coupling effect between rock mineral composition and overall structure (such as cracks and pores).
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Spatial irregular sampling and random noise are two important factors that restrict the accuracy of seismic imaging. Seismic wavefield reconstruction and denoising based on sparse representation are two popular antidotes to these two inevitable issues, respectively. This article presents a non-parametric simultaneous reconstruction and denoising via sparse and low-rank regularization that dealt with the prestack gathers efficiently and automatically. The proposed method makes no additional prior assumptions on original data other than that the seismic signal is compressible. The key parameters estimation adopts a data-driven framework without person-dependent intervention. The basic idea of the approach is to combine the two related algorithms. Thus, the sparse decomposition needs to be performed only once. We first extract the solution matrix via Fourier dictionary and then perform the reconstruction and denoising successively in the sparse domain. Obtaining a perfect interpolation result requires that the seismic data satisfy the Shannon–Nyquist sampling theorem. However, data with steep-dip events or gaps, which cannot be adequate for the procedure, are a challenge that must be faced. This work proposes to deal with the common-offset gathers, which is characterized by flat, even approximate horizontal events, to handle the under-sampling obstacle. Another excellent property of the common-offset gathers is the simple and periodic repetitive texture structure, which can be represented sparsely and accurately by the Fourier dictionary. Thus, the computational complexity of the sparse representation is reduced. Both synthetic and practical applications indicate that our algorithm is efficient and effective.
Keywords: wavefield reconstruction, denoising, common offset gather, sparse representation, low-rank regularization
1 INTRODUCTION
Seismic data are inevitably corrupted by missing traces and random noise in field procedures, which often lead to the low signal-noise ratio (SNR), irregular sampling, and even anomalies, such as spatial aliasing and acquisition footprints. Defect data may cause severe consequences in subsequent processing flows, that is, velocity analysis, normal moveout (NMO) correction, migration, amplitude-versus-offset (AVO) analysis, and seismic attributes extraction. Hence, seismic wavefield reconstruction conjugation with denoising play fundamental roles in data analysis. This article proposes using tools in compressed sensing to solve both interpolation and noise reduction.
However, due to parameter tuning and computational complexity, wavefield reconstruction and denoising are usually regarded as two independent seismic processing flows, even though they share common calculation steps and algorithms, such as sparse decomposition. The target of the seismic wavefield reconstruction is to provide a uniformly sampled data cube. The reconstruction problem has received sufficient study. The previous works addressing this problem can be classified into four categories: wave equation-based interpolation (Ronen 1987), matrix or tensor completion (Kreimer et al., 2013; Chen et al., 2016a; Siahsar et al., 2017; Zhang et al., 2017), deep learning- (Jia and Ma 2017; Oliveira et al., 2018; Wang et al., 2018) and (Cao et al., 2020) compressed sensing-based interpolation. Among them, the compressed sensing-based method has received widespread attention due to its low computational cost. The recorded seismic data can be interpreted as a random sampling of the complete seismic data. Therefore, the problem of seismic data interpolation can be formulated as an inverse problem. Many algorithms have been introduced such as non-equispaced curvelet transform-based method, which processes irregularly sampled data gather by gather (Hennenfent et al., 2010); piecewise random subsampling scheme solved by L1-norm constrained trust region method (Wang et al., 2011); weighted L1-norm minimization-based wavefield reconstruction (Mansour et al., 2013), which suggests interpolating 2D partitions of the seismic line instead of the 3D cube to save computer memory (Chen et al., 2019a). reviewed the state-of-the-art interpolation models and their theoretical implications. Curvelet reconstructs the time slices by linearized Bregman method (Zhang et al., 2019); this approach can effectively handle non-uniformly sampled seismic data. The constrained optimization algorithm is an integral part of the reconstruction problem, and algorithms that can solve large-scale sparse representation are desirable. Many different algorithms have been proposed, such as orthogonal matching pursuit (OMP), alternating direction method of multipliers (ADMM) (Lu et al., 2018), Nesterov’s algorithm (NESTA) (Becker et al., 2011), spectral projection gradient method (SPGL1) (van den Berg and Friedlander 2008), and linearized Bregman method (Yin 2010). In seismic wavefield reconstruction, the dictionaries for sparse representation are often fast operators. Matrix-free and scale well algorithms, that is, SPGL1 and linearized Bregman, should be required to enable sparse representation for extremely large-scale reconstruction problems.
Random noise suppression attempts to improve the SNR of seismic data with the ultimate aim to improve imaging accuracy (Anvari et al., 2017; Chen et al., 2017) classified the denoising methods into four categories: predictive filtering-based (Chen and Ma 2014), decomposition-based (Gómez et al., 2019), sparse transform-based (Deng et al., 2017; Yuan et al., 2018; Chen et al., 2019b), and rank reduction-based (Chen et al., 2017; Anvari et al., 2019; Wang et al., 2019) seismic denoising. The principles of random noise suppression of all categories are that the statistical characteristics or propagation laws of signal and noise are different in a specific domain. Among them, low rank-based approach is an important category and consistent with the hypothesis that the seismic signal is low-rank in specific domains (Ma 2013; Anvari et al., 2017). Based on this property, noise and the useful signal can be separated by low-rank matrix or tensor decomposition in a specific domain, that is, Hankel (Wang et al., 2019) and synchrosqueezed wavelet (Anvari et al., 2017, 2019) transform. Another appealing low-rank–based denoising is the singular value thresholding (SVT) (Zhou and Zhang 2017) and its variants (Bekara and Van der Baan 2007; Chiu and Howell 2008), which is elegant and flexible and can be used in different steps of seismic signal processing. A vital issue in SVT is how much shrinkage should be imposed. Improper shrinkage may result in large bias or high variance (Candes et al., 2013). Luckily, Candes et al. (2013) proposed an unbiased risk estimate for SVT based on Stein’s unbiased risk estimate (SURE).
Simultaneous reconstruction and denoising of multichannel seismic data is not a new topic. A lot of published literature targeting solving the two problems at the same time have been published. The clean prestack cube is inherently low-rank in the f-x domain and other transform domains. When missing-traces are encountered and corrupted by random noise, the defective seismic data’s rank is inevitably increasing. Rank reduction and low-rank decomposition have been developed to overcome these two problems. Typical studies include: Oropeza and Sacchi (2011) proposed a rank reduction algorithm based on multichannel singular spectrum analysis (MSSA) and can be easily implemented by singular value decomposition (SVD). Instead of organizing spatial data into block Hankel matrixes (Kreimer and Sacchi 2012), rank-reduction to the fourth-order seismic tensor via higher-order singular value decomposition (HOSVD) was applied (Ely et al., 2015), and a 5D completion and denoising based on a complexity-penalized algorithm and tensor singular value decomposition (tSVD) was proposed. The method needs to tune only one regularization parameter. Sternfels et al. (2015) show that the method of joint low-rank and sparse inversion is suitable for random and erratic noise. To deal with the extremely noisy cube, Chen et al. (2016b) introduced a damped rank-reduction method to formulate the Cadzow rank-reduction and proposed a 5-D reconstruction and denoising method.
In this article, a practical implementation of simultaneous reconstruction and denoising was presented, which is parameter-free and can be solved via sparse and low-rank regularization efficiently. The contributions of this article are four-fold. First, the classic simultaneous denoising and interpolation algorithm map the seismic data to a high-dimensional (4D or 5D) tensor and are computationally intensive. The new method only involves matrix operations instead of handling tensor and extracting the coefficient matrix only once. Second, the parameters are adaptively obtained and do not need to be tuned manually. Third, the work demonstrated by experiments that compare to common mid-point (CMP), common-shot gathers, and common-offset gathers strategy enjoys its anti-aliasing ability and is bright to handle the under-sampling obstacle. Fourth, the sparse representation of common-offset gather via the Fourier dictionary is accurately enough and computationally inexpensive compared to the curvelet dictionary.
2 METHODOLOGY
2.1 Problem Formulation
Seismic data have two dimensions of time and space. The seismic traces are usually uniformly sampled in the temporal domain, and the Nyquist–Shannon sampling theorem is satisfied. However, due to existing obstacles and economic restrictions, there is always missing traces in seismic data, resulting in non-uniformly sampled, even aliased in the spatial domain. Moreover, seismic data are inevitably polluted by random noise. Complete and clean seismic data need to be reconstructed from recorded noisy and incomplete seismic data.
The relationship between the recorded seismic data and the complete data can be formalized as:
[image: image]
where y and x are the recorded (incomplete) seismic data and complete data, respectively. Both y and x are constructed by arranging all the traces of the recorded (Y) and complete (X) data matrix into vectors. L represents the measurement matrix, which is a block diagonal matrix and is defined as [image: image] (each 0 represents a missing trace, and each I represents a recorded seismic trace).
It should note that both y and x are infected by random noise. The purpose of the proposed method is to reconstruct the expected clean and complete data [image: image] from y. Solving Eq. 1 can only give rise to complete noisy data. However, worse still, seismic wavefield reconstruction aims to recover a high-dimensional signal cube from a smaller number of measurements. formula (1) is underdetermined and has infinitely many solutions. The proposed countermeasure to address these two bottlenecks will be described in detail in the following subsections.
2.2 Simultaneous Reconstruction and Denoising in the Sparse Domain
It is possible to reconstruct sparse signals from highly incomplete sets, which can be done by sparse representation. The seismic data are compressible and sparse in the curvelet and Fourier domains. The sparsity adds effective constraints to the underdetermined inverse problem, thereby reducing the distress of the multiplicity. So, an effective strategy for the underdetermined problem (1) is that we can transform x into the Fourier or curvelet domain (as shown in Eq. 2) and then formulate the reconstruction problem as an L1-norm regularization (as shown in Eq. 3) (Mansour et al., 2013).
[image: image]
where F is a sparsifying operator; that is, Fourier or curvelet transform, m is the Fourier or curvelet coefficient, and superscript H represents the conjugate transpose.
[image: image]
where [image: image] and [image: image] denote L1- and L2-norms, respectively; ε is a fitting error. We have learned that Eq. 3 is a basis pursuit denoise (BPDN) problem; it can be optimized by the spectral projection gradient method. However, L1-norm is non-differentiable and the augmented model for Eq. 2 is adopted (Yin 2010):
[image: image]
where typically [image: image].
Solving Eq. 4 can only get complete noisy data, that is, [image: image] is corrupted by noise. Consequently, the next step is to denoise the reconstruction [image: image]. We first rearrange [image: image] into a 2D matrix M.
Due to the repetitive texture structure, the prestack seismic gathers are low-rank matrixes (Ma 2013). In a transformed domain, that is, Fourier and curvelet domains, the coefficient matrix M is also characterized by the low-rank feature (Nazari Siahsar et al., 2016). Suppose M is sullied by Gaussian noise, we have the noisy coefficient matrix M about a clean low-rank matrix [image: image] of interest. A natural approach to this problem is singular value thresholding (SVT), which formalizes noise suppression as:
[image: image]
where [image: image] is the Frobenius norm and [image: image] ([image: image] and [image: image] are left and right singular vectors, respectively; [image: image] is a diagonal matrix with singular values of M on its diagonal) is the singular value decomposition (SVD) of M. The solution of (5)is given by retaining only the part of the expansion with singular values exceeding λ (Candes et al., 2013):
[image: image]
where [image: image] and λ is the threshold value which can be estimated by Stein’s unbiased risk estimate (SURE).
The clean and complete seismic section is reconstructed from the denoised coefficient matrix [image: image] just via matrix-vector multiplication, which can be formulated as
[image: image]
where [image: image] is the vectorization of [image: image].
Now we recall the simultaneous reconstruction and denoising methods as follows:
1. Noise level estimation: estimating the parameter ε for (4) (discussed in Subsection 2.5).
2. Estimating a complete sparse and low-rank coefficient vector [image: image] by solving Eq. 4 via linearized Bregman method (discussed in Subsection 2.3).
3. Denoising coefficient matrix M by SVT (discussed in Subsection 2.4).
4. Reconstructing the clean and complete seismic section by (6).
2.3 Linearized Bregman Method
The original Bregman method was proposed to restore noisy and blurry images via total variation (TV) regularization (Osher et al., 2005), and then be formulized to solving the basis pursuit (BP) problem (Yin et al., 2008), where the author had proved that Bregman iterative method was equivalent to the augmented Lagrangian method.
The Bregman distance with respect to a convex function J between two points u and v is defined as
[image: image]
where [image: image] ([image: image] denotes the subdifferential of J at v), and symbol [image: image] denotes the inner product. The original Bregman method is an iterative regularization procedure which focuses on the problem [image: image], that solves a sequence of convex problems, which can be formulated as
[image: image]
As a variant of the original Bregman method, the linearized Bregman algorithm imposes two modifications to the original method: (1) substitute the last quadratic penalty term [image: image] with its linearization [image: image] (superscript T denotes the transposition), (2) add a new quadratic penalty term [image: image]. Then, we get the following updates for the linearized Bregman algorithm (Yin, 2010):
[image: image]
Based on the equivalence between the linearized Bregman algorithm and the gradient descent, Yin (2010) generalized the linearized Bregman by integrating the gradient-based optimization techniques to make the method more accurate and much faster.
To address Eq. 4, we take [image: image], and the problem can be solved with the linearized Bregman algorithm by the following iterative scheme:
[image: image]
where [image: image] is the step size at iteration k.
2.4 Optimal Threshold Value Estimation by SURE
In this subsection, we focus on the vital issue of threshold parameter selection because the unreasonable threshold inevitably limits the denoising ability even to generate artifacts. Specifically, excessive shrinkage results in a large bias, while excessively low threshold value results in a high variance. Common methods of parameter selection include discrepancy principle, cross-validation (Li et al., 2019), L-curve (Hansen 1992), and estimation of the mean-squared error (MSE) (Batu and Cetin 2011), and so on. Ramani et al. (2012) summarized the advantages and disadvantages of these methods and recommended using MSE to optimize the regularization parameter quantitatively. A classical unbiased estimator of the MSE is SURE (Stein 1981), which was reported to be used in quantitative parameter optimization (Ramani et al., 2012; Candes et al., 2013; Rasti et al., 2015).
MSE-estimation-based methods tune the regularization parameter λ to minimize the MSE or risk:
[image: image]
where [image: image] is the ground truth.
When the seismic data are corrupted by additive random noise, it is possible to obtain an unbiased estimate of the risk via SURE (Candes et al., 2013):
[image: image]
where τ is the standard variance of the additive random noise; a and b are the numbers of rows and columns, respectively; symbol “div” denotes the divergence operator. From Candes et al. (2013), it is clear that
[image: image]
where I is the indicator function.
2.5 Noise Level Estimation
Noise level is an extremely important parameter to achieve a guaranteed performance of both sparse representation and SVT. Specifically, in Eqs 3, 4, parameter ε prescribes the desired fit in [image: image], which can be substituted by noise variance [image: image] in the random noise scenario. Meanwhile, a reliable estimate of the noise level is needed for SURE to get the proper threshold value. In this work, we choose the multiple regression theory-based approach (Roger and Arnold 1996; Chein-I and Qian 2004; Bioucas-Dias and Nascimento 2008) for noise level estimation. The seismic gather, especially common-offset gather, exhibits high spatial coherence between neighboring traces in both the time and frequency domains, which guarantees the successful application of the multiple regression theory-based approach.
Let [image: image] denote a [image: image] matrix holding the seismic gather, with each column [image: image] accommodating a single trace. Let [image: image] be the explanatory data matrix of [image: image]. Let us assume that [image: image] can be linearly represented by other seismic traces in the gather. Therefore, we can express [image: image] as
[image: image]
where [image: image] denotes the regression vector of length [image: image], [image: image] denotes the modeling error of length N. The noise for each trace can be derived from the following formula:
[image: image]
Then, it is easy to calculate the noise variance using the standard formula.
3 Performance Evaluation With Simulated Data
In this section, we validate the effectiveness of the proposed method by simulated data. We first consider a classic problem of sparse solution recovery to emphasize the importance of ε in (3) and 4. We then provide a layered model and perform wavefield modeling, followed by randomly decimated data with 25% missing traces. A set of experiments, that is, noise level estimation and simultaneous reconstruction and denoising, are conducted. All experiments deal with common-shot gathers and common-offset gathers separately, and the purpose is to compare different method combinations.
3.1 Fitting Error Versus Optimality
In (3) and 4, parameter ε prescribes the fitting error. However, the importance of parameter ε is often ignored in literature or software packages. [image: image] is usually recommended. The parameter ε is essentially an estimate of the noise level of the seismic signal and can be quantified by an upper bound on its norm. In this subsection, we make a digression to emphasize the importance of ε, with a compressive sensing problem based on random Gaussian matrices. The size of the matrices is [image: image]. We compare SNRs of reconstructed solutions on two sets of values for the parameter ε: [image: image] and L2-norm of deterministic noise. We first fix the sparse signal with 5% non-zero entries. The results of the model (4) with noisy observations of different SNRs are plotted in Figure 1A. On the contrary, SNRs of the observations are fixed and equal to 10 dB, we change the sparsity of the sparse solutions, and plot the calculation results of Eq. 4 in Figure 1B. Both Figure 1A,B indicate that the proper parameter value of ε is a sufficient condition for recovering the sparse solution to high accuracy. Taking L2-norm of deterministic noise can be potentially much better than the default. We fix [image: image] and SNR of the observation is 10 dB and plot the computed coefficients (red) on top of the ground truth (blue) in Figure 2. Model (4) finds better solutions when ε takes the L2-norm of noise.
[image: Figure 1]FIGURE 1 | Comparison of the performance of different fitting errors. Blue: [image: image]. Red: ε is the L2-norm of the noise. (A) SNRs of reconstructed solutions for different ε with a fixed sparsity ([image: image]), while varying the observations’ SNRs. (B) Plots of SNRs of reconstructed solutions versus sparsity with the observations’ SNRs are fixed at 10 dB.
[image: Figure 2]FIGURE 2 | Plots of reconstructed solutions for [image: image] and ε are the L2-norm of the noise. Reconstructed solutions (red) are plotted on top of the ground truth (blue). (A) [image: image]. (B) ε is the L2-norm of the noise.
3.2 Simulating the Randomly Decimated Data
We first use a five-layer model (Figure 3A) to perform wavefield modeling. The synthetic line has 48 shot gathers, and 48 traces per each shot gather and CMP gather. Source-station and receiver-station spacings are both 50 m. The data are recorded for 1.000 s, with a sample interval of 0.002 s. Figure 3B,C show the reflectivity and seismogram gathers of the first CMP gather. Figure 3D presents the 24th common-offset gather (offset is 50 m). CMP gather is characterized by hyperbolic events, while the common-offset gather consists of flat events, which share approximately equal two-way times. Compared with CMP gather, each trace in common-offset gather shows better similarity and simpler texture structure. This makes it easier to deal with common-offset gather in both the time-space domain and Fourier domain.
[image: Figure 3]FIGURE 3 | Geologic model and seismic wavefield modeling. (A) Geologic model. (B) first reflectivity CMP gather. (C) first seismogram CMP gather, which is characterized by hyperbolic events. (D) 24th common-offset gather (offset is 50 m), which is characterized by flat events.
The field-recorded seismic data are inevitably perturbed by random noise. Therefore, we add random noise at various levels to the synthetic data to make the SNR of each noisy trace vary within a range of 1–10 dB. The first noisy CMP and the 24th noisy common-offset gathers are shown in Figure 4A,B, respectively. To simulate the irregularly sampled seismic data, we randomly zero out 25% of the receivers and artificially create some gaps to increase the difficulty of the experiments. The incomplete noisy CMP and common-offset gathers are shown in Figure 4C,D, respectively.
[image: Figure 4]FIGURE 4 | Incomplete noisy seismic data. (A) and (B) are complete and incomplete noisy CMP gathers, respectively. (C) and (D) are complete and incomplete noisy common-offset gathers, respectively. 25% of the traces are missing based on the under-sampling strategy.
To inspect the amplitudes of the seismic data at different frequencies and wave-numbers, we perform 2-D Fourier transform on both complete noisy CMP and common-offset gathers to transform them into frequency-wavenumber (f-k) domain, as indicated in Figure 5A,B, respectively. Note that obvious spatial aliasing exists in the f-k spectra for the CMP gather that indicates insufficient sampling of the data along the space axis. However, COG is free from aliasing.
[image: Figure 5]FIGURE 5 | f-k spectra for (A) the complete noisy CMP gather and (B) the common-offset gather. Note that apparent spatial aliasing exists in the f-k spectra for the CMP gather. However, COG is free from aliasing.
3.3 Curvelet Transform Operator Tests
Most relevant literature (Zhang et al., 2019; Cao et al., 2020) characterizes the sparse representation of seismic data based on curvelet transform. We use the approved algorithm (curvelet domain approach) to deal with the common-offset and the CMP gathers, separately. The experiment served two purposes: (1) Spatial aliasing has severe effects on the performance of curvelet domain approach in the time-offset domain (common-shot and CMP gathers); (2) Noise estimation and wavefield reconstruction can be done better in the time-midpoint domain (common-offset gather).
Determining an optimal threshold value is an essential first step for sparse representation and the implicit reconstruction and denoising. We first apply the multiple regression theory-based approach to evaluate the noise level both in time-midpoint and time-offset domain, respectively. In implementing this step, we get poor result with CMP gather, as demonstrated in Figure 6A. The estimated L2-norm of the noise aliasing in each trace is much lower than the actual noise level. This is basically because the multiple regression theory-based method assumes that each trace can be linearly represented by other seismic traces in the gather. CMP gather is characterized by hyperbolic events that have disparate TWT. They share a low correlation between neighboring traces that dissatisfy the multiple regression theory-based method. The procedure is also applied to common-offset gather, and the obtained result is plotted in Figure 6B that indicates that the estimated value is approximately correct.
[image: Figure 6]FIGURE 6 | Noise estimation by the multiple regression theory-based approach in both (A) the time-offset domain (CMP gather) and (B) the time-midpoint domain (common-offset gather). In all plots, the y-axes represent the L2-norm of the noise; the x-axes represent the trace number (A) and shot number (B), respectively. Estimated values (red) are plotted on top of the ground truth (blue).
To fill in the gaps and denoise the incomplete noisy data using sparse representation, we use the curvelet transform as “sparse basis” to create matrices A in Eq. 2. The linear relation between the y and m inspires us to consider estimating complete sparse and low-rank coefficient vector [image: image] by solving Eq. 4 via the linearized Bregman method. We take ε as the Frobenius norm of noise to balance the fidelity and sparsity. Figure 7A,B are based upon the processing of the CMP gather, and they illustrate reconstructed data (first CMP gather) using the curvelet dictionary and corresponding residual section. It does not seem plausible that the curvelet dictionary is to blame for false artifacts, because the curvelet transform has only a weak ability to anti-aliasing, even though it has proven to have an outstanding ability that enables a nearly optimal representation of seismic data. However, such spatial aliasing can be maximumly remitted in the time-midpoint domain because the common-offset gather is characterized by flat, even approximate horizontal events. The reconstructed results of the first CMP and the 24th common-offset gathers using the time-midpoint domain approach are shown in Figure 7C,E, respectively. Figure 7D,F show the corresponding residuals of the CMP and common-offset gathers, respectively. As expected, the curvelet reconstruction performs much better in the time-midpoint domain than in the time-offset domain. All missing seismic traces are perfectly reconstructed. The defect is that random noise is not well suppressed.
[image: Figure 7]FIGURE 7 | Reconstruction results of subsampled data using curvelet interpolation. (A) Recovered CMP gather using linearized Bregman method across CMP gathers in the time-offset domain, and (B) the corresponding residual section. (C) Recovered common-offset gather across offset gathers in the time-midpoint domain, and (D) the corresponding residual image. (E) Recovered CMP gather in the time-midpoint domain, which is the same as in (B). (F) The residual section corresponding to (E).
3.4 Fourier Transform Operator Tests
We next examine whether Fourier transform operator does it as good as the curvelet transform operator. The results from the Fourier transform operator associated with both the time-offset and the time-midpoint domains approaches are plotted in Figure 8A,C, respectively. The corresponding residual images are shown in Figure 8B,D, respectively. There are no apparent differences between curvelet and Fourier transform operators. However, to our surprise, the Fourier transform operator does slightly better than the curvelet transform operator both in the time-offset domain and the time-midpoint domain. The possible reason is that the simulation data used in this experiment are spatially under-sampled. The curvelet transform operator tended to express the local tectonics of the seismic section, and its anti-aliasing ability is weak. The opposite effect is observed for the Fourier transform operator, which points to the ability of the Fourier transform operator to address issues that arose in the field of aliased data. There is no doubt that the computational complexity of the Fourier transform is much lower than the curvelet transform. Therefore, the Fourier transform operator is the best option.
[image: Figure 8]FIGURE 8 | Reconstruction results of subsampled data using Fourier interpolation. (A) Recovered CMP gather using linearized Bregman method across CMP gathers in the time-offset domain, and (B) the corresponding residual section. (C) Recovered CMP gather across offset gathers in the time-midpoint domain, and (D) the corresponding residual image.
3.5 Evaluation of the Proposed Sparse and Low-Rank Regularization Approach
We have experimentally verified the superiority of the time-midpoint domain approach and Fourier transform operator in the previous subsection. Naturally, a combination of the two is also appreciated. The assay is performed as described in Subsection 2.1. Figure 9A shows the recovered common-offset gather in the time-midpoint domain, and Figure 9B is the corresponding residual image. Both two objectives of reconstruction and denoising have been achieved. Next, we sort the data into common-shot gathers to obtain the final result shown in Figure 9C, which is very close to the clean synthetic seismogram (Figure 3C). Figure 9D is the corresponding residual image. The proposed approach improves the SNR of seismic data as compared with the previous two experiments.
[image: Figure 9]FIGURE 9 | Reconstruction results of subsampled data using the proposed method. (A) Recovered common-offset gather across offset gathers in the time-midpoint domain, and (B) the corresponding residual image. We then transform the reconstruction results into CMP gathers to generate (C) and (D). (C) recovered CMP gather. (D) The residual section corresponding to Figure 7C.
To quantitatively compare the reconstruction performance in detail, we plot the noise-free single trace which is a missing trace deleted in the preceding step and the reconstructions with different methods in Figure 10. Figure 10A,E plot the clean and noisy signal (SNR = 4.421 dB), respectively. Results of three independent experiments are all obtained by time-midpoint domain approach, as plotted in Figure 10B–D. Full recovery of the missing trace is perfectly achieved in each of the three experiments. Fourier and curvelet transform operators suppress the random noise and improve the SNR of data to some extent, as plotted in Figure 10B,C. The SNRs of reconstructed traces of the two methods are 6.994 and 7.812 dB, respectively. Comparing the two methods, we can see that the superiority of the proposed method is clear (Figure 10D). SNR of the proposed method is equal to 18.243 dB.
[image: Figure 10]FIGURE 10 | Single trace comparisons of original data and reconstructed results using the three methods. (A) is the clean 35th trace, which is a missing trace deleted in the preceding step. (B), (C), and (D) Denoised and reconstructed data using curvelet interpolation, Fourier interpolation, and the proposed method, respectively. (E) Noisy synthetic trace with SNR = 4.421 dB. (F), (G), and (H) corresponding differences between (B), (C), and (D) and clean trace (A).
4 Application to Field Seismic Data
In this section, we apply the proposed simultaneous reconstruction and denoising method to a prestack data set. The original raw data consist of 1,001 shot records with 120 channels per shot record. The minimum and maximum offsets are 262 and 3237 m, respectively. Both the source station interval and receiver station interval are 25 m. This study extracts 48 shot gathers from the raw data to ensure that the source station interval is 50 m, exactly twice the original source station interval. Then, each shot gather is down-sampled to reduce the number of channels to 60; that is, the receiver station interval is increased to 50 m. Figure 11A,B show the observed shot gather and common-offset gather, respectively. Intuitively, the shot gather consisted of hyperbolic reflected events and gradient direct and seabed reflection waves. However, the common-offset gather is characterized by much flatter events, which is very well adapted to reconstruction and denoising. Such down-sampling may give rise to spatial aliasing. Figure 12A shows the f-k spectra for the shot record with strong spatial aliasing, as indicated by the solid arrows. As mentioned previously, processing seismic data in the time-shotpoint domain is a simple and efficient strategy. Figure 12B demonstrates the f-k spectra for the common-offset gather shown in Figure 11B, and spatial aliasing is not visible as of the common-shot gather. To simulate the observed incomplete field data, we just take out the columns with missing receivers. 25% of the receivers are deleted randomly in this study. Figure 11C,D show the incomplete shot and common-offset gathers, respectively.
[image: Figure 11]FIGURE 11 | Field seismic data. (A) Observed complete common-shot gather, and (B) common-offset gather. Incomplete (C) common-shot gather and (D) common-offset gather, with 30% random missing data.
[image: Figure 12]FIGURE 12 | f-k spectral analysis for (A) the common-shot gather and (B) the common-offset gather shown in Figure 11A,B.
We perform three shortened versions of the simultaneous reconstruction and denoising experiments on the truncated seismic data, that is, curvelet transform operator, Fourier transform operator, and the proposed sparse and low-rank regularization approach. The complete workflow of each experiment consisted of three flows: (1) transforms the seismic data to the time-shotpoint (common-offset) domain, (2) noise level estimation, and (3) reconstructs the clean and complete seismic section by different methods. The reconstructed common-offset gathers of three different methods are contrasted in Figure 13. The reconstructed result using the curvelet transform operator and the associated difference section are shown in Figure 13A,B, respectively. The narrow gaps are well recovered, while the reconstructed results of the big gaps are not as good as it would be expected (indicated by the arrows in Figure 13A,B). Recovered common-offset gather using Fourier transform operator and the associated difference section are shown in Figure 13C,D, respectively. The missing traces were well recovered, in particular at the big gaps. However, reconstructed data seem to have significant residual noise in the big gap at 0–0.5s. Figure 13E,F demonstrate the interpolated result and the corresponding residuals of the proposed strategy. As can be seen, the recovery is comparable to the Fourier transform operator. A further advantage is that we can obtain much cleaner data that does not contain the artifacts before the first arrivals.
[image: Figure 13]FIGURE 13 | Reconstructed common-offset gather. The reconstructed result using (A) the curvelet transform operator and (B) the associated difference section. Result of (C) Fourier transform operator and associated (D) difference section. Result of (E) the proposed sparse and low-rank regularization approach and (F) the associated difference section.
The reconstructed and denoised common-offset gathers are transformed into the common-shot gathers. Figure 14 compares the recovered shot gathers of all the three methods. Figure 14A,C,E indicate the recovered shot gathers of the three different approaches, respectively. Figure 14B,D,F show the corresponding residuals. Similar conclusions can also be obtained based on the comparison of reconstructed results and corresponding residuals of the three methods. The proposed method is more effective in seismic wavefield reconstruction and denoising than the curvelet and Fourier transforms operators. To better compare the details of reconstructed results by the above three methods, we compare the recoveries of a single trace, as plotted in Figure 15. Figure 15A plots the real noisy trace (Trace No. 39 from the noisy shot shown in Figure 11A). Figure 15B–D plot the recovered traces of the three different approaches, respectively. Figure 15E–G correspond to the removed noise associate to each method. These results can be explained as follows. The result of the curvelet transform operator is not very good. The result of the Fourier transform operator is close to the exact solution. However, we should note that the presence of noise before the first arrival (at 0–1.5 s, as indicated by the arrows in Figure 15C,F) is caused by not very good localization of Fourier transform. The proposed method compensates for the defect exactly, and the recovered signal does not contain the evident artifacts and noise. Therefore, the proposed sparse and low-rank regularization approach should be the best choice owing to its effectiveness and fidelity.
[image: Figure 14]FIGURE 14 | Comparison of the reconstructed results of common-offset gathers. The reconstructed result using (A) the curvelet transform operator and (B) associated difference section. Result of (C) the Fourier transform operator and (D) the associated difference section. Result of (E) the proposed sparse and low-rank regularization approach and (F) the associated difference section.
[image: Figure 15]FIGURE 15 | Single trace comparisons of original trace and reconstructed traces. (A) Noisy real trace (Trace No. 39 from the noisy shot shown in Figure 11A). Reconstructed results using (B) the curvelet transform operator, (C) the Fourier transform operator, and (D) the proposed sparse and low-rank regularization approach. (E)–(G) Removed noise corresponding to (B)–(D).
5 DISCUSSION
In this work, we present a novel technique for simultaneous reconstruction and denoising of prestack seismic data. To fully exploit the sparse and low-rank nature, we first interpolate the common-offset gather in the 2D Fourier domain, that approach is capable of attenuating random noise to some extent, but new random noise may be introduced. The SVT is then adopted to handle the Fourier coefficient matrix by utilizing the low-rank property, and the residual and generated random noise is washed out. The results shown above demonstrate that it offers a flexible and effective way for both interpolation and denoising.
Curvelet and Fourier transforms are two tools to transform seismic sections into a domain where it has a sparse representation. The computational complexity of the second generation curvelet transform is [image: image] for n by n Cartesian arrays, while the complexity of 2D Fourier is [image: image] (Candès et al., 2006). had compared the ratio between the running time of the fast discrete curvelet transform (FDCT) and that of the fast Fourier transform (FFT). The ratios of wrapping-based FDCT varied from 6.0793 to 11.2383, and the USFFT-based is 18.2202–28.9579. To compute the curvelet coefficients, we must take on the heavy computational burden. The curvelet transform has only a weak ability to anti-aliasing, even though it has proven to have an outstanding ability in obtaining an essentially optimal representation of seismic data. In Figures 7, 13, and 14, we find that the curvelet transform operator reconstructs single missing-traces accurately. Conversely, the curvelet operator cannot obtain satisfactory results where gaps are existing. In both cases, the Fourier transform operator performs well and reconstructs data accurately.
The proposed method operates in the time-shotpoint domain, characterized by flat, even approximate horizontal events that benefit noise level estimation and seismic wavefield reconstruction. In this work, we choose the multiple regression theory-based approach for noise level estimation. The method assumes that each trace can be linearly represented by other seismic traces in the gather. The common-offset gather rather than the shot gather and CMP gather met the key assumption of the linear mixing scenario. Figure 6 compares the noise estimation results by the multiple regression theory-based approach in both the time-midpoint domain and time-offset domain. The L2-norm of the estimated noise associated with common-offset gather is much more accurate than that of the CMP. The classical wavefield reconstructions are designed for the case of no spatial aliasing. However, this is an ideal case for both the shot and CMP gathers. Spatial aliasing is encountered frequently in the fieldwork. We find that the steeper the dip, the lower the frequency at which spatial aliasing occurs. Compared to the two gathers, the proposed common-offset gather strategy enjoys its anti-aliasing ability and is bright to handle the under-sampling obstacle. Figures 7–10, 13–15 validate the advantage of the common-offset gather and support our method’s validity.
There are two parameters (regularization parameter α and fitting error ε) in the augmented model (4) that need to be appropriately chosen to ensure that the algorithm converges to the global minimum. L1-norm regularization is non-differentiable, which is particularly troublesome in numerical optimization. One strategy is to introduce an extra L2-norm regularization to ensure the objective function is strictly convex. A unique solution could be guaranteed, however, of introducing additional regularization parameter. Fortunately, the relative error is insensitive to α, which only affects the computational efficiency (Yin 2010; Kang et al., 2013). Taking [image: image] is a logical choice. The fitting error ε denotes the constraint ensures fidelity to the models (1) and (2). However, the importance of parameter ε is often ignored in literature or software packages. [image: image] is usually recommended. The parameter ε is essentially an estimate of the noise level of the seismic signal and can be quantified by an upper bound on its norm. To clarify the impacts of the fitting error ε on the augmented model (4), we compare the performance of different fitting errors, that is, [image: image] and ε is equal to the L2-norm of the noise. Output SNRs of reconstructed solutions in terms of SNR and sparsity of noisy observations are plotted in Figure 1A,B, respectively. In Figure 2, reconstructed solutions (red) are plotted on top of the ground truth (blue). It is straightforward to see that output SNR is sensitive to ε, and an appropriate ε consistently increases the precision and accuracy of the solution.
SVT can be achieved in two ways. The first type can be achieved by retaining only the part of the singular values and refers to hard-thresholding. Comparatively, the soft-thresholding is more usually used, which shrinks all the singular values towards zero by a threshold value λ. The difficulty is how to select the proper threshold. A simple and intuitive strategy is an intuitive comparison of the calculated results of various parameters λ. In this article, unbiased risk estimation for the trade-off is obtained with the help of SURE, which is already being applied in MRI and hyperspectral images. The non-parametric simultaneous reconstruction and denoising method is achieved with the automatic estimation of the parameters.
The reconstruction problem (as shown in Eq. 2) involves finding the solution m with the smallest number of non-zero entries that can represent the useful data sparsely and accurately. The accurate identification of the Fourier or curvelet coefficient is crucial for the sparse recovery problem. The discrimination method may help to increase the accuracy of the solutions further. The idea is appealing, as stated in Lindenbaum et al. (2020) and Dong et al. (2020).
6 CONCLUSION
This article considered the problem of simultaneous interpolation of missing-traces and random noise attenuation. In the approach, we transform the common-offset gather into the 2D Fourier domain and recover the gaps via the linearized Bregman method. SVT attenuates the residual and generated random noise and artifacts. The tandem approach essentially imposes two effective constraints: sparsity and low-rank. In the proposed methodology, we do not assume a single set of hyperparameters but estimate the noise level and the optimal threshold value of SVT by the multiple regression theory and SURE, respectively. These tools allow us to obtain a non-parametric method without person-dependent intervention in the seismic data conditioning. The proposed method handles the common-offset gathers rather than the shot gathers or CMP gathers. Therefore, our approach can provide accurate estimates of the noise level and offers more flexible control on the model, which enjoys its anti-aliasing ability and is bright to handle the highly insufficient seismic gathers. To better handle the spatially aliased data, we use Fourier transform to solve the corresponding sparse representation problem in the time-shotpoint (or time-midpoint) domain. Both synthetic and real seismic data examples confirm the effectiveness of the proposed method for simultaneous wavefield reconstruction and random noise suppression.
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The existence of heterogeneous rock mass in the goaf easily causes surface deformation, subsidence, and even collapse, which restricts the development of urbanization of the buildings above the goaf. Because of the saturation of the city and the shortage of power supply, the idea of building the Yingbin substation was proposed on the old coal mine goaf in Xinhua District, Pingdingshan City, Henan Province, China. To ensure the safety and stability of the foundation of the proposed substation, the comprehensive detection method was proposed, which is mainly based on transient electromagnetic detection and supplemented via drilling detection. It was used to determine the spatial position and location of heterogeneous rock mass in the goaf underlying the proposed substation. The results show that 1) after eliminating the interference to the transient electromagnetic detection, it is found that there are low-resistance anomalies near the depth of −160 m at points 1 to 2 and point 8 of the X2 line and at points 1 to 3 of the Y3 line, which are preliminarily presumed to be the influence of the heterogeneous rock mass. 2) The apparent resistivity anomalous areas of −160 and −200 m depth are highly consistent, and the location and scope of the heterogeneous rock mass were basically determined. 3) The abnormal depth range of core rate obtained by drilling is in good agreement with the abnormal range of apparent resistivity at the same location obtained by transient electromagnetic, which indicates the reliability of the detection results. 4) Combining the detection results of the two methods, the location and scope of the heterogeneous rock mass were basically determined, which is located in the western part of the proposed area. The detection results can provide a basis for the safety and stability of the proposed substation foundation. To ensure the safe and stable operation of the proposed substation foundation, effective governance measures for the heterogeneous rock mass of the goaf should be taken.
Keywords: goaf, heterogeneous, rock mass, transient electromagnetic detection, drilling detection
1 INTRODUCTION
The old goaf has been compacted for a long time, there is still heterogeneous rock mass in some areas. Under construction and other external environments, ground subsidence, cracks (Xie et al., 2022), and even collapse (Dong L. J. et al., 2021) can occur, causing severe damage to the buildings above it. The characteristics of the heterogeneous rock mass in the old mine goaf have become a difficult problem restricting the urbanization above it. The extreme saturation of the city and the shortage of power resource supply also make the construction of substations imminent. To solve this problem, it was proposed for the first time to build the Yingbin substation in the old coal mine goaf of Xinhua District, Pingdingshan City, Henan Province, China. However, the detection of anomalous regions with complex structures is very challenging (Dong et al., 2020). Thus, the key is to ensure the safety and stability of the foundation of the proposed substation to clarify the spatial location and distribution range of the heterogeneous rock mass in the goaf underlying the proposed substation.
The drilling method is widely used in geological exploration because of the advantages of intuitive detection results, accurate depth positioning, and small site restrictions (Ji and Ma, 2009). Xiong et al. (2010) comprehensively used drilling and residual settlement to detect the iron tower site in the goaf and analyzed the feasibility of iron tower construction. Hu et al. (2019) conducted drilling detection in the Pingshuo mining area according to the layout principle of “multiple use of one hole, and combination of sparse and dense” and revealed the coal quality in the mining and stripping area, which provided geological data for the mining and stripping planning of the mine. Li and Tian, (2013) used drilling technology and electrical conductivity imaging system to detect and analyze the structure and stability of the goaf and verified the reliability of the drilling method to detect the goaf through actual engineering cases. Ye et al. (2012) used the method of combining drilling and laser detector to obtain fine spatial data of goaf. Although drilling detection is widely used in geological exploration, it has disadvantages such as high cost and low efficiency, and because this technology is to use points to analyze the foundation structure, it cannot form coherent image data (Lin and Qiu, 2021). In addition, extensive drilling will cause damage to the detection object, so it is not suitable for large-scale applications.
During the last 50 years, geological detection has developed rapidly (Dong L. et al., 2021). The transient electromagnetic method plays an important role in geological detection because of its high sensitivity (Cheng et al., 2021), low investment, and accurate exploration. Chen et al. (2019) used the finite element method to simulate the transient electromagnetic response law of surrounding rock mass and abnormal body under different electrical properties and geometric parameters, which improved the interpretation effect of transient electromagnetic method detection. Relying on a goaf in the Ordos mining area, Mou (2018) confirmed that the transient electromagnetic method can effectively detect the shallow buried deep goaf through interference tests, parameter optimization tests, and analysis of typical goaf response characteristics. Xu (2019) combined the known data in the minefield with transient electromagnetic detection to find out the scope of the goaf and the water accumulation area, which proved the feasibility of the method. Si et al. (2020) used the least squares method to constrain the inversion of the transient electromagnetic method, which improved the speed and effectiveness of data interpretation and made the inversion of geological information more accurate. Lu et al. (2021) used the multiground source transient electromagnetic method to detect and analyze a goaf in Gansu Province, China, and the results show that this method can effectively increase the detection depth and improve the ability to distinguish geological anomalies.
The focus of the above-mentioned transient electromagnetic method research is mainly on the accuracy verification and accuracy improvement of the goaf detection, and there are very few foundation investigation studies for buildings on goaf. In view of the respective characteristics of the two detection methods, the goaf underlying the substation was comprehensively detected using the transient electromagnetic method as main and the drilling method as auxiliary based on the principle of complementary advantages, and the spatial location and distribution range of the heterogeneous rock mass in the goaf underlying the proposed substation was finally determined.
2 COMPREHENSIVE DETECTION OF THE GOAF
2.1 Hydrogeological situation
The substation is intended to be built on the old coal mine goaf in Xinhua District, Pingdingshan City, Henan Province, China, with poor geological properties and a complex environment. It is located in the Cenozoic overlying area, and the strata in the area are Quaternary, Permian, Carboniferous, and Cambrian from new to old. The lithology and apparent resistivity of each layer are summarized in Table 1.
TABLE 1 | Stratigraphic electrical properties in the underlying goaf of the substation.
[image: Table 1]2.2 Situation of coal mining
The proposed area is located at the southeastern edge of the mining area of the No. 7 mine of Pingmei Group, which is within the coal mining subsidence area. The surface elevation of this area is approximately +85 m. The mining engineering of the nearby coal seam is shown in Figure 1. The mining depth is 160 m, and the mining time was from 1987 to 1993. The longwall working face is shot mining, general mining, or fully mechanized mining, and the roof is managed using the full subsidence method. Since underground coal mining caused large-scale ground subsidence in the western section of Jianshe Road and Yingcheng Cultural Square from 1992 to 1993, the ground subsidence pits and ground fissures were extremely developed, which had a significant impact on the local surface morphology. At present, the goaf is in the residual state subsidence deformation period. It can be seen from Figure 1 that the lower left part of the proposed area is located in the old coal mine goaf. To clarify the spatial location and distribution range of the heterogeneous rock mass in the goaf underlying the proposed substation, the lower left part of the figure was selected as the detection area.
[image: Figure 1]FIGURE 1 | The distribution of coal mining projects underlying and near the site.
After clarifying the primary geological conditions and mining conditions of the goaf underlying the proposed substation, the comprehensive detection of goaf with ground transient electromagnetic method as the main detection and drilling as the auxiliary detection was conducted to detect the spatial location and distribution range of the heterogeneous rock mass in the goaf underlying the proposed substation.
2.3 Detection using the transient electromagnetic method
The transient electromagnetic method is an artificial source electromagnetic detection method based on the principle of electromagnetic induction (Zhang et al., 2022). The transient electromagnetic method measurement device consists of two parts: the transmitting loop and the receiving loop. The working process of the transient electromagnetic method can be divided into three parts: emission, electromagnetic induction, and reception. When the stable current in the transmitting loop is suddenly cut off, according to the theory of electromagnetic induction, the sudden change of the current in the transmitting loop will inevitably generate a magnetic field around it, which is called the primary magnetic field. During the propagation of the primary magnetic field around, if it encounters a well-conducted underground geological body, induced current, also known as secondary current, will be excited inside the geological body. Since the secondary current changes with time, a new magnetic field is generated around it, which is called the secondary magnetic field. The secondary magnetic field is observed through the receiver coil. Its working principle is shown in Figure 2.
[image: Figure 2]FIGURE 2 | The working principle of transient electromagnetic method.
Because the measured value of the transient electromagnetic method in the field is not the true resistivity but the time-varying value of the induced electromotive force (generated by the secondary magnetic field in the receiving coil caused by the eddy current), the change value cannot directly reflect the structure of the geoelectric section. This is not conducive to the inference and interpretation of the underground geological body. Therefore, it is necessary to implement resistivity and time and depth conversion processes and convert the measured induced electromotive force into the apparent resistivity value of the formation that changes with depth before it can be used for geological inference and interpretation.
Under the assumption of a one-dimensional geoelectrical section in a uniform half-space, the calculation formula for the depth and the apparent resistivity can be obtained by theoretical derivation as follows (Hai et al., 2018):
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where ρt is the apparent resistivity, Ω; μ0 is the permeability of the formation medium, H/m; t is the recording time, s; St is the area of the transmitting coil, m2; Sr is the area of the receiving coil, m2; V(t) is the induced electromotive force of a window at a specific time, V; I is the power supply current of the transmitting coil, A; ht is the depth, m; σt is the longitudinal conductance, S; and V(t)/I is the normalized induced electromotive force, V.
Although the apparent resistivity is not the actual formation resistivity, its spatial variation characteristics are consistent with the real site cross-sections, which can objectively show the spatial distribution characteristics of underground geological bodies.
2.3.1 Field detection
The choice of transient electromagnetic working parameters and working devices will directly affect the quality and results of field data collection and affect the processing and interpretation of data. There are various working devices for transient electromagnetic exploration. According to the analysis of the ground features and geological conditions in the detection area, as well as the analysis of the buried data of the target layer, the 1.5 m × 1.5 m small wire frame overlapping loop working device was selected.
To ensure reasonable construction parameters, the tests of the transmission frequency and the number of superimpositions were mainly conducted to meet the required exploration depth and accuracy. Combined with the geological characteristics of the detection area and previous detection experience, the emission frequency is 6.25 Hz, the emission wire frame is 1.5 m × 1.5 m, and the stacking times were selected from 256 to 1,024 times, and a total of two test points have been completed. In addition, the collected data are less affected by interference factors, so it is inferred that this set of parameters is suitable for this detection area. After the test, the number of stacking in this detection area is not less than 512 times to ensure effective suppression of random interference.
2.3.2 Detection scheme layout
After several field tests on the goaf underlying the proposed substation, it was found that the transmission frequency that meets the detection requirements is 6.25 Hz, the transmission wireframe is 1.5 m × 1.5 m, and the superposition is more than 512 times. Seven survey lines were set up according to the above construction parameters. The distance between each line of detection differed according to the ground object conditions. The distance between each point on the detection line was 10 m; There are 60 physical points (including two test points) and three quality check points on the line. A total of 63 transient electromagnetic physical points were obtained. The total length of the section was 620 m, and the specific layout is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Layout of the detection.
A total of 63 production records were obtained in this transient electromagnetic detection. Among them, 52 are grade A records, with a grade A rate of 82.5%; 11 are grade B records, with a grade B rate of 17.5%. There are a total of 63 qualified records, with a pass rate of 100%.
After analyzing the three quality checkpoints in the entire area (5% of the physical points on the line), the maximum relative error was 9.21%, the minimum error was 0.11%, and the total average relative error of the entire detection area was 4.79%. The pass rate of the original data was 100%, which meets the standard of “Coal Electricity Exploration Specification” (MT/T898-2000).
2.3.3 Analysis of detection results
The changes in soil deformation and water content are mutually influential (Bai et al., 2021). The water content (Bai et al., 2022) and temperature of the soil (Bai et al., 2021) have an influence on the conductivity of the soil. Because of the small detection depth range, the formation temperature changes very little, so the effect of temperature on the formation resistivity can be ignored. According to the known data, most of the goaf is filled with water, so the influence of water content on soil conductivity cannot be ignored. Under normal circumstances, the precise resistivity profile contour of the formation is consistent with its trend. When the geological structure is developed, or when there are other low-resistance anomalies, the apparent resistivity contours are distorted, or the gradient changes in the horizontal and vertical directions. When there is no water in the goaf, it exhibits a high resistance relative to the surrounding rock. On the contrary, the goaf offers low resistance relative to the surrounding rock when it contains water (Chang et al., 2020). In this proposed area, the coal seams of Ji16–17 were mainly mined, and the water came from limestone aquifers and Quaternary surface water. After a comprehensive analysis of the known data, it was inferred that most of the goaf was filled with water, resulting in low resistance reflection.
The transient electromagnetic method observation data induced electromotive force of each time window of each measuring point, which needs to be converted into parameters such as apparent resistivity and apparent depth to interpret the data. According to formulas (1)∼(3), the apparent resistivity of each point at each depth can be obtained. By arranging the seven survey lines, the vertical and horizontal apparent resistivity detection of the entire complex goaf can be obtained. The induced electromotive force measured by the device is transmitted to the microcomputer, and the measured data are calculated and checked. Then, a V(t)/I multimeasurement channel cross-section curve was drawn. According to the curve change characteristics, the distortion point data are removed, and the off-time correction is further implemented to eliminate the distortion of the transient electromagnetic response curve caused by the off-effect, so as to achieve the purpose of reflecting the true underground resistivity response. On this basis, the apparent resistivity ([image: image]) is calculated, and the apparent resistivity and the existing geological data are used to invert each measuring point to transform the “apparent resistivity-time” relationship into the “apparent resistivity-depth” model, and then, the detection results of the vertical and horizontal apparent resistivity were drawn. The detection results and analysis results of the seven survey lines are as follows.
The detection points of the detection line X1 are from 0 to 8. From the longitudinal section of the apparent resistivity (Figure 4), it can be seen that between the lateral distances of 0 and 20 m (points 0–2), when the depth is greater than −160 m, the apparent resistivity contour is bent down, showing a low-resistance anomaly. This anomaly is because of the influence of the iron fence on the side of the Eagle City Square table tennis court between points 0 and 2. There is no obvious low-resistance anomaly near the depth of −160 m in other parts, so there is no abnormal goaf.
[image: Figure 4]FIGURE 4 | Longitudinal section view of resistivity of X1 line.
The detection points of the detection line X2 are from points 0 to 8. From the longitudinal section of the apparent resistivity (Figure 5), it can be found that the contour line at a depth of −160 m is a low-resistance depression at a lateral distance of 30 m (point 3). It is predicted that this abnormality is because of the influence of the coal mine goaf, but it is located in the color board room of the badminton court in Yingcheng Square, so it can be inferred that this abnormality is because of the color board house. At lateral distances of 10, 20, and 80 m (points 1, 2, and 8), the contour line at a depth of −160 m has a low-resistance-closed and semiclosed circle, which is inferred to be an abnormal goaf, as shown by the red dashed line in Figure 5.
[image: Figure 5]FIGURE 5 | Longitudinal section view of resistivity of X2 line.
The detection points of the detection line Y3 are from points 0 to 10. From the longitudinal section of the apparent resistivity (Figure 6), it can be seen that there is a low-resistance depression at a depth of −160 m between the lateral distances of 10 and 30 m (points 1–3), which is inferred to be an abnormal goaf, as shown by the red dashed line in Figure 6.
[image: Figure 6]FIGURE 6 | Longitudinal section view of resistivity of Y3 line.
The apparent resistivity sections of the detection line X3, the detection line X4, the detection line Y1, and the detection line Y2 are respectively shown in Figures 7A–D. It can be seen from these four profiles of apparent resistivity that there is no downward distortion of apparent resistivity contours or other obvious low-resistance depressions in the vicinity of the depth of −160 m. Therefore, it is speculated that there is no low-resistance abnormal area in those areas.
[image: Figure 7]FIGURE 7 | Longitudinal section view of resistivity of X3, X4, Y1, and Y2 line.
After completing the data processing and analysis of the seven survey lines, they were combined with the collected geology of the survey area and coal seam mining conditions, and horizontal profiles of the apparent resistivity were obtained at depths of −160 and −200 m in the detection area. The electrical characteristics of the detection area were further studied to analyze the distribution of the abnormal goaf in the detection area.
The horizontal profile of the apparent resistivity at a depth of −160 m is shown in Figure 8. The color in Figure 8 changes from red to green, representing a gradual decrease in the apparent resistivity. Figure 8 shows the electrical distribution at a depth of −160 m in the detection area, which exhibits high left, low right, and high and low electrical characteristics. The low-resistance area is indicated by the red dashed line in Figure 8. The distribution range is relatively uniform. In addition, the scope of the low-resistance area is large, and it is speculated to be an abnormal goaf.
[image: Figure 8]FIGURE 8 | Horizontal profile of apparent resistivity at a depth of -160 m.
The horizontal profile of the apparent resistivity at a depth of −200 m is shown in Figure 9. The color in Figure 9 changes from red to blue, representing a gradual decrease in the apparent resistivity. Figure 9 shows the electrical distribution at a depth of −200 m in the detection area, where the electrical characteristics are high on the left, bottom, and right sides and relatively low on the upper side. The low-resistance area is circled by the red dashed line in Figure 9, and it is speculated to be an abnormal goaf. This abnormal area coincides with the abnormal position in the horizontal profile of the apparent resistivity at a depth of −160 m.
[image: Figure 9]FIGURE 9 | Horizontal profile of apparent resistivity at a depth of -200 m.
To further analyze the relationship between the stratigraphic depth and the apparent resistivity, the relationship curve between the stratigraphic depth and the apparent resistivity at point 3 of the Y3 line is drawn, as shown in Figure 10. The apparent resistivity at point 3 of the Y3 line exhibits an increasing trend as the depth of the stratigraphic increases. However, the apparent resistivity decreases at depths of −64 to −78 m, −82 to −92 m, −106 to −116 m, and −140 to −154 m.
[image: Figure 10]FIGURE 10 | Relationship between formation depth and apparent resistivity at point 3 of the Y3 line.
2.4 Detection of drilling
To further provide the stratum data for foundation stability and disaster assessment, drilling detection was used to reveal the primary conditions of the detection area. The drilling is located in the speculated goaf in the northwest corner of the site and is the transient electromagnetic detection point 3 of the Y3 line. The drilling depth is −170 m, and the position is shown in Figure 11.
[image: Figure 11]FIGURE 11 | Location of the drilling.
The high-speed drilling rig used for drilling detection was an XY-4-type mechanical drive, a hydraulic-feed high-speed drilling rig. A mud-protected wall and a core tube with an outer diameter of 108 mm were used for drilling at a depth of 0 to −60 m. A 60 m casing with mud to protect the wall was used, and a core tube with an outer diameter of 75 mm was drilled at depths of −60 to −150 m. A 150 m casing with mud to protect the wall was also used, and a core tube with an outer diameter of 60 mm was drilled at depths of −150 to −170 m.
During the drilling process, the joints and fissures in the shale rock at the depths of −64 to −76 m, −88 to −94 m, −104 to −116 m, and −140 to −154 m are relatively developed, and there is a small amount of water leakage. The drill is buried at approximately −105 m (determined based on the situation in the core tube of 75 m after the drilling was finished). The results of drilling detection indicate that there is fragmentation in the lower part of the rock mass (shale rock layer), and the cracks are relatively developed. However, the original rock mass structure was retained, and the skeleton particles were in contact with each other. However, at depths of −164 to −170 m, the rock was relatively broken, and the fracture zone was filled with some fluid substances, such as mud and water. It can be seen from the above that although the rock stratum is developed in many depths, the original rock mass structure is still retained. Only at the depths of −164 to −170 m, there is a fault zone in the rock mass, so only the depths of −164 to −170 m are considered to be the heterogeneous rock mass in the goaf.
Figure 12 is the relationship between the drilling depth and the core rate at point 3 of the Y3 line. In general, the core rate is not less than 80% for general rocks and not less than 65% for soft and broken rocks. The rocks in the proposed are of the general type. It can be seen that from Figure 12, the core collection rate is less than 80% when the drilling depths are −64 to −76 m, −88 to −94 m, −104 to −116 m, −140 to −154 m, −158 m, and −168 to −174 m. There is a 1.6 m coal seam around the depth of −158 m.
[image: Figure 12]FIGURE 12 | Relationship between the drilling depth and the core ratio at point 3 of the Y3 line.
3 SAFETY AND STABILITY EVALUATION OF THE PROPOSED SUBSTATION
The results of apparent resistivity at point 3 of the Y3 line and the results of drilling detection at this point are shown in Figure 13 at the same time. It can be seen from Figure 13 that the results of transient electromagnetic detection and drilling detection are highly consistent, indicating the reliability of the detection results. In addition, from the results of the drilling detection, it can be known that the abnormal goaf inferred by the transient electromagnetic method is the heterogeneous rock mass in the goaf.
[image: Figure 13]FIGURE 13 | Core rate and the apparent resistivity at point 3 of the Y3 line.
The heterogeneous rock mass in the goaf underlying the proposed substation can be determined finally through a comprehensive analysis of the horizontal profile of the apparent resistivity at depths of −160 and −200 m, the relationship curve between the stratum depth and the apparent resistivity, and the relationship curve between the drilling depth and the core rate. The heterogeneous rock mass in the goaf underlying the detection area is the pink-shaded area in Figure 14. This indicates that there are uncertain factors in the safety and stability of the proposed area. Therefore, it is necessary to adopt effective governance measures to ensure the safety and stability of its operations.
[image: Figure 14]FIGURE 14 | Heterogeneous rock mass in the goaf underlying the proposed substation.
4 CONCLUSION
According to the geological conditions of the proposed area and the characteristics of transient electromagnetic detection and drilling detection, the transient electromagnetic method was selected as the main detection method, and the most subjective and effective detection method—drilling detection—was used as auxiliary detection. The research results show the following:
1) After eliminating the interference, in the longitudinal section of apparent resistivity of the seven detection lines of the transient electromagnetic method, points 1 to 2 and point 8 of the X2 detection line, and points 1 to 3 of the Y3 detection line, there is a low-resistance anomaly near the depth of -160 m, which is presumed to be an abnormal goaf; the other five detection lines have no obvious low-resistance anomaly, indicating that there is no abnormal goaf at these locations.
2) The apparent resistivity at depths of −160 and −200 m was sliced, and the abnormal regions in the two apparent resistivity slice maps are highly consistent. It is basically determined that the abnormal goaf underlying the proposed substation is located on the west side of the proposed area.
3) Drilling was conducted at point 3 of the Y3 line, and the relationship between the drilling depth and the core rate was drawn. The depth range where the core rate is lower than 80% is in good agreement with the depth range of the low-resistance anomaly of the transient electromagnetic method, indicating the reliability of the detection results. In addition, it can be known that the abnormal goaf inferred by the transient electromagnetic method is the heterogeneous rock mass in the goaf from the results of the drilling detection.
4) The comprehensive analysis of the detection results of the two methods can determine the spatial location and distribution range of the heterogeneous rock mass in the goaf underlying the proposed substation accurately, which is located on the west side of the detection area. There are uncertain factors in the safety and stability of the proposed area, and effective governance measures should be taken for the heterogeneous rock mass of the goaf to ensure the safe and stable operation of the proposed substation.
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Fractures are increasingly employed in tectonic movement and earthquake risk analyses. Because fracture connectivity influences fluid flow pathways and flow rates, fractures are studied to evaluate sites for CO2 sequestration, radioactive waste storage and disposal, petroleum production, and geothermal energy applications. Discrete fracture networks are an effective method for imaging fractures in three-dimensional geometric models and for analyzing the fluid behavior that cause movements in fracture zones. Microseismic event monitoring data can be used to analyze the event source mechanisms and the geometry, distribution, and orientation of the fractures generated during the event. This study proposes a method for simultaneously imaging multi-fracture networks using microseismic monitoring data. The random sample consensus and propose, expand, and re-estimate labels algorithms commonly used in multi-model fitting were integrated to produce an upgraded method that accommodates geophysical data for faster and more accurate simultaneous multi-fracture model imaging within a point cloud. The accuracy of the method was improved using circular calculation and density-based spatial clustering of applications with noise, such that the estimated fracture orientations correspond well to those at the actual locations. The proposed algorithm was applied to synthetic data to assess the impact of considering orientation and outlier data on the model results. The errors in the results when considering orientation were 1.32% and 0.83% for the strike and dip angles, respectively, and those without considering were 20.23% and 24.63% respectively. In addition, the errors in the results obtained from data containing many outliers were 1.89% and 1.64% for the strike and dip angles, respectively. Field microseismic data were also used to depict fractures representing the dominant orientation, and the errors of the strike and dip angle estimates were 2.89% and 2.83%, respectively. These results demonstrate the suitability of the algorithm for fast and accurate field data modeling.
Keywords: microseismic data monitoring, borehole geophysics, image processing, fracture network, enhanced geothermal system, CO2 sequestration
1 INTRODUCTION
Fractures form when the stress exceeds the rock strength, causing the rock to split into separate pieces. A fracture can be classified as a fault if the relative rock displacement is parallel to the fracture direction or as a joint if there is no relative displacement (Mitcham, 1963; Gudmundsson, 2011). Fault planes represent structurally vulnerable subsurface areas that require earthquake risk analysis and the determination of large-scale structure safety. Joints are useful for tectonic movement analysis because they can be used to estimate changes caused by stress after rock formation. Therefore, fracture analysis studies have been widely conducted in many disciplines to identify subsurface structures.
Understanding subsurface fracture connectivity is vital for analyzing fluid flow pathways. Numerous studies have conducted core analysis and numerical modeling of groundwater flow through natural fractures (Raven and Gale, 1985; Kwicklis and Healy, 1993; Mayer and Sharp, 1998). In the petroleum industry, hydraulic fracturing is used to improve oil and gas recovery and geothermal energy production, as well as to create artificial fractures for improving subsurface connectivity (Valko and Economides, 2001; Montgomery and Smith, 2010; Zhang et al., 2010).
Microseismic events are very weak earthquakes with a negative moment magnitude that occur on very small spatial scales, and are generated by anthropogenic changes to the natural stress-strain state of formations, such as by hydraulic fracturing, or by natural forces, such as tectonic motions. Microseismic events associated with hydraulic fracturing generally occur in three areas: parent hydraulic fracture side-wall because of the leakage of the pressurized fluid, critically stressed natural fracture, and close to the hydraulic fracturing tip (Busetti et al., 2014). Microseismic monitoring is an important tool for identifying, positioning, and characterizing these events, which can provide information on the growth patterns of fractures induced by high-pressure fluid injection and overall dimensions (Economides and Nolte, 2000; Warpinski et al., 2013). Thus, uncertainties can be analyzed for individual events and leakage events that are not associated with major fracture networks by estimating the extent of microseismic event clouds.
Discrete fracture networks (DFNs) are widely used to analyze fracture connectivity. DFNs can be used to image and model individual three-dimensional (3D) fractures to evaluate the changes in their geometry and behaviors of associated fluids (Dershowitz and Fidelibus, 1999; Li and Lee, 2008; Hyman et al., 2015). They can be constructed in many ways, such as by linking fracture imaging to seismic activity based on microseismic monitoring data (Fadakar Alghalandis et al., 2013) or the source mechanism (Yu et al., 2016; Yu et al., 2020). They are useful because they can identify and display fracture locations solely based on microseismic data. However, fracture orientations determined solely from microseismic event locations often exhibit poor accuracy. Therefore, it is necessary to enhance the reliability of fracture orientation data by incorporating the strike and dip angles at the event location. However, no method for extracting multiple fracture network models has been developed so far.
A method for extracting points associated with each fracture is required to image a DFN in a 3D point cloud, such as the location of a microseismic event. Complementary computer vision techniques have been developed for this purpose, including the widely used Random Sample Consensus (RANSAC) (Fischler and Bolles, 1981) and Hough transform (Duda and Hart, 1972) algorithms. Although these techniques are appropriate for locating a point within the cloud that easily meets specific threshold conditions, the input variables, computation time, and sequential model estimation remain problematic. Isack and Boykov developed the Propose, Expand, and Re-estimate Labels (PEARL) energy-based multi-model optimization algorithm to resolve these issues (Isack and Boykov, 2011). This algorithm iteratively estimates inliers and model parameters based on a global regularization function. As PEARL lowers the variable dependency, it effectively reduces the computation time, and allows simultaneous multi-fracture imaging; however, as only the distance energy between feature points in the image is utilized, it is difficult to consider the direction in three dimensions.
This study proposes a method for imaging fractures using microseismic data based on the multi-fitting algorithm, and represents an improvement over the existing PEARL algorithm for geophysical data systems. This approach integrates microseismic event locations and fracture orientations to enhance the reliability and accuracy of fracture imaging. To confirm the effectiveness of proposed method, a synthetic model simulating microseismic event locations was created and the resulting fracture images were compared, taking into account the influence of orientation and outlier data. The applicability of the proposed method was also tested using field data provided by a geothermal data repository (http://gdr.openei.org/submitssi-ons/1091) operated by the Department of Energy (DOE) Geothermal Technology Office (Gritto et al., 2018).
2 METHODOLOGY
2.1 RANSAC algorithm
The RANSAC algorithm (Fischler and Bolles, 1981) was developed to detect simple shapes such as lines, circles, and planes within a point cloud through the iterative estimation of model parameters by randomly sampling data points for consensus. A simple RANSAC algorithm for a microseismic event involves the following steps.
1) A plane model is generated by randomly selecting three points from the event location data.
2) The distances between the generated fracture planes and all other points are calculated.
3) Inlier points are selected from among the threshold distance ([image: image]) parameter values.
4) If the number of inlier points is greater than the number of threshold points ([image: image]), or the minimum number of points required extracting the plane model, then only these points are used to refit the generated plane.
5) The objective function is updated,
[image: image]
where [image: image] is the number of inliers, and the record is the most effective if [image: image], where [image: image] is the iteration counter.
6) The process is then restarted from Step 2) until the desired iteration is attained.
The number of iterations ([image: image]) for optimal results in RANSAC must be chosen sufficiently to ensure the probability that at least one of the point datasets contains only inliers, and is generally determined as follows
[image: image]
where, [image: image] is the probability of success, [image: image] represents the probability that any selected data point is an outlier, and [image: image] is the number of points used to generate the model (2 and 3 for a line and plane, respectively).
Although RANSAC has mainly been applied in image processing and computer vision, its capability to extract a model from a point cloud can be exploited to image fractures based on seismic event location data. Thus, RANSAC can robustly estimate the model parameters with good accuracy, even if there are many outliers. However, the algorithm involves a high computational load because it utilizes random models, which can require a large number of iterations, and the values of several input parameters are set by the user, which significantly influences the results. RANSAC selects only one optimal model from the iterative random sampling models in a sequential estimation process. Therefore, the dataset used to estimate a model is disregarded before a new model is obtained in the next iteration. Therefore, simultaneous estimation of multiple models using RANSAC remains challenging.
2.2 PEARL and energy minimization
PEARL (Isack and Boykov, 2011) involves an iterative method similar to RANSAC to extract models from a point cloud. However, unlike the RANSAC model extraction, which of the PEARL algorithm does not rely solely on the threshold distance or number of points within the point cloud. PEARL method aims to minimize the function of energy and is generally possible through fewer iterations. PEARL is suitable for obtaining multiple models without disregarding the previously used data in subsequent iterations.
Geometric multi-model fitting using PEARL can be formalized through an optimal labeling problem, where each data point [image: image] belongs to a separate label, [image: image]. The PEARL algorithm was designed for multi-model extraction that minimizes the energy function [image: image] by labeling [image: image] as [image: image], as follows (Isack and Boykov, 2011; Delong et al., 2012).
[image: image]
The first term on the right side of Eq. 3 represents a geometric measurement of the data, which is calculated using the distance errors between points assigned to the label and the associated model; [image: image] is a point belonging to dataset [image: image], [image: image] is the label associated with point [image: image], including the model parameter, and [image: image] represents the Euclidean distance between a point and its associated label. As this distance decreases, the probability of extracting the model by using [image: image] to which point [image: image]is assigned, increases. By contrast, as the distance increases, the probability decreases, and the label associated with point [image: image] may also change.
The second term of Eq. 3 is used for smoothing, where [image: image] represents a set of neighboring points, [image: image] indicates that points [image: image] and [image: image]are neighboring points, and [image: image] and [image: image]are the labels associated with [image: image] and [image: image], respectively. The value of [image: image] is 0 when [image: image] and [image: image]are assigned to the same label, and 1 when they are assigned to different labels. Thus, a discontinuity penalty is applied when neighboring points are assigned to different labels, and assigning neighboring points to the same label is encouraged.
The weight of the discontinuity penalty, [image: image]is expressed as follows.
[image: image]
where [image: image] and [image: image] are empirical constants and [image: image]represents the Euclidean distance between points [image: image] and [image: image]
The original PEARL algorithm comprises three steps: propose, expand, and re-estimate. A simplified flowchart of the algorithm is shown in Figure 1. The operations in each step can be summarized as follows.
[image: Figure 1]FIGURE 1 | Schematic diagram of the original Propose, Expand, and Re-estimate Labels (PEARL) algorithm.
1) In the propose step, the data are randomly sampled as in RANSAC to generate the initial label set ([image: image]) for a predefined number of models.
2) In the expand step, [image: image]-expansion (Boykov et al., 2001) is performed using an arbitrary label, [image: image], assigned to a generated [image: image] for energy minimization using Eq. 3. In this step, the spatially consistent label containing the largest number of inliers is obtained through expansion between labels.
3) During the operation of the iterative algorithm, if energy minimization is not achieved during the expand step, then the output of the final label is required, followed by the termination of the algorithm.
4) In contrast, if energy minimization is achieved, the points assigned to each label are used for re-estimation. The existing label set and model parameters are then replaced by a new label set that satisfied the following equation.
[image: image]
where [image: image]represents the set of points [image: image]assigned to label [image: image]followed by a return to the expand step using the re-estimated labels in the next iterative step: [image: image].
Although the conventional PEARL algorithm is suitable for extracting multi-models from a point cloud, extraction in a full 3D domain using image processing has received limited attention to date. Considering that event location data acquired from the surface include complex and sporadically generated point clouds with many outliers, optimal model extraction is challenging, particularly in terms of increased computation time.
2.3 GARNET algorithm
In this study, the efficiency and accuracy of the original PEARL algorithm were improved for fracture imaging using only the seismic event location and fracture orientation data. The developed algorithm is named as geometric model-fitting algorithm for fracture network (GARNET). In contrast to the original PEARL estimation model, which relies solely on the distances between points and labels, the fracture estimation approach is expected to enhance the model accuracy and reduce the computation time by incorporating fracture orientation data, which can be obtained by analyzing the moment tensor of seismic data recorded by a receiver. This tensor is a mathematical expression of the seismic source, where the displacement at an arbitrary point [image: image] at time [image: image], [image: image] is represented as the convolution of the second-order moment tensor [image: image] and the Green’s function [image: image](Aki and Richards, 2009), which is expressed as follows.
[image: image]
The moment tensor is symmetrical and comprises six elements characteristic of its source. It is a valuable tool for monitoring earthquakes and microseismic activity because the source mechanism and fault orientations (strike, dip, and rake) can be obtained through its inversion.
Fracture models are created using orientation data acquired from the moment tensor as additional input, employing an algorithm capable of processing such data. Therefore, the orientations associated with a microseismic event and those estimated using the fracture model can be compared to evaluate the accuracy and reliability of the orientation data. The use of orientations that are representative of the event associated with the fracture model represents a faster and more reliable method for comparing the orientations estimated using a model and those of a seismic event. Therefore, methods for calculating the statistical parameters (e.g., mean and variance) of the orientations of multiple events are required. However, circular measurements, such as strike and dip, exhibit fundamentally different characteristics from those of linear measurements. The angles of 0° and 360° represent the same strike orientation, although at opposite locations on a linear scale; therefore, circular measurements require specific analytical methods. In this study, statistical methods (Fisher, 2005; Mardia and Jupp, 2009) were applied to calculate orientations using the following equations.
[image: image]
where [image: image] is the number of orientations in a group and [image: image] is the strike/dip angle associated with the event. The mean orientation [image: image] is the average of all orientations, and is calculated as follows.
[image: image]
[image: image]
The quantity [image: image] is the length of the resultant vector, and the mean resultant length associated with the mean direction is expressed as follows.
[image: image]
These equations can be used to compare the strike/dip angles of multiple events with the estimated fracture orientations.
2.3.1 Initial model and label
In RANSAC, a model satisfying the given constraints is ultimately selected from among randomly extracted models, whereas in GARNET, all randomly generated fracture models are utilized as initial model and associated points are assigned as initial labels. Generally, a higher number of initial random models produce better results. However, rather than increasing the number of models infinitely, predetermining which models involve similar fracture orientations can enhance the accuracy of the results and reduce computation time. Accordingly, the initial label sets were randomly generated within the point cloud by applying a loose distance threshold to the original RANSAC method. The angular difference between the normal vector of the generated plane and mean angle of the events belonging to the plane is calculated as follows.
[image: image]
where [image: image] is the normal vector of the plane, [image: image] is the normal vector of the points in the plane, and [image: image] is the angle between the normal vectors.
The minimum angle between the normal vectors was calculated as follows.
[image: image]
Planes exceeding the threshold were eliminated before reconstructing an initial label set with enhanced reliability to determine fracture orientations.
2.3.2 Moment tensor clustering and model elimination
Using the original PEARL algorithm, the energy calculated using Eq. 3 following [image: image]-expansion was based on the distance between each label and the microseismic event locations assigned to each label; thus, the fracture orientations at event locations were neglected. Many event points were associated with a label based on distance, but exhibited significantly different strike or dip angles relative to the other points. To resolve this issue, a clustering method is applied to the point orientations assigned to each label.
Clustering is a widely used unsupervised learning method that produces data clusters by considering the characteristics of the data, yielding specific points or variables that are representative of the data. Thus, a cluster contains data with similar characteristics, whereas data with different characteristics are classified as different clusters or noise. In this study, the density-based spatial clustering of applications with noise (DBSCAN) method (Ester et al., 1996) was applied to orientation clustering. Unlike other clustering methods that rely on the K-means or similar distance algorithms, DBSCAN is advantageous because it does not require the user to designate the number of clusters. Because of these advantages, it is a clustering algorithm used in various fields such as radar data (Guo et al., 2020), fault diagnosis (Liu et al., 2020), and visual analysis (Chebi et al., 2016).
The DBSCAN algorithm expands the cluster by finding close data that meet the conditions in the initial data, where the input parameters are the number of neighbors needed to define the dense region (MinPts) and the distance representing the neighborhood ([image: image]). Using these parameters, the data were classified into three types: if the number of points within a neighborhood with distance [image: image]exceeded the minimum, then such a point was designated as a core point. After a core point was located, data within its neighborhood were defined as connected points or other core points. If a data point was not connected to a neighbor, it was designated as a border point. Finally, the data in clusters that were neither core nor border points were designated as noise.
The DBSCAN method was applied to the strike and dip angles of points assigned to labels before the re-estimation step. While extracting the cluster with the most points, the consistency of the direction was improved by excluding other clusters or outliers that deviated from trends, such as noise. However, clustering cannot determine whether the orientation value at a location is consistent with that estimated using the model. Therefore, the method of selecting the initial model by comparing the orientation of the points belonging to labels and those of the plane models described above was applied to exclude models with large orientation errors. This process significantly improves the accuracy of the orientations of the fracture model.
Labels with a number of location points higher than the threshold number were retained, and those with lower points were excluded. Although such a constraint is not mandatory, it lowers the computation time during the iterative algorithm operation, thereby promoting faster energy convergence.
2.3.3 Model merging
After the re-estimation step, the usability of the algorithm was enhanced via appropriate post-treatment. If two plane models are separated from other labels owing to the inadequate spatial distribution of location points despite high connectivity, these planes cannot be merged using Eq. 3. Therefore, a process for connecting models with similar parameters is required. The algorithm was set to merge planes if the distance between the two plane models and the differences between the normal vector angles of each plane satisfied these conditions. Thus, fracture plane models with enhanced connectivity between the points were extracted.
2.3.4 Outlier labels
It is generally difficult to utilize all the data from seismic monitoring during fracture model generation. The acquired data can contain insignificant signals such as noise caused by mechanical problems and uncertainties during data processing. In addition, not all accurately recorded seismic activities are associated with fractures. These points were defined as outliers during the fracture imaging process and were assigned to a specific label, [image: image]. Accordingly, the energy function [image: image] in equation (3) is redefined as follows
[image: image]
where [image: image] is an empirical constant reflecting the weight of the outlier energy, whereas for [image: image], all outliers are associated with the constant, unlike the geometric terms. Thus, the outlier term is a uniform label.
The outlier label also included points assigned to label that were excluded because they failed to satisfy the criteria of the initial model selection process and those that were removed from the labels because they were outside the selected cluster during orientation clustering. However, these points may include significant data that can demonstrate fracture connectivity, but are excluded because they were not assigned to a suitable label during the algorithm operation. Therefore, new fracture models were searched for outlier label after the re-estimation step to allow reassignment of some outlying points to labels rather than outliers.
2.3.5 Flowchart of algorithm
A flowchart of the developed algorithm, GARNET, is shown in Figure 2. The main steps are summarized as follows.
[image: Figure 2]FIGURE 2 | Schematic diagram of the GARNET algorithm.
1) Initial label sets ([image: image]) are generated from the given data by random sampling, using the maximum number of predefined models possible. The initial model generation should incorporate the maximum number of possible points. In this study, the RANSAC algorithm was used to rapidly generate the initial models and assign points to initial labels.
2) The orientations of the generated fracture model from label and those of the points assigned to the label are compared to eliminate insignificant data showing large angle-value differences. In this study, the angle was calculated using the difference between the normal vectors.
3) For energy minimization, [image: image]-expansion is performed using Eq. 3. In this step, the spatially consistent label that includes the highest number of inliers is obtained through expansion between labels.
4) If energy minimization is not achieved in step 3), the final labels are output and calculate the errors between their normal vector angles of plane and point. Conversely, the iterative algorithm operation was continued.
5) When the energy decreases, DBSCAN is used to cluster the orientations of the points assigned to each label for classification. The cluster with the maximum number of points is extracted and then compared the orientations from the fracture model and the location points used in step 2) to eliminate data with large angle differences from the label.
6) The remaining labels are re-estimated and the existing label set is replaced with a new set satisfying Eq. 5.
7) New points associated with the fracture models are extracted from the points assigned to the outlier label.
8) If planes with similar model parameters are present, the difference between their normal vector angles and distances are calculated, and the fracture planes satisfying the conditions are merged. Then we return to Step 3) to restart from the [image: image]-expansion for energy minimization.
3 NUMERICAL EXPERIMENTS
A synthetic seismic dataset was applied to the fracture network imaging using the GARNET algorithm.
3.1 Orientation angle usability
The principal difference between the GARNET algorithm and the original PEARL algorithm is the incorporation of orientation data for accurate model imaging. Therefore, the effect of orientation on fracture imaging was examined using an identical point cloud. The synthetic data model was constructed to include six fracture planes in 80 m × 80 m × 150 m cubes and approximately 200 randomly distributed locations per plane, as shown in Figure 3. To reproduce the measurements and errors during data processing, a standard deviation (SD) of 2 was applied to the actual points to randomly alter their locations.
[image: Figure 3]FIGURE 3 | Synthetic experiments to verify the effect of orientation on fracture plane extraction. (A) True model consisting of six fracture planes and (B) 200 randomly distributed points from each fracture plane with low ratios of location errors.
First, the fractures were estimated using only points without orientations as the synthetic data. The initial model created using these points, with approximately 100 randomly generated planes, is shown in Figure 4A. Instead of using three points to generate numerous initial models, the RANSAC algorithm was used to promote the rapid assignment of points to labels. The value of threshold distance was 2 and each plane was generated using at least four points.
[image: Figure 4]FIGURE 4 | (A) Initial model created using the Random Sample Consensus (RANSAC) method with 100 randomly generated planes. (B) Results of Delaunay triangulation application to the synthetic data shown in Figure 3B.
To calculate the energy, the smoothing term in Eq. 1 requires clear information about the neighborhood from which the data are collected. In this study, the Delaunay triangulation method was used to reproduce the neighborhood system of the data, and the results are shown in Figure 4B. The first iteration of the re-estimated model is shown in Figure 5A. Compared with the initial model, the number of insignificant planes decreased significantly after the expansion and re-estimation steps, indicating that the points switched labels. Images of the fracture model created after the re-estimation step incorporating outlier labels are shown in Figure 5B. New models were also investigated using points that were excluded from the existing label during the algorithm operation, thereby producing several models that were added to the existing labels.
[image: Figure 5]FIGURE 5 | (A) Result of the re-estimated model in the first iteration without using orientation data. (B) New plane models for the outlier label after the re-estimation step.
The result of fracture modeling without orientation data are shown in Figure 6. Although convergence was achieved after only four iterations, 10 planes were estimated, demonstrating an overestimation compared to the actual fracture planes shown in Figure 3A. The estimated fracture orientations of many planes differ from the actual orientations. The errors associated with the strike and dip angle of plane estimates were 20.23% and 24.63%, respectively. If the actual fracture pattern is partially known, then it is safe to assume that statistical estimation is possible after multiple iterations, as long as the input parameters are adequately controlled. However, the accuracy of the orientations of the modeled fractures cannot be guaranteed.
[image: Figure 6]FIGURE 6 | Result of fracture modeling without orientation data. The extracted planes were overestimated compared to the true model shown in Figure 3A.
Next, the fractures were modeled by integrating the orientation data with the location points as input data in the GARNET algorithm and applying these data to the synthetic model shown in Figure 3. After the initial model selection and energy calculation, the orientation clustering step was added to the estimation method, using only the location points. The results of eliminating models using orientation data with differences ≥30° between the plane orientation and the mean angle of the location points after the initial model was generated are shown in Figure 7A, confirming that the randomly generated initial model exhibited sorting consistent with the actual fracture pattern based solely on the selection process.
[image: Figure 7]FIGURE 7 | (A) Initial model removing planes with large angular differences between planes and locations. (B) Results of orientation clustering after energy reduction.
During subsequent energy calculations, orientation clustering was performed for each label if the energy decreased; the result confirmed the presence of clusters with different orientations within the same label (Figure 7B). This indicates that the application of energy optimization for distance can produce inaccurate fracture models. Therefore, the cluster with the most points was extracted and retained after clustering, whereas all other points were excluded from the label.
The result of fracture modeling using orientation data are presented in Figure 8. Convergence was achieved after only three iterations, and the number and orientation of the modeled fracture planes were consistent with those of the actual fracture model (Figure 3A). The errors of the plane shown in the result were 1.32% and 0.83% for the strike and dip, respectively. When the orientation data were missing, the number of iterations was lower and the computation time was reduced. These results confirm that fractures were modeled more rapidly and reliably using the GARNET algorithm involving the orientation data.
[image: Figure 8]FIGURE 8 | Result of fracture modeling using orientation data. The number and orientation of the planes were almost identical to those of the true model shown in Figure 3A.
3.2 Application to synthetic data including noise and outliers
The applicability of the GARNET algorithm was verified using a fracture model. In this subsection, we examine the suitability of the algorithm for modeling fractures when the locations cannot be accurately expressed owing to the presence of many errors and outliers unrelated to fractures in the acquired data. The synthetic data model comprises 10 fracture planes (Figure 9A), with each plane containing approximately 100 randomly distributed points. To reproduce data with many errors, SD values of 6 and ≥12 were applied to the location and orientation data, respectively, to randomly alter both parameters. In addition, 500 outlier points that were unrelated to the microseismic event were randomly generated (Figure 9B).
[image: Figure 9]FIGURE 9 | Synthetic experiments to verify the suitability of the GARNET algorithm for location data including outliers. (A) True model consisting of 10 fracture planes, (B) 100 randomly distributed points from each fracture plane with high ratios of location errors and 500 outlier points independent of the microseismic event.
The results of the DBSCAN analysis performed on the orientation of the points assigned to the labels during the first iteration (Figure 10A) indicate that for fractures associated with a complex formation process, the probability of points assigned to the labels belonging to multiple clusters with diverse orientations and many outliers is high. The results of the model re-estimation performed after orientation clustering for the same number of iterations are shown in Figure 10B. Although not all fracture planes were identified, a pattern similar to that of the actual planes emerged, despite many outliers. The results of the fracture modeling using data, including noise and outliers, are presented in Figure 11A. The number and orientation of the modeled fracture planes were not significantly different from those of the actual fracture model (Figure 9A). The errors of the strike and dip angle estimates were 1.89% and 1.64%, respectively.
[image: Figure 10]FIGURE 10 | (A) Result of orientation clustering using the density-based spatial clustering of applications with noise (DBSCAN) method in the first iteration. Events associated with labels were classified as orientation clusters and outliers. (B) Result of the re-estimated model in the first iteration. Extracted planes were similar to those of the true model from among data with many outliers.
[image: Figure 11]FIGURE 11 | (A) Result of fracture modeling using the GARNET algorithm for data containing high noise levels and many outliers. (B) Energy values obtained after each iteration were minimized in the third iteration.
The energy decreased rapidly during the iteration, and the optimal fracture model planes were estimated through energy minimization within three iterations (Figure 11B). These synthesis model results confirmed that the fracture models were robustly estimated using the proposed GARNET algorithm, despite the inclusion of many location measurement errors or outliers in the data.
4 APPLICATION TO FIELD MICROSEISMIC DATA
To investigate the applicability of the developed algorithm to field microseismic data, it was utilized data acquired during the Geysers Enhanced Geothermal System (EGS) resource development project in California, USA as shown in Figure 12A. This project was conducted to enhance the technology for assessing the temporal changes and volumetric distribution of fluids introduced during resource development, as well as field stress magnitudes, fracture sizes, and orientations. Using a network comprising 34 permanent geophones, high-frequency seismic data were acquired as broadband data using a temporary network containing 33 geophones. The analysis of the acquired data revealed 752 microseismic events (Gritto et al., 2018), as shown in Figure 12B.
[image: Figure 12]FIGURE 12 | (A) Microseismic events detected by The Geysers broadband and geophone network in the vicinity near the injection site, adapted from Gritto et al. (2018). (B) Microseismic data were monitored by 34 permanent and 33 temporary geophones; 752 microseismic events were evaluated.
During the fracture network modeling, orientation clustering was performed for each label by applying the GARNET algorithm to the field data. The ε and MinPts values were 2 and 3, respectively, and the result of fracture network produced is shown in Figure 13A. The angle of the normal vector for convergence was set to 15°, and the fracture planes were obtained via energy convergence after only three iterations. The estimated number of fracture planes was 6, and the errors associated with the strike and dip angle estimates were 2.89% and 2.83%, respectively. All fracture planes produced strike values of N10°E-N30°E and a dip of 75°–85°, with no overlapping orientation. The statistical representation result of the fracture network using the same microseismic event data are presented in Figure 13B (Gritto et al., 2018). The rupture area is shown by the size of the circle; the colored points at the hypocenters represent the moment magnitude of the event. The estimated orientation of the rupture area is almost similar to the orientation estimated by GARNET with a strike of N10°E±10° and a dip of 80°±10°.
[image: Figure 13]FIGURE 13 | (A) Fracture network imaging results obtained using the GARNET algorithm with microseismic location and orientation data. (B) Statistical representation of the generated fracture network below production well (red) and injection well (blue), adapted from Gritto et al. (2018).
These results demonstrate that the fractures progressed along a particular orientation owing to hydraulic fracturing in the boreholes. Because data with inconsistent orientations or insufficient points are eliminated by orientation clustering, network modeling is simpler. These results confirm the suitability of the algorithm for orientation and location data in the rapid and accurate modeling of field data involving major fracture plane networks.
5 CONCLUSION
The GARNET algorithm was developed as an improved version of the PEARL algorithm, and then used for fracture network imaging. The GARNET algorithm exploits the location data acquired during microseismic events or earthquakes, and orientation data obtained from the moment tensors of associated events. The function of this algorithm improves the location accuracy of the estimated fracture plane by generating and reproducing labels based on the energy differences between locations. In addition, clustering using DBSCAN was applied to the orientation angle to improve the reliability of the extracted fracture direction.
Synthetic data suitable for simulating microseismic events were used to assess the performance of the algorithm. A synthetic fracture model relying solely on location data exhibited poor accuracy in estimating the number and orientation of the fracture planes. Conversely, the number and orientation of the fracture planes obtained using the proposed algorithm incorporating orientation data matched those in the actual data. In the second synthetic model, fractures were modeled by applying the algorithm to data with high noise levels and many outliers. The results demonstrated robust fracture plane estimation with a negligible impact of errors and outliers, despite few iterations. The proposed algorithm was also applied to field data acquired during an EGS resource development project to assess its utility. The resulting fracture network modeling process produced strike orientations of N10°E–N30°E and a dip angle of 75°–85°, with six representative fracture planes. The errors associated with the strike and dip angle estimates were 2.89% and 2.83%, respectively. These results are similar to statistical representation results, and we validated the suitability of the algorithm for accurately simulating fracture locations and orientations in real fracture networks.
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To monitor the status of cavern roof instability induced by solution salt mining, we deployed a surface microseismic monitoring system for Dongxing salt mine, Dingyuan county, China. The microseismic monitoring system consists of 11 three-component geophones installed in shallow holes of 5 m deep. From 7-month continuous monitoring data, we have detected a novel type of signal that consists of two events. The first event has a long duration (>15 s) and generally has higher frequencies at the beginning. The 2nd event has a shorter duration of ∼3 s with lower frequencies. The two events are separated by ∼30–90 s in time. From May 2017 to November 2017, there are a total of 88 distinct paired signals with two events in sequence. We propose the first event corresponds to a series of fracturing processes on the cavern roof, and microseismic signals associated with different fractures are mixed and overlapped to produce a mixed signal with a longer duration. Due to a series of fracturing processes, some zones of cavern roof become instable and some rock debris may fall from the roof and collide on the cavern floor. This collision can produce a short duration signal, which corresponds to the 2nd event of the paired signal. The further analysis of polarities of the first arrivals for the 2nd event further proves its collision origin. The time interval between two events is related to the time for the falling rock debris through the brine, which is controlled by the cavern height and various physical properties of the rock debris and brine. Through the detailed analysis of paired signals, we can have a better understanding of the cavity development status for solution salt mining.
Keywords: induced seismicity, paired signals, solution salt mining, cavern roof stability, fracturing
INTRODUCTION
Salt is not only an indispensable necessity for human life, but also one of the main raw materials for the basic chemical industry. As a special mining method, solution mining has been widely used in salt mines to effectively extract subsurface salt reservoirs, where fresh water is injected into the salt layer through wells (Berest et al., 2008; Schléder et al., 2008; Liu et al., 2019; Xing et al., 2021). However, when solution mining continues, it can create cavities beneath injection wells and between injection and extraction wells. As a result, geological disasters such as surface subsidence and sinkholes may be induced by solution mining, which could result in large damages for human life and property (Ege, 1984; Waltham et al., 2005; Ellsworth et al., 2012; Gutiérrez et al., 2014; Kinscher et al., 2014).
The commonly used methods for monitoring the potential collapse of solution salt mines include seismic method, settlement monitoring, hydrophone monitoring, and cavity scanning (Liu et al., 2020). Seismic method includes two-dimensional and three-dimensional seismic imaging using active sources, ambient noise tomography, and microseismic monitoring. Two-dimensional or three-dimensional seismic exploration method has been widely used in salt mining, which can be used to image the dissolution cavities (Xiong et al., 2019), but it is generally expensive to conduct the survey and cannot dynamically monitor the development of dissolution cavities. Surface subsidence monitoring cannot be used to image cavities and may not provide sufficient information about the cavity development. Although the InSAR (Synthetic Aperture Radar Interferometry) technology has a good spatial coverage (Valentino, 2016), due to the lack of good scatterers in the salt mine field it may not be sensitive to the actual surface subsidence.
Compared with other seismic methods, microseismic monitoring provides an effective way to monitor the solution mining process dynamically. It was first applied in the early sixties (Cook, 1963) and has grown to be a routine tool in daily mining hazard assessment (Ge, 2005). As solution mining continues, the cavity roof may become instable and can produce some fractures. As a result, the fracturing process will produce some microseismic signals that can be detected by the microseismic monitoring system (Guarascio, 1987; Trifu and Shumila, 2010; Nayak and Dreger, 2014; Kinscher et al., 2016). For example, a local seismic network installed over an underground salt cavern in the Lorraine basin recorded microseismic events possibly related to fluid-filled cracking process and rock-debris falling into the cavern from delamination of clay marls in the immediate roof (Mercerat et al., 2010).
Earthquake waveforms are highly complex due to multiple effects including source mechanism, stress drop, scattering, site-effects, phase conversions and interference from a multitude of noise sources (Das and Zoback, 2011; Eaton et al., 2013; Zhu and Beroza, 2019). In general, the signals generated by the brittle failure of rock are easily identified. Hydroacoustic monitoring of the controlled collapse of the Cerville-Buissoncourt salt cavity has identified two types of events, termed “X” events and “seismic” events, which could serve as precursory events of the collapse (Lebert et al., 2011). The “X” events may be related to the damaging and breaking process in the roof that involves microcracks appearing and then coalescing. In comparison, the “seismic” events that occur after the period of “X” events are likely related to the postrupture rock movements related to the intense deformation of the cavity roof (Lebert et al., 2011). Some microseismicity observed in the vicinity of an underground salt cavern was triggered by a remote M ∼ 7.2 earthquake that is ∼12,000 km away (Jousset and Rohmer, 2012). They documented three types of earthquakes (brittle-like micro-earthquakes, Long Period events and Very Long Period earthquakes), similar to those recorded in volcanic or hydrothermal systems (Jousset and Rohmer, 2012). In addition to microseismic events, roof failure could also produce ground shaking events (Dahm et al., 2011).
In this study, we report the characteristic paired signals that are first observed from solution salt mining from the 7-month continuous surface microseismic monitoring of the Dingyuan salt mine in China. For the first time we have observed paired signals that are induced by cavern roof instability. No previous research has found this pairing phenomenon in solution salt mining, and no research has explained the second event of paired signal associated with the collision between the fallen debris and the cavern floor. This paired signal may be related to the detachment process of roof debris and its impact on the cavity floor. We give a detailed analysis of the mechanism for forming the observed paired signals and show their potential applications on assessing the stability of the cavity roof.
Surface microseismic monitoring system
The Dingyuan salt mine with dozens of wells lies in Dongxing Town, Dingyuan County of China (Figure 1A). Millions of tons of salt have been exploited by solution mining since 1988, which produced many caverns full of brine in the underground (Xiong et al., 2019). There have been three surface collapses in the area which seriously affected the normal production and exacerbated the public panic on salt mining (Zhang et al., 2018, 2019).
[image: Figure 1]FIGURE 1 | (A) The geographic location of the Dongxing salt mine in eastern China. (B) The distribution of surface geophones of the microseismic monitoring system. (C) Stratigraphic column of the Dongxing salt mine (modified after Zhang et al., 2018).
Eleven three-component geophones (VHL5) of Weihai Sunfull Geophysical Exploration Equipment Co., Ltd. were installed in shallow holes of 5 m deep covering the area of 1,400 m by 1,000 m (Figure 1B) to monitor solution mining. The geophones have the response frequency of 5 Hz and have the sensitivity of 200 v/m/s. Its temperature sensitivity ranges from minus 40°C to 100°C, and its coil resistance is 3,600 Ω. The sampling frequency is set to be 500 Hz. We use the 7-month continuous monitoring data from May 2017 to November 2017. The roof boundary of cavern C1 (Figure 2A) has been imaged from the 3D seismic exploration (Xiong et al., 2019). It is full of brine and beneath seismic stations S5 and S4. The thickness of the sediment deposit ranges from 8 to 36 m in this area. The underlying bedrocks are sandstone, mudstone, gypsum mudstone and salt, respectively (Figure 1C). The salt formations in the basin are buried continuously at depths of ∼300–600 m. Solution mining is the process of extracting soluble minerals. Fresh water is injected from the injection well and the brine is extracted from the extraction well which is called the dual-well convection. As a result, the caverns continuously grow as the salt is dissolved (Figure 2B). When the soluble minerals are mined, salt cavities will be formed and become larger, which may induce surface collapse hazards. Accompanied by mining, many physical processes like fracturing in the roof and debris hitting the floor may produce microseismic signals which can be received by our surface microseismic monitoring system.
[image: Figure 2]FIGURE 2 | (A) Map showing the distribution of 11 seismic stations (black dots) and solution caverns (enclosed areas). The red and blue lines represent the roof and floor boundaries of the caverns, respectively, which are derived from the 3D active seismic imaging. The cavity with thickened lines is the cavern C1. (B) Layout diagram illustrating the dual-well solution mining. The cavern is full of the brine.
The paired microseismic signals
With 7 months of observation, we have detected many signals including natural earthquake signals and microseismic signals in the salt mine with the standard STA/LTA algorithm (Allen, 1978). In these waveforms, we detected a new kind of microseismic signal consisting of two parts, which is for the first time observed for solution salt mining. The first part of the paired signal is a long-duration signal of about 15 s. The second part is a short duration signal. The separation between two signals ranges from 30 to 90 s (Figure 3). The durations of the two parts are different and the first one is longer than the second one. From May 2017 to November 2017, there are a total of 88 distinct paired signals with these characteristics and they are randomly distributed at any time of the day.
[image: Figure 3]FIGURE 3 | Four examples of paired signals having the window length of 180 s. The title of each waveform is the UTC time for the beginning time of the record. The horizontal coordinate is the station number and three channels for each station are shown.
To further compare these two parts of the paired signals, we analyze their time-frequency properties and initial motions. From the time frequency analysis of the vertical (Z) component of the seismic data, we can find that the frequency content of the first part of the paired signal is below 40 Hz, and it decreases gradually. In comparison, the frequency of the second part of the signal concentrates below 10 Hz (Figure 4). The initial motions of the first signal are random but the initial motions of the second signal are moving downward in the vertical direction (Figure 5). Usually, the second signal waveform has a narrow frequency band (Figure 6). These characteristics are ubiquitous in our 88 paired signals.
[image: Figure 4]FIGURE 4 | Time frequency analysis of the Z-component of the four paired signals at station S2. The top one is the waveform and the bottom one is the time frequency spectrogram of the corresponding waveform. (A) The paired signal on 13 May 2017, 19:23:00 UTC. (B) The paired signal on 14 May 2017, 20:56:00 UTC. (C) The paired signal on 18 August 2017, 10:59:00 UTC. (D) The paired signal on 24 August 2017, 02:32:00 UTC.
[image: Figure 5]FIGURE 5 | The second event waveforms for four paired signals in Figure 3.
[image: Figure 6]FIGURE 6 | Zoom-in waveforms of the second event (left) and the corresponding frequency spectra (right) at five stations for the paired signal observed on 24 August 2017, 02:32:00 UTC. The frequency spectra are computed using the waveforms in the time windows marked by the grey rectangles.
Besides, there is a significant difference between these two parts. The travel time differences on different stations for the first signals are almost all less than one second, but the travel time differences on different stations for the second signals can be up to about 3 s (Figure 5). Usually the stations S6, S8, and S10 received the second signal earlier, and the stations S1 and S2 recorded the latest.
Double-pair double-difference location
Event-pair double-difference earthquake location method, as incorporated in hypoDD (Waldhauser and Ellsworth, 2000), has been widely used in improving relative earthquake locations. One advantage of the double-difference location method is that the relative locations are less affected by velocity uncertainties because some common path anomalies outside the source region can be cancelled out due to similar ray paths. Similarly, station-pair differential arrival times from one event to pairs of stations can also be used to improve earthquake locations by cancelling out the event origin time and some path anomalies inside the source region (Zhang et al., 2010). To utilize advantages of both double-difference location methods, Guo and Zhang (2017) developed a double-pair double-difference location method using differential times constructed from pairs of events to pairs of stations.
We have relocated the first signals with the double-pair double-difference earthquake location algorithm (Guo and Zhang, 2017). We set the velocity model according to the lithology of the overburden (Figure 7A). The initial locations are constructed by grid search location method. After double-pair double-difference location, root mean square values for differential time residuals decrease from 64.59 to 30.26 ms (Figure 7B). Overall. The first microseismic signals are located around station S5 (Figure 8) where it is under mining.
[image: Figure 7]FIGURE 7 | (A) P-wave velocity model used for location. (B) Histograms of travel time residuals before (white) and after (white) event relocation.
[image: Figure 8]FIGURE 8 | Distribution of event locations for the first events of the paired signals detected during the 7-month period, The events are located by the method of double-pair double-difference earthquake location algorithm (Guo and Zhang, 2017). The black triangles represent the seismic stations and the red dots represent the first events of paired signals.
DISCUSSION
The first event of the paired signal has a longer duration of ∼15 s and has a mixed frequency band of 5–30 Hz (Figure 4). It can be related to multiple fracturing processes on the cavern roof before the falling of a rock debris. Individual fracturing process on the roof can emit different microseismic signals and these signals can be mixed together. In addition, smaller fractures can coalesce to form larger fractures. As a result, the corresponding microseismic signals would have lower frequencies (Martínez-Martínez et al., 2016; Du et al., 2020). This crack generation and propagation process on the roof is consistent with the time-frequency characteristics of the first event with higher frequencies at the beginning and lower frequencies in the later part. The cotransport of heavy metals and particles by seepage on the roof will affect the generation of the first event (Bai et al., 2021). This type of microseismic signal corresponding to a series of fracturing processes before the detachment of a debris from the roof has also been found in other solution salt mining (e.g., Kinscher et al., 2014).
When the rock debris is detached from the roof, it can collide with the bottom or the floor of the cavern, which could also produce seismic signals. The second part of the paired signal is consistent with this collision process. First, the signal resulting from collision is expected to be short and actually the duration of the second part of the paired signal is only ∼3 s. Second, for the signal produced by the collision, its initial motion polarity should be negative in the vertical component because the equivalent force vector due to collision points upwards. When we check the polarities of the first arrivals of second events, most of them are clearly negative (Figure 5), consistent with this process. Based on the above analysis, we think the first event of the paired signal represents the fracture development and the detachment process for rock debris from the cavern roof, and the second event represents the collision between the debris and the cavern floor.
Kinscher et al. (2014) proposed that the process of fracturing development that could lead to the debris detachment on the cavity roof in the overlying Marl layer and the overburden can generate acoustic emissions. The microseismic signals may be isolated or tremor-like. However, he claimed that due to low energy released by the impacts of falling blocks on the cavity floor, the related signals may not be detectable by the seismic instruments. If the floor is covered by the heavy mud layer, most energy of the collision will be attenuated and absorbed. In our case, we clearly detect the collision signals, indicating the floor is not covered by the heavy mud layer that could act as a cushion for the falling debris.
For the paired signal, the separation time between two events ranges from ∼30 to ∼90 s (Figure 3), which should correspond to the travel time for the debris through the brine. The delay times between two signals should be controlled by the shape and density of debris and viscosity of the brine. By assuming the debris has a circular shape, we can roughly estimate the falling-velocity of the rock debris (w) in the brine as follows (Ahrens, 2000),
[image: image]
where [image: image], [image: image], [image: image], [image: image] is the Archimedes buoyancy index, d is the characteristic diameter of the debris which means the diameter of the circle, v is the kinematic viscosity of brine, ρs is the density of the debris, ρ is the density of the brine, and g is the acceleration of gravity.
The falling velocity of the rock debris in the brine varies from a few meters per 10 s to a few meters per second which depends on the shape and size of the debris, the density of the rock and the temperature of the brine (Figure 9C). The solution is saturated brine which determines the density of the brine and the kinematic viscosity of brine. These two values play an important role in determining the falling velocity of the rock debris. The ambient temperature and the hydraulic and thermal conductivity of geotechnical media also play a role in determining the falling velocity (Bai et al., 2022). Here we set the brine temperature as 40°C, density ρ as 1,200 kg/m3, kinematic viscosity of brine v = 1.9858e-6 m2/s, and the block density ρs = 2,700 kg/m3.
[image: Figure 9]FIGURE 9 | Cartoon showing the mechanism of the observed paired signals for solution salt mining. (A) The paired signals observed at different stations. (B) The cartoon showing the physical process producing paired signals. (C) The velocity of the falling bock from the roof through the brine estimated using Eq. 1.
In our case, the cavern has the height of about 200 m. Based on the estimated falling velocity, the rock debris will spend dozens of seconds to fall onto the cavern floor, which is consistent with our observations. Therefore, in theory, the time interval between two events of paired signal could be used to characterize the height of the cavern.
It is noted that the first event of the paired signal has travel time differences within 1 s at different seismic stations. In comparison, the travel time differences for the second event of the paired signal are much larger. This is mainly because the first event of the paired signal travels through the media above the cavern roof and its shallower layers and seismic velocities may not change greatly. In comparison, for the second event of the paired signal, they need to travel through some cavities filled with brine and seismic velocities may vary greatly in space. As a result, the travel times to different stations will differ at a larger degree. This also makes it difficult to locate the second event of the paired signal because the velocity heterogeneity is very large and accurate velocity model is difficult to obtain. In comparison, we can more accurately locate the first events with the double-pair double-difference earthquake location algorithm (Guo and Zhang, 2017), which is less sensitive to velocity heterogeneities. It can be seen that these events are mostly located around cavern C1 below station S5 (Figure 8). These events extend a relatively large depth range of ∼200 m. On one hand, this may reflect the fact that cavern roof has varying heights. On the other hand, this could be due to location uncertainties due to inaccurate arrival time picks and velocity models used for location.
In addition to paired signals, we also observed signals similar to the first event of the paired signal but without the second part (Figure 10). This could be because the corresponding rock debris is too small so that the collision cannot produce enough energy to be detected by geophones. Or it could be because the cavern floor is covered by heavy mud materials so that the collision energy is absorbed and attenuated. It could also be due to the fact that there are some fractures created in the roof due to the roof instability but without debris falling. Observing the distinct second part depends on the size of the fallen blocks and the lithological characters of the fallen blocks and the cavern floor. Only relatively huge and hard blocks and relatively hard floor of the cavern can produce obvious collision signals.
[image: Figure 10]FIGURE 10 | Two examples of signals similar to the first part of the paired signals but without the second part having the window length of 180 s. The title of each waveform is the UTC time for the beginning time of the record. The horizontal coordinate is the station number and three channels for each station are shown.
CONCLUSION
By using a surface microseimic monitoring system for the Dongxing salt mine located in Dongxing county, China, for the first time we have observed paired signals that are induced by cavern roof instability. The first event of the paired signal has a longer duration, which is caused by a series of crack generation and propagation on the cavern roof before the debris detachment from the roof. The second event of paired signal is associated with the collision between the fallen debris and the cavern floor. The time delay between two events of paired signal corresponds to the falling time of the debris through brine. Therefore, by using the paired signal we can better understand the whole process of fracturing development on the cavern roof before the rock debris starts to fall, the time for the debris falling through the brine, and the collision of the debris on the cavern floor.
By using paired signals, it is helpful for better understanding the cavern roof instability status and thus assessing the cavern collapse hazard. By locating the first event of paired signals, we can delineate the spatial distribution of cavern roof. The delay time between two events of paired signals can be used to qualitatively estimate the height of the cavern. The observation of collision signal could be used to derive the size of the rock debris through some further analysis. The derived information could be combined to assess the cavern collapse hazard through some rock mechanics analysis.
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During the construction of subway tunnels, the geotechnical body is affected by excavation to produce three-dimensional spatial deformation. The deformation of geotechnical bodies is an important safety hazard for project advancement, so it is important to understand the excavation disturbance range and deformation mechanism. The current related research is mainly about the theory of land subsidence and the two-dimensional plane displacement of the stratum, and there are few studies on the specific three-dimensional disturbance mode and its mechanism. In order to better understand the three-dimensional displacement characteristics of the tunnel excavation soil, a tunnel excavation model test was established based on a true triaxial stress loading system combined with three-dimensional scanning technology for a superimposed sandy soil. Based on the established model, the vector displacement response range and three-dimensional deformation characteristics of the excavation face were studied in the main displacement affected area around the excavation face. Meanwhile, the deformation characteristics, such as vertical settlement and horizontal displacement of the stratum in the main influence area were analyzed. The results show that the main influence area of tunnel excavation is elliptical and distributed within a range of twice the diameter of the tunnel axis. The main influence range is bell-shaped in the vertical direction and inverted wedge-shaped in the horizontal direction. The three-dimensional space presents a “W” deformation distribution. The three-dimensional deformation theoretical model of the excavation face established in this paper can provide some references for the excavation engineering of superimposed sand-soil tunnels.
Keywords: full-section tunnel, true triaxial loading, model test, stratum deformation, displacement vector, excavation face displacement model
1 INTRODUCTION
With the continuous advancement of the urbanization process, more and more underground tunnel excavation projects are being carried out. In tunnel construction, controlling strata movement to ensure effective excavation is the main problem that must be considered (Mair, 2008; Zhu, 2014). The analysis of the characteristics of stratum disturbance caused by tunnel construction generally believes that the stratum movement presents regional differences around the tunnel, and the interface between the disturbance areas changes with the different working face soil (Yuan et al., 2018). Strata movement is inevitable during tunnel excavation and different geological conditions show different displacement characteristics (Pinto et al., 2014). Taking the typical sandy soil in the Beijing area as an example, the excavation displacement of the tunnel in the sandy soil layer is particularly obvious (Li and Ma, 2011; Cheng et al., 2019). The existing research on face subsidence and stratum displacement is relatively complete, but the research on the three-dimensional displacement of the excavation face at a certain excavation position after excavation is limited, and the research on the influence of the superimposed stratum displacement of different soils is even less. Therefore, this paper proposes a specific study on the displacement of the excavation face caused by the full-section tunnel excavation of the superimposed sand layer.
The displacement of soil mass on the face and in the stratum can be predicted through theoretical calculation (Yoshikoshi et al., 1978; Mair et al., 1993; Verruijt, 1998; Park, 2005; Pinto and Whittle, 2014). Peck (1969) integrated a large number of tunnel excavation face settlement monitoring data and found that the shape of the settlement tank per unit length can be estimated by a normal (Gaussian) distribution curve. On the basis of a series of in situ observations and a theory of face loss, an empirical solution for estimating face subsidence caused by tunnel excavation is systematically proposed for the first time (Peck, 1969). In addition, the mirror image method (Sagaseta, 1987; Loganathan and Poulos, 1998) and the random medium theory system (Litwiniszyn, 1957; Yang and Wang, 2011) are also widely used in the study of soil deformation caused by tunnel construction. However, the theoretical analysis of relevant scholars is more about face subsidence, and the impact of excavation on the face built environment is understood through the description of the face subsidence tank (Hagiwara et al., 1999; Mollon et al., 2012; Cao et al., 2020; Yang et al., 2021). The stratum movement is three-dimensional during the tunneling process, and Attewell et al. (1986) extended the Peck formula to establish a three-dimensional empirical solution (Attewell et al., 1986). Pinto and Whittle simplified soil plasticity and derived a relatively innovative analytical solution (Pinto et al., 2014). The three-dimensional solution is mostly based on the time-history curves of land subsidence and overall formation subsidence from the two-dimensional solutions. The three-dimensional displacement is shown by combining the two-dimensional displacements.
In the last 3 decades, laboratory physical models have played an increasingly important role in tunnelling research (Meguid et al., 2008; Marshall et al., 2012). In order to study the response of tunnel excavation to strata, more and more modeling techniques have been developed and applied. From the point of view of gravity mechanics, the model tests mainly include centrifugal model tests and conventional model tests (Nomoto et al., 1999; Berthoz et al., 2012; Berthoz et al., 2018; Chen et al., 2018; Song and Marshall, 2020). N. Loganathan accelerated the centrifuge to 100 g, used a scale model of 1:100, and evaluated the soil deformation caused by tunnel excavation through three centrifugal model tests and measured the vertical and lateral ground motions induced by the excavation (Loganathan et al., 2000). Mahmoud Ahmed uses transparent soil to simulate sand, and studies the movement characteristics of the ground and nearby soil caused by shield tunnel construction through the analysis of full-field displacement vector, ground deformation profile, and internal strain (Ahmed and Iskander, 2011). Even though the effect of gravitational acceleration can be taken into account in the centrifugal test to simulate the natural gravity state of the soil as well as possible, the tunneling process is usually simulated as a two-dimensional response process.
At present, there are many methods for predicting the face subsidence disturbed by tunnel excavation, but there are few studies on the three-dimensional subsidence deformation of the tunnel. Based on the elastic analysis method proposed by Verruijt and Booker and the principle of conservation of ground loss (Verruijt and Booker, 1998), Haiqing Yang studied the influence of tunnel burial depth on face settlement and the influence of different excavation length and burial depth on three-dimensional settlement grooves through the tunnel radial shrinkage model test (Yang et al., 2019). Hongliang Tu used a numerical simulation method to study the deformation of surrounding rock and the mechanical properties of supporting structures under different excavation methods. Different soils will lead to differences in stratum movement. During excavation, it is necessary to monitor the internal displacement of surrounding rock, understand the mechanism of stratum movement, and determine the sliding failure face and stratum subsidence curve. It is also necessary to establish a specific kinematic model of the excavation face.
2 EXPERIMENTS AND METHODS
2.1 Sample preparation
In order to simulate the typical sandy soil in the Beijing area and compare the deformation characteristics of different soils, several sections of the soil at the construction site were selected for laboratory physical property measurement and reshaping applications. Ten soil screening tests showed that the soil was sandy soil. According to the soil sample preparation standard (Geotechnical test method standard GBT50123-2019), the material is mixed evenly with a mixer, and the model space is filled layer by layer with an appropriate compaction method by hammering, and the model density is adjusted by controlling the material quality and filling height. The experimental simulation in this paper refers to Beijing Metro Line 17. The outer diameter of the shield tunnel is 6.4 m and the inner diameter is 5.8 m. The thickness of the segment is 0.3 m. As shown in Figure 1, according to the theoretical ratio of similar models of 160:1, the diameter of the excavated tunnel in the experiment is 55 mm, and the length, width and height of the model sample are 300 mm each. In order to avoid the influence of the boundary effect, this size meets the basic requirement that the boundary range of the model is greater than 5 times the diameter of the tunneling work face. The physical and mechanical parameters of the sandy soil are shown in Table 1.
[image: Figure 1]FIGURE 1 | Sample preparation: (A) Marker layout plan, (B) Marker localization, (C) Marker placement effectmonitoring surface, (D) Overall cube specimen, (E) Marker monitoring surface position.
TABLE 1 | Mechanical properties of sandy soil.
[image: Table 1]Since this study focuses on the deformation on the excavation face of the tunnel, in order to focus on considering the influence range of the hole after excavation, the grid density of the marking points buried around the tunnel is higher than that of the marking points in the external area, so as to achieve the effect of establishing an accurate model. The specimens were compacted in six layers, which are silty clay, 60% sandy soil, 40% sandy soil, and silty clay in sequence. Figure 1 shows two monitoring sections arranged perpendicular to the excavation direction, located at 1/3 and 2/3 along the excavation direction. The first monitoring section is in the 60% sandy soil layer, and the second is in the 40% sandy soil layer. This is so that the overall movement of the excavation face in the different sandy soil layers can be tracked in three dimensions. (Figure 1). The specific placement process for the markers is as follows:
- Prepare the sandy soil into the model box with multiple sieves to 200 mm from the excavation direction;
- Set the initial position of the marker on this plane using cardboard (a positioning device);
- Embedding the marker into the monitoring plane by means of a positioned coordinate point and sprinkling a small amount of 5,000 mesh ultra-fine mica powder on the surface (to facilitate the splitting of the specimen);
- Continue to sieve the sandy soil to the position of 100 mm in the excavation direction, after installing the marker at the 100 mm position, prepare the sand until the initial position of excavation.
2.2 Marker selection
In the past, researchers often arranged markers outside the model monitoring surface and took moving pictures of the simulated tunnel construction monitoring surface (Grant and Taylor, 2000) to measure the displacement and deformation of the soil. Such a displacement observation method is not only limited by dimensions (two-direction displacement in two dimensions and limited in the third direction), but also affected by the friction of the model frame itself. Trends and displacements have an effect.
The minimum display size of the 3D scanner is 0.04 mm. In order to reduce the influence of marker density on the experimental effect, Ga2O with a diameter of 1 mm and a specific gravity of 2.8 g/cm3 was selected as the displacement tracking marker after scanning as shown in Figure 2. In addition, the face of the marker is sanded to increase friction in order to diminish the effects of the contact face between the materials.
[image: Figure 2]FIGURE 2 | Marker selection effect: (A) Marker comparison, (B) Marker placement effect.
2.3 Experimental facilities
The test system was developed by the Institute of Geology and Geophysics, Chinese Academy of Sciences. The stress loading system is composed of a high-stiffness true triaxial servo control loading unit, an excavation bit, and a 3D scanner measuring system, as shown in Figure 3. Three independent hydraulic piston cylinders apply confining pressure, and the effective force measuring range is 10N-3000 kN . The resolution of force measurement is 15 N, the accuracy of force measurement is within ±1%, the fluctuation of force control is less than 0.1%, and the loading rate in each direction is 10 N-10 kN/s. The computer carries out servo control of test force, stress, deformation, strain and displacement for the whole test process and can be maintained. In the triaxial loading shown in the figure, the interlocking staggered placement of wooden spacers wraps the specimen, so that both the stress can be applied effectively and the pads can be pushed relative to each other to form a perfect closure. The wooden spacers are dried and then sprayed with a reinforcing agent of a modified polyurethane nature. In this case, the hardness of the wooden spacers is up to 2.5–3H on the Brinell scale, and the modulus of elasticity is up to 100 MPa. A film with lubricant is attached between the bearing plate and the sample surface. The lubricant is high-quality Vaseline, which reduces the friction between the sample and the bearing plate. The applied stress has no effect on the deformation of the wooden spacers or the specimen.
[image: Figure 3]FIGURE 3 | Schematic diagram of true triaxial stress loading system.
Traditional land subsidence monitoring methods generally use micrometers, and most of them are two-dimensional point measurements. Here we use laser scanning to locate the marking beads embedded in the sample and develop a three-dimensional laser scanning displacement comparison technology of the excavation face to reconstruct the three-dimensional point cloud model of the vertical tangent plane before and after the tunnel excavation. The model after foundation displacement changes is compared with the model in the initial stage, so as to observe the three-dimensional deformation of the rock mass around the excavation face and give the three-dimensional deformation and displacement model of the excavation face under the condition of true three-dimensional in-situ stress.
In this study, a three-dimensional (3D) laser scanner with a resolution of 0.04 mm (the distance between the midpoints of two parallel scan lines) was used to measure the three-dimensional morphology of the test face before and after excavation. Measure and obtain face features under the establishment of a three-dimensional world coordinate system. After scanning, the images were analyzed using the Geomagic Studio software. Three stereoscopic machine heads can cover a maximum scanning area of about 500 mm * 500 mm. From the 300 mm * 300 mm square pattern window generated by scanning, 817 embedded marker beads are read to characterize the specific position coordinates of each point on its face. An “Isometric View” of the selected digital copy is shown in Figure 4.
[image: Figure 4]FIGURE 4 | 3D scanning system: (A) Operation mode of 3D scanner, (B) 3D scanning effect.
During progressive or intermittent excavation of underground tunnels, unloading excavation will inevitably lead to obvious spatial adjustment and transfer of the internal stress of the rock mass. The soil redistribution stress makes the stress concentrated in specific areas of the cavern chamber and leads to the gradual transfer of soil displacement to the deep part after driving soil displacement around the cavern (Jiang et al., 2017). In the experiment, three sections of rigid aluminum alloy casing of 120 mm in length, 50 mm in outer diameter, and 1 mm in wall thickness are used to simulate the support and effectively control the continuous deformation displacement of the surrounding rock in the stress concentration area. Taking the deformation-inhibiting design for the stability of full-section excavation surrounding rock under full ground stress as the guideline (Jiang et al., 2019):
[image: image]
Where: S is the excavation scheme, P is the support parameter, T is the support timing, D is the destroyed depth, and RFD is the fracture evaluation index of the surrounding sandy soil.
The entire project uses the method of simulating support after the excavation bit with an aluminum alloy casing. The applied force is based on the maximum deformation range, and the further deformation of the surrounding rock is suppressed by the support. Rigid support is used to fully use the surrounding rock’s own bearing performance to keep and rebuild the soil-bearing arch and reach the goal of supporting to control deformation.
2.4 Experimental procedure
Before and after full stress loading, the 3D scanning marker position change and surrounding rock deformation observation steps are as follows: initial monitoring surface 3D scanning—true triaxial full stress loading—sand sample unloading dismantling monitoring surface 3D scanning—reloading sample stress loading and excavating the tunnel—end of excavation secondary unloading to dismantle the specimen and carry out 3D scanning of the monitoring surface. By excavating under full ground stress loading and then observing the 3D scan without loading, the 3D coordinate changes of the markers are derived, and the plastic deformation range of the two superimposed sand enclosures is obtained.
The stress is applied successively in the form of graded loading. The initial in-situ stress field is determined by the soil bulk density γ and the lateral pressure coefficient [image: image]. That is, vertically, the self-weight stress of the overlying soil layer on the foundation is loaded to [image: image] in the Z direction, while the X and Y directions are applied horizontally by multiplying the self-weight load by the soil lateral pressure coefficient [image: image]. Stress [image: image] and [image: image], and then achieve three-dimensional in-situ stress loading of real soil. The hierarchical loading is divided into five stages and a three-way simultaneous stress application. The first stage is applied to 1/5 of the stress, followed by 2/5, 3/5, and 4/5 until the final full stress is applied. After each loading time step was completed, the pressure was stabilized for 30 min to achieve the overall stress balance of the sample. The stress loading path is shown in Figure 5.
(1) Vertical self-weight stress:
[image: image]
[image: Figure 5]FIGURE 5 | Isotropic stress applied to cube specimen during five loading stages: (A) Schematic diagram of model excavation, (B) Stress loading time-history curve.
[image: image]-weight density of soil ([image: image] =18 kN/m3、 [image: image] =20 kN/m3、 [image: image] =19 kN/m3).
(2) Horizontal self-weight stress:
[image: image]
[image: image]
[image: image]-Lateral pressure coefficient of soil
[image: image]-Poisson’s ratio of soil ([image: image] =0.39、 [image: image] =0.24、 [image: image] =0.32).
According to the dimensional analysis method of the similarity principle in the model test, combined with factors such as the simulation range and the loading conditions of the testing machine, the geometric similarity constant Cl = 160, the stress similarity ratio Cσ = 160, and the severe similarity coefficient Cγ = 1. Figure four depicts the calculated principal stress loading of 600 N and lateral stress of 192 N.
In order to fully simulate the impact of open full-section excavation on the surrounding rock and working face of the tunnel, the total length of the tunnel is excavated in stages. According to the similarity theory, in the experiment, the excavation was 10 mm per minute and then the drilling was stopped for 1 min (one excavation step) to simulate the excavation and downtime in the project, respectivelyand the excavation was divided into 30 steps and took 60 min to complete. As shown in Figure 6, the entire excavation process is divided into three major sections based on the location of the monitoring surface in the sample in three equal parts and the method of hard aluminum alloy support in three sections. Excavation to the first monitoring section, digging to the position of 100 mm of the sample, total excavation time of 10 steps is 20 min; excavation to the second monitoring sample of 200 mm, total excavation time of 20 steps is 40 min; and finally, excavation to the sample penetration, total excavation time of 30 steps is 60 min Monitoring surfacemonitoring surface.
[image: Figure 6]FIGURE 6 | Excavation time step.
3 EXPERIMENTAL RESULTS AND DISCUSSION
3.1 Influence range of hole excavation plane
At present, there is not much accumulation of measured data of stratum displacement caused by tunnel construction in rock and soil mass, especially the continuous stratum displacement data below the face, which is rare. In this paper, the deformation of surrounding rock and the subsidence of a foundation are analyzed in detail through laboratory tests. The displacement markers embedded in the model show that the original equilibrium state of the surrounding rock was destroyed by the tunnel excavation, and the stress redistribution occurred inside the rock mass, resulting in the deformation of the surrounding rock. Through Geomagic Studio’s point cloud reconstruction, the deformation of the monitored section perpendicular to the excavation direction is constructed. The displacement of surrounding rock X and Y under different excavation steps is shown in Figure 7. These displacements come from the measuring points on sections I and II, and it can be seen from the Figure that the marked points around the holes have obvious displacements. Since the experiment mainly studies the displacement and deformation of the surrounding rock and the excavation face during the excavation process, the effects of grouting on the project are not considered. The displacement of the mark points is mainly concentrated around the hole, and all of them move towards the tunnel axis. On the whole, the displacement of the excavation face 2 is larger than that of the excavation face 1.
[image: Figure 7]FIGURE 7 | Monitoring section after excavation: (A) Experimental results of excavation face 1, (B) Experimental results of excavation face 2, (C) 3D scanning image of excavation face 3, (D) 3D scanning image of excavation face 2.
The damage caused by displacement is mainly influenced by plastic deformation, and the deformation-inhibiting design applied above mainly targets the control of plastic deformation as well. In this paper, the focus is on the effect of plastic deformation on the tunnel’s surrounding rock; the related elastic deformation is less studied than plastic deformation. On the other hand, it is also because this part of elastic deformation is basically recoverable and will not directly lead to settlement damage, so this paper will consider less elastic deformation compared to plastic deformation.
3.1.1 Vertical influence range of holes
The displacements of the markers in the sand layer are represented by vector arrows, which represent the main deformations of the surrounding soil under different soils of the tunnel. The initial coordinates are obtained by scanning the radiograph before excavation in Figure 6 (the initial settlement is 0), and the vector within the range of 1.5 times the diameter of the hole outside the hole is used to characterize the orientation trend of the displacement vector on the excavation face. It presents the stratum reaction characteristics and deformation characteristics before and after tunnel excavation and reflects the change of rock mass stiffness in a certain area.
Z values at three-dimensional coordinate points of markers are extracted centeredly in order to observe vertical settlement. The X value after loading and excavation and the X value before excavation are regarded as the same fixed value, and then the Z value of the two is compared so as to intuitively give the specific vertical settlement of the marked points around the hole.
It can be seen from Figure 8 that the vertical displacements of both strata are distributed in a “bell shape.” The vertical displacement on the excavation face increases sequentially from the distal end to the proximal end of the tunnel axis, and the maximum settlement occurs at the top and bottom of the hole. On the one hand, due to the influence of the settlement tank, with the change of the depth, the soil layer above the tunnel produces soil arches when the stratum is lost, and the soil arches limit the development of stratum settlement. On the other hand, due to the redistribution of the surrounding rock stress during the excavation of the hole, the linear shape of the three-dimensional stress disturbance at the near-axis end increases, resulting in a significant displacement along the hole direction. Under the vault and parallel to the axis, the vertical settlement trend is opposite to that outside the vault or arch bottom. Because under the vertical load of self-weight stress, the vertical stress and reaction force at the tunnel axis position are almost superimposed, the interference of the two forces cancels out, and the vertical displacement decreases significantly toward the axis position.
[image: Figure 8]FIGURE 8 | Displacement vector comparison of vertical influence range (In order to express clearly, it is not drawn according to the actual scale, and the effect is enlarged at a scale of 1.5 times): (A) Vertical displacement vector diagram of plane 1, (B) Vertical displacement vector diagram of plane 2.
It is not difficult to see from the Figure ure that the main influence range of excavation face 1 is obviously smaller than that of excavation face 2, which accounts for about 2/3 of that of excavation face 2. Among them, the influence range of the excavation face 1 is mainly concentrated on the sixth floor above the top of the tunnel, which is about 45 mm away from the top of the tunnel, which is 0.75 times the diameter of the tunnel. The main influence area below the bottom of the cave is within the range of 0.5 times the diameter of the cave on the fourth floor. The influence range of the excavation face 2 is 9 floors above the top of the tunnel, which is 68 mm from the top, which is 1.2 times the diameter of the tunnel. The main influence area below the bottom of the cave is within 0.75 times the diameter of the cave on the sixth floor. The upper compression is a little bit bigger than the lower compression. This is because the acting force is the main stress, and the tunnel vault is more likely to fail in a tensile way when the ground load is acting on it. As a result, there is more deformation and movement along the diameter of the tunnel.
3.1.2 Hole horizontal influence range
The horizontal displacement trend on both sides of the tunnel axis is mainly manifested as the indented displacement towards the central axis of the tunnel. Due to the constraints outside the tunnel excavation boundary, the horizontal intrusion displacement mainly occurs within the range of 1 * the hole diameter of the tunnel face. The horizontal intrusion displacement outside the main influence area of the tunnel perimeter is only 20%–30% of the maximum horizontal intrusion displacement in the central area, and the intrusion displacement gradually becomes negligible outside the area where the radial distance from the tunnel axis is greater than 1.5D.
For horizontal displacement, first the Z value of each marker after loading excavation and the Z value before excavation are treated as the same constant value. Then, the X values of both are compared to find the marker point’s horizontal displacement vector.
Figure 9 shows that the horizontal displacement mainly occurs on the left and right sides of the tunnel, and that the two sides are basically symmetrically distributed. The main influence range of the horizontal displacement is in an “inverted wedge” distribution as a whole, and the horizontal movement of excavation face o1 and excavation face 2 decreases from the two sides of the tunnel axis, from the proximal end to the distal end. Affected by the coincidence of the horizontal stress on both sides of the axis, the horizontal stress on both sides of the axis gradually increases along the outside of the axis and reaches a state of equilibrium near the axis.
[image: Figure 9]FIGURE 9 | Displacement vector comparison of horizontal influence range: (A) Horizontal displacement vector diagram of face 1. (B) Horizontal displacement vector diagram of face 2.
Similarly, the influence range of excavation face 2 is obviously larger than that of excavation face 1, and the influence range is about 1.5 times that of excavation face 2. The influence area of the excavation face is mainly concentrated in the four floors outside the side of the tunnel, which is about 30 mm from the side of the tunnel, or 0.5 times the diameter of the tunnel, and the main influence area below the bottom of the tunnel accounts for about 4/5 of the area above the top of the tunnel. The influence range of the excavation face 2 is 6 floors outside the side of the tunnel, 45 mm away from the side of the tunnel, or 0.75 times the diameter of the tunnel. The main influence range above the top of the tunnel is about 1.67 times that below the bottom of the tunnel. Under the impact of horizontal load, the vertical settlement of soil at the tunnel’s waistline becomes horizontal displacement.
3.1.3 The influence range of holes on the plane
The excavation faces are located at 1/3 and 2/3 to obtain the X+Y overall shear strain vector distribution. The X and Z values in the 3D coordinates of the markers were extracted by scanning. The X and Z value coordinate points after loading excavation were compared with the X and Z value coordinate points before excavation in terms of position, and the 2D displacement vector and the main disturbance zone were depicted on the cross section. The main influence areas of both are shown in Figure 10. The main influence range of displacement and settlement of excavation face 1 and excavation face 2 is elliptical distribution, and the settlement range on the top of the cave is slightly larger than the displacement at the bottom of the cave. In Figure 10A., the deformation around the hole on the first excavation face occurs within one to two radii around the tunnel, and in Figure 10B., the deformation on the second excavation face occurs within two to three radii around the tunnel. The specific numerical value of the displacement influence range in each direction is basically the same as the vertical settlement and horizontal displacement data described above. The specific range value will not be repeated.
[image: Figure 10]FIGURE 10 | Displacement vector comparison of two-dimensional influence range in plane: (A) Displacement vector diagram of plane 1 X+Z, (B) Displacement vector diagram of plane 2 X+Z.
The range of tunnel settlement and uplift is much larger than the displacement range of the sidewall convergence, and the horizontal movement is relatively smaller than the vertical movement. Tunnel excavation is the main cause of stratum subsidence. After the excavation is completed, the overall tunnel is in the form of upper part sinking、 lower part uplifting, and both sides shrinking. Due to the different stress states of the soil around the cutter head, the spatial displacements of soil elements are different under the same nodal stress. Affected by the stress difference of overexcavation effect, the displacement moves to the direction of the hole with large stress difference. Under the action of different uniform loads, the tunnel’s overall deformation shows a non-uniform convergence elliptical non-equivalent radial movement deformation trend.
3.2 Vertical horizontal displacement of the stratum
3.2.1 Comparative analysis of stratum subsidence and uplift curves
Figure 11 shows the vertical displacement response curves of the marked points in the soil layer at different buried depths on the excavation face 1 and the excavation face 2. The results show that the vertical displacement and settlement curves of soil bodies with different buried depths up and down the central axis of the tunnel under the principal stress load show a normal distribution (Gaussian function curve) along the horizontal direction of the stratum, which can be expressed by Eq. 5 (Wei et al., 2006). The vertical strata subsidence data in the Figure match the “modified Loganathan” formula; the measured data agrees well with the modified Loganathan formula calculation results; the analytical solution is smaller than the width of the ground subsidence trough monitored in this paper; and the maximum calculated displacement of the soil is greater than the monitoring mark deformation.
[image: Figure 11]FIGURE 11 | Vertical monitoring displacement curve of formation: (A) Vertical displacement curve of face 1, (B) Vertical displacement curve of face 2.
Under both geological conditions, the maximum displacement of surrounding rock occurs at the top and bottom of the tunnel. The vertical displacement of a hole roof on the excavation face is 0.6–1.3 d, decreasing successively from the maximum 1.5 mm–0.8 mm and 0.3 mm; the hole bottom 0.7–1.1 d vertical displacement of 1, 0.6, and 0.3 mm. When the X value between the top and bottom of the tunnel is equal, the maximum displacement values from top to bottom are 0.7, 0.4, and 0.5 mm, respectively. The vertical displacement decreases linearly as the top and bottom of the tunnel approach the axis.
The excavation face 2 and the excavation face 1 show the same trend of change, but the response range and response value are larger than the overall response range. Among them, the 0.6, 1.1, and 1.6D settlements above the top of the cave are 2, 1.2, and 0.5 mm; the 0.7, 1, and 1.3D displacements below the bottom of the cave are 1.7, 0.9, and 0.3 mm, respectively; and the maximum vertical direction of the monitoring point between the top and bottom of the cave is 1, 0.6, and 0.8 mm, respectively. The smallest amount of movement is up and down the axis, which is centered on the change from horizontal to maximum movement.
(1) Soil vertical displacement calculation formula
[image: image]
[image: image]
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Where [image: image] is the soil loss percentage (%), h is the buried depth of the tunnel axis, R is the outer radius of the tunnel, d is the distance from the moving focus of the soil to the center of the tunnel, g is the equivalent soil loss parameter. In actual construction, the g value is small, usually within 0.35 m, µ is Poisson’s ratio. The soil is non-drainage, so the Poisson’s ratio of the soil is assumed to be µ = 0.5.
(2) Soil horizontal displacement calculation formula:
[image: image]
3.2.2 Comparative analysis of horizontal displacement curves
Figure 12 shows the horizontal movement curve of soil. The displacements on both sides of the tunnel are symmetrically distributed, and the measured data are in good agreement with the modified Loganathan formula as a whole. The horizontal displacement measured in the upper section of the axis is smaller than the calculated horizontal displacement, and the difference between the calculated value and the measured value in the section below the axis is small. This is because the modified Loganathan formula is based on the idea of an ideal elastic-plastic homogeneous soil layer. However, the laboratory soil will always have stress concentrations under rigid construction loading, and the real stress distribution in the soil layer is fairly complicated, so there may be errors in the calculation results and experimental data.
[image: Figure 12]FIGURE 12 | Horizontal monitoring displacement curve of formation: (A) Horizontal displacement curve of plane 1, (B) Horizontal displacement curve of plane 2.
Figure 12A shows the horizontal displacement of a tunnel from 0.5D to 0.875D on the excavation face 1. The horizontal displacement gradually decreases with the increase of the axial extension of the tunnel, until the value beyond the minimum displacement tends to be stable, with a maximum horizontal displacement of 1.5 mm and a minimum of 0.5 mm. Figure 12B shows the data and fitting curve of the horizontal displacement monitoring points at 0.5D to 1.125D around the second hole on the excavation face. The maximum horizontal displacement at the edge of the hole is 2 mm, and the minimum horizontal displacement at 1.125D at the outer edge is 0.5 mm. The overall horizontal displacement of excavation face 1 is smaller than that of excavation face 2. The influence range of horizontal displacement of excavation face 1 is extended by about 1/3D, and the extension of excavation face 2 is about 1/2D.
3.3 Three-dimensional displacement characteristics of the excavation face
3.3.1 Three-dimensional displacement face model
When calculating the displacement of soil due to loading or unloading, it is mainly assumed that the soil is an ideal linear elastic body. This assumption is often not in line with the soil properties, especially for soft soils, and even results in erroneous calculations. Some scholars have derived a two-dimensional analytical model considering the influence of soil viscoelasticity. However, tunnel excavation is a three-dimensional dynamic evolution process, which exhibits soil disturbance caused by excavation and soil displacement caused by additional force with time. Therefore, the study of the three-dimensional displacement model of the excavation face is of great significance to accurately understanding and predicting the disturbance and displacement trend of surrounding rock caused by construction.
The specific 3D coordinate X, Y, and Z values of the marker are extracted by scanning, and the 3D coordinate values of the marker after loading excavation are compared with the coordinate values before excavation to construct a 3D deformation trajectory of the excavation surface.
Figure 13 shows the excavation faces 1 and 2 and the integrated displacement characteristic faces of the first and second faces, respectively. It is not difficult to imagine that due to the excavation of the soil body, the surrounding soil body is in a state of active Earth pressure and stratum loss occurs on both sides and in the upper and lower areas, resulting in soil movement. In the early stage of tunnel excavation, the excavation disturbance has little effect on the markers buried in the model, and the displacement is in a relatively stable state. As the excavation advances, the cutter head gradually approaches the measuring point, which has an obvious disturbance effect on the surrounding rock, and the displacement value increases significantly.
[image: Figure 13]FIGURE 13 | Displacement deformation model of excavation face: (A) Displacement deformation model of excavation face 1, (B) Displacement deformation model of excavation face 2, (C) superimposed displacement deformation model.
When the cutter head is excavated to the front of the excavation face measurement point, due to the thrust of the cutter head, the excavation face is displaced along the tunnel excavation direction, which appears as a bulge state on the ground face. When the cutting section of the cutter head approaches the measuring point, the displacement tends to increase due to the circumferential support of the cutter head. The tool head is close to the section of the measuring point, and the stagnation of the tool head causes the emergence of intermittent voids. Under the action of three-way stress, the displacement of surrounding soil in the air direction (X, Y and Z directions) increases sharply, and the face changes from uplift to settlement. Then, as the cutter head keeps moving forward, it finally stops moving and stays stable within a certain range of values.
3.3.2 Comparative analysis of excavation direction displacement curve
As shown in Figure 14, the three vertical sections perpendicular to the X-axis direction, that is, the displacement components in the Y-direction, are symmetrically distributed along the X-axis. The displacement deformation mode of excavation face 1 is the same as that of excavation face 2, but the influence range and displacement value are different. The excavation face 1 is at X=0 of the tunnel axis, as shown in Figure 14A, and the top of the tunnel is gradually sunk from 1D to 1.5D. The maximum sag is −0.7 mm; close to the edge of the hole within 0.5D, the maximum protrude to 0 mm. The up and down displacements of the tunnel axis are symmetrically distributed, with a small difference in value. X = 1D, 0.5D to 1.25D within the largest sag range of −0.4 mm; axis at 0.5D within the maximum raised to −0.2 mm. At X = 2D, the whole thing barely deforms.
[image: Figure 14]FIGURE 14 | Displacement curve of excavation section: (A) Displacement curve of section 1, (B) Displacement curve of section 2.
Figure 14B The excavation face is gradually concave in a quadratic function form between 1D and 2D, and the maximum sag value is −1.1 mm. The largest sag to the hole edge position is deformation gradually reverse protruding, the largest protruding to −0.6 mm. At X=1D, between 0.5D and 1.5D near the axis, the maximum concave value of gradual concave deformation is −0.7 mm; within the range of 0.5D above and below the axis, it gradually protrudes and deforms, and the maximum convexity value is displaced by −0.3 mm. The upward displacement of the tunnel axis is slightly larger than the downward displacement, and the shapes are almost the same. At X = 2D, the overall deformation is concave, and the maximum displacement value is 0.4 mm at the axis.
3.4 Evolution of the plastic zone of soil excavation and stress action
Due to the disturbance of excavation and unloading, the soil near the excavation face will produce dynamic elastic-plastic deformation along the forward and reverse directions of the excavation face. The deformation of the plastic zone of tunnel excavation is mainly divided into three stages: the depression deformation stage of the working face affected by the propulsion force, the rapid outward convex deformation stage of the tunnel facing the void, and the stable deformation stage. In the early stage of excavation, with the advancement of the cutter head, the soil body is subjected to the continuous thrust and disturbance of the cutter head, and a certain three-dimensional disturbance zone is formed within the range of 0.5 times the diameter in front of the cutter head. Before reaching the monitoring surface, under the thrust of the cutter head, the monitoring surface is mainly deformed along the excavation direction, and the deformation gradually increases to the maximum as the cutter head approaches; During the simulation support period, the surrounding rock with a diameter of about 1 times the diameter around the tunnel rapidly moved plastically toward the reverse excavation direction. After the excavation continued to exceed the monitoring surface, due to the rigid support, the plastic deformation of the surrounding rock of the tunnel gradually tended to be stable, with gradual deformation smoothing to a certain value. Finally, the plastic deformation characteristics of the sag outside the tunnel and the surrounding bulge were observed. The specific deformation is caused by many geological factors, like the kind of soil and where it is.
The internal reason for the deformation of the surrounding rock mass caused by full-face excavation is that the initial stress state of the soil has changed, making the undisturbed soil experience complex stress paths such as extrusion, shearing, and twisting. The disturbance of the surrounding soil is mainly manifested as a change in stress and strain states. When the total thrust of the drill bit is greater than the initial equilibrium stress of the sample, the soil in front of the drill bit is in a state of compression loading, and elastic-plastic deformation occurs. The range of soil affected by extrusion is indicated by the cone in the dotted line in Figure 15. Under the action of thrust, the stress of soil extrusion loading is concentrated, and the soil bodies in ② and ④ areas are subjected to large extrusion deformation. The horizontal and vertical stresses in ② area both increase, and the effect of shear stress is obvious; ④ area concentratedly reflects the extrusion stress. Effect; ③The soil in the area is affected by the cutting friction of the cutter head, and is in a very complex stress state. When the cutter head is in a static state, the total thrust of the drill bit is less than the total equilibrium stress of the sample. At this time, it corresponds to the state of severe over-excavation of the soil, and the stress relaxation of the excavation surface is obvious if the support is not timely. Because the soil in front of the excavation did not apply support in time, the stress of the soil was released, and it slipped to the free surface. Excessive ground stress release on the excavation surface will cause large plastic deformation of the surrounding rock, which will transform from a stable state to an unstable state. After a certain expansion process at the boundary of the plastic zone, the maximum shear stress can gradually decrease due to the confining pressure due to the existence of the plastic zone. After the rigid support is added, the deformation of the surrounding rock is effectively controlled, the sandy soil is in sub-consolidation and creep deformation, and the total stress gradually returns to a relatively balanced state. The specific relationship between surrounding rock deformation and stress state is shown in Table 2.
[image: Figure 15]FIGURE 15 | Excavation disturbance—stress zoning.
TABLE 2 | Relationship between surrounding rock deformation and stress state.
[image: Table 2]4 CONCLUSION
In this study, a new experimental model of tunnel excavation confining pressure disturbance was used to study the displacement response characteristics of the excavation face in different soils. The real in-situ stress is simulated by the true triaxial loading method, and the three-dimensional displacement and deformation of the excavation face are obtained by using a full-section three-dimensional scanning device. Based on the reconstructed spatial displacement patterns, the impact degree of specific excavation disturbance of different soil masses was evaluated. The following conclusions are drawn:
1 The excavation of the full-section tunnel will cause displacement and deformation of the surrounding strata, and these displacements are mainly vertical and horizontal. The displacement vector is concentrated at the top, bottom, shoulder, waist, and other positions of the tunnel, and the main influence range is within 2 times the diameter of the tunnel extension, which is elliptically distributed on the two-dimensional plane.
2 The tunnel deformation caused by excavation is the combined effect of three basic modes: radial shrinkage, non-uniform elliptical shrinkage, and three-dimensional face deformation. The displacement of the surrounding soil increases with proximity to the tunnel, and the vertical and horizontal displacement curves conform to the modified Loganathan formula.
3 The change process of the excavation face is a deformation pattern that is concave first and then convex. The specific protruding and concave displacements are closely related to the mechanical properties and location of the soil itself. Under the influence of overlapping and crossing strata, the movement characteristics of the face before and after are the same and the displacement amount is different.
4 In the sand model test, the method of arranging measurement markers to establish a grid description, combined with 3D digital image scanning and image analysis methods, is a simple and effective non-contact deformation field measurement method within a certain deformation range. It gives a good way to analyze the local deformation and three-dimensional displacement of the excavation model in a more quantitative way.
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