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Foraging honey bee exposed to olfactory, 
visual and mechanosensory cues while visiting 
a flower (Copyright Antoine Abrieux) 
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Animals rely on sensory input from their environ-
ment for survival and reproduction. Depending 
on the importance of a signal for a given species, 
accuracy of sensory coding might vary from pure 
detection up to precise coding of intensity, qual-
ity and temporal features of the signal. Highly 
sophisticated sense organs and related central 
nervous sensory pathways can be of utmost 
importance for animals in a complex environ-
ment and when using advanced communication 
systems. In sensory systems different anatomical 
and physiological features have evolved to opti-
mally encode behaviourally relevant signals at 
the level of sense organs and central processing. 
The wide range of organizational complexity, 
in combination with their relatively simple and 
accessible nervous systems, makes invertebrates 
excellent models to study general sensory coding 
principles. The contributions to this e-book illus-
trate on one hand particular features of specific 
sensory systems, and on the other hand indicate 
not only common features of sensory coding 
across invertebrate phyla, but also similar pro-

cessing principles of complex stimuli between different sensory modalities. The chapters show 
that the extraction of behaviourally relevant signals from all environmental stimuli, as well as 
the detection of low intensity signals and the analysis of temporal features can be similar across 
sensory modalities, including olfaction, vision, mechanoreception, and heat perception.
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Editorial on the Research Topic

Coding Properties in Invertebrate Sensory Systems

Animals adapt their behavior according to the environment and their specific needs in a given
situation. In order to do so in an appropriate way, they need to detect, analyze, and code the relevant
sensory cues. This task is handled by sensory systems and their associated parts in the central
nervous system. With few exceptions, the amount of information present in the environment and
thus in principle available to sensory systems, is close to infinite. It is impossible and not desirable
to encode and process all the information. Therefore, the first and most important task of any
sensory system is to filter and select only the essential information—information, which potentially
will improve the fitness of the bearer. Differences in sensory information processing occur between
animals of different organization levels. Sensory coding in invertebrates and vertebrates relies on
multiple stages of processing to extract information relevant to the survival of the individual. The
wide range of organizational complexity, in combination with their relatively simple and accessible
nervous systems, makes invertebrates excellent models to study general sensory coding principles.
In addition, many invertebrate species are of socio-economic importance as pollinators, crop
pests, or as disease vectors or elicitors. Therefore, understanding their communication systems
and sensory biology is important for the development of insect management or plant protection
strategies.

In the present Research Topic in Frontiers in Invertebrate Physiology we present a series
of original papers and reviews illustrating the current directions of this field. The different
contributions indicate not only common features of sensory coding across invertebrate phyla,
but also similar processing features of complex stimuli between different sensory modalities. This
is interesting, because the characteristics of the different types of sensory stimuli are inherently
different, and require different types of detectors and potentially different ways of integration in
nervous systems. The majority of the papers treat the coding of olfactory information with its
multidimensionality, which was supposed to function under different operational constraints than
other sensory modalities, and has been a field of high research activity over the past years. However,
the articles of this Research Topic show that the extraction of behaviourally relevant signals from
all incoming environmental stimuli, as well as the detection of low intensity signals and the analysis
of temporal features can be similar across different sensory modalities, including olfaction, vision,
mechanosensation, and heat perception.

The papers treating the coding of olfactory information include work on temporal processing
and signal extraction in complex environments, and its behavioral outcomes as a function of
physiological state, as well as potential applications of the findings to control harmful insects.

5
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One of the major challenges for olfactory systems is to extract
behaviourally relevant information from highly complex and
dynamic signals. Hellwig and Tichy propose in a perspective
article that olfactory receptor neurons in cockroaches, which
signal sudden changes in the concentration of olfactory stimuli
as compared to a constant background stimulation, might be
used for tracking behaviourally relevant odor plumes. The
fact that OFF neurons code better for falling concentration
changes than ON neurons suggests, that they play a role in
alerting a loss of an odor plume. The paper by Brill et al.
shows that parallel processing of olfactory information via two
antennal lobe output tracts in the honey bee comprises coincident
activation patterns of projection neurons within and across
parallel tracts. The results from simultaneous recordings of
olfactory projection neurons in both tracts support the role of
spike timing in coding olfactory information (temporal code).
Another physiological property of the insect antennal lobe,
which is potentially important in temporal coding of insect
olfaction, is the afterhyperpolarization-phase of the projection
neurons. Lei et al. show in their paper, through pharmacological
experiments and modeling, some of the control mechanisms of
the afterhyperpolarization phase, and confirm the involvement
in temporally resetting the system for further odor-specific
responses.

Another challenge for olfactory systems is the extraction
of a highly relevant signal from an odor background, such
as detection of moth sex pheromones in a rich background
of plant volatiles. Whereas the common belief was that sex
pheromone and plant odors are processed and encoded by
two distinct pathways in the insect brain, Rouyar et al.
show for the first time that a structurally dissimilar plant-
derived odorant is able to activate the pheromone specific
pathway and thus might influence pheromone processing.
Badeke et al. demonstrate, however, that even though high
concentrations of single plant odors can influence female
tracking in the male noctuid moth Heliothis virescens, sex
pheromone-guided behavior is not influenced by plant odors at
natural concentrations.

Sensory processing and integration of different stimuli in
higher brain centers ultimately leads to adequate motor output.
The review by Namiki and Kanzaki addresses the function of the
lateral accessory lobe in the insect brain, which is at the interface
between multimodal sensory input and locomotor output. This
brain area is believed to be an important output region of the
brain for the control of locomotion. In a comparative approach,
structure and function of lateral accessory lobe neurons in
different insect species are discussed.

Because olfaction is widely used by many insect species, it
has become also an important model for sensory ecology and
is exploited to develop alternative methods to control harmful
insects. Reisenman and Riffell review the neurobiology of host
plant selection in the moth Manduca sexta in an ecological
context. Reisenman et al. evaluate how results from the field of
neuroethology can be used to elucidate how harmful insects, be
it crop pests or insects transmitting diseases, trace the odors of
their host plants or animal hosts. They summarize the current
knowledge on the use of semiochemicals, and how results

from applied studies improve our knowledge on detection and
processing of olfactory signals.

The tracking of host plants sometimes changes between
different life stages, and Wu et al. show that one of the odorant
binding proteins (OBPs), binding to attractant semiochemicals, is
upregulated in mated females of a pest fruit fly. This upregulation
possibly accounts for an increased attraction to their host plant.
The role of OBPs in chemosensory detection and coding is
also addressed by Sun et al. Although OBPs are often found
to be necessary for odor discrimination, the authors show that
the function of homologous OBPs in bugs can change between
species to binding of non-volatiles in the gustatory system.

The visual system basically counts the number of photons
from a certain direction during a defined time period,
and potentially also measures their energy (color) and their
polarity. The challenges here are to extract behaviourally
relevant information under limiting environmental conditions.
Two papers of this Research Topic deal with coding in the
visual system under low light conditions. Two strategies to
enhance vision in darkness are through temporal and/or spatial
summation of the photons, which will increase sensitivity on the
cost of temporal and spatial resolution, respectively. Nocturnal
bees enhance sensitivity through optical specializations but not
through temporal summation, which would probably hamper
their flight control at night (Baird et al.). Garm et al. examine
vision in a nocturnal box jellyfish, which enhances sensitivity by
having both a low temporal and spatial resolution. This visual
system seems to be optimized to code only one highly specific
information, the direction of bioluminescent flashes indicating
high prey densities.

Two papers in this Research Topic deal with different forms
of heat perception. The molecular actors of heat perception have
been very little investigated so far. Junca and Sandoz tested the
association of a heat shock with aversive olfactory conditioning
of the sting extension response, and show that the TRP channel
HsTRPA may be involved in heat detection in honeybees.
Infrared (IR) sensing has been considered as either a specialized
type of vision or thermoreception. In Jewel beetles, Schneider et
al. propose a theory, which would allow bimodal photomechanic
sensilla housed in IR organs to increase sensitivity to weak IR
signals during flight, by making use of muscular energy coupled
out of the flight motor. This mechanism could explain the
capacity of these beetles to detect wood fires over distances of
more than 100 km, allowing to find the resources for larvae
developing in fire-killed trees.

Two contributions deal with different aspects of processing
and coding of mechanosensory information. Hedwig reviews
how a series of filters at different levels of the auditory pathway
is used to process and code the male song by the female
cricket. Carrier frequency, pulse duration and the pulse pattern
are serially processed and finally tune the female phonotactic
behavior to the characteristic properties of the male calling song.
The other paper examines touch sensing in leeches. Kretzberg
et al. show that touch- and pressure-sensitive cells in the skin,
converging on common interneurons, both use quantitative and
temporal elements to encode the precise location of tactile stimuli
in order to elicit minimal, but precise avoiding behavior.
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Altogether the work presented in this Research Topic shows
the advantage of studying coding of behaviourally active sensory
stimuli in invertebrates of different phyla as it reveals common
features in the processing of complex sensory signals and
different modalities.
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Rising Background Odor
Concentration Reduces Sensitivity of
ON and OFF Olfactory Receptor
Neurons for Changes in
Concentration
Maria Hellwig and Harald Tichy*

Department of Neurobiology, Faculty of Life Sciences, University of Vienna, Vienna, Austria

The ON and OFF ORNs on cockroach antennae optimize the detection and transfer

of information about concentration increments and decrements by providing excitatory

responses for both. It follows that the antagonism of the responses facilitates

instantaneous evaluations of the odor plume to help the insect make tracking decisions

by signaling “higher concentration than background” and “lower concentration than

background”. Here we analyzed the effect of the background concentration level of the

odor of lemon oil on the responses of the ON and OFF ORNs to jumps and drops of that

odor, respectively. Raising the background level decreases both the ON-ORN’s response

to concentration jumps and the OFF-ORN’s response to concentration drops. Impulse

frequency of the ON ORN is high when the concentration jump is large, but for a given

jump, frequency tends to be higher when the background level is low. Conversely, impulse

frequency of the OFF cell is high at large concentration drops, but higher still when the

background level is low. Analyses of this double dependence revealed that the activity

of both types of ORNs is raised more by increasing the change in concentration than

by decreasing the background concentration by the same amount. This effect is greater

in the OFF ORN than in the ON ORN, indicating a bias for falling concentrations. Given

equal change in concentration, concentration drops evoke stronger responses in the OFF

ORN than concentrations jumps in the ON ORN. This suggests that the OFF responses

are used as alert information for accurately tracking.

Keywords: odor concentration coding, ON and OFF responses, asymmetric sensitivities, effect of background

concentration, gain of responses

INTRODUCTION

An insect tracking a turbulent odor plume to its source perceives the odor signal as a sequence of
pulses of high concentration interspersed with the surrounding medium containing gaps of low
or zero concentration (Moore and Atema, 1991; Zimmer-Faust et al., 1995; Vickers, 2000). Key
features pertaining to the location of an odor source are the timing of concentration jumps and
concentration drops as well as the level of odor concentration between these changes, referred to
here as background concentration. The effect of the background value on the responses of ORNs

8
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to superimposed concentration pulses was first investigated
in the lobster (Borroni and Atema, 1988) and more recently
described in the housefly (Kelling et al., 2002). Those experiments
tested single synthetic compounds, and the analysis was limited
to the concentration jump at the onset of the pulse. While
with increasing background level the response of lobster ORNs
to concentration jumps gradually diminished, the response of
housefly ORNs was enhanced to small jumps and reduced
to large jumps. The response enhancement was interpreted
as the result of depolarization or diminution of the resting
membrane potential due to the presence of the background odor.
The response reduction was attributed to competition between
stimulus and background molecules for membrane receptors
(Borroni and Atema, 1988; Kelling et al., 2002).

Based on these studies, two statements can be made. The first
is that ORNs are detectors for the relative rather than the absolute
concentration. The second is that the higher the background
level, the weaker the responses to rapidly increasing odor
concentration. An animal tracking a turbulent odor plume will
therefore perceive the same concentration jump progressively
weaker the closer it approaches the source. However, weak
responses signify less sensory evidence than strong responses.
Such constraint has been described in the neural circuits
implementing the binary decision about the direction of amotion
stimulus, which determines saccadic eye movement in the rhesus
monkey (Roitman and Shadlen, 2002; Bogacz et al., 2009).
The speed of decision is associated with integrator neurons in
pre-motor brain areas which gradually increase their discharge
rate by accumulating the inputs of sensory neurons over time.
With decreasing difference between the baseline activity of these
integrator neurons and the response threshold of non-integrator
neurons, decisions are prone to errors. Simply sampling
of information sequentially facilitates accurate detection and
decision-making under uncertain conditions (Heitz and Schall,
2012; Heitz, 2014). However, sampling as little as possible will
save time and effort (Drugowitsch and Pouget, 2012). In view
of the situation of the olfactory system, it would be a possible
economical alternative to create a separate system of ORNs
with a different coding mechanism. Such a strategy of sensory
coding and information processing seems to be realized in
the ON and OFF ORNs on the cockroach’s antennae: they
produce opposite responses to changes in odor concentration
(Hinterwirth et al., 2004; Tichy et al., 2005; Burgstaller and Tichy,
2011, 2012). The discharge rate of the ON ORNs is increased by
raising odor concentration and decreased by lowering it, and the
discharge rate of the OFF ORNs is increased by lowering odor
concentration and decreased by raising it. During moment-to-
moment contact with the odor signal, the activity of the ON
ORN increases when the odor concentration jumps to a higher
value when contact is made with an odor pulse. Conversely,
the activity of the OFF ORN increases when odor concentration
drops to a lower value after encountering an odor gap. A recent
study reveals a bias for concentration drops, suggesting a bias for
detecting the loss of contact with the odor signal (Burgstaller and
Tichy, 2011).

In this study, we quantified the simultaneous dependence
of the ON and OFF ORNs on the background level and the

superimposed concentration jumps or drops of the same odor,
respectively. We used the complex odor of lemon oil emanating
from citrus fruits as odor stimulus and we determined the gain
of response for the background concentration and for the jumps
or drops in concentration. In particular we asked: (i) what is
the difference between the two gain values in each type of
ORN, and (ii) what is the difference between the two types of
ORNs? A falling-concentration bias results in overestimation of
concentration drops relative to jumps. In terms of accuracy,
a drop would be perceived by the cockroach as being larger
than it actually is. We examined whether the disparity between
the ON and OFF responses to equal concentration jumps
and drops depends on the amplitude of the change and the
background level. A disparity for larger concentration changes
at higher background levels would be an advantage for receiving
information about large jumps at the lateral edges of the plume
than small jumps within the odor plume. Asymmetry in the
neural coding of concentration jumps and drops is at the root
of understanding what characteristics of the odor signal are
important for tracking a turbulent odor plume.

MATERIALS AND METHODS

An adult male cockroach was anesthetized with CO2 and
fixed on a Perspex holder with strips of Parafilm wrapped
around the holder. The antenna was fastened with adhesive
tape and dental cement on a Perspex stage projecting from
the holder. Action potentials were recorded extracellularly with
electrolytically sharpened tungsten electrodes. One electrode
was placed lengthwise into the tip of the antenna and the
other was inserted into the base of the sensillum. The recorded
signals were amplified (NPI, SEC-05X) and filtered (0.1–3 kHz),
passed through a CED 1401plus (Cambridge Electronic Design,
Cambridge, UK; 12 bit, 10 kHz) interface connected to a PC for
on-line recording. Spikes were detected and classified off-line
using commercial software (spike2, version 6). Impulse frequency
(imp/s) is the per-second impulse count for fixed periods of 0.2 s.

The gain of response is defined as the ratio of output to input
and given by the slopes of the regression planes that approximate
the relation between impulse frequency, background
concentration and concentration change (F = y0 + aC+ b1C;
where F is the impulse frequency and y0 the height of the
regression plane, a is the background concentration and b the
concentration change). The R2 coefficient of determination
indicates how well the regression plane approximates the real
data points.

The odor of lemon oil (Art. 5213.1; Carl RothGmbH+Co.KG;
Karlsruhe, D) was applied by an air streammerging at 2 m/s from
a glass tube 7mm in diameter. An air dilution olfactometer was
used to control odor concentration (Burgstaller and Tichy, 2011).
Compressed clean air was divided into two streams and their flow
rates were controlled by passing them through mass flow meters.
Each stream was led through a 25-l tank; the first tank contained
the liquid odorant and the second tank was empty. After flowing
out from the tank, each air stream was passed through an
electrical proportional valve (Kolvenbach KG, KWS 3/4) and
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FIGURE 1 | Simultaneously recorded discharge rates of a pair of ON

and OFF ORNs from a single sensillum exposed to the odor of lemon

oil at constant concentration of 20%. The ON ORN (green) displayed

smaller impulse amplitudes than the OFF ORN (blue). Inset The waveform

sensitive template mechanism (spike2) was used to identify and sort action

potentials from ON and OFF ORNs.

an air flow sensor (AMW 3000; Honeywell). The two streams
were then combined. In order to hold the total flow rate of the
combined air stream constant, the phase of the control voltages
of the proportional vales was shifted by 180◦. Instantaneous
odor concentration was determined by the flow rate ratio of the
odor-saturated air to clean air and indicated by the percentage
of saturated air in the air steam playing on the antenna. The
amplitude of the concentration change was described by the
difference between the background level and concentration of
the odor pulse. A positive value (+1C) indicates a concentration
jump and a negative value (−1) a concentration drop. After
adaptation for 30 s to a constant background level, there followed
a series of concentration changes to various higher or lower
concentrations, each of which was maintained for 1 s before
the return to the background value. The steps were presented
every 30 s. This paradigm enabled testing at least four series
of concentration jumps or concentration drops from different
background levels on each of 13 ON andOFFORNs, respectively.

RESULTS

The ON and OFF ORNs occur together in short, slightly curved
hair-like sensilla on the distal margin of each antennal segment.
Both ORNs were encountered simultaneously by penetrating
the recording electrode gently into the sensillum base. The
recordings usually contained the impulses from both ORNs,
which could be easily separated by their amplitudes (Figure 1).
The impulse trains were sorted into the responses of the ON
andOFFORNs by using a waveform-sensitive template matching
mechanism (Figure 1, inset).

The experiment shown in Figure 2 illustrates some of the
parameters determining the responses of the ON and OFFORNs.
The experiment involved four different background levels of the
lemon oil odor (0, 40, 60, and 100%) as well as two 60% jumps and
two 60% drops in the concentration of that odor. The ON ORN
responded to the concentration jumps with a phasic increase in
impulse frequency followed by a decline during the 1-s pulse
period. The frequency of the ON ORN was higher at the low
(Figure 2A) than at the high background level (Figure 2B). The

OFF ORN fell silent for the pulse period. The impulse frequency
of theOFFORN, in contrast, rose rapidly at an odor gap, followed
by a decline during the 1-s gap period. Similarly to the ON
ORN, the frequency of the OFF ORN was higher at the low
(Figure 2D) than at the high level (Figure 2C). The ON ORN
ceased discharging during the gap period.

To quantify the effect of the background on the ON-ORN’s
response to concentration jumps, four concentration series were
tested at different levels in the 0–40% range. Frequency increased
with the amplitude of the jump, but more rapidly the lower the
background. As the equal-frequency line in Figure 3A illustrates,
it takes a 60% concentration jump to elicit 10 imp/s at 40% level,
but only a 13% jump at 0% level.

The effect of the background on the OFF-ORN’s response to
concentration drops was described by testing four concentration
series at different levels between 40 and 100%. The data obtained
resembled those from the ON ORN, inasmuch as frequency
of the OFF ORN increased with the amplitude of the drops.
The increase in frequency was more rapid the lower the
background. This relationship is exemplified in Figure 3B. The
equal-frequency line indicates that it takes a 64% concentration
drop to elicit 30 imp/s at 100% level, but only a 26% drop at 40%
level.

Multiple regressions (F = y0 + aC + b1C; where F is the
impulse frequency and y0 the height of the regression plane)
were calculated to determine the simultaneous effect of the
background concentration (a–slope) and the jump or drop in
concentration (b–slope) on the frequency of the ON and OFF
ORN, respectively. The slopes demonstrate the three properties
that characterize both types of ORNs: (i) the sign of the a–slope
is negative for the ON and OFF ORNs—that is, a decrease in the
background raises the frequency of both ORNs to concentration
changes; (ii) the sign of the b–slope is positive for the ON
ORN and negative for the OFF ORN—that is, an increase in
concentration jumps raises the frequency of the ONORNs and an
increase in concentration drops raises the frequency of the OFF
ORNs, and (iii) the slopes are steeper for the OFF than for the ON
ORN—that is, changes in both the background and in the size of
the change have stronger effects on the frequency of the OFF than
on that of the ON ORN with due consideration of the sign.

In all 13 examined ON ORNs and 13 OFF ORNs the
coefficients of determination of the multiple regressions show
a strong linear relationship between impulse frequency, the
background level and the concentration change (R2 > 0.95 in
Figures 3C,D). The slopes of the regression planes emphasize the
gain of responses for the background concentration (a–slope)
and the concentration change (b–slope). In the ON ORN, the
mean gain for jumps was 0.2 imp/s per 1%, and the mean gain
for the background was −0.1 imp/s per %. Frequency can be
raised more by increasing the jump by yet another percent than
by decreasing the background by 1%. Thus, an increase of 1 imp/s
can be elicited either by a 5% increase in the concentration jump
or by a 10% decrease in the background.

In the OFF ORN, the mean gain for concentration drops was
0.4 imp/s per −1% and the mean gain for the background was
−0.2 imp/s per %. Frequency can be raised more by increasing
the concentration drop by still another percent than by changing
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FIGURE 2 | Simultaneously recorded responses of an ON ORN and an OFF ORN during the final 1-s of a 30-s presentation of different constant

background concentration of the lemon oil odor, followed by a 1-s presentation of higher or lower odor concentrations and a return to the initial

background value. (A,B) Concentration jumps (+601%) from 0 to 40% background level, respectively. (C,D) Concentration drops (−601%) from 100 to 60%

background level, respectively. a time course of odor concentration. b extracellular recorded action potentials; the OFF ORN displayed larger impulse amplitudes than

the ON ORN. c action potentials represented as raster plots. d responses ORNs represented as time histograms (bin width, 0.2 s).

the background by 1%. Thus, an increase of 1 imp/s can be
elicited either by a 2.5% increase in the concentration drop or by a
5% decrease in the background. The sensitivity of the OFF ORNs
for concentration changes superimposed on the background level
is twice as high as that of the ON ORNs.

DISCUSSION

ON and OFF ORNs responding antagonistically to increments
and decrements of the same odor have been described so far
only in the cockroach (Hinterwirth et al., 2004; Tichy et al., 2005;
Burgstaller and Tichy, 2011, 2012). This may be due to technical
reasons. First, the odor stimulus used by the cited authors was
provided by means of an air dilution olfactometer. This set-up
allowed continuous presentation of odor-loaded air and enabled
conditioning the OFF ORN to high concentration levels before
dropping to low or zero concentration values. Second, a natural
odor was used for stimulation instead of single compounds.
We do not know, however, which compounds contained in the
odor of lemon oil are responsible for eliciting the antagonistic
responses.

In the lobster (Borroni and Atema, 1988) and the housefly
(Kelling et al., 2002), increasing the background level reduced the
responsiveness of ORNs to concentration jumps (Kelling et al.,
2002). A similar effect has been observed for the ON ORN of
the cockroach (Burgstaller and Tichy, 2011). Furthermore, the

OFF ORNs fit well with this observation because the response
to concentration drops decreases with increasing background.
However, the responses of the ON and OFF ORNs are not mirror
images. The responses of the latter span a larger frequency range
than the former, which means that the OFF ORNs respond with
higher frequencies to concentration drops than the ON ORN to
equivalent jumps (Burgstaller and Tichy, 2011).

In this study we determined the gain of responses of the ON
and OFFORNs for background concentration and superimposed
changes of the same odor. In the OFF ORNs, the gain values are
twice as high as in the ON ORNs. Thus, falling concentration
holds greater salience than rising concentration. Furthermore,
with increasing background, the disparity between rising and
falling values becomes grater. Notwithstanding this difference,
the relationship between the gain values for background
concentration and for concentration changes are similar in the
ON and OFF ORNs: the value for changes in both types of ORNs
is twice as high as the value for the background concentrations.

The stronger gain for changes vs. background reflects the
significance of the dynamic aspect of the stimulus. Since the
dominance of the gain for concentration change increases
with the amplitude of the change and decreases with falling
background level, the magnitude of response of an ORN cannot
be predicted by simply adding background to change values.
This conclusion was drawn from the regression functions in
Figures 3C,D. By direct comparisons, an ON ORN will respond
to an end-value of 80% attained by a 60% jump from a 20%
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FIGURE 3 | (A,B) Responses of a single ON ORN (A) and a single OFF ORN (B) plotted as a function of background concentration and jumps or drops in odor

concentration, respectively. Dotted horizontal lines: equal frequency line at 10 imp/s for the ON ORN and 30 imp/s for the OFF ORN. (C,D) Mean responses of 13 ON

ORN (C) and 13 OFF ORN (D) plotted as a function of background concentration and jumps or drops in odor concentration, respectively. Error bars represent SEM.

Multiple regressions which utilize 3-dimensional planes (F = y0 + aC + b1C; where F is the impulse frequency, and y0 the height of the regression plane) were

calculated to determine the gain for background concentration (a slope) and the concentration change (b slope) on the response. Note that the sign of the

concentration axis in (A,C) is oriented in different direction than in (B,D). N number of ORNs, n number of points used to calculate regression plane (A,B) or mean

responses (C,D), R2 coefficient of determination.

background with 18.8 imp/s, but to the same end-value of 80%
attained by a 20% jump from an 80% background with 4.8 imp/.
An OFF ORN will respond to an end-value of 20% attained by an
60% drop from a 80% background with 27.3 imp/, but to the same
end-value of 20% attained by a 20% drop from a 40% background
with 19.3 imp/s.

Another conclusion from Figures 3C,D is that the
background concentration set limits to the dynamic responses of
both types of ORN. With increasing background concentration,
equal increments in jumps or equal decrements in drops do
not cause equal increments in the rate of discharge of the ON
and OFF ORNs. Instead, the increments in the discharge rate
of both ORNs become progressively smaller. This compressed
scaling has some advantages. An ON ORN whose sensitivity to
concentration jumps is best at low backgrounds, and decreases

as the background from which the jump to be detected increases,
provides strong sensory evidence when the cockroach encounters
an odor plume. At low backgrounds it will be important to
have available a wider dynamic frequency range in order to
differentiate between small-amplitude jumps. The same small
differences at high backgrounds could be trivial. Conversely, an
OFF ORN whose sensitivity to concentration drops is best at low
backgrounds, and decreases as the background from which the
drop to be detected increases, provides strong sensory evidence
at large concentration decreases, when the cockroach approaches
the lateral edge of the plume or even leaves the plume. At low
backgrounds it will be important to have available a wider
dynamic frequency range in order to distinguish between small-
amplitude drops. The same small differences at high backgrounds
may be less important. Nonetheless, small-amplitude differences
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FIGURE 4 | Schematic representation of turbulent plume features

proposed as potentially relevant to plume tracking, including odor

pulses and odor gaps separated by the background odor

concentration that gradually increases with decreasing distance to the

source (lemon fruits). A cockroach walking toward the source will perceive

the spatial distribution of odor concentration as temporal concentration

change. By using simultaneous or successive sampling strategies,

concentration differences determined by bilateral comparison of the responses

of ON and OFF ORNs on both antennae will guide the cockroach to move

forward or return to the previous position. Response bias for equal-amplitude

concentration drops relative to jumps enhances detection of low concentration

change with rising background level. Therefore, the OFF responses are used

as alert information for accurately tracking motion.

may bear a vital message too. Therefore, there must be some
mechanism to secure the information conveyed by responses
which become progressively weaker and prevent loss of contact
with the odor signal. Such a mechanism seems to be realized by
the bias of the antagonistically responding ON and OFF ORNs.

Classical concepts of odor plume tracking use spatial and
temporal sampling to explain the mechanisms underlying
initiation of a response and controlling the orientation of
an organism to an odor source (Vickers, 2000; Willis, 2008).
Irrespectively of whether bilateral or sequential comparison
of odor concentrations is used for orientation, a cockroach
following a background concentration gradient should balance
between the responses of the ON and OFF ORNs. Clearly, strong
responses of an ON ORN indicate the direction toward the odor
source. Weak responses will also do so, provided that a change in
the insect’s course produces a stronger response in the OFF ORN.
Strong responses of the OFF ORN indicate that concentration is
falling. From a perceptual perspective, falling-concentration bias
results in an overestimation of drops relative to jumps. In terms of
accuracy, drops are not only perceived by the cockroach as being
stronger than they actually are, they also specify the location of
plume edges to be closer than they are. In this view, the cockroach
uses the responses of the ON ORNs for distance information and
the responses of the ON ORNs as alert or warning information.
From the cockroach’s perspective, tendencies in concentration
changes rather than exact values of concentration change suffice
for responding appropriately to odor pulses and odor gaps and
provide timely arrival at the odor source (Figure 4).

The discharge of ORNs to concentration jumps superimposed
on different background levels have recently been described
in the fruit fly. In the experiments with OR59b ORNs (Kim
et al., 2011), odor stimulation consisted of a step-like sequence
of 3 different concentrations of acetone. Each concentration
was presented for 2 s and created the background for the
next step. After an initial phasic increase to the concentration
step, the ORNs displayed relatively constant rates of discharge
over the 2-s stimulation period. The peak discharge to equal-
amplitude acetone steps gradually decreased with increasing
background level. Therefore, ORNs are unable to measure
accurately the concentration change. In a study of ab3A ORNs
it was shown that the peak discharge rates to 500ms puffs
of methyl butyrate, ethyl acetate and ethyl butyrate decreased
with increasing background concentration (Martelli et al., 2013).
However, when the discharge rates to different concentration
puffs were normalized by the peak responses to the same
odorant, the diminishing effect of the increasing background
concentration disappeared. Moreover, the dynamics of the
normalized responses did not depend on the dynamics of the
brief concentration puff, even if the concentration of the odor
puff was varied. This independence of the normalized dynamic
responses on the dynamics of the odor puff was interpreted
as being a prerequisite for ab3A ORNs to use the dynamics
of their responses for mediating characteristics of the odor
stimulus such as the presence of different compound in the
mixture.

The inability of ORNs in insects and crustaceans to accurately
measure the magnitude of concentration change is not a matter
of variance of the discharge rates. It is rather the concession of
their additional dependence on the background concentration.
Since the ON and OFF ORNs adapt relatively slowly and only
partially to the background level, the discharge rates signal
relative concentration changes. ORNs adapting minimally or
not at all may be capable of signaling the actual level of
odor concentration. Tonic systems are well suited to convey
information about unchanging concentrations, but would fail to
signal concentration changes because their ORNs remain excited
after the change has ceased. Such maintained discharge would
distort temporal information.
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It takes two—coincidence coding
within the dual olfactory pathway of
the honeybee
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To rapidly process biologically relevant stimuli, sensory systems have developed a broad

variety of coding mechanisms like parallel processing and coincidence detection. Parallel

processing (e.g., in the visual system), increases both computational capacity and

processing speed by simultaneously coding different aspects of the same stimulus.

Coincidence detection is an efficient way to integrate information from different sources.

Coincidence has been shown to promote associative learning and memory or stimulus

feature detection (e.g., in auditory delay lines). Within the dual olfactory pathway of the

honeybee both of these mechanisms might be implemented by uniglomerular projection

neurons (PNs) that transfer information from the primary olfactory centers, the antennal

lobe (AL), to a multimodal integration center, the mushroom body (MB). PNs from

anatomically distinct tracts respond to the same stimulus space, but have different

physiological properties, characteristics that are prerequisites for parallel processing of

different stimulus aspects. However, the PN pathways also display mirror-imaged like

anatomical trajectories that resemble neuronal coincidence detectors as known from

auditory delay lines. To investigate temporal processing of olfactory information, we

recorded PN odor responses simultaneously from both tracts and measured coincident

activity of PNs within and between tracts. Our results show that coincidence levels are

different within each of the two tracts. Coincidence also occurs between tracts, but to a

minor extent compared to coincidence within tracts. Taken together our findings support

the relevance of spike timing in coding of olfactory information (temporal code).

Keywords: olfaction, insect, coincidence, multi-electrode-recording, antennal lobe, mushroom body

Introduction

Animals process sensory input rapidly in order to behave adequately in their natural environment.
In order to manage this challenging task, neural systems have developed a broad variety of
mechanisms. Among these, parallel processing and coincidence detection appear to be almost
universally useful throughout modalities and animal taxa. Parallel processing codes different
aspects of the same stimulus along separate pathways. This way it increases both computational
capacity and overall processing speed (Nassi and Callaway, 2009). In contrast, coincidence
detection is an efficient way to integrate information from different sources and form association
between these, to eventually promote learning (Hebb, 1949; Bliss and Lømo, 1973; Heisenberg,
2003) or stimulus feature detection (Jeffress, 1948; Hassenstein and Reichardt, 1951). In the
honeybee olfactory system either one of these mechanisms could potentially be realized by
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projection neurons (PNs) that transfer information from the
primary olfactory neuropile, the antennal lobe (AL) to the
multimodal integration center, the mushroom body (MB).

Parallel processing is most prominently known from the
vertebrate visual system (Livingstone and Hubel, 1988), where
color and shape of a stimulus are analyzed in parallel with a
possible motion of the stimulus. Similar distribution of stimulus
features on different pathways has been described in the auditory
(Rauschecker and Scott, 2009) and the somatosensory systems
(Gasser and Erlanger, 1929; Reed et al., 2005). In insects, parallel
pathways were described both in vision (Ribi and Scheel, 1981;
Fischbach and Dittrich, 1989; Strausfeld et al., 2006; Paulk et al.,
2008, 2009) and audition (Helversen and Helversen, 1995).
More recently, advances have been made to investigate the
role of parallel processing in vertebrate olfaction. These works
indicate a division of olfactory bulb output into parallel channels
of olfactory information mediated by mitral and tufted cells
(Fukunaga et al., 2012; Igarashi et al., 2012; Payton et al., 2012).
The two output tract responses differ in their phase to the
respiratory oscillation cycle and in detail, tufted cell phase is
unperturbed in response to purely excitatory odorants, whereas
mitral cell phase is advanced in a graded, stimulus-dependent
manner (Fukunaga et al., 2012). However, the existence of a
similar spike timing mechanism in insects remains uncertain
(Galizia and Rössler, 2010; Sandoz, 2011).

In favor of potential roles of parallel processing and spike
timing, recent anatomical work in the honeybee (Kirschner
et al., 2006) and other Hymenoptera (Rössler and Zube, 2011)
has shown a dual tract system that pervades from the sensory
input stage at the antenna to higher level processing in the MB
(Figure 1). Olfactory receptor neurons (ORNs) provide mainly
redundant input (Carcaud et al., 2012; Galizia et al., 2012)
to the two prominent subsystems of the AL: the ventral and
dorsal hemilobe (Kirschner et al., 2006). The ventral hemilobe
comprises about 88 spheroidal neuropiles called glomeruli, and
gives rise to the lateral antennal lobe tract (l-ALT, new tract
nomenclature after Ito et al., 2014) containing about 510 PNs.
The dorsal hemilobe consists of about 77 glomeruli which
send out about 410 PNs via the medial ALT (m-ALT) (Abel
et al., 2001; Kirschner et al., 2006; Rybak, 2012) PNs from the
two separate tracts respond to a similar stimulus space. For
instance there is no apparent specialization for either floral odors
or pheromones. Nevertheless, PNs of l-and m-ALT differ in
physiological properties, like response latency, odor specificity
and response dynamics (Müller et al., 2002; Krofczik et al.,
2008; Nawrot, 2012; Brill et al., 2013; Carcaud et al., 2015),
implying different functions. Both the anatomical layout and the
physiological distinction make l-ALT andm-ALT candidates well
suited for parallel processing of different stimulus aspects.

Having said that, the dual olfactory pathway also displays
mirror-imaged like trajectories which could likewise implement
coincidence detection. The m-ALT first innervates the MB
and finalizes in the lateral horn (LH), known for innate odor
responses (Gupta and Stopfer, 2012; Roussel et al., 2014; Strutz
et al., 2014). The l-ALT runs exactly opposite, projects first to
the LH and ends in the MB. This counter-rotating neuronal
architecture thus produces a substantial temporal delay between

FIGURE 1 | Schematic overview of the dual olfactory pathway and its

connectivity with upstream neurons into the mushroom body of the

honeybee brain. Drawing of a bee’s head with the brain exposed and

arrangement of the dual olfactory pathway in both brain hemispheres (purple:

m-ALT, green l-ALT). Magnification of one hemisphere illustrating the

innervation pattern of the m-ALT (purple) and l-ALT (green). Uniglomerular PNs

of the dorsal AL hemilobe first innervate the MB lip and basal ring (Br) and

finalize their innervation in the lateral horn (LH), giving rise to the m-ALT. The

l-ALT emerges from ventral AL glomeruli runs to the LH and later innervates

the olfactory MB input sites. An, Antennal nerve; AL, Antennal Lobe; vL,

vertical Lobe; mCa and lCa, medial and lateral Calyx; Co, collar.

the two tracts depending on which downstream neuron is
activated in the MB. For instance, is a medial KC activated the
l-ALT PNs will need a comparably longer time to reach that cell
in contrast to the m-ALT. In comparison, is a more distal lateral
KC activated the l-ALT will have reached the neuron earlier than
the m-ALT (see Figure 4 in Rössler and Brill, 2013). This counter-
rotating layout resembles detectors of coincidence for stimulus
features such as delay lines known from the vertebrate auditory
system, where sound localization is achieved by coincident input
from neurons of both ears (Jeffress, 1948; Joris et al., 1998).
A structural similarity that naturally has inspired speculations
about a similar function in odor processing (Galizia and Rössler,
2010; Rössler and Brill, 2013).

Principle neurons of the MB, the Kenyon cells (KCs) receive
highly convergent PN input (Caron et al., 2013; Gruntman
and Turner, 2013). Moreover, PNs sent diverging output onto
several KCs (Yasuyama et al., 2002; Leiss et al., 2009; Groh
et al., 2012). Combined, both connectivity patterns lead to a
temporally and spatially sparse KC population code (locust, e.g.,
Perez-Orive et al., 2002; honeybee, e.g., Szyszka et al., 2005;
moth, e.g., Ito et al., 2008; fly, e.g., Turner et al., 2008). This
code includes that individual KCs are activated only by highly
coincident input from many PNs (Gruntman and Turner, 2013).
Accordingly, synchronous activation of PNs has repeatedly been
shown to be an important strategy for detection and learning of
odors (e.g., Christensen et al., 2003; Martin et al., 2013; Riffell
et al., 2013). Moreover, about 25% of PNs show odor specific
latencies, which are shorter for l-ALT PNs than for m-ALT PNs
(Krofczik et al., 2008; Brill et al., 2013). This latency code, in
combination with the counter-rotating inputs, may lead to odor
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specific activation of different KC ensembles due to step-by-step
coincidence between l-ALT and m-ALT PNs (Rössler and Brill,
2013).

While our knowledge about PN-tracts supports both, parallel
processing and coincident delay lines, the two mechanisms
put different constraints on the system. A prerequisite for an
olfactory delay line would be that the information carried by the
different tracts is combined. Accordingly, activity of individual
neurons responding at the same time to the same stimulus should
be highly coincident between the different tracts (see Figure 4,
Rössler and Brill, 2013). And might also incorporate coincidental
activity within tracts, which has been shown in other insects
(Stopfer et al., 1997). Instead, parallel processing does not require
the combination of inputs from different tracts, but might rather
integrate information carried by neurons within the same tract.

To investigate how olfactory information is combined along
the two tracts, we recorded odor responses of simultaneously
active PNs and measured coincident activity within and
between different PN subpopulations. Our results illustrate that
coincidence is differently pronounced within each of the two
tracts. Coincidence between tracts is present but does not outplay
coincidence within the individual tracts. Taken together the
findings strengthen the idea of parallel processing and the
relevance of spike timing in coding of olfactory information in
the olfactory system of the honeybee.

Material and Methods

Animal Preparation
Foragers of the European honeybee Apis mellifera carnica
(Pollmann) were caught from a feeder filled with saccharose
solution (Apiinvert, 50%) and harnessed and movement
restrained according to standard routines. The brain was exposed
by opening the head capsule. Glands, trachea and neurolemma
were removed carefully. A reference electrode (chloride Ag-wire,
150µm, AGT05100 WPI, Germany) was placed between the
ocelli, a second electrode monitored proboscis movements by
recording muscle activity. Tetrodes to record from the olfactory
tracts were inserted outside the AL where l- and m-tract run
in separate loops to the MB. Following electrode placement
the brain was either covered with two component low viscosity
silicone (Kwik-Sil, WPI, USA) or left untreated (Brill et al., 2014).

Odor Stimulation
Odor and control stimuli were delivered by a custom build
olfactometer under constant stream of humidified and charcoal
filtered clean air. Stimulation airstream was removed by an
exhaust. The mean delay between stimulus expulsion from the
olfactometer and the arrival at the animals antenna was 99ms
as estimated from Electro Antennogram (EAG, c.p below).
Each animal was stimulated with the full set of 12 different
odors in randomized order. The set comprised key elements of
general plant odors (limonene, hexanal, 1-pentanol, 1-octanol,
2-octanone), natural plant odors (clove oil, orange oil, citral),
and pheromones (geranylic acid, isoamylacetate, 1-hexanol, 2-
heptanone) (Table 1). All stimuli were diluted 1:100 in mineral
oil, applied in pulses of 500ms and response measured repeatedly

in 20 trials each. Mineral oil and pure air were applied as control
stimuli.

For further details of stimulus application and data acquisition
refer to Brill et al. (2013).

Electrophysiology
Multi-unit Recordings
Electrodes consisted of three micro-wires made of copper
(polyurethane-coated, 15µm diameter, Elektrisola, Germany)
and glued together with melted dental wax (Brill et al., 2014).
One of these electrode shanks was placed to record from the
l-, a second from the m-ALT, both of which were connected
to a switchable headstage (SH16, Tucker-Davis-Technologies,
USA). A silver-wire reference electrode was placed between
the ocelli. Signals were fed into a custom designed connection
module (INT-03M, NPI, Germany) and transferred to a custom-
made amplifier system consisting of 16 custom designed low
noise differential amplifier modules (DPA-2FL, NPI, Germany).
To control for a potential influence of muscle activity on
multi-unit recordings, the activity of the proboscis muscle,
M17 was monitored. Recordings from all channels were 5 k
differentially amplified to the reference electrode, band-pass
filtered (300–8000Hz), and shank-wise differentiated, that is:
potentials recorded from each micro-wire within one shank were
pairwise subtracted from each other to eliminate interfering
signals (e.g., muscle activity, electrical hum). Subsequently data
was stored for offline analysis. Sampling rate was 31,250Hz at 16
bit resolution on each channel.

Electro-Antennogram (EAG) Recordings
EAGs were measured from the antenna ipsilateral to multi-unit
recordings in five bees tested with the complete odor panel.
Low-resistance (<0.5M Ohm) borosilicate electrodes (1B100F-
3,WPI,USA) were pulled with a horizontal filament puller (DMZ
Universal Puller, Germany) and filled with 0.5M KCL-solution.
A tungsten electrode below the scapus of the same antenna
served as reference. Signals were amplified first by an intracellular
headstage (Gain 10, Model 1600, A-M-Systems, USA) and
subsequently by the same custom build amplifier as the multi-
unit recordings (Gain 100) and band-pass filtered (0.1–100Hz).
Prior to analysis recordings were smoothed offline with an
algorithm provided by Spike2 (time constant 32µs). Smoothed
EAGs were averaged over repeated trials. Response onset was
defined as the relative maximum preceding the steepest negative
slope of the potential drop which demarcated an odor response
(Meyer and Galizia, 2012).

Spike Sorting
Spikes were sorted using established routines implemented
in commercial software (Spike2, v7.4, Cambridge Electronic
Design, England). Each channel was preprocessed by smoothing
with a FIR-filter (time constant 80µs) and DC removal (time
constant 3.2ms). Signals recorded from all three channels were
used for spike- sorting, unless one of the channels had to be
excluded due to insufficient signal-to-noise (SNR) ratio, in which
case the remaining two channels were used. We performed semi-
automated template-matched spike sorting with an amplitude
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TABLE 1 | Odor stimuli used in the experiments.

Odor Abbreviation CAS number Odor type Biological significance

Spontaneous spont

Control air ctr

Citral Cit 5392-40-5 terpen floral and pheromone

Geranyl acid Ger 459-80-3 terpen floral and pheromone

Isoamylacetate IAA 123-92-2 esther pheromone

(+) Limonene Lim 5989-27-5 terpen floral

Clove oil Clv 8000-34-8 natural blends floral

Orange oil Orng 8008-57-9 natural blends floral

Hexanal 6-al 66-25-1 aldehyde floral

1-Pentanol 1-5-ol 71-41-0 alcohol floral

1-Hexanol 1-6-ol 111-27-3 alcohol pheromone

1-Octanol 1-8-ol 111-87-5 alcohol pheromone

2-Heptanone 2-7-ne 110-43-0 ketone pheromone

2-Octanone 2-8-ne 111-13-7 ketone floral

Odor abbreviations, the chemical abstract service number (CAS), chemical group of odorants and their biological significance for the honeybee are given. The used trials per odor are

20, number of recorded bees is 12, and the number of single PNs from the l-ALT is 54 and m-ALT 65, respectively.

threshold set to the mean spontaneous activity ±3 standard

deviations. Spontaneous activity was recorded over at least 1min
of activity prior to odor-test trials. Templates were formatted in
semi-automated fashion in time windows from −0.4 to 0.8ms
around each spike’s peak. Units were clustered and sorted by
applying the Spike2 built-in dialogs based on PCA and additional
feature extraction. Formore detailed description refer to previous
publications based on the same dataset (Brill et al., 2013).

Data Analyses
After spike sorting individual units were judged with respect
to responsiveness and reliability (see paragraph “identification
of odor-response profiles in PNs” in Materials and Methods in
Brill et al., 2013). We wanted to know if coincident activity
is a mechanism that is potentially used by honey bee PNs to
combine the odor information that is carried in their spike
trains. To isolate odor related activity, we excluded trials without
odor-responses as well as those that were corrupted by artifacts
(e.g., hum from the mains, muscular activity etc.) We analyzed
coincidence within each animal between simultaneously active
PN units using cross correlation. From each of the 12 animals
we extracted eight units on average. Altogether 102 units were
included in the analyses. Based on electrode placement these
units could be identified as either l-ALT (49 units, on average
4 per animal, minimum 2, maximum 6) or m-ALT PNs (53
units, on average 4 per animal, minimum 3, maximum 6) such
that coincidence within and between tracts could be identified.
Analysis routines were custom written in Matlab (2010a; The
MathWorks, Inc.).

Detection of Simultaneous Odor Responses Across

Units
Our objective was to analyze simultaneous odor evoked activity
in small ensembles of PNs. For this purpose we compared
the activity between units within one animal and selected
pairs that were responsive to the same stimulus. In brief, we

detected for each individual unit which odors were effective in

evoking responses. Subsequently wematched each unit’s response
spectrum to those of the other units in the same recording. This
way we ended up with pairs of l-ALT, m-ALT (within tract)
and l-m-ALT (between tracts) units that were simultaneously
active.

In order to achieve the response detection for each unit, we
employed a fully automated routine of five successive steps: (1)
To detect responses from averaged trials we re-sampled to bins
of 1ms and averaged trials of repeated presentation of the same
stimulus. (2) We estimated the rate function of this averaged
trial by convolution with a symmetric smoothing filter (Savitzky
and Golay, 1964, polynomial order 0, 301ms width, Welch-
windowed). (3) Baseline firing rate was estimated over an interval
of 600ms before stimulus onset. (4) A response was defined as a
deviation from baseline ±2 standard deviations with duration of
at least 50ms in a time window from 0 to 600ms post stimulus.
Deviations above threshold correspond to excitations–deviations
below baseline correspond to inhibitions. (5) If a response was
indicated in the average trial, we repeated the procedure on the
level of the underlying single trial spike trains. (6) If a response
occurred in at least half of all single trials, we accepted the odor
as a potent stimulus for the given unit. Setting the threshold
for responsiveness to 25 or 75% did not significantly change the
quantitative results (Brill et al., 2013). Trials without a response
as well as inhibited responses (<1%) were excluded from further
analysis.

Control stimuli are expected to evoke no (air) or only weak
(mineral oil) responses. In order to monitor baseline coincident
activity we included all control trials into the analysis irrespective
of whether or not a response was detected.

Cross Correlation
We detected coinciding spikes between different units by
estimating the cross-correlation function for simultaneously
recorded spike trains carrying odor information.
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After selecting those trials in which a given pair of neurons
was active simultaneously, we estimated cross-correlation using
the observed elapsed times from one spike in the first unit’s
train to all spikes in the second unit’s train in time window
υ . In repeating this procedure for every spike, we obtained
for each unit pair the set of all possible differences between
spike times for all simultaneous trains in the cross-correlation
window−υ to+υ .

Next we estimated the density function of this cross-
correlogram using a Gaussian kernel with a fixed bandwidth
of 25ms (σ = 5ms). This procedure is equivalent to classical
cross-correlation but avoids a-priori determination of fixed
bin sizes with equal weight. The density function reflects the
probability of simultaneous occurring events at a given time. It is
normalized to the total number of events within the underlying
data.

At our chosen bandwidth of 25ms, 68% of all integrated
events fall within the central 10ms of the kernel. A timing that
resemble the integration time at a possible post synapse of a KC
receiving input from both of the correlated units (PNs) as was
shown by modeling approaches in honeybee, locust, and moth
(Perez-Orive et al., 2004; Cassenaer and Laurent, 2007; Finelli
et al., 2008; Martin et al., 2013).

To account for stimulus induced and random coincidence of
spiking events, we subtracted a shuffle predictor from the density
function of the raw cross-correlogram. The shuffle predictor
was obtained by the same routine as explained above but from
non-simultaneous trains of the same neuron pair. Bootstrap
resampling from this non-simultaneous cross-correlation yielded
a 95% confidence interval. Coincident activity was accepted
as significant when the density function of the raw cross-
correlogram exceeded the upper bound of the 95% confidence
interval of the shuffle predictor.

To quantify coincident activity within a pair of units, we
calculated the Coincidence Index (CI). CI is the summed Area
from periods of significant coincident activity [t(D95%)] under
the density function of the shuffle corrected cross correlogram
(Dcross − Dshuffle).

CI = ((Dcross > D95%)− Dshuffle)

CI reflects the significant coincident activity exceeding the
expected coincidence.

Statistical Testing
We hypothesized that coincident activity is differently distributed
between tracts. To test this assumption we needed a non-
parametric procedure suitable for samples of unequal size but
dependent data. In using a bootstrap hypothesis test all these
requirements were met. We proceeded as follows: Each time we
tested two out of the three possible datasets (coincidence strength
of l-tract, m-tract and lm-tract, respectively) against each other.
From each set, we drew 500 bootstrap resamples, the same size as
the smaller of the two underlying dataset. A bootstrap resample
is defined as a random sample drawn with replacement from
the empirical distribution. We calculated the population median
for each of these resamples, which left us with two equal sized

samples. Given that these two samples distribute around equal
medians, subtracting one sample from the other should yield
a distribution around zero. A hypothesis (H0) that can easily
be tested by calculating the probability of the observed median
and comparing it to a predefined level of significance (alpha).
We set our alpha to 0.05 but corrected for multiple testing
using the Bonferroni procedure, yielding a final alpha of 0.016, if
all three possible combinations (l-tract:m-tract; l-tract:lm-tracst;
m-tract:lm-tracts) were tested.

Correlation Matrix
We wanted to test if strong odor responses go hand in hand
with high coincident activity. For this purpose, we correlated the
tuning to an odor with coincident activity. We extracted odor
tuning as follows: We measured response magnitude of each of
our 102 units to every of the 12 odors used for stimulation.
Response strength was given by the peak rate of the evoked
firing rate change. Next, we ranked response strength within
each unit. We thus obtained for every odor 102 position ranks
between 1 and 12. We extracted the matching coincidence
activity as follows: For each unit we summed its strength of
coincident activity with all other simultaneously recorded units
that responded to a given odor. Like for the odor tuning, we
ranked coincidence strength to each of the 12 stimuli within
every unit. This left us with another vector of 102 position ranks
for each odor. The relationship between these two population
vectors describing odor response strength and coincident activity
was assessed by correlation. High correlation is associated with
similar ranks in both tuning vectors, low correlation with very
different ranks.

Results

When different neurons fire action potentials in close succession
their activity is detected as coincident by a shared postsynaptic
target. Coincident activity can be used by the neural system
to combine information carried by individual neurons. We
wanted to know whether this mechanism may be utilized by
the medial and lateral AL tracts of the honeybees’ dual olfactory
pathway.

For this purpose we analyzed extracellularly recorded spike
trains from a whole of 102 units (49 l-ALT, 53 m-ALT, 12
animals). Units from both tract of each animal were recorded
simultaneously and stimulated repeatedly (20 trials each) with
12 different odors (Brill et al., 2013). Each unit responded
simultaneously with at least one other unit of the same recording
to at least one odor, resulting in a total of 397 combinations.
Simultaneous odor responses occurred within one tract (85
unit pairs in l-ALT, 96 unit pairs in m-ALT) and between
the two tracts (216 unit pairs l-ALT:m-ALT). Whenever a
unit pair responded simultaneously to a set of stimuli it also
displayed coincidental activity to at least one of these stimuli
(100% congruence in l:l, 99,5% in l:m, 96% in m:m), however,
not necessarily to every single of the effective stimuli. On
average a given unit pair displayed coincident activity for
84% of the odors that were effective in driving simultaneous
responses.
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In order to remove spurious coincidence, we corrected for
stimulus modulation of firing rates, by subtracting a shuffle
predictor from the original cross correlogram (see methods).
Further, we only considered coincident activity that exceeded a
95% confidence interval.

Coincidence Increases with Odor Stimulation
A prerequisite for every mechanism potentially encoding
environmental information is that it should be more pronounced
in the presence of a stimulus than in its absence. We
compared recordings of spontaneous activity (Figure 2A) with
odor stimulation trials (Figure 2B) to test whether this applies
to coincidental activity of PNs within and between tracts.
For this purpose we calculated a Coincidence Index (CI). CI
reflects the significant coincident activity exceeding the expected
coincidence.

Coincidence was present in both cases, but significantly higher
under conditions of odor stimulation, than under spontaneous
activity (Figure 2C; Wilcoxon signed rank test, p < 0.001). The
amount of units expressing coincidental activity varied between
recordings (animals). While coincidence was generally high in
some ensembles (Figures 2A,B bottom row) it was rather low in
others (Figures 2A,Bmiddle row). Likewise, coincidence was not
equally distributed between units of the same recording. While
some units did not coincide with any other unit, others fired in

close succession with many of the simultaneously recorded units,
giving the impression of a “coincidence hub”. As a general rule,
units with high spontaneous coincidence showed even stronger
odor related coincidence. Considering our careful correction for
spurious coincidence, this odor related effect cannot be attributed
to the pure increase in firing rate that naturally follows excitatory
responses.

m-ALT Units Show More Coincidence Activity
than l-ALT Units
PNs from the l- and m-ALT differ both in morphology and
their functional properties. In how far do they produce different
degrees of coincidental activity?

As can be seen from visual inspection of ensemble plots
alone, m-ALT units (Figure 2B right column) are more likely
to produce coinciding spikes than l-ALT units (Figure 2B left
column). Coincidence between tracts seems to appear more
often than within the l-ALT but less pronounced as compared
to activity within the m-ALT. This qualitative observation is
confirmed by a quantitative bootstrap hypothesis test (Bonferroni
correction, p < 0.002, Figure 2D): With a median CI of 44%,
pairs of m-ALT units were significantly more prone to engage
in synchronous firing than pairs of l-ALT units (CI = 32%)
or mixed pairs of units from both tracts (CI = 36%). Strongest
coincidence of unit-odor pairs occurred at relative times of 11ms

FIGURE 2 | Coincidental activity of single PNs within and between

tracts. (A) Significant coincident activity during recordings of spontaneous

activity within l-ALT PNs (green, left row), m-ALT PNs (purple, right row) and

between PNs of both tracts (middle row) from simultaneously multi-unit

recordings in three honeybees as example. Lines indicate coincidence

strength across PN pairs estimated by the coincidence index CI. (B)

Significant coincident activity during odor stimulation trials. Colors and

Indices as in (A). (C) Quantitative measurement of coincident activity across

all 392 combinations of recorded PN pairs, indicates significant increase of

coincidence during odor stimulation (*Wilcoxon signed rank test, p < 0.001).

(D) Coincident activity is highest within the m-ALT, followed by significant

coincidence across PNs from both tracts. This qualitative observation is

confirmed by a quantitative bootstrap hypothesis test (*Bonferroni correction,

p < 0.002).
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in the l-ALT, 10ms inm-ALT and 9ms between unit pairs of both
tracts. A delay that is within the integration time of a postsynaptic
KC as estimated by modeling approaches (Perez-Orive et al.,
2004; Cassenaer and Laurent, 2007; Finelli et al., 2008; Martin
et al., 2013). The unintended variability of electrode placement
in the range of about 100µm at the output of the AL is of
minor relevance since a presumed neuronal conduction velocity
of about 20 cm/s (Oleskevich et al., 1997) would add a temporal
variance of less than 1ms.

Unit-pairs with Similar Odor-tuning do not
Synchronize Stronger than Controls
Neural codes typically involve the identity of individual neurons.
Extracellular measurements sample randomly from groups of
neurons with various identities, i.e., different odor specific

characteristics. To access the possibility of an odor-specific code
of coincidence that depends on unit identity, we investigated
coincident activity of unit pairs with similar tuning properties.
To assess similarity we ranked odor responses within each unit
according to strength. We compared these tuning profiles of
ranked odor responses by correlation. Positive correlation was
indicative for similar tuning. Non-significant correlation around
zero was indicative for dissimilar tuning. Altogether 50 unit pairs
(l:l 8 pairs, m:m 20 pairs, l:m 22 pairs) showed significantly
positive correlated tuning (Figures 3A,B). Compared to unit
pairs with non-correlated tuning (344 pairs, random examples
Figures 3C,D) similarly tuned units did not differ significantly
in coincidence strength (bootstrap hypothesis test, p < 0.05).
However, there was a tendency for similar tuned units being
rather less well synchronized than others.

FIGURE 3 | Relationship between tuning and coincidence of

exemplary unit pairs. Odor tuning of individual units and coincidence of

unit pairs within and between tracts. Barplots show tuning in percent

response rate of the individual unit. Gray shaded areas indicate the strength

of coincidence in percent of overall coincidence of a given pair. Rows (A,B)

give examples of units with similar tuning (significantly positive correlated).

Rows (C,D) show examples of unit pairs with dissimilar tuning (no

correlation). Green: l-ALT; purple: m-ALT.
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Qualitative assessment of this relation shows that this trend
was particularly visible for unit-pairs within the l-ALT. Odors
that evoked low response rates could produce strong coincidence
(Figures 3A,C: left column, row A, orange Oil or row C, clove
oil). Pairs, in which both l-ALT units showed a strong tuning
to one particular odor, usually did not synchronize to that same
odor (Figures 3A,C: left column, row A, hexanal or row C,
hexanol). On the contrary, for unit pairs within the m-ALT at
least one unit, less often both, showed prominent tuning to an
odor if the pair produced notable coincidence (cp.: Figures 3A,B:
right column, row A, hexanal, row B, octanol). For mixed
pairs between the l-ALT and the m-ALT an odor that evoked
strong rate responses in both units likewise exhibited strong
coincidence (cp.: Figures 3A,C: middle column, row A, octanol,
row C, octanol). Octanol and hexanal appeared to be particularly
potent in driving both response rates and coincidence of m-ALT
units.

Odor Identity is not Reflected in a Simple Code of
Coincidence Strength
Identification of biologically relevant odors is a key function of
the olfactory system in behaving animals. Recent approaches have
repeatedly described temporal relationships between neurons
to be involved in this task (Stopfer et al., 1997; Perez-Orive
et al., 2002; Riffell et al., 2013). We observed particularly
strong coincidence amongst m-ALT units evoked by octanol and
hexanal. Accordingly, we were curious whether odor identity was

reflected by coincidental activity between units of the same or
different tracts.

In a first step, we broke down the overall coincidence to
the individual odor stimuli. For this purpose, we plotted the
median CI distribution for each odor in the stimulus set, within
and between tracts (Figure 4). Under the assumption that odor
identity could be coded simply by the magnitude of coincidence,
one would expect to see a systematic variation across animals
in this distribution. Such a simple relationship however was not
apparent. The median CI overlapped broadly between 0 and 80%
for unit pairs within both tracts (Figures 4A,C). Between tracts,
coincident activity was less dispersed but likewise overlapping
(Figure 4B). None of the odors evoked a systematically high or
low coincident activity. To the contrary, an odor that produced
high CI scores in one recording could show low scores for
another recording.

We conclude that a relationship between odor identity and
coincident activity within an ensemble of units is not captured
by a simple but inflexible code of coincidence strength.

Odor Tuning Correlates with Coincidence
Strength in m- but not in l-ALT Units
We suspected a more flexible and thus more useful way of
odor coding might get apparent when properties of individual
units were taken into account. Based on the observations we
made on single unit pairs within the m-ALT and between l-
and m-ALT, we hypothesized that highly coincident activity

FIGURE 4 | Odor-specificity of coincident activity of PN pairs

within and between tracts. (A) Odor-wise analysis of coincidental

activity of l-ALT PN pairs. (B) Odor-wise analysis of coincidental activity

of mixed l-ALT to m-ALT PN pairs. (C) Odor-wise analysis of

coincidental activity of m-ALT PN pairs. Note: since the m-ALT was

shown to respond to odors sparsely with high odor specificity (lifetime

sparseness), in 2 out of 12 odors not more than one PN fired in

coincidence with l-ALT PNs, whereas in 2 out of 12 odors no m-ALT

PN fired in significant coincidence with neither l- or m-ALT PNs.

Box-plots of all analyzed PN pairs in response to the given odors with

box-line as median, Box: first and third quartile, whiskers: first and ninth

centile. Circles indicate the bee-wise median.
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would be more likely to appear for an odor that a given unit
was better tuned to. To investigate the possibility of such a
relationship we determined the response strength for every
odor in each individual unit together with the strength of the
corresponding coincidence. Next we correlated odor tuning with
its corresponding coincident activity (Figure 5). The resulting
correlationmatrixes illustrate amarked difference between tracts:
while the relationship appeared negligible within the l-ALT
(Figure 5A), a strong pattern of significant correlation was
apparent within the m-ALT (Figure 5B).

The emerging correlation matrix of the m-ALT met our
expectations, since a positive correlation between odor tuning
(e.g., to citral) and coincidence for the same odor (citral) was
clearly visible. In practice: a unit that was strongly tuned to
a given odor likewise showed strong coincidence, another unit
with low tuning to the same odor would instead produce little
coincidence. Surprisingly, positive correlation was not exclusively
describing the relationship between tuning and coincidence to
the same odor, but occurred similarly, even though generally
less pronounced, to different odors belonging to similar chemical

groups; e.g., citral and limonene (terpene); clove oil and
orange oil (natural blends); pentanol and hexanol (alcohol).
In contrast, negative correlations dominated the relationship
between tuning and coincidence to odors from more distinct
chemical classes; e.g., citral (terpene) and hexanol (alcohol).
In fact, the characteristic pattern of positive and negative
correlations might help the receiving mushroom-body circuits to
discriminate and by this identify odors.

The marked lack of a similar relationship in the l-ALT is in
congruence with both its previously documented rather stimulus
unspecific responses (Brill et al., 2013) and its less pronounced
coincident activity (c.f.: above). Our findings thus strengthen the
notion of l-ALT and m-ALT being responsible for processing
different stimulus properties and imply the utilization of different
mechanisms for this purpose.

Discussion

In the present work, we set out to investigate in what fashion
olfactory information is combined along the separate tracts of
the honeybee dual olfactory pathway. Does coincident activity
between the tracts foster a detection of stimulus features
comparable to the delay line system of the vertebrate auditory
system? That is: do l-ALT and m-ALT PN show prominent
coincident activity? Or is coincidence a potential mechanism
to integrate information within the same tract, facilitating
parallel processing of stimulus properties comparable to the
prominently known parallel visual pathways? That is: do neurons
within the same tract show prominent coincident activity?
To answer these questions, we recorded odor responses of
simultaneously active PNs and measured coincident activity
within and between the different subpopulations. Our results
illustrate that coincidence is differently pronounced within each
of the two tracts. Coincidence between tracts is present but
does not outplay coincidence within the individual tracts. Taken
together the findings presented in this work support the notion of

FIGURE 5 | Correlation of odor tuning with temporal coincidence of

activity. Correlation of odor tuning and spike time coincidences is high in

PNs of the m-ALT and supports a potential relevance of spike timing in odor

identity coding. Virtually no correlation between both parameters was found

in the l-ALT. (A) Correlation of coincidence and odor tuning for l-ALT PNs.

Odor tuning is given by ranked response strengths of individual PNs to a

given odor. Coincidence is depicted by the ranked summed activity to a

given odor, estimated by the coincidence index CI. Correlation for each odor

is calculated across the entire PN population. Color heat map indicates the

correlation coefficient. Significant correlations (p < 0.05) are indicated as

black dots. (B) Correlation of odor tuning with coincidence strength in the

medial antennal lobe tract (m-ALT).
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coincidence as an important mechanism in olfactory processing
and, at the same time, strengthen the idea of parallel processing
and delay-line coding in the dual olfactory system of the
honeybee.

Synchrony within the AL has been shown to correlate with
odor identity and intensity (Christensen et al., 2000; Lei et al.,
2004; Riffell et al., 2009a,b) and has been suggested to represent
a common encoding dimension for food odors and pheromones
(Martin and Hildebrand, 2010). In agreement with these works,
we find that PNs produce significant amounts of coincident
spikes. More importantly however, this activity is specifically
related to the presence of an odor stimulus. This relationship
does not seem to be realized by the magnitude of coincidence
alone. Accordingly, we could not find indications for a systematic
relationship between coincidence strength and odor identity per
se. Coincidence is the product of coordinated activity between
at least two neurons. As such it represents the smallest unit
of a processing network. Information processing in neuronal
networks is believed to underlie higher order computations
rather than an easy mathematical relationship (Laurent, 2002;
Friedrich, 2013). Within the framework of network, our results
and those of related works (Riffell et al., 2009a;Martin et al., 2013)
suggest coincident activity to be a highly flexible mechanism that
crucially depends on factors like the individual neurons’ odor
tuning and is as such suited to integrate biologically relevant
information in upstream neurons.

In the same line of thinking, many studies have stressed the
importance of coincidence detection by mushroom body KCs
in the context of odor learning (Riemensperger et al., 2005;
Cassenaer and Laurent, 2007; Gervasi et al., 2010) and odor
discrimination (Perez-Orive et al., 2004; Jortner et al., 2007;
Riffell et al., 2009a,b; Martin et al., 2013). Based on studies like
these, the MB has been assumed as a coincidence detector for
synchronous activity provided by the AL (Heisenberg, 2003;
Rybak and Menzel, 2010; Davis, 2011). So far however, it has
been difficult to disentangle what contribution is made by which
type of neuron. Closing this knowledge gap is an important
step in order to understand the function of different AL-neuron
subpopulations (Galizia and Rössler, 2010). Moreover, it will help
to develop refined models describing how upstream neurons in
the MB make use of the information provided by the AL.

Using simultaneous dual-tract recordings we show for the
first time coincidental activity that can directly be attributed to
different morphological subclasses of AL PNs, which give rise
to the lateral and medial tract projecting from the AL to the
MB. The amount to which coincident activity is provided differs
significantly within and between tracts. A finding that inspires to
speculate about underlying mechanisms.

How is the striking difference in coincidence within l-ALT
and m-ALT to be explained? What makes m-ALT PNs more
likely to unite in synchronous firing than l-ALT PNs? And
what impact might these differences have on upstream neurons?
On the one hand, quantitative analysis of odor-evoked spike
trains have attested higher overall firing rates in l-ALT units
(Brill et al., 2013). On the other hand, qualitative observations
of spiking patterns from both tracts have repeatedly led to
descriptions of irregular and burst-like, phasic activity in m-ALT

PNs contrasted by tonic activity in l-ALT PNs (Abel et al.,
2001; Müller et al., 2002). When coding for comparable signals,
bursts, in comparison with single spikes, have been shown to
improve the SNR ratio (Sherman, 2001) and are suggested to
improve information transfer between neurons (Lisman, 1997).
Accordingly, the tendency of m-ALT PNs to display more burst-
like activity might in fact outplay higher firing frequencies of
l-ALT PNs when it comes to producing coincidence.

However, from the generally lower expression of synchronous
firing in l-ALT PNs, it does not necessarily follow that
coincidence within this tract is negligible. Even tough to a lesser
degree thanwithin them-ALT, l-ALT units do produce significant
amounts of coincident firing which upstream KCs could make
use of. Input from PNs of the dual tracts might be processed
differently: pyramidal neurons of the weakly electric fish have
been shown to extract different aspects of stimulus information
from coinciding burst-like and coinciding tonic spike trains
(Oswald et al., 2004). If similar mechanisms exist in insect KCs
has not yet been investigated.

Moreover, we should consider that KCs—just like vertebrate
pyramidal neurons—might possess more than one type of
coincidence detection (for reviews of coincidence detection in
pyramidal neurons see Spruston, 2008). In our analysis of
simultaneously recorded extracellular unit activity, we mimicked
temporal summation by means of density estimation with a
kernel about the length of possible postsynaptic integration.
Our experimental approach did not allow to likewise consider
coincidence detection as a result of spatial summation. Spatial
summation crucially depends on large numbers of synaptic
contacts. As a matter of fact, mature l-ALT PNs make more
contacts with KCs than m-ALT PNs (Groh et al., 2012). Based
on these morphological findings l-ALT PNs might thus be better
suited to provide spatially coincident input, while m-ALT PNs
give more temporally coinciding input, as indicated by our
results.

In summary, the apparent differences of coincident activity
as detected by our analysis illustrate that different mechanisms
govern odor processing in each of the two tracts establishing
the dual pathway. However, the final interpretation of these
differences remains a matter of upstream KCs. In order to
understand the interplay between PN output and KC response
simultaneous recordings from all three types of neurons would
be highly desirable.

Magnitude is not the only aspect in which coincident
activity differs between l-ALT and m-ALT. We found a strong
relationship of odor tuning vs. coincidence activity within the
m-ALT, but not within the l-ALT. Based on these observations
it is tempting to conclude that coincident activity of m-ALT
PNs allows upstream KCs to specifically process odor identity;
an assumption that is further supported by studies of stimulus
specificity within the two tracts. Multi-unit recordings as well
as calcium imaging from m-ALT PNs show significantly higher
odor specificity than those of units from the l-ALT (Brill et al.,
2013; Carcaud et al., 2015). A finding that could not be seen in a
previous attempt using calcium imaging (Yamagata et al., 2009),
most likely as a result of GABAergic mechanisms that impact
PN activity in imaging approaches (Grünewald, 1999; Ganeshina
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and Menzel, 2001; Froese et al., 2014). Interestingly, recent
imaging results fromm-ALT glomeruli do show coding related to
chemical groups of odors (Carcaud et al., 2012). A finding, that
complements nicely with our tuning-coincidence correlation,
where we likewise found similar relationships between odors of
the same chemical group. In agreement with the higher odor
specificity, m-ALT PNs seem to keep track of the single odorants
if challenged by odor mixtures (Krofczik et al., 2008)—a strategy
termed elementary odor coding. Joint activity of odor specific
m-ALT PNs could allow for a combinatorial code of mixture
embedded odor identity by the receiving KCs.

The picture that emerges from our results for l-ALT PNs is
very different, particularly regarding odor identity coding. The
striking lack of correlation between odor tuning and coincidence
implies that joint activity of l-ALT PNs conveys poor information
about odor identity. This however appears little surprising
considering that l-ALT PNs are rather broadly tuned and express
little odor specificity (Brill et al., 2013; Carcaud et al., 2015). In
contrast to the m-ALT, l-ALT PNs are characterized by shorter
latencies (Krofczik et al., 2008; Brill et al., 2013) and start to
respond to odors already at very low concentrations (Yamagata
et al., 2009; Schmuker et al., 2011; Carcaud et al., 2012). If
challenged by odor mixtures they tend to respond to the mixture
as a whole, rather than the single odorant (Krofczik et al., 2008).
It might well be that any of these characteristics could produce
significant correlation with coincident activity for l-ALT PNs but
not m-ALT neurons - an assumption that due to the lack of
suitable experimental data has to remain speculative for the time
being.

Taken together, our results imply that coincidence within the
tracts of the dual olfactory pathway serves different functions.
These functions probably rely on the characteristics of the
PN subgroups that allow for dedicated processing of different
stimulus aspects. These findings support the suggestion that the
dual olfactory pathway is ideally suited to implement parallel
processing.

Parallel processing keeps information from different sources
separated. An olfactory delay line, in contrast, would combine
information from different sources. As detailed above, the
coincident activity we found within each tract gives strong
support to the implementation of parallel processing by the dual
olfactory pathway. However, we also found significant coincident
activity across tracts. Even though joint activity between l-ALT
and m-ALT PNs did not outplay activity within individual tracts,
it produced significant amounts of coincidence which might just
as likely be used by upstream KCs. Hence our finding complies
likewise with the existence of olfactory delay lines. Could both
of these mechanisms coexist? In fact, morphological evidence
supports a possible implementation of both mechanisms in
parallel (Figure 6). Mass-fill studies in different Hymenoptera
have shown that PNs project to different sub-regions of the MB
(Kirschner et al., 2006; Nishikawa et al., 2012). These separated
inputs are received by various types of KCs. Some KCs make
synaptic contacts only in one of the two PN input regions and
likewise provide output to different regions (Strausfeld et al.,
2000). That is, these types of KCmaintain the possible separation
of parallel pathways until its convergent input to extrinsic MB

FIGURE 6 | Putative connectivity scheme of different KC subtypes and

PNs. Connections are partly inferred from morphological studies in other

insect species. Non-compact KC (KC I, blue, magenta) most likely contact

exclusively target regions of the m-ALT (purple) or l-ALT (green). Clawed KCs

(KC II, orange) are likely to span over both the l- and m-ALT innervation areas

within the olfactory lip.

neurons (Rybak and Menzel, 1993). Another population of KCs,
the so called clawed KCs (KC II; Mobbs, 1982), span their
postsynapses across the innervation fields of both l- and m-
ALT PNs (Strausfeld, 2002). Patch clamp recordings in the fly
could show that these clawed KCs, on average, require coinciding
input from about 4–6 PNs in order to be driven above threshold
(Gruntman and Turner, 2013). Patch clamp experiments in
cockroaches likewise support coincident activation of KCs, as
indicated by their high action potential threshold (Demmer
and Kloppenburg, 2009). Similarly, indications emanate from
studies showing that input of PNs conveying information about
different odors in changing temporal relationships evoke activity
in KCs specifically tuned to certain asynchronous inputs (Saha
et al., 2013). An observation that recently was also found in the
vertebrate’s olfactory cortex (Haddad et al., 2013). This subtype of
KCs is hence predestinated to function as a coincidence detector
for information coming from both tracts (Rössler and Brill,
2013).

In this perspective, subclasses of olfactory PNs of the honeybee
first of all establish parallel pathways. Subclasses of KCs again
could realize an implementation of both maintained parallel
processing and delay-line like coincidence detection. Although
our experimental paradigm favors the idea of parallel processing,
further experiments which take KC activity directly into account
need to prove, if delay line coding in the olfactory system does
exist. Along this line further experiments also should test which
of the mentioned coding strategies, either parallel processing
or coincidence coding, benefit the animal in detecting complex
odors.

As proposed earlier (Rössler and Brill, 2013) the dual olfactory
pathway reminds of a delay-line system. Taking the proposed
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neuronal conduction velocity of about 20 cm/s in honeybees
into account (Oleskevich et al., 1997), we assumed that indeed
different delays between the PN tracts activate different KCs
within the MB calyx at different places. In favor of a delay-line
coding the measured maximal coincidence of about 10ms within
and 9ms across tracts could add up on already measured latency
differences between tracts and between individual PNs (Krofczik
et al., 2008; Brill et al., 2013). The measured maximal coincidence
as well as response latency would thus enable the system to
implement an even more fine-scaled temporal and spatial KC
activation pattern, a prerequisite for sparse coding.

While parallel processing is most probable important for
tasks like odor identification and learning, an olfactory delay
line and temporal coding could help e.g., to navigate along a
concentration gradient to a food source or a mate. These abilities
are obviously not only vitally important for honeybees and other
Hymenoptera but likewise for behaviorally less complex insects
like flies or moths. In recent years several attempts have been

made to understand the possible functional relevance of the dual
olfactory pathway of Hymenoptera (Abel et al., 2001;Müller et al.,
2002; Krofczik et al., 2008; Yamagata et al., 2009; Brandstaetter
and Kleineidam, 2011; Dacks and Nighorn, 2011; Rössler and
Zube, 2011; Nishikawa et al., 2012; Brill et al., 2013; Carcaud
et al., 2015). In the long run the knowledge gained from these
studies might be transferred to insects with different tract layouts
(Galizia and Rössler, 2010; Martin et al., 2011) and thus promote
a more fundamental understanding of olfactory guided behavior.
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Projection-neurons (PNs) within the antennal lobe (AL) of the hawkmoth respond

vigorously to odor stimulation, with each vigorous response followed by a ∼1 s period of

suppression—dubbed the “afterhyperpolarization-phase,” or AHP-phase. Prior evidence

indicates that this AHP-phase is important for the processing of odors, but the

mechanisms underlying this phase and its function remain unknown. We investigate this

issue. Beginning with several physiological experiments, we find that pharmacological

manipulation of the AL yields surprising results. Specifically, (a) the application of

picrotoxin (PTX) lengthens the AHP-phase and reduces PN activity, whereas (b) the

application of Bicuculline-methiodide (BIC) reduces the AHP-phase and increases

PN activity. These results are curious, as both PTX and BIC are inhibitory-receptor

antagonists. To resolve this conundrum, we speculate that perhaps (a) PTX reduces

PN activity through a disinhibitory circuit involving a heterogeneous population of

local-neurons, and (b) BIC acts to hamper certain intrinsic currents within the PNs

that contribute to the AHP-phase. To probe these hypotheses further we build a

computational model of the AL and benchmark our model against our experimental

observations. We find that, for parameters which satisfy these benchmarks, our model

exhibits a particular kind of synchronous activity: namely, “multiple-firing-events” (MFEs).

These MFEs are causally-linked sequences of spikes which emerge stochastically, and

turn out to have important dynamical consequences for all the experimentally observed

phenomena we used as benchmarks. Taking a step back, we extract a few predictions

from our computational model pertaining to the real AL: Some predictions deal with the

MFEs we expect to see in the real AL, whereas other predictions involve the runaway

synchronization that we expect when BIC-application hampers the AHP-phase. By

examining the literature we see support for the former, and we perform some additional

experiments to confirm the latter. The confirmation of these predictions validates, at

least partially, our initial speculation above. We conclude that the AL is poised in a

state of high-gain; ready to respond vigorously to even faint stimuli. After each response

the AHP-phase functions to prevent runaway synchronization and to “reset” the AL for

another odor-specific response.

Keywords: antennal lobe, afterhyperpolarization (AHP), projection neuron, local neuron, disinhibition,

computational model, synchrony, multiple-firing-event (MFE)
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INTRODUCTION

It has long been understood that recurrent connectivity as well
as intrinsic cellular properties both play a role in the dynamics
of the insect Antennal Lobe (AL) (Hansson and Anton, 2000;
Vosshall et al., 2000; Assisi et al., 2007; Galizia and Rössler, 2010).
Nevertheless, it is still unclear how these features interact, and to
what extent they influence the functional properties of the AL.
In this paper we investigate this question within the hawkmoth
(Manduca sexta) AL.

The Manduca AL itself houses many interneurons, including
both Local Neurons (LNs) as well as Projection Neurons (PNs)
which send information further downstream (Homberg et al.,
1989; Lei et al., 2010). These neurons are organized into
functional andmorphological modules—a.k.a. glomeruli—which
are each stimulated by different classes of odorants. In this
paper we largely concentrate on two such glomeruli—named
the “cumulus” and “toroid” in male moth—which form the
so-called Macroglomerular Complex (MGC) (Matsumoto and
Hildebrand, 1981; Christensen and Hildebrand, 1987). This
MGC serves as the first central stage of detection and processing
of conspecific female sex-pheromones, and plays a crucial role in
many of the Manduca’s mating behaviors (Schneiderman et al.,
1986; Hansson et al., 1991).

Our previous work, along with the work of others, has shown
that PNs and LNs within the Manduca’s MGC respond—with a
vigorous depolarization—to brief puffs of odor containing the
appropriate chemical components found in the animal’s sex-
pheromones (Warren and Kloppenburg, 2014; Kim et al., 2015;
Lavialle-Defaix et al., 2015). Intriguingly, the response of the
PNs also drops precipitously after each brief odor pulse—a
phenomenon we refer to as the “After HyperPolarization” (AHP)
phase of each response (Lei et al., 2002; Reisenman et al., 2005).
Our previous work has shown that this AHP-phase is somehow
implicated in odor-processing: pharmacological manipulation
which interferes with the AHP-phase also prohibits Manduca
from reliably detecting and responding to pheromone pulses (see
e.g., Lei et al., 2009). Moreover, similar AHP-like phases have
been widely reported as important for the sensory systems of
many other animals (Wilson and Goldberg, 2006; Saito et al.,

2008). Thus, rather than being a mere curiosity, the AHP-phase
seems to be a rather general dynamical feature which plays a
necessary functional role in sensory processing.

Our goal in this paper is to probe the dynamical mechanisms
responsible for the AHP-phase and its associated currents
within the Manduca AL. As mentioned above, we expect these
mechanisms to include both intrinsic cellular properties (see e.g.,
Pedarzani et al., 2005), as well as recurrent connectivity (see e.g.,
the role played by GABA-B receptors discussed in Otmakhova
and Lisman, 2004;Wilson and Laurent, 2005). Some intrinsic and
recurrent mechanisms have also been studied in the modeling
work done by Belmabrouk et al. (2011a,b). By clarifying how
these mechanisms either compete or assist one another, we hope
to reveal some of the computational principles at work in the
olfactory system.

The main conclusions of this paper are that the dynamics
of the hawkmoth antennal-lobe are consistent with: (a) strong

heterogeneous inter- and intra-glomerular synaptic connectivity,
and (b) slow inhibitory intrinsic currents acting on the PNs.
Feature (a) grants the AL a kind of automatic-gain-control—i.e.,
allowing the AL to respond very sensitively to faint odor puffs
with the robust activation of multiple PNs—involving a kind of
synchrony we refer to as “multiple-firing-events.” Feature (b)
protects such a sensitive AL from “runaway synchronization,”
allowing the AL to respond effectively to sequences of odor-
stimuli separated by a few hundred milliseconds.

The Results section of our paper is organized as follows. First,
in Section R1we describe some of our experimental results. These
experiments involve the application of various pharmacological
agents to the AL, and motivate our computational model, which
we discuss in Section R2. We use our computational model
to try and understand the kinds of dynamics which underlie
the phenomena we observe in experiment. This computational
model then informs several predictions (Section R3), some of
which we test in Section R4. Finally, we close with a discussion;
touching on possible consequences of our investigation, as well
as related work.

MATERIALS AND METHODS

In this section we give an overview of our experimental and
computational methods. This section is reinforced by material in
the online Supplementary Information.

Insect Preparation
Manduca sexta (L.) (Lepidoptera: Sphingidae) were reared in
the laboratory on artificial diet under a long-day photoperiod,
and adult male moths, 4 days post-emergence, were prepared
for experiments as described previously (Hansson et al., 1991).
For electrophysiological recordings, the moth was restrained
in a plastic tube with its head fully exposed. The labial palps,
proboscis and cibarial musculature were then removed to allow
access to the brain. To eliminate movement, the head was isolated
and pinned to a wax-coated glass Petri dish with the ALs facing
upward. Tracheae and a small part of the sheath overlying
one AL were then removed with fine forceps. The preparation
was continuously superfused with physiological saline solution
containing 150mM NaCl, 3mM CaCl2, 3mM KCl, 10mM TES
buffer (pH 6.9), and 25mM sucrose.

Electrophysiological Recording
To allow long-term recording from single neurons, which is
needed for the pharmacological experiments in this study, we
used a juxtacellular recording technique modified from Pinault
(1996) and tested in Lei et al. (2009). In short, electrodes
resembling those used for patch recording were pulled from
thin-wall borosilicate glass capillaries using Sutter P-2000 laser
puller and filled with physiological saline, resulting in <10 m�

electrode resistance. An Axoprobe-1A amplifier connected to a
10x DC amplifier (Model FC-23B, WPI, Sarasota, FL) was used
to amplify the signal up to 1000x. Calibration pulses from the
Axoprobe-1A amplifier were added to the output channels. A
Leica micromanipulator was used to advance the electrode into
the MGC region of an AL until a contact similar to that used for
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perforated-patch recording was achieved. A key technique in this
configuration is to bring the electrode tip close to a neurite, nearly
touching but not impaling it. We found that the amplitude of the
recording was affected by the closeness of the electrode tip with
the neurite. During the course of an entire experiment the relative
position between the juxtacellular-electrode and neurite may
drift, causing visible changes in the amplitude of the recorded
spikes, but not their frequency or timing.

Sensory Stimulation and Characterization
of Neurons
Olfactory stimuli were delivered to the preparation by injecting
odor-laden air puffs onto a constant air flow that was controlled
at 1 liter per minute. The flow was directed at the middle of the
antenna ipsilateral to the AL from which recordings were made.
Trains of 5 air puffs (50ms) with 2 s inter-pulse intervals were
generated by means of a solenoid-activated valve controlled by
an electronic stimulator (WPI, Sarasota, FL). Shorter or longer
intervals were used in particular experiments to test the effect of
intervals on response consistency (Figure 2). These air puffs were
directed through a glass syringe containing a piece of filter paper,
bearing various amounts of a single pheromone component
(0.1–100 ng in decadal steps). Not every concentration was
used in all experiments. The stimulus compounds used were:
(i) E10,Z12-hexadecadiennal (EZ, the primary component of
the conspecific female’s sex pheromone); (ii) E11,E12,Z14-
hexadecatriennal (EEZ, a second essential component of the sex
pheromone). MGC-PNs were characterized using 3 physiological
criteria: (1) randomly bursting spontaneous firing pattern;
(2) response specificity to pheromone components; and (3)
multiphasic pattern of responses. In M. sexta, uniglomerular
MGC-PNs have been shown repeatedly to give predictable
responses to the pheromone components according to the MGC
glomerulus in which their dendrites arborize (Christensen and
Hildebrand, 1987; Heinbockel et al., 1999, 2004; Lei et al., 2002):
Cumulus PNs are excited by antennal stimulation with EEZ but
inhibited (or not affected) by stimulation with EZ, whereas the
Toroid PNs are excited by stimulation with EZ but inhibited
(or not affected) by stimulation with EEZ. These types of PNs
typically exhibit a biphysic response pattern in juxtacellular
recordings, i.e., a depolarization phase followed by a period of
afterhyperpolarization (Lei et al., 2009). Finally, the spontaneous
activity of MGC-PNs typically is more randomly bursting, while
that of LNs is more tonic (Lei et al., 2011).

Pharmacological Manipulation
Picrotoxin, bicuculline methiodide, L-2-4-diaminobutyric acid
and nipecotic acid (Sigma-Aldrich, >95%) were diluted in
physiological saline solution to 200µM and then bath-applied to
moth preparations as described previously (Lei et al., 2009). In
short, pharmacological agents were applied to moth preparations
through a syringe drip system. The time when the drugs took
effect was determined by observing the change of spontaneous
activity of the recorded neuron. Spontaneous activity and
odor-evoked responses were first recorded under the normal
physiological saline solution and then repeated under the drug
treatment, and finally the normal saline wash. Note that the final

saline wash was typically applied many minutes after the initial
recordings, during which the juxtacellular electrode may drift
slightly, reducing the amplitude of the recorded spikes (see e.g.,
Figure 4A).

Data Acquisition and Analysis
Spike traces were digitized at 25 kHz sampling rate using
Datapack 2k2 software (Run Technologies, Mission Viejo, CA),
and the time stamp of each spike was extracted off-line with
the event-extraction function within the software package. The
spike train data (columns of time stamps) were imported into
a custom-written Matlab (The Mathworks Inc, Natick, MA)
script, which calculates interspike-interval derived parameters
such as mean instantaneous firing-rate and duration of the
afterhyperpolarization. To determine the width of the response
window, the spike train data were exported into Neuroexplorer
(Nex Technologies, Littleton, MA) for plotting the peri-stimulus
time histograms (PSTH), which allowed approximate estimation
of response duration. Then the average of instantaneous spiking
frequency (i.e., inverse of inter-spike interval) within the
response window was calculated. We chose a 500ms period
starting from 120ms after the onset of solenoid opening as
response window. We also examined different window size such
as 400, 600, and 750ms and found no significant changes on our
quantification of responses. This robustness may be due to the
fact that the measurement is derived from averaging individual
interspike intervals (ISI). In order to measure the duration of
the afterhyperpolarization, we compared the ISI in a sequential
manner after the stimulus onset. If an interval is at least 5 times
longer than its previous interval, this later interval is considered
as the afterhyperpolarization. All statistical comparisons were
performed using the Statistics Toolbox of Matlab. To statistically
compare the pharmacological effects in a balanced data set
(i.e., across the same group of neurons at different stages, such
as control vs. drug vs. wash), we selected the non-parametric
Friedman’s test (Figures 4, 8). Where there were only two groups
in comparison (Figures 6, 9), we selected the non-parametric
Mann-Whitney U-test. In both tests, the cut-off for type-I error
were set at the 5% level (i.e., alpha = 5%). Following the
Friedman’s test, the Tukey-Kramer multi-comparison method
was applied to determine the pairwise significance level.

Computational Model
We constructed a spiking network model of the AL with a
modest number of architectural features—allowing it to simulate
certain kinds of AL phenomena—while at the same time having
few enough parameters to allow for serious benchmarking and
subsequent investigation. While we sketch out our model in this
section, the full details of our model are contained within the
Supplementary Information.

The network model discussed in this paper contains PNs,
as well as two subclasses of local neurons: LN1s and LN2s.
These neurons (totaling several dozen altogether) are organized
into clusters that represent distinct glomeruli. The neurons
are interconnected, both within each glomerulus and across
glomeruli. This connectivity is illustrated in Figure 1.
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FIGURE 1 | Illustration of computational network architecture. On the left we illustrate the anatomy of a single glomerulus, comprising 10 PNs, 8 LN1s, 12

LN2s, each modeled using single-compartment integrate-and-fire equations. These neuronal populations are connected together sparsely via local intra-glomerular

connections. Representative connections are illustrated in this diagram with colored lines, the thickness of which roughly corresponds to the coupling strength. In the

middle we illustrate our full network, comprising K glomeruli (e.g., K = 2–6). The neuronal populations within each of these glomeruli are connected together sparsely

via long-range inter-glomerular connections; these long-range connections have the same synaptic strength as the intra-glomerular connections, but are randomly

connected using different sparsity coefficients. On the right we list a few tables for the synaptic coupling strengths (given in terms of approximate EPSP and IPSP

amplitudes), and sparsity coefficients. A full description of the network, as well as the parameters involved, is given in the Supplementary Information.

Within our network model, each neuron is modeled by
a single-compartment integrate-and-fire equation, driven by a
combination of intrinsic, feedforward and synaptic currents:

τV
d

dt
V (t) = −

(

V − VL
)

+ ISK + I
input
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+ I
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The intrinsic currents determine how each neuron responds to
stimuli, and are different for the different neuron types (e.g.,
PNs are equipped with SK-channels). The feedforward-input
currents are independent (uncorrelated) between neurons, and
are given by a feedforward Poisson input with time-varying rate.
This feedforward Poisson input rate—which again depends on
neuron type—comprises both a background (low rate) plus the
time-varying stimulus-induced input (which can be high rate).

The synaptic currents involve recurrent nicotinic-type
excitation (2ms timescale), as well as GABA-A-type inhibition
(2ms timescale), as well as a slower synaptic inhibition (e.g.,
GABA-B-type with a∼750ms timescale). The coupling strengths
depend on the pre- and post-synaptic neuron types (e.g., the
LN1 population inhibits the LN2s differently than the PNs). In
our model we assume that local neurons (LN1s and LN2s) are
inhibitory, whereas PNs are excitatory. We do not explicitly
model any excitatory local neurons (see Olsen et al., 2007, as
well as Shang et al., 2007), although the effective inter- and
intra-glomerular excitation associated with such neurons might
be similar to the excitatory effects of our PNs (see Huang et al.,
2010).

The recurrent connectivity matrix for our network is chosen
to be an Erdos-Renyi random graph (i.e., each edge chosen
independently with some given coupling probability) with

coupling probabilities that are functions of the pre- and post-
synaptic neuron type and are slightly different for inter-
glomerular connections vs. intra-glomerular connections.

As we will discuss below, we use our model to conduct
numerical simulations: we subject our model to various
stimuli while attempting to mimic a variety of experimental
conditions. One important detail within this methodology is
how we translate PTX and BIC application from the real
world to our model. For our purposes, we will simulate PTX
application as though PTX reduces the efficacy of GABA-
A type receptors. When our model is operating under the
influence of PTX (i.e., “PTX-on” condition), the postsynaptic
currents associated with GABA-A synapses will be reduced by
75%. We similarly reduce by 75% the postsynaptic GABA-
A currents under BIC application. In addition, we drastically
reduce the SK-currents under this “BIC-on” condition (as
motivated by the discussion in Section R1). Going forward, we
will compare and contrast the behavior of our model in the
PTX-on and BIC-on conditions with the “control” or CTRL-
condition (i.e., CTRL = fully functional GABA-A and SK
currents).

We emphasize two important features of our network are:

(1) We ensure that the inhibitory synaptic connections made
by our LNs are “heterogeneous”; i.e., the distribution of
post-synaptic connection strengths varies widely across
the LN population. As mentioned above, we enforce this
heterogeneity by dividing our LNs into two “subclasses”
labeled LN1 and LN2. While both subclasses of LNs are
connected sparsely and randomly to the other neurons in our
model, the distribution of connection strengths is different
for the LN1 and LN2 subclasses. This heterogeneity implies
that some LNs will mostly inhibit PNs, without inhibiting
too many other LNs, whereas some other LNs will do
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the opposite. This heterogeneity is crucial for allowing our
model to facilitate PTX-on disinhibition of the PNs (see
Section R1 for discussion).

(2) We ensure that the PNs are equipped with intrinsic SK-
currents. These inhibitory currents are driven by each PN’s
own firing, serving to prevent that PN from firing multiple
times in a row. Once elevated, this current persists for
quite some time, decaying after ∼400ms. The presence of
such a persistent intrinsic inhibitory current is crucial for
allowing our model to facilitate the BIC-on shortening of the
AHP-phase (see Section R1 for discussion).

Benchmarking the Model
The model described above has several parameters which
influence its dynamics. These parameters include both the
strength and sparsity of the synaptic connections, as well
as the strength of the intrinsic SK-currents and feedforward
currents. Many of these parameters are constrained somewhat
by physiology (e.g., the synaptic coupling strengths must be
compatible with the observed sizes of EPSPs and IPSPs).
Nevertheless, even as these parameters are varied within
physiological bounds, the network can still produce a wide variety
of dynamical regimes, ranging from the physiologically realistic
to the unrealistic.

In order to further constrain these network parameters
we “benchmark” our model. That is, we choose a variety of
experimentally observed phenomena associated with the real AL
(i.e., benchmarks) and demand that our network satisfy these
benchmarks. Given any particular set of parameters—thought
of as a point in parameter space—our network will operate
within a particular dynamical regime and, generally speaking,

few-to-none of these benchmarks will be satisfied. Our goal is to
find a region in parameter space that corresponds to dynamical
regimes that satisfy all of our benchmarks; we hope that these
dynamical regimes will be “realistic” to some extent.

Our benchmarks are listed below:

(1) Firing-rates, EPSPs and IPSPs: In the real AL, PN and LN
firing-rates are between 5 and 15Hz in background (i.e.,
when unstimulated), and usually between 40 and 80Hzwhen
stimulated. EPSPs and IPSPs are usually smaller than 1mV.
We require that corresponding values for our network lie
within these acceptable ranges.

(2) Pulse-response attenuation: In the real AL, the PNs will
respond less vigorously to an odor puff if that puff was
immediately preceded by a previous puff. This phenomenon
gives rise to attenuation of the PN response to a rapid
sequence of odor pulses.We require that our network exhibit
a similar attenuation when stimulated with simulated odor
pulses. Compare Figure 2 and Figure 3.

(3) PTX response when unstimulated: This benchmark is
intended to capture the phenomena discussed in Section
R1. As mentioned above, the pharmacological application
of PTX to the real AL is translated in our network to
the reduction of GABA-A presynaptic currents by ∼75%.
We require that, when compared against CTRL, the PTX-
on condition exhibit both (i) a reduction in spontaneous
PN firing-rates, as well as (ii) an increase in the typical
spontaneous PN ISIs. Compare Figure 4 and Figure 5.

(4) PTX response when stimulated: This benchmark is intended
to capture the effects of PTX on the PN response to a train of
odor pulses. As per experiment, we require that (i) the mean
PN response per pulse for the PTX-on condition should

FIGURE 2 | Varying the inter-pulse-interval (IPI) affects the attenuation of PN responses. (A) On top we show raster-plots of a PN response to five pulses in

sequence (IPI 500ms). The peristimulus-time-histogram is shown in the middle, and the normalized response per pulse is shown on the bottom. Note that there is a

marked attenuation of PN response following the first pulse. (B) IPI = 1 s, and the attenuation is less marked. (C) IPI = 10 s, which is significantly greater than the

AHP-phase; there is no attenuation of PN response.
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FIGURE 3 | Our model qualitatively reproduces the pulse-response attenuation seen in Figure 2. On top we show traces of PN-activity for a model

glomerulus responding to a sequence of five pulses. On the bottom we show the normalized spike-count per-pulse. On the left we use an IPI of 512ms. On the right

we use an IPI of 2048ms, which is significantly longer than the AHP-phase.

be comparable to that of the CTRL-condition, whereas (ii)
the standard-deviation in PN response per pulse should be
significantly higher when PTX is on. Compare Figure 10 and
Figure 11.

(5) BIC response when stimulated: This benchmark is intended

to capture the phenomena discussed in Section R1. As

mentioned above, the pharmacological application of BIC to

the real AL is translated in our network to the combination

of (i) a reduction of GABA-A presynaptic currents by∼75%,

as well as (ii) a reduction in the strength of the intrinsic

SK-currents that follow hyperpolarization of the PNs. We

require that, when BIC is on, our model PNs exhibit

prolonged responses to odor stimuli; responses that show

a much diminished AHP-phase. Consequently, the BIC-

on state should reduce PN pulse-response attenuation and

prevent PNs from faithfully tracking rapid sequences of

odor pulses. Compare (Lei et al., 2009) with Supplementary

Figure S7.
(6) BIC response when unstimulated: This benchmark is

intended to capture the effects of BIC on the spontaneous
state. We require that, when BIC is on, the PNs exhibit
slow modulation in their background dynamics, switching
between long epochs of periodic firing and long epochs
of relative silence (typical epoch length should be several

seconds to tens of seconds). Compare Figure 12 and
Figure 13.

To actually perform our benchmarking we repeatedly scanned
sections of parameter-space by varying one or two parameters
at a time, covarying the most influential parameters whenever
possible. For each scan we chose the “best” set of parameters
(i.e., those which came closest to satisfying our benchmarks)
and scanned again; varying different parameters the next time.
This repeated parameter-scanning was done by hand (and not
automated) so that (i) we could gain some intuition for the vastly
different kinds of dynamic-regimes our network was capable of
producing, and (ii) we could be sure that our results were not too
sensitive to any single parameter. We continued searching until
we found a large open region in parameter-space, each point of
which gave rise to a rather similar dynamical regime that exhibits
all of our benchmarks. Figure 1 lists sample values for many of
these coupling and connectivity parameters for one point within
such a region.

After benchmarking our network, we investigated the
mechanisms at work within the resulting dynamical regime.
We found that the dynamical regime that supported the above
phenomena was one of “high-gain,” with strong recurrent
connectivity that gives rise tomultiple-firing-events (MFEs). This
regime is discussed at length below in Section R2.
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FIGURE 4 | Picrotoxin reduces PN’s spontaneous activities. (A) Juxtacellular recording traces (12 s long) show a marked reduction in the number spikes due to

the application of picrotoxin. (B) The reduction of number of spikes due to picrotoxin is statistically significant (Friedman test, p < 0.01, n = 8) but the effect is not fully

reversible. Different letters on top of the box plots indicate statistical significance. (C) Cumulative sum of interspike intervals (ISI) shows that the picrotoxin treatment

prolongs the maximal ISI to about 4 s (red line) while the maximal ISI under saline control is only about 1.5 s (black line). Moreover, nearly all (about 98%) ISIs under

saline control are less than 0.5 s but about 87% of ISIs under picrotoxin are within this range. Saline wash produces a pattern that is between the drug treatment and

control (blue line).

RESULTS

Section R1: Initial Experiments
In this section we present some of our experiments which

hint at the nature of the after-hyperpolarization (AHP) phase

in projection neuron (PN) response. These experiments will

strongly suggest that the AHP-phase comprises both inhibitory

synaptic currents as well as hyperpolarizing intrinsic currents.

To preface, recall that the “control-condition” (i.e., saline

wash, rather than any active pharmacological agent) produces

spontaneous PN activity in the range of 6–12Hz (see, e.g.,

Figure 4A). When stimulated by a pheromone pulse, the PN

activity increases vigorously, and is usually followed by an AHP-

phase, expressed as a nearly silent period in the raster plots and

PSTH following each pulse (see e.g., Figure 6A). This AHP-phase

not only truncates the excitatory response evoked by each odor

pulse but also lasts for about a second or so. As a result, the AHP-

phase caused by any given odor pulse can interfere with—and

reduce—the magnitude of excitatory response to any subsequent

odor pulse occurring shortly after the first. To quantify this
attenuation, we stimulate the MGC with a rapid sequence of five
successive odor pulses (see methods) characterized by an “inter-
pulse-interval” (IPI) ranging from IPI = 0.5–10 s. As expected,
the PN response shows a marked attenuation when the IPI is less
than or equal to the observed duration of the AHP (see Figure 2).
On the other hand, when the IPI = 2 s or longer, the AHP from
each pulse dies away before the next pulse arrives, and so the AHP
does not significantly affect the PN response across pulses (i.e.,
there is little to no attenuation when IPI ≥ 2 s).

Our first set of experiments perturbs the scenario above
through the pharmacological application of picrotoxin (PTX)
to the MGC. PTX has been shown to be an effective GABA-
A receptor antagonist in both vertebrate and invertebrate
preparations (Newland and Cull-Candy, 1992; Anthony et al.,
1993; Laurent et al., 1999; Lee et al., 2003; Choudhary et al.,
2012; Warren and Kloppenburg, 2014). Consequently, we expect
PTX application to increase the PN response. However, to the
contrary:
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FIGURE 5 | Our model qualitatively reproduces the PTX-induced phenomena seen in Figure 4. On top we show traces of PN-activity for a model glomerulus

in background, both in the control state (black) and PTX-on state (red). Below these traces we plot the time-averaged PN firing-rate (averaged over 1 s bins). On the

bottom we show the average PN firing rates (left) and cumulative-distribution-function for the ISI-intervals (right).

PTX Decreases PN’s Spontaneous Activity
Under our experimental conditions, perfusing the moth AL with
PTX (200µM) significantly reduced the level of spontaneous
activities on PNs (Figures 4A,B; Friedman test, p < 0.01, n = 8).
Despite a reduction of the number of spikes (from 70 to 120
with median of 79 in a 10-s window to 10–50 with median of
20, Figure 4B), the bursting pattern was not altered (Figure 4A,
middle panel). Apparently, the reduction of number of spikes was
primarily caused by the increase of ISI, especially those intervals
between the bursts. This inference was further confirmed by
plotting the cumulative probability sum of ISI across saline
control (812 ISIs pooled from eight neurons), PTX treatment

(261 ISIs) and saline wash (309 ISIs; Figure 4C). Without PTX
(i.e., saline control), the maximal ISI was 1.72 s (Figure 4C, black
line), but this number went up to 3.95 s with PTX, an increase
of 129% (Figure 4C, red line). Moreover, the distribution of ISIs
associated with the saline control group was shifted (toward
shorter ISI times) relative to the distribution of ISIs associated
with the PTX treatment. For example, 95% of the control-ISIs
were shorter than 0.2 s, whereas this range only comprised about
85% of the ISIs under PTX-treatment. Saline wash did not reverse
the ISI distribution to the control pattern completely, but rather
to a pattern between the saline control and drug treatment
(Figure 4C, blue line).
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FIGURE 6 | Picrotoxin increases the duration of afterhyperpolarization

(AHP). (A) Raster plot and peristimulus histogram show a typical excitatory

response of a Toroid PN to five pulses of EZ stimulation. The stimulus onset is

at time zero and lasts for 50ms. Note the AHP (dotted arrows) following the

bursts of excitatory responses. (B) Under the picrotoxin treatment, the duration

of AHP is significantly increased, along with a reduced spontaneous activity.

(C) Group data showing that the picrotoxin-induced increase of AHP duration

is statistically significant either under 1 or 10 ng stimulation (Mann Whitney

U-test, p < 0.05 or 0.01, n = 8; asterisks indicate the significance level).

In addition to measuring the effects of PTX on spontaneous
activity, we also measured the effects of PTX on the AHP-phase.
We observed that:

PTX Increases the Duration of PN’s AHP Phase
As mentioned above, the MGC PNs’ excitatory response to
pheromones is usually followed by an AHP-phase, expressed as
a gap in the raster plots and PSTH (Figure 6A, dotted arrows).
The length of the AHP period was significantly increased by
PTX application (Figure 6B, dotted arrows). Because the AHP
is positively correlated with odor concentrations (Figure 7A),
we also compared the PTX effect on low (1 ng) and high (10 ng)
dose evoked responses. In both cases, PTX significantly increased

FIGURE 7 | The length of the afterhyperpolarization (AHP) period is

positively related to the odor concentrations under saline control (A),

but the linear relationship is lost after picrotoxin treatment (B) (N = 8).

the length of AHP (Mann Whitney U-test, p < 0.05 or 0.01,
n = 8; Figure 6C). Interestingly, PTX application disrupted the
linear correlation between odor concentrations and the duration
of AHP (Figure 7B).

Thus, despite the fact that PTX is a GABA-A receptor antagonist,
perfusion of PTX actually enhances the inhibitory modulation
of the PNs. Moreover, because PTX increases the duration of
the AHP-phase, these effects likely stem from an increase in the
inhibitory currents responsible for the AHP-phase, and not to
secondary-effects of PTX which might block nicotinic-excitation
(as seen, e.g., in honeybee, see Barbara et al., 2005). Based on these
considerations, we will explore the hypothesis that the PNs may
be involved in a disinhibitory network operating within theMGC
or even spanning the AL (for motivation, see Christensen et al.,
1998a or Buckley and Nowotny, 2011).

As a very simple example of such disinhibition, one may
consider a 3-neuron circuit consisting of a single local neuron
(LN1) inhibiting a second local neuron (LN2) which inhibits
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FIGURE 8 | Sketch of an inhibitory and disinhibitory circuit, as well as a more realistic disinhibitory network: (A) We illustrate a simple inhibitory circuit,

involving a single LN which produces presynaptic inhibitory current I that inhibits a single PN. Under PTX we expect the efficacy of inhibitory synapses to decrease;

thus I should get smaller, implying that the PN activity will increase. (B) We illustrate a simple disinhibitory circuit, involving an LN1 which produces a presynaptic

inhibitory current I1 that inhibits another LN2. This LN2, in turn, produces a presynaptic inhibitory current I2 that inhibits a single PN. If the activity level of the first LN1

is high, we may expect LN2 to be only weakly active, and for the PN to be active. Under PTX we expect that the efficacy of inhibitory synapses will decrease: as a

result I1 will decrease, and so the activity level of LN2 will increase. This increased activity level—combined with the now decreased efficacy of inhibitory

synapses—will alter I2. If the activity level increase of LN2 is sufficiently large, it is possible for I2 to actually increase overall (even though PTX has been applied). As a

consequence, it is possible for the PN activity level to actually decrease overall—even though PTX has been applied. (C) A more realistic disinhibitory network would

involve not just three neurons, but rather a collection of LNs and PNs, with the former heterogeneously coupled. In the heterogeneous network shown we have

colored the various LNs according to the role they might play with regards to disinhibition: those LNs that predominantly inhibit PNs are classified as “LN2s” and

colored blue, while the LNs that predominantly inhibit the LN2s are classified as “LN1s” and colored green. In reality the roles are not so clear cut; some LNs will both

inhibit PNs as well as inhibit other LNs, and it may not always be possible to clearly classify each and every LN into a specific role.

a projection neuron (PN). The layout for this simple circuit
is illustrated in Figure 8. We’ll also assume—for exposition—
that this simple circuit is operating in a mean-driven regime
(see, e.g., Destexhe and Sejnowski, 2009; Buckley and Nowotny,
2011). In such a regime, each neuron receives independent
feedforward input currents that—alone—would be sufficient
to cause them to fire at high rates. As we’ll discuss next,
this mean-driven regime can be understood by analyzing its
firing-rates.

The “control” situation for this simple circuit involves LN1
being very active with high firing-rate m1. In this condition,
since LN1 is very active, the inhibitory presynaptic currents to
LN2—denoted by “I1” will be proportional to the LN1 activity.
That is to say, I1 will be roughly S×m1 for some “synaptic
strength” S. The large presynaptic current I1 will ensure that
LN2 is only weakly active, with a firing-rate m2 which will be
a function [i.e., f(·)] of the total input current to LN2. In this
case we expect m2 = f (E− I1) = f (E− Sm1), where f depends
on both I1, as well as some background excitatory current E; m2

should be lower as I1 increases. The presynaptic inhibition to the
PN—denoted by I2—will be proportional to f (E− I1), roughly
determined by something like I2 = S×f (E− I1) = Sf (E− Sm1).
Becausem1 and S are high, I1 will be high, som2 = f (E− I1)will
be low, so I2 will be low, and the PN activity will be high.

When PTX is applied to this simple circuit, the situation will
change. The LN1 will remain active, but no longer inhibit LN2
as much. If the application of PTX blocks, say, three-quarters
of the GABA-A receptors, we might imagine the synaptic-
strength S reduced to ¼S. With this reduction the presynaptic
inhibition to LN2 is only I1 = ¼Sm1, and so the new (higher)
firing rate of LN2 will be m2 = f (E−¼Sm1). This new

firing-rate m2 might be much higher than before (i.e., the firing-
rate may be a nonlinear function of the presynaptic currents),
implying that the presynaptic inhibitory current to the PN
will change to I2 = ¼Sm2 = ¼Sf (E−¼Sm1). If f has the
appropriate structure, it is certainly possible that I2 might actually
be higher under PTX than under the control condition. In
such a situation, we would observe the PN activity drop under
PTX.

To be clear, we are not suggesting that each PN in the
MGC is the target of an idealized disinhibitory circuit such as
in Figure 8B, nor that the MGC operates in a mean-driven
regime where such a firing-rate analysis is valid. Rather, we are
suggesting that perhaps the collection of LNs in the MGC may
be interconnected in such a way as to give rise to a similar
disinhibitory phenomena– even without any single simple
mean-driven disinhibitory circuit existing in isolation (see e.g.,
Figure 8C). Put another way: we suggest that an appropriately
heterogeneous LN population (i.e., a population of LNs that have
varying degrees of connectivity and coupling strength, both to
each other and to the PNs) might—as a gestalt—give rise to the
PTX-induced phenomena we observed above.

If, indeed, the MGC PNs are targets of such emergent
disinhibition, we would expect many of the results we see under
PTX to also manifest under other pharmacological agents which
increase the overall level of inhibition in the MGC. One way
to test this intuition is to use GABA transporter blockers—
specifically L-2-4-diaminobutyric acid (L-DABA) and nipecotic
acid. These blockers should increase the GABA concentration in
the tissue (Mbungu et al., 1995; Oland et al., 2010). As confirmed
below, this increase in GABA concentration has similar effects
to PTX:
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FIGURE 9 | Blocking GABA transporters increases the duration of

afterhyperpolarization (AHP). Two GABA transporter blockers, L-DABA (A)

and Nipecotic acid (B), were used to treat the experimental preparations, and

both blockers increase significantly the duration of AHP. The saline wash,

however, does not fully reverse the drug effect. Different letters on the bar

graphs indicate statistical significance (Friedman test, p < 0.01, n = 5).

GABA Transporter Blockers Enhance AHP
We perfused the AL with GABA transporter blockers, L-
2-4-diaminobutyric acid (L-DABA) and nipecotic acid. As
expected, both blockers increased the AHP duration significantly
(Figure 9) (Friedman test, p < 0.01, n = 5). The saline wash,
however, did not have significant effects. This could be due
to insufficient amount of washing time limited by recording
sessions.

Based on the PTX, L-DABA and nipecotic acid experiments
above, we concluded that (i) the PNs in the MGC participate
in some kind of disinhibitory circuit, and (ii) that disinhibitory
circuit gives rise to an inhibitory presynaptic current within the
PNs that contributes to the AHP-phase.

While sensible given the experiments we’ve discussed so far,
this conclusion is not obviously consistent with some of our
previous experiments involving bicuculline methiodide (BIC; see
Lei et al., 2009). To elaborate, BIC is similar to PTX, in that

both agents are putative GABA-A receptor antagonists within the
Manduca AL (Christensen et al., 1998b). Because there may be
differences in the affinity of each agent for GABA-A, we don’t
expect BIC to act in exactly the same way as PTX. Nevertheless,
at first blush we expected the effects of BIC to be qualitatively
similar to PTX: i.e., to also lengthen the AHP within PN MGCs.
To the contrary, however:

BIC Eliminates the PN’s AHP-Phase
BIC application substantially reduces the length of the AHP-
phase well below ∼200ms, and sometimes eliminates the
AHP-phase altogether. Consequently, under BIC the PN
response exhibits a much prolonged excitatory phase, persisting
several hundred milliseconds after the pheromone stimulus is
removed. In addition, due to the lack of an AHP-phase, the PN
response exhibits little to no attenuation from one odor pulse
to the next—even when those odor pulses are within 1 s of one
another (e.g., an IPI of 512ms). Thus, this BIC-induced lack of
attenuation prevents PNs from faithfully tracking the dynamics
of a pulsatile odor stimulus (Lei et al., 2009).

These results are surprising; the BIC induced phenomena within
the MGC seem diametrically opposite to the PTX induced
phenomena. Thus, even though they are both GABA-A receptor
antagonists (Waldrop et al., 1987)1, PTX and BIC cannot be
doing the same thing to the MGC.

One potential explanation for this paradox is that BIC
is actually more than just a GABA-A receptor antagonist.
Specifically, BIC could also block certain channels within the
PNs – channels that give rise to intrinsic currents which, in
the absence of BIC, ordinarily contribute to the AHP-phase
(for precedent see Villalobos et al., 2004; Pedarzani et al.,
2005; Belmabrouk et al., 2011a). While this leap of logic may
seem farfetched at first, we believe that there is a natural
candidate for such channels: namely, calcium-dependent small-
conductance potassium channels (SK-channels). Indeed, in a
functional study of cloned SK-channels using Xenopus oocytes,
BIC was found to block two types of SK-channels (Khawaled
et al., 1999).

Although there is no direct molecular evidence that proves
that Manduca PNs possess SK-channels, there are several pieces
of evidence that point toward this possibility:

(1) In the fruit fly, Drosophila melanogaster, one type of SK
channel was reported. Moreover, this channel is likely
important for sensory processing, since the photoreceptors
of the mutant flies lacking the gene of this channel produce
oscillatory currents that hinder their responses under dim
conditions (Abou Tayoun et al., 2011).

(2) In mammals, SK-channels are believed to mediate the AHP-
currents following action potentials, both inhibiting cell
firing and limiting the firing frequency of repeatable action
potentials (Bond et al., 1999; Adelman et al., 2012).

1Even though we used different methods to introduce PTX and BIC into the

AL—bath perfusion vs. multibarrel pressure injection—we do not believe that this

difference in procedure could be wholly responsible for the extreme discrepancies

we observed in the PN dynamics.

Frontiers in Physiology | www.frontiersin.org March 2016 | Volume 7 | Article 80 | 39

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Lei et al. Inhibitory Network Constrains Neural Synchrony

(3) An SK channel homolog, KCNL-2, has also been
characterized in the nervous system of C. elegans and
is believed to regulate egg laying behavior (Chotoo et al.,
2013).

Is it possible that Manduca PNs are indeed equipped with SK-
channels, and that these channels are both partially responsible
for the AHP and blocked by BIC? On the surface, this scenario
might be consistent with the experiments described above. Recall
that PTX and BIC gave rise to, respectively, a lengthening and
shortening of the AHP-phase. Perhaps, as previously discussed,
PTX reduces the effectiveness of GABA-A receptors, thus
lengthening the AHP-phase of the PNs through a disinhibitory
network of LNs. Now BIC should also reduce the effectiveness
of GABA-A receptors somewhat, but could also block putative
SK-channels within the PNs. While the former alone would
reduce the PN activity, just like PTX, the latter could remove
a substantial component of the AHP-currents, increasing PN
activity. Perhaps a combination of these two effects could
somehow result in both the PTX-induced phenomena we see
above, as well as the BIC-induced phenomena observed in Lei
et al. (2009).

Going forward, we will explore this possibility: We will use
computational modeling to investigate the scenario sketched
out in the previous paragraph. More specifically, we will create

a spiking neuronal network that has (a) strong heterogeneous
recurrent connectivity across the LN population, and (b)
SK-channels within the PNs. We will determine whether or not it
is even possible to benchmark such a network against the PTX-
and BIC-induced phenomena described above. In doing so, we’ll
expose mechanisms that may be at work within the MGC or,
more generally, across many glomeruli within the AL.

Before we embark on such a project, we comment on two
somewhat more subtle phenomena we have observed; the first
relating to PTX application, the second to BIC:

PTX Disrupts PN’s Response Consistency across

Repeated Isolated Stimuli
Recall that, in response to isolated pulses of pheromonal stimuli,
the MGC PNs typically generate bursts of action potentials
tracking each stimulus pulse (Figures 10A,B). Because the inter-
pulse-interval (IPI = 2 s) in this case was sufficiently greater
than the typical AHP-length (compare, e.g., Figure 6C with
Figures 10A,B), the response from one pulse did not “interact”
with the following pulse; consequently, there was little to no
attenuation of the PN response across pulses. The same holds
under PTX application, which did not significantly change the
PNs’ response magnitude, measured as the mean instantaneous
firing rate during the response window across odor pulses

FIGURE 10 | Picrotoxin increases response variations. (A,B) Juxtacellular recording traces show the responses of a Toroid PN to four pulses of EZ stimulation

under saline control (black trace) and picrotoxin treatment (red trace). (C,D) Picrotoxin does not significantly change the mean instantaneous firing rate during the

response window either to 1 or 10 ng stimulation; however, the treatment significantly increases the response variation measured by the standard deviation of firing

rate across odor pulses (Mann Whitney U-test, p < 0.01, n = 8; asterisks indicate the significance level).
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(Figure 10C, Mann Whitney U-test, p > 0.05, n = 8). However,
under PTX, the excitatory responses from pulse to pulse were
not as consistent as those under the saline control, shown by
a significant increase of the standard deviation of the mean
instantaneous firing rate across all 5 odor-evoked responses
(Figure 10D, Mann Whitney U-test, p < 0.01, n = 8). These
drug effects were similarly observed when using low (1 ng)
or high (10 ng) concentration of odors (Figures 10C,D). See
Figure 11 for comparison with our model.

BIC Introduces Structure into the PN Spontaneous

Activity
When unstimulated, the MGC PNs usually produce sporadic
spontaneous activity with no obvious structure. Under BIC
application, the spontaneous PN activity can change into a
long-lasting structured pattern, which alternates between epochs
of fast-periodic-spiking and epochs of near total quiescence.
The epochs of fast-spiking are characterized by ISI-intervals of

∼50ms, whereas the quiescent epochs have firing-rates near
0Hz. The epochs can each last for several tens of seconds, and
alternation between the spiking and silent epochs continues for as
long as BIC is supplied. The transition between any given spiking
epoch and the subsequent silent epoch can be very abrupt—often
much less than 100ms—and sometimes even instantaneous.
While we had originally observed this phenomenon in our
previous work (Lei et al., 2009), we confirmed it once again
with a new set of experiments. In these recent experiments we
again observed BIC-induced spontaneous activity patterns, this
time with even more variation than what we had originally seen
in 2009. Although the spiking activity was generally increased
by BIC application, only one MGC PN exhibited extreme
rhythmicity when alternating between quiescent and spiking
epochs (asterisk in Figure 12A). The other MGC PNs also
exhibited long-lasting epochs of spiking as well as quiescent
epochs, but were less rhythmic (Rows 1–3 of raster plots in
Figure 12A).

FIGURE 11 | Our model qualitatively reproduces the PTX-induced phenomena illustrated in Figure 10. (A,B) PN-activity for a model glomerulus subject to a

train of stimulus pulses separated by an IPI of 2 s. (C) The PTX-on state induces small changes in the mean PN-response—i.e., instantaneous firing-rate—averaged

across pulses. (D) The PTX-on state induces larger changes in the standard-deviation (across pulses) of PN-response.
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FIGURE 12 | Bicuculline methiodide (BIC) alters the spiking patterns of the spontaneous activity of PNs both in the MGC and in the ordinary glomeruli.

(A) Raster plots show that BIC treatment generally increases the spontaneous activity level of MGC PNs, opposite to the picrotoxin treatment, and produces the

run-away pattern (asterisk) in some PNs. (B) Such run-away patterns are also present outside the MGC when BIC is used, verifying the predictions from the network

model.

These two phenomena both expose rather specific dynamic
features of the MGC and neither is an obvious epiphenomenon
of the mechanisms we have proposed so far. To elaborate, even if
PTX does disrupt a disinhibitory network involving the PNs, why
would such a disruption necessarily reduce the consistency of PN
response across isolated pulses? Furthermore, even if BIC does
block SK-channels—which have dynamics in the 100–500ms
range—why would blocking these channels give rise to structured
spontaneous activity on a 10 s time-scale?

Thus, to further constrain and validate our computational
modeling, we will use the above two phenomena as additional
benchmarks. That is to say, we will determine if our
computational model, possessing both (a) heterogeneous
connectivity across the LNs and (b) SK-channels within the PNs,
can reproduce all the phenomena discussed so far.

Section R2: Computational Modeling
In this section we briefly describe our computational model, and
use it to probe the potential consequences of disinhibition and
SK-channels within the moth MGC.

Note that ours is certainly not the first model to investigate
these mechanisms within theManducaAL. For example, a mean-
field model by Buckley and Nowotny (2011) analyzes the role
of disinhibition within an idealized inhibitory network without

fast synapses. As another example, a spiking network-model by
Belmabrouk et al. (2011a) includes SK-type channels in order
to replicate some of the pharmacological results seen in Lei
et al. (2009)—specifically the elimination of the AHP-phase
and diminished pulse-tracking properties observed under BIC-
application.

We view both these works as encouraging, and take them
as additional support for the disinhibition and SK-channel
hypotheses. That being said, our model—which combines
disinhibition and SK-channels—is the only model we are aware
of that attempts to capture the broad range of PTX- and BIC-
induced phenomena we observed in Section R1. Moreover, as
we will eventually discuss later, our modeling study illuminates
the importance of multiple-firing-events, which depend critically
on fast synapses and cannot be well understood via a mean-field
framework.

Our model is a spiking network model of a few interconnected
glomeruli within the Manduca AL. This network is built out
of several dozen spiking single-compartment integrate-and-fire
neurons, using the voltages and conductances of the individual
neurons as microscopic variables. Each glomerulus in our model
corresponds to a relatively tightly knit cluster of a few dozen
neurons, including inhibitory LNs and excitatory PNs. In terms
of connectivity, we have abstracted the complex topology of
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the real AL as follows: we assume that different populations of
neurons are interconnected sparsely and randomly, both within
each glomerulus as well as across glomeruli. We remark that we
do not explicitly model excitatory LNs, instead assuming that
their effects are similar to the effects of the excitatory PNs (to
which they may be strongly connected—see e.g., Huang et al.,
2010).

With regards to the network’s dynamics, we equip our
neurons with fast synaptic currents, corresponding to nicotinic-
type excitation and GABA-A-type inhibition, as well as slower
inhibitory synaptic currents with a decay time ∼750ms. Both
our LNs and PNs exhibit fast sodium-like spikes (modeled via
the integrate-and-fire equations), but our PNs are also equipped
with a slow intrinsic inhibitory current mimicking the putative
SK-currents discussed above (decay time-scale ∼400ms). Each
neuron in our network is also driven by independent feedforward
Poisson input comprising (i) a background drive and (ii) a
stimulus-specific drive targeting specific glomeruli at specific
times.

These are the main ingredients of our model. Note that, as
described in the Methods Section and in the Supplementary
Material, our model has (a) heterogeneous recurrent inhibition
provided by the LNs, as well as (b) slow intrinsic SK-currents
within the PNs; while the latter is considered in Belmabrouk et al.
(2011b), the former is not. The parameters for our model include
excitatory and inhibitory couplings strengths (both within and
across glomeruli), the strength of the SK-currents within the
PNs, and the strengths of the feedforward input currents. As
mentioned in the methods section and discussed in more detail
in the Supplementary Material, we proceeded to tune this model
by varying the parameters. Our goal when tuning was to search
for parameters for which our model was “biologically plausible.”
That is, for which our model satisfied all the benchmarks
associated with our observations of the AL. We found that,
indeed:

Our model allows for “biologically plausible” behavior
There exists a region in parameter space for which our model
can simultaneously exhibit the following phenomena discussed
in Section R1: (1) Firing-rates, EPSPs and IPSPs similar to
those observed in the real AL; (2) Pulse-response attenuation
for IPIs < 1 s, (3) PTX-induced reduction in PN spontaneous
firing rates, (4) PTX-induced loss of consistency across isolated
stimulus pulses, (5) BIC-induced reduction in PN pulse-
response attenuation and pulse-tracking, and (6) BIC-induced
slow patterns when unstimulated. These phenomena are
illustrated in Figures 3, 5, 11, 13, as well as in Supplementary
Figure S7.

Even this modicum of success points toward the plausibility
of our previous hypothesis. Namely, that the phenomena
we observed might be due to (a) heterogeneous recurrent
connectivity involving the LNs and (b) intrinsic SK-
currents within the PNs. More importantly, however, our
computational model gives a hint as to how these architectural
mechanisms give rise to the phenomena at hand, and how

those phenomena might coexist within a single dynamical
regime.

After analyzing our model, we discovered that all the
biologically plausible regimes we found shared a few things in
common:

(1) Strong recurrent inhibition: Unsurprisingly, all our
biologically plausible regimes had large inhibitory coupling
strengths. This is to be expected, as we engineered our model
to possess a heterogeneous collection of LNs capable of
disinhibition. In order for our network to exhibit the desired
PTX-induced reduction in PN firing rates, the effects of
such disinhibition should be significant. Strong recurrent
inhibition seemed to be a necessary prerequisite for this.

(2) Strong intrinsic SK-currents: Also unsurprisingly, all our
biologically plausible regimes had large amplitude SK-
currents within the PNs, corroborating previous modeling
work by Belmabrouk et al. (2011a). This again is expected,
as we required PNs in our model network to exhibit a BIC-
induced reduction in the AHP-phase. Recall that, in our
network, BIC-on corresponds to a reduction in both GABA-
A-currents and SK-currents. Given that the former alone
would lengthen the AHP-phase (through disinhibition),
it is crucial that the AHP-phase also comprise a strong
intrinsic inhibitory component—in our case this was an
SK-current. In order for the BIC-on state to shorten the
AHP-phase, this SK-current must be strong enough that its
removal (under BIC) “outweighs” the additional presynaptic
inhibition received by the PNs due to the disinhibitory
network.

(3) High gain:Our model functioned well when the feedforward,
intrinsic and synaptic currents combined to ensure that,
most of the time, at least some neurons in the network had
membrane potentials that were not too far from the firing-
threshold. This requirement is tantamount to the statement
that—barring obvious exceptions such as PNs in the AHP-
phase—the currents driving each neuron were neither
overwhelmingly excitatory nor overwhelmingly inhibitory.
This “high gain” regime allowed neurons to be responsive
to fluctuations in their input currents; this responsivity
played an important role in all the phenomena we
sought.

(4) Strong recurrent excitation: Finally, all our biologically
plausible regimes had large excitatory coupling strengths.
In this case “large coupling strengths” specifically means
that the typical EPSP was of the same order as—or
not too much smaller than—the typical IPSP coming
from the heterogeneous network of LNs. This requirement
can be thought of as a special case of the “high-
gain” requirement from the previous paragraph, restricted
to presynaptic currents. These large coupling strengths
were instrumental in producing the somewhat more
subtle dynamic phenomena discussed toward the end of
Section R1.

These last two requirements—a high-gain state with strong
recurrent excitation—were crucial for our model, and gave rise
to a very important dynamic feature:
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FIGURE 13 | Our model qualitatively reproduces the BIC-induced phenomena illustrated in Figure 12. (A) On top we show the spontaneous PN-activity for

both glomeruli (two shades of gray) in a K = 2 glomeruli model. The time-averaged spike-count (2 s bins) is shown on the bottom. (B) On top we show the

spontaneous PN-activity for both glomeruli (two shades of red) in the same K = 2 glomeruli model under the BIC-on state. Note that not only are there long periods of

elevated activity observed within each of the glomeruli, but also that these periods of activity are anti-correlated with one another.

Our Model Exhibits Emergent

“Multiple-Firing-Events” —or MFEs
These MFEs are a special kind of causally-linked synchronization
across subsets of PNs. This brief synchronization occurs because
the PNs are in a high-gain state; there are often a few PNs which
are not too far from the firing-threshold. Because of the strong
recurrent excitation, one or two typical EPSPs can close this gap,
causing one spike to lead to the next. That is to say, it will not
be uncommon for any given PN spike to drive at least one other
postsynaptic PN over the spiking-threshold, causing a second PN
spike almost immediately (i.e., within 1–2ms). This second spike
may cause a third, and so forth, resulting in a chain reaction
including several PNs over a comparatively short period of time
(say, <5ms).

That these chain-reactions can occur depends on the high-
gain and strong recurrent excitation; whether or not a chain-
reaction will occur at any given time is due primarily to luck—
which PNs have high subthreshold voltages and which do not.

While it is certainly possible for MFEs to occur spontaneously
(i.e., when the model is unstimulated), most MFEs occur during
the initial response to stimulation. This initial response period
corresponds to the “highest-gain” of the PNs, before they will
be suppressed by the inhibitory currents from the forthcoming
AHP-phase.

An example of an MFE within an idealized 3-neuron network
is shown in Figure 14A. This network comprises 3 PNs which
are stimulated with feedforward Poisson input similar to our full
network; the synaptic time constants are also similar to our full
network (i.e., 2ms), but the synaptic coupling strengths are about
a factor of 10 higher so thatMFEs clearly manifest. On the top left
we show a short 5ms sample trajectory from this network with
the subthreshold voltage of each PN color-coded in accordance
with the network to the right. Because each neuron is modeled
using the integrate-and-fire equations, each subthreshold-voltage
will fluctuate (based on its combination of input currents) until it
reaches the firing-threshold (VT), at which point the neuron will
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FIGURE 14 | Illustration of multiple-firing-events (MFEs): (A–C) Here we use a collection of small networks to illustrate the kinds of chain-reactions we

see in our simulations. See text for details.

fire and reset to VR (firing denoted by vertical line), no longer
participating in this short stretch of dynamics. Note that the first
PN to fire adds an excitatory input current to the second PN and
encourages it to fire as well; the combined effects of these first
two PNs adds a substantial excitatory presynaptic current to the
third PN, causing it to fire less than amillisecond later. This entire
cascade takes place over <3ms, and is similar to the MFEs in our
larger network.

Of course, the chain-reactions we’ve been describing don’t just
include PNs; the first few PNs to initiate a chain-reaction will
also cause firing amongst the LNs, many of which also benefit
from the high-gain state. How such a chain-reaction unfolds can
be very complicated and situation-dependent; recall that the LN
population is heterogeneous. LN1s inhibit LN2s; LN2s inhibit
PNs. The short-time-scale dynamics within each MFE can be
rather complicated, with PNs, LN1s and LN2s competing over
the fate of the cascade.

This complexity is illustrated in Figures 14B,C. In Figure 14B
we expand the 3-neuron network of Figure 14A to include
two LN2s (see addition blue neurons on the right, as well
as bluish trajectories on the left), which affect how the
cascade unfolds. This time, the first PN again adds excitatory
presynaptic current to the other two PNs, but also to the
two LN2s; these LN2s manage to fire before the other PNs
would fire, giving rise to inhibitory presynaptic currents which
actually prevent these other PNs from firing altogether. Another
example is shown in Figure 14C, where the simple network is
further expanded to include two LN1s (see additional green

neurons on the right, as well as greenish trajectories on
the left). This time the first PN to fire causes one of the
LN1s to fire second, which actually inhibits and delays the
spikes coming from the LN2s. As a result, the LN2s are not
capable of completely curtailing the cascade, and one of the
remaining PNs manages to fire (compare Figure 14B with
Figure 14C).

Thus, the specifics of any given MFE are rather variable: it is
possible for a chain-reaction of PN spikes to trigger LN2 spikes
which halt the cascade or to trigger LN1 spikes which help the
cascade continue via disinhibition. When each MFE concludes—
usually due to a barrage of inhibition—the PNs involved
experience an abundance of persistent inhibitory currents: both
presynaptic and intrinsic. If the system is stimulated, a sufficiently
strong feedforward input can override these inhibitory currents
and cause further firing. On the other hand, when the network
is unstimulated, these inhibitory currents are usually sufficient to
prevent further firing.

MFEs Strongly Affect the Dynamics of Our Model
As one can see from the description above, MFEs represent a
particular kind of synchrony; they are most decidedly causal
in nature, stemming from strong and fast competition between
synaptic excitation and inhibition. In this regard, MFEs can
be viewed as a more complicated version of the “sandpile”
cascades discussed in Bak et al. (1987) and later considered
in the context of neuroscience by Mirollo and Strogatz (1990),
Gerstner and van Hemmen (1993), DeVille and Zheng (2014)
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and others. We also believe MFEs to be related to the “neuronal
avalanches” studied by Plenz et al. (2011) and Beggs and Plenz
(2003).

By contrast, MFEs are quite distinct frommany other forms of
synchrony that have been studied, such as synchrony borne from
(i) correlated feedforward inputs, (ii) global fluctuations in firing-
rate, (iii) strong sources of synaptic depression, or (iv) synaptic
delays. TheMFEs we see in ourmodel are not easily characterized
analytically as an additional feedforward Poisson spiking process
(see Brunel, 2000), or as fluctuations of a balanced state (see van
Vreeswijk and Sompolinsky, 1998).

While we don’t yet have a full characterization of MFEs
ourselves, we have studied them in a less complex network
(Rangan and Young, 2013b). Even this simpler case required
serious effort to analyze mathematically (Rangan and Young,
2013a; Zhang et al., 2014a,b; Zhang and Rangan, 2015). Thus,
at present we eschew any sort of detailed analysis, instead
describing in words the dynamic picture we see in our
model:

MFEs Manifest Within the Control State
In terms of the model’s spontaneous activity, many of the PN
firing-events are isolated (i.e., not part of anyMFE), but some PN
spikes occur synchronously (see Figure 15A). When the model is
driven by an odor pulse the activity levels of both the PNs and
LNs rise; again the PN activity comprises both MFEs and isolated
spikes, although with both occurring at a much higher frequency
than in the spontaneous state. Shortly after any odor pulse the
PN activity dies down, and the PNs are driven predominantly by
persistent inhibitory currents. These inhibitory currents combine
slow synaptic inhibition with intrinsic SK-currents, giving rise to
an AHP-phase. During this AHP-phase, our model PNs are no
longer in a high-gain state, and exhibit very little firing at all (i.e.,
very few isolated spikes or MFEs).

MFEs Underlie the PTX-on Phenomena
When PTX is applied, the GABA-A coupling strengths are
reduced; the LN2 presynaptic inhibitory current drops; the
LN2 population moves closer to the spiking threshold; the
LN2 firing rate increases significantly; and the net inhibitory
presynaptic currents to the PNs increases somewhat. The net
effect of all this on spontaneous activity is rather simple: the
spontaneous PN firing-rate is somewhat lower in the PTX-
on state than in the control state. The excess inhibitory
currents lower both the probability of isolated spikes and
MFEs.

With regard to stimulated activity, however, the story is more
intricate. As we discussed in Figure 14, predominantly excitatory
networks (i.e., networks without strong disinhibition, similar to
Figure 14A) tend to have more stereotyped MFEs than networks
that are capable of strong disinhibition (i.e., networks with
strongly competing LN1s and LN2s, similar to Figure 14C). A
corollary to this claim is: networks with stronger disinhibition
tend to be more variable than networks without. We believe
that this mechanism underlies the PTX-on reduction in PN
consistency.

To elaborate: recall that the PTX-on state causes the LN2
population to fire more vigorously (i.e., to be “higher gain”)
than in background. As a consequence, the competition between
the LN1s, LN2s and PNs is more acutely felt when PTX is on.
This increased competition means that—for certain choices of
parameters—the cascades that occur within any given MFE are
even more variable than in the control state. This extra variability
gives rise to the PTX-induced reduction in PN consistency
across isolated stimulus pulses. As corroborated by numerical
experiments, this reduction in PN consistency is accentuated as
the overall level of disinhibition rises (see Supplementary Figure
S6F). Note that this phenomenon is not captured via a mean field
reduction, and thus will not manifest in most standard firing-rate
models.

MFEs Underlie the BIC-on Phenomena
Recall that the BIC-on state in our network involves both a
reduction of GABA-A coupling strengths as well as a reduction in
the intrinsic SK-currents within the PNs. The effect of the former
alone would be identical to the PTX-on state. However, the
removal of the SK-currents changes the story quite significantly.
When the PNs no longer have SK-currents, the conclusion of
each MFE no longer heralds the onset of intrinsically generated
AHP-currents. As a result, the PNs participating in any one MFE
are free to participate in another shortly afterwards, as long as
they are not suppressed by inter-glomerular inhibition coming
from elsewhere in the AL.

Thus, under BIC it is possible for the network to generate
“runaway synchronization,” where any one glomerulus produces
a stochastic sequence of MFEs with a characteristic period
determined by the feedforward input currents (typically in the
50ms range). An example of such behavior is illustrated in
Figure 15B. During such an MFE-sequence many of the other
glomeruli will be suppressed by this active glomerulus (due to
strong inter-glomerular inhibition, enhanced by the disinhibitory
effects of BIC). This runaway synchronization typically continues
until the active glomerulus “falters,” and by chance fails to
generate an MFE. At this point another glomerulus—one that
was initially suppressed—has a chance to grab the reins and
begin its own runaway sequence of MFEs. Such a coup—if it
occurs—typically takes place rather abruptly, as the successor
only needs a short window of opportunity to nucleate an MFE
and take over.

In this manner the spontaneous activity in the BIC-on state
can produce—for any given glomerulus—epochs of periodic
firing (i.e., when the glomerulus is active) alternating with epochs
of quiescence (i.e., when another glomerulus is active). The time-
scale of these epochs is determined by the probability that a
bout of runaway synchronization “falters.” Depending on the
choice of parameters, this falter-probability can be quite small—
corresponding to long epoch timescales in the tens of seconds.
Our intuition underlying this argument is essentially the same
as the discussion in Section 10.6 of Zhang and Rangan (2015),
which also presents an analysis of this phenomenon. As before,
this BIC-induced phenomenon is not captured by a mean-field
reduction.

Frontiers in Physiology | www.frontiersin.org March 2016 | Volume 7 | Article 80 | 46

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Lei et al. Inhibitory Network Constrains Neural Synchrony

FIGURE 15 | Illustration of multiple-firing-events (MFEs) within our model network. (A) Here we show a raster-plot of spontaneous activity within a single

model glomerulus from our network. The spikes associated with the different kinds of neurons are indicated via different colored dots. By zooming-in we can see an

example of a MFE transpiring over ∼5ms. (B) Here we show a raster-plot of spontaneous activity spontaneous activity from the same model-glomerulus under the

BIC-on condition, with two MFEs displayed in more detail underneath. This raster-plot is taken during an active-epoch, where this glomerulus is firing at roughly 20Hz.

Two MFEs are shown in detail; the rest indicated with arrowheads. Note that the firing-events within each MFE are far from independent, instead occurring in brief

synchronous bursts. In each case the MFE is precipitated by the firing of one or more PNs; these first few spikes trigger a cascade which includes more PNs, as well

as LN1s and LN2s.

Summary
The narration we have provided above captures—as best we
can—the essential dynamical features of our computational
model. As described, the architectural features of our
network give rise to a dynamical regime with many
interdependent mechanisms that interact in a complicated
way. Whether or not any of these mechanisms applies

to the real AL is an important question, which we turn
to now.

Section R3: Model Predictions
It is expected that many of the specific dynamical details of our
model will vary depending on our exact choice of parameters. In
the previous section we attempted to gloss over these minutiae
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and focus only on the salient features of our model: features
that persisted across all the parameters which satisfied our
benchmarks. Some of these salient features take the form of
emergent dynamical mechanisms; mechanisms that we did not
explicitly build into our model, but which arose naturally from
the interactions of the network. Such emergent mechanisms give
rise to predictions regarding the real AL.

Below are two such predictions; both involve emergent

dynamical mechanisms which are integral to the function of our

model and robust to our choice of parameters.

1. Our model predicts that PNs in the AL participate in MFEs.

While many PN spikes are isolated, many also occur as a result

of other spikes. This latter phenomenon can involve just 2
PNs, or (more rarely) all the PNs in a glomerulus, and often
includes LN spikes as well. These MFEs are most common
during the initial response to a stimulus; but can also occur
during spontaneous activity.

We feel quite comfortable with this prediction for two reasons.
Firstly, MFEs emerged ubiquitously across a very wide swath
of parameters that was much larger than—and included—the
region in parameter-space that was biologically plausible. Put
another way, our model never did anything even remotely
reasonable without MFEs occurring. Secondly, we believe that
MFEs are a key ingredient in the dynamical interactions
responsible for both the PTX- and BIC-induced phenomena.

2. Furthermore, our model predicts that the BIC-induced
structured activity encompasses not just the MGC, but
many other glomeruli as well. Any glomerulus with a
foreshortened AHP-phase—as induced by BIC—can begin
producing MFE sequences. Moreover, different glomeruli
compete to produce these MFE-sequences: such activity
within any one glomerulus ensures—through interglomerular
inhibition—that other glomeruli are suppressed. Conversely,
a quiescent epoch observed in any one glomerulus necessarily
implies an active epoch occurring someplace else.

We are also comfortable with this second prediction for two
reasons. Firstly, despite all of our parameter-scanning, we were
never able to produce BIC-induced structured activity without
the underlying mechanism of competing MFE-sequences. This
held true even when we searched across parameters that didn’t
even satisfy our other benchmarks. In other words, our model
seemed incapable of producing structured activity on a 10 s
timescale in any other way. Secondly, we have observed a similar
mechanism at work in a model of the primate visual cortex
(Rangan and Young, 2013b). In this previous work, competing
MFE-sequences of much the same nature give rise to the slowly
shifting patterns of activity observed in the anesthetized cortex—
a state which, like our BIC-on state, does not exhibit a prolonged
AHP and thus also allows for runaway synchronization.

Section R4: Validating the Model with
Further Experiments
We now depart from our computational model and return
to physiology to try and find evidence confirming our two
predictions.

Our first prediction above—i.e., the existence of MFEs—
has been observed indirectly under a variety of experimental
conditions. For example, Christensen et al. (2000) found that
PN activity within Manduca was not independent, but rather
correlated to varying degrees depending on the stimulus. Later
work by Lei et al. (2002) found that PNs in the MGC often
fired synchronously (i.e., within 5ms of one another), with
the preponderance of synchronous spikes dependent on the
recurrent presynaptic inhibition. The nature of this synchrony
was further clarified by Christensen et al. (2003), which
confirmed that—like the MFEs we see in our model—the
synchronous PN firings observed in experiment could not be
attributed to coordinated firing-rate fluctuations coming from
the LFP. Finally, recent work by Martin et al. (2013) found that,
when stimulated, at least 15% of the PN spikes produced within
the Manduca MGC were participants in a synchronous event
spanning <2ms and involving at least one other PN.

While these experiments have yet to directly confirm (i) the
chain of causality linking one spike to the next and (ii) the
participation of LNs, taken altogether they strongly suggest that
the MFEs we see in our model might be occurring in the AL.
Because we did not use these experiments as benchmarks to
constrain the dynamics of our model, we can consider them
as a kind of validation of the dynamical picture we discovered.
Conversely, we could also view the emergent MFEs from our
model as further support for many of the conclusions that have
been drawn from this experimental work (see e.g., Martin et al.,
2011).

Our second prediction above—i.e., that BIC-induced
spontaneous patterns involve many glomeruli—has not yet
been confirmed. While structured spontaneous activity has been
observed within the MGC (see, e.g., our benchmark Lei et al.,
2009), such activity outside the MGC has not yet been reported.
We take this step here, measuring from glomeruli outside the
Manduca MGC under BIC application. These new experiments
were able to verify aspects of our second prediction:

BIC Induces Structured Spontaneous Activity

Encompassing Glomeruli Outside the MGC
We moved our recording electrode to the medial portion of AL,
and recorded from a plant-odorants (hibiscus oil) responsive
neuron. This neuron displayed spontaneous bursting patterns,
implying that it was a PN (Lei et al., 2011). We found that,
under BIC application, this neuron displayed epochs of fast-
periodic-spiking lasting 5–10 s long interspersed with quiescent
epochs lasting about 20 s long. As exhibited in Figure 12, the
time-scale, distribution of, and transitions between these epochs
seem commensurate with those reported within the MGC. These
drug-induced changes could be reversed by saline wash.

We view this experimental result as an indication that our
reasoning is on the right track. Nevertheless, we have yet to
directly confirm that (i) the fast-spiking epochs are due to MFE-
sequences, and (ii) that the glomeruli compete antagonistically
with one another, with only one glomerulus active at a time.
Naturally, we hope to carry out such experiments in the future,
further illuminating the mechanisms at work within the AL. For
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now, however, we take a step back and try and interpret the
results we have so far.

DISCUSSION

This paper describes somewhat of a journey; a trajectory
beginning with physiological experiments, passing through
the realm of modeling and simulation, and ending back
again with more experiments. We started out by measuring
the PN dynamics and AHP-phase within the MGC under
a variety of pharmacological agents. The drastic differences
between PTX- and BIC-application lead us to conjecture
that the AHP-phase involved both (a) disinhibition mediated
by heterogeneous LN connectivity, as well as (b) intrinsic
SK-currents produced by the PNs themselves. To determine
whether or not these twomechanisms could, simultaneously, give
rise to all the phenomenawe observed, we built and benchmarked
a computationalmodel. Thismodel highlighted the occurrence of
MFEs—a dynamical mechanism that we did not directly observe
in experiment, but which emerged naturally from the high-gain
state of our biologically plausible model. Using our model as
a stepping-stone, we then returned to experiment; confirming
at least partially some of the predictions we had regarding the
existence of MFEs and their dynamical consequences.

It is certainly possible that our hypotheses are not correct, or
that we have omitted an important feature; PTX and BIC could
affect a variety of specific targets in different ways. For example,
rather than involving SK-channels, BIC could primarily affect the

synapses of the LN2s while PTX primarily affected the synapses
of the LN1s. Nevertheless, we found that our hypotheses were
sufficient to explain the phenomena under study, and we feel
comfortable concluding that:

(a) There exists strong fast recurrent excitatory and inhibitory
connectivity throughout the Manduca AL—both between
and within glomeruli. Moreover, this connectivity is
heterogeneous—i.e., different neurons can have very
different distributions of pre- and post-synaptic connections.
Such heterogeneous connectivity implies that the network
is capable of disinhibiting the PNs under the right
circumstances.

(b) While the strong recurrent inhibition described in (a)
definitely contributes to the strong AHP-phase of the PNs,
the AHP-phase also depends on intrinsic inhibitory currents
produced by the PNs themselves.

(c) The strong fast excitation mentioned above facilitates
MFEs—causally linked spikes spanning subsets of neurons
within the AL. Rapid sequences of MFEs are typically held in
check by the presence of the AHP-phase, which prevents PNs
from participating in many successive MFEs.

These conclusions are bolstered, to one degree or another, by
various lines of experimental evidence, much of which we have
referenced along the way. For example, regarding Conclusion-A,
Christensen et al. (1998a) found that PN activity in theManduca
AL was modulated by disinhibitory microcircuits involving two
GABAergic LNs. Regarding Conclusion-B, we have the results of

Lei et al. (2009), which clearly show that BIC-application shortens
the AHP-phase. Finally, regarding Conclusion-C, we have an
abundance of circumstantial evidence (Christensen et al., 2000,
2003; Lei et al., 2002; Martin et al., 2013), as well as our own BIC-
induced results of Figure 12, all of which point toward synchrony
within theManduca AL.

Nevertheless, not all experimental observations line up with
our conclusions. For completeness we briefly discuss some
conflicting evidence.

Is There Disinhibition in the Silkworm
Moth?
A recent study (Fujiwara et al., 2014) probed the inhibitory
circuits in the AL of another moth species—the silkworm moth
Bombyx mori—and concluded that odor stimulation produced
both recurrent excitatory and inhibitory currents, with the latter
emerging after some time delay and supressing the excitatory
phase of subsequent odor-evoked responses. This point itself
is not inconsistent with our conclusion-A but is based on a
different measurement. They then further examined how PTX-
application affected the PN dynamics. Unlike our experiments
discussed in Section R1, Fujiwara et al. measured the odor-evoked
PN spike counts, instead of measuring the AHP. They reported
that PTX-application did increase spike counts, in contrast to
our observation that PTX-application lengthened the AHP-phase
(Figure 6). From their observations they concluded that PTX-
application elevates excitatory currents to the PNs; a conclusion
that seems diametrically opposite to our work in Section R1,
where we concluded that PTX-application actually enhances the
inhibitory currents impinging on the PNs. This discrepancy may
be due to the species difference or experimental conditions, but
is also likely related to the specifics of the measurement used.
We remark that, while our conclusions regarding the role of PTX
may differ, both we and Fujiwara et al. agree that PTX does not
affect the mean odor-evoked firing-frequency (Figure 10). While
we don’t yet have resolution to this conundrum, earlier work by
Waldrop et al., (1987; Christensen et al., 1998a) points out that
direct excitatory, inhibitory and disinhibitory connections may
all affect the PNs. Antagonizing GABA-A receptors (i.e., PTX)
may produce a syndrome of effects that requires us to consider
the entire network.

Does the AHP-Phase Combine Recurrent
and Intrinsic Currents in the Swordgrass
Moth?
Based on our Conclusion-B, we would predict that the duration
of the AHP phase should be positively correlated with increased
odor concentration; an increased concentration causes higher
LN and PN firing, the former giving rise to more recurrent
inhibition, the latter to a stronger intrinsic SK-current. This is
indeed the case (Figure 7), and moreover this dose-response
relation is disrupted by PTX-application. It’s unclear how the
duration of the AHP phase could encode odor concentrations,
but our data at least suggest that the GABA-A receptor-mediated
inhibition is related to the dynamic range of PN’s responsiveness.
However, in another moth species—the black swordgrass moth
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Agrotis ipsilon—the duration of the AHP (termed Inhibitory
Phase) is not correlated with odor concentrations (Jarriault
et al., 2009). While we cannot yet explain this discrepancy, we
noticed that their data do reveal that the magnitude—rather than
the duration—of the AHP is concentration-dependent (Figure
7 in Jarriault et al., 2009). Thus, in summary, while we are
reasonably confident of the dynamic picture we have painted for
theManduca, the mechanisms may reveal themselves differently
in other insect species.

SUMMARY

If indeed our picture is accurate and theManducaAL does exhibit
the mechanisms we propose, we are lead naturally to the grander
question: what purpose could they serve? We hypothesize that
perhaps the Manduca has evolved to excel at certain difficult
sensory tasks, such as finding a mate on the wing through a
highly dynamic scent plume. One necessary computation for
such behavior would be to reliably detect and respond to a faint
odor-filament spun across a turbulent breeze.

As a moth flies, it encounters such filaments intermittently,
with each brief exposure to pheromone lasting no more than a
few 10 s of millisecond, and with subsequent glimpses of the odor
separated by several 100 s of millisecond. In this kind of scenario
it makes some amount of sense for the AL to be in a very high-
gain state; with even the slightest hint of pheromone eliciting a
vigorous response. Of course, given the brevity of the stimulus,
a firing-rate code seems inefficient, and a temporal code (such
as the temporal-binding of odor-specific synchronous subsets)
might be much more elegant and efficient (Martin et al., 2011).
The high-gain state we predict in this paper is consistent with
both of these requirements; producing vigorous synchronous
bursts of PN activity in response to brief stimulus pulses.

Carrying this narrative forwards, one can imagine the moth
having just encountered one such odor-filament, its MGC
responding furiously. At this point the moth’s AL is blind to
the world; after all, a typical consequence of maintaining such
a high-gain state is that—after the initial response—it is very
easy for recurrent excitatory connectivity to perpetuate that
response, regardless of any new stimulus. It is at this point that

the AHP-phase steps in; the recurrent inhibition and intrinsic
currents curtailing such a runaway response, and allowing the
MGC to “reset” after 100–500ms. This characteristic AHP-time
is not too different from the typical time it might take before
the moth bumps into the next odor-filament. At that point the
moth’s AL will be in a high-gain state once more; fresh and ready
to respond vigorously a second time.

In conclusion, our integrated theoretical and empirical
approach supports the notion that both recurrent network
interactions and intrinsic currents contribute to the dynamical
properties of the projection neurons in the antennal lobe. These
properties render a high-gain state, which may be an adaptive
feature for the animal’s olfactory behaviors.
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Male moths rely on olfactory cues to find females for reproduction. Males also use volatile

plant compounds (VPCs) to find food sources and might use host-plant odor cues to

identify the habitat of calling females. Both the sex pheromone released by conspecific

females and VPCs trigger well-described oriented flight behavior toward the odor source.

Whereas detection and central processing of pheromones and VPCs have been thought

for a long time to be highly separated from each other, recent studies have shown that

interactions of both types of odors occur already early at the periphery of the olfactory

pathway. Here we show that detection and early processing of VPCs and pheromone

can overlap between the two sub-systems. Using complementary approaches, i.e.,

single-sensillum recording of olfactory receptor neurons, in vivo calcium imaging in the

antennal lobe, intracellular recordings of neurons in the macroglomerular complex (MGC)

and flight tracking in a wind tunnel, we show that some plant odorants alone, such as

heptanal, activate the pheromone-specific pathway in male Agrotis ipsilon at peripheral

and central levels. To our knowledge, this is the first report of a plant odorant with no

chemical similarity to themolecular structure of the pheromone, acting as a partial agonist

of a moth sex pheromone.

Keywords: insect olfaction, sex pheromone, volatile plant compounds, interaction, olfactory receptor neuron,

antennal lobe, central neuron

Introduction

Most insects use olfactory cues to communicate and find resources necessary for survival and
reproduction. Olfactory-guided behavior, as well as the detection and central processing of sex
pheromone and general odor cues have been particularly well studied in moths, in which the
olfactory system shows a prominent sexual dimorphism related to sex pheromone communication.
Female moths release a species-specific sex pheromone blend, which triggers a well-described
oriented flight behavior along the pheromone plume in males, leading them toward the pheromone
source (Cardé andWillis, 2008). Both sexes use also flower odors to find nectar sources, and females
use plant volatiles in their search for oviposition sites on host plants. Male moths might also use
host-plant volatiles to approach the habitat from which females are likely to be calling (Light et al.,
1993; Coracini et al., 2004).

Insects detect odorants with olfactory receptor neurons (ORNs), housed within cuticular sensilla
on their antennae. In male moths, species-specific pheromones and volatile plant compounds
(VPCs) are usually detected and processed by two distinct olfactory pathways (Masson and
Mustaparta, 1990) and separation between pheromone and plant signals occurs already at the
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peripheral level. Information about the pheromone blend is
transferred from the antennae via the axons of pheromone-
specific olfactory receptor neurons (Phe-ORNs) to the primary
olfactory center, the antennal lobe (AL) where it is processed
in a male-specific area, the macroglomerular complex (MGC).
Information about plant odors is transferred via a different class
of olfactory receptor neurons (VPC-ORNs) and processed in
sexually isomorphic areas of the AL, the ordinary glomeruli (OG)
(Hansson and Anton, 2000). Because natural insect behavior
results generally from the integration of multiple information
sources, determining to which extent the two sub-systems are
completely separated has recently become a very important
case study in sensory ecology. More and more information
is accumulating, indicating that simultaneous stimulation with
pheromone and plant odors leads to interactions at all levels from
detection up to behavioral output. The most frequently observed
effect of mixture interaction in Phe-ORNs is suppression of
pheromone responses when a VPC is added (Den Otter et al.,
1978; Kaissling et al., 1989; Pophof and VanDer Goes Van Naters,
2002; Party et al., 2009; Rouyar et al., 2011). In the antennal lobe,
plant volatiles either enhance pheromone responses (Namiki
et al., 2008; Trona et al., 2010), or have a suppressive effect
(Chaffiol et al., 2012; Deisig et al., 2012). Behavioral tests in
the wind tunnel or in the field show often synergistic effects
of plant odors added to the pheromone, more males being
attracted to the mixture. In Spodoptera exigua, for example,
phenyl-acetaldehyde, (Z)-3-hexenyl acetate or linalool increased
captures of males in pheromone traps (Deng et al., 2004), and
in wind tunnel experiments (Z)-3-hexen-1-ol, (+)-terpinen-4-
ol, (E)-β-caryophyllene and methyl salicylate released with sub-
optimal pheromone doses caused a synergistic effect in Eupoecilia
ambiguella (Schmidt-Büsser et al., 2009). However, in spite
of the observed interactions, so far the pheromone and plant
odor inputs to the nervous system have been postulated to be
highly separated up to their integration in the moth ALs. This
consensual view of a high specificity of the pheromone sub-
system arises from the repeated observation of a narrow chemical
tuning of the pheromone receptor neurons to pheromone-like
structures (Masson andMustaparta, 1990). This high pheromone
selectivity has been confirmed by heterologous expression of
sex-pheromone receptors from several moth species, confirming
they selectively bind the pheromone components over their
close structural isomers (Nakagawa et al., 2005; Wanner
et al., 2010; Liu et al., 2013). It is thus generally admitted
that these olfactory receptors, narrowly tuned to pheromone
components, act as molecular filters, preventing the activation
of the pheromone pathway by general odorants. However, most
studies have focused on pheromone-related compounds, so
the capacity of general odorants to be bound to pheromone
receptors should be more specifically addressed. As a matter
of fact, if in Helicoverpa zea or Spodoptera littoralis, plant
volatiles alone did not elicit responses from the Phe-ORNs
(Ochieng et al., 2002; Party et al., 2009), high doses of plant
compounds have been observed to activate Phe-ORNs in Agrotis
segetum (Hansson et al., 1989). We revisit here the question
of the sensitivity of the moth pheromone sub-system to plant
odorants.

In the present study, using electrophysiological recordings
and in vivo calcium imaging we show how plant volatiles in the
noctuid moth Agrotis ipsilon activate not only the plant odor-
specific pathway but also Phe-ORNs and the sex pheromone-
specific MGC. The VPC heptanal used primarily in our study,
with its seven-carbon chain length and an aldehyde function
is emitted by various flowers such as linden flowers (Tilia sp.)
that are attractive to A. ipsilon when searching for food (Wynne
et al., 1991; Zhu et al., 1993), and is structurally different from
the three acetates that constitute the sex pheromone blend of A.
ipsilon. In the wind tunnel, maleA. ipsilonwere previously shown
to be attracted by a linden flower extract (Deisig et al., 2012).
We compare here in detail the upwind flight behavior toward
heptanal and the pheromone blend. To determine if effects found
for heptanal are specific, we also tested Phe-ORN responses to
different other plant volatiles.

Materials and Methods

Insects
Larvae of A. ipsilon were reared in the laboratory on an
artificial diet in individual plastic containers at 23◦C and 60%
relative humidity until pupation. Sexes were separated at pupal
stage, and females and males were kept in separate rooms
under a reversed 16 h:8 h light:dark photoperiod under similar
temperature and humidity conditions. Newly emerged adults
were collected every day and provided ad libitum with a 20%
sucrose solution. The day of emergence was considered day zero
of adult life. Four or five day old sexually mature virgin males
were used for electrophysiological, optical imaging and wind
tunnel experiments. All experiments were performed during
the scotophase, when male moths are sexually active. Some
complementary experiments were run on males of S. littoralis,
which were reared under the same conditions as A. ipsilon.

Chemicals
Sex Pheromones
We used a highly attractive synthetic sex pheromone blend of
A. ipsilon based on the three components identified previously
in natural extracts of the female gland (Picimbon et al., 1997;
Gemeno and Haynes, 1998): (Z)-7-dodecen-1-yl acetate (Z7-
12:OAc), (Z)-9-tetradecen-1-yl acetate (Z9-14:OAc) and (Z)-11-
hexadecen-1-yl acetate (Z11-16:OAc), mixed at a ratio of 4:1:4.
This blend was further proven to be the most attractive to males
in field tests (Causse et al., 1988) and it has been shown to elicit
the same behavior as natural extracts in a wind tunnel (Barrozo
et al., 2010b; Vitecek et al., 2013). We preferred in this paper to
use the pheromone as a whole to investigate heptanal interactions
with the complete stimulus at all integration levels. The three
compounds were purchased from Sigma Aldrich (Saint-Quentin
Fallavier, France) and diluted in hexane (>98% purity, CAS
110-54-3, Carlo-Erba, Val-de-Reuil, France). Amounts of 10
ng and/or 100 ng of the sex pheromone blend were used
in the electrophysiological and calcium imaging experiments;
these doses had previously been described as behaviorally and
electrophysiologically active (Gadenne et al., 2001; Barrozo et al.,
2010a; Chaffiol et al., 2012; Deisig et al., 2012). For ORN
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recordings from pheromone sensilla in S. littoralis, the major
sex pheromone component, (Z)-9 (E)-11 tetradecadienyl acetate
(Z9,E11-14:Ac) was used (Ljungberg et al., 1993).

Volatile Plant Compounds
Heptanal (98% purity, CAS 66-25-1, confirmed by GC analysis,
revealing no traces of pheromone compounds) and VPCs
belonging to different chemical families (aldehydes, acetates,
terpenes as well as one aromatic compound) were used for
some experiments: (Z)-3-hexenyl acetate (Z3-6Ac) (98% purity,
CAS 3681-71-8), hexanal (>99% purity, CAS 66-25-1), octanal
(98% purity, CAS 124-30-0), linalool (97% purity, CAS 78-70-
6), 2-phenylethanol (99% purity, CAS 60-12-8), and α-pinene
(97% purity, CAS 7758-70-8). Mineral oil (CAS 8042-47-5) was
used to prepare volume-to-volume dilutions at 0.1 and 1%. All
compounds were purchased from Sigma Aldrich (Sigma Aldrich,
Saint-Quentin Fallavier, France).

Olfactory Stimulation
Odorants were delivered as described previously (Rouyar et al.,
2011). Briefly, charcoal-filtered air was re-humidified and divided
in eight equal flows (220ml/min) directed each to a three-
way miniature valve. From there the flow could be directed to
one 4ml glass vial containing the stimulus source by activating
the appropriate valve. The connections to the vials were made
using PTFE tubing (1.32mm ID) and hypodermic needles (18 G
size). For practical reasons, due to their differences in volatility
and polarity it was not possible to use the same type of
stimulus sources for pheromone and heptanal or other volatile
compounds. For VPCs, the vial contained 1ml of solution in
mineral oil at the appropriate concentration vol/vol. For the
pheromone, the vial contained a section of PTFE tubing (1.6mm
ID; L = 20mm) directly connected to a hypodermic needle and
containing 10 or 100 ng of the sex pheromone. Stimulus- and
clean air-carrying tubes were maintained together in a 10 cm long
metal tubing constituting the stimulation pencil. A plastic cone
of a P1000 pipette was placed at the output of the stimulation
pencil to serve as a mixing chamber. It was placed approximately
5mm in front of one of the moths’ antennae and focused on
antennal sensilla, when we recorded ORNs. In order to stimulate
the whole antenna, the cone was placed 20mm in front of
the head in optical imaging experiments, or 5mm in front of
the antenna when we recorded MGC neurons intracellularly.
Programming of the electric valves was performed using a Valve
Bank (AutoMate Scientific, Berkeley, USA) synchronized with
the PC acquisition software.

Measures of Aerial Concentrations of VPCs
To trace the olfactory stimulus at the output of the delivery
system we used a fast response miniature photo ionization
detector (Justus et al., 2002) (PID, from Aurora Scientific Inc,
Aurora, Canada). Pheromone components could not be traced
by this technique due to the high ionization potential of the
pheromone molecules, which is above the energy of the PID
lamp (10.6 eV). In turn, as all VPCs except phenyl ethanol
and octanal produced measurable PID signals in the relevant
concentration range we could estimate their concentrations in

ppmV at the output of the stimulator used in electrophysiological
experiments.

In a first step, we calibrated the response of the PID to a
source of known increasing concentrations of the VPCs. To
generate these concentrations, we used an automatic syringe
driver (Harvard Apparatus, model 55-2222) equipped with a
250µl gastight microsyringe (Hamilton) to inject the pure
compound at known rate into a controlled flow of charcoal
filtered air (60 l/h, controlled by a flowmeter Meterate tube). The
probe of the PID was inserted into the flow and the PID gain was
settled at x10. The amplitude of the PID signal was measured
after each increase of the delivery rate. Knowing the air flow
rate and the chemical injection rate, it is possible to calculate
the theoretical concentration in the final air (Chaffiol, personal
communication) according to Equation 1:

C = (Fchem ∗ (µ/M) ∗ Vmolar)/Fair

Where:
C= final concentration of the compound in ppbV
Fchem = flow rate of the chemical (µl/h)
Fair = (m3/h)
µ = density of the compound (g/cm3)
M=molecular weight of the compound (g/mol)
Vmolar=molar volume for ideal gasses at 25◦C (25.103ml).

The speed of the syringe driver was adjusted to the suitable
rate, and the concentration was allowed to stabilize for 1min
after which the output signal of the PID was measured three
times. Subsequently the speed of the syringe pump was increased
to reach the next rate step. Measures were done for at least
10 different rates, presented in increasing orders, until the
saturation response of the PID (10mV) was reached. The rates
were converted (Equation 1) into ppmV and the experimental
data were fitted to a polynomial regression according to the
procedure recommended by the PID constructor for calibration
(Equation 2):

(SPID = aC2
+ bC)

where SPID is the amplitude of the PID response in volts, and C
the concentration in ppmV.

For measurements, the probe of the PID was introduced into
the olfactory stimulator to quantify the concentrations of the
compounds in the odorized air flows. Compounds were delivered
at three dilution levels (0.5, 1, and 10% vol/vol in mineral
oil) in the same conditions used for our electrophysiological
experiments, and measures were repeated five times. The data
inmV were converted into ppmV using equation and values for
0.1% extrapolated from the resulting curve. The concentration
measures are summarized in Table 1 where data for 0.1% were
extrapolated.

Electrophysiology
Single Sensillum Recording of ORNs
Males were briefly anesthetized with CO2 and restrained
in a Styrofoam holder. One antenna was immobilized with
adhesive tape. Single sensillum recordings were performed with
electrolytically sharpened tungsten wires. The reference electrode
was inserted into the antenna, 1-3 segments from the segment
carrying recorded sensilla, and the recording electrode was
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TABLE 1 | Estimation of the concentrations in ppmV at the output of the

stimulator used in the electrophysiological experiments for five different

volatile plant compounds released from sources containing 1ml of

mineral oil with 0.1, 1, and 10% of the respective compound as calculated

from measurements with a photo ionization detector.

Compound 0.1% v/v 1% v/v 10% v/v

Heptanal 3.9 14.4 119.1

α-pinene 0.6 0.7 8.0

Linalool 0.7 3.1 14.4

Hexanal 16.5 19.4 95.6

Z3-6Ac 0.7 0.9 17.2

inserted into the base of a sensillum. We recorded two types
of sensilla: long trichoid hairs based on antennal branches
known to house Phe-ORNs and short trichoid hairs situated
on the antennal stem known to house VPC-ORNs in a closely
related species, A. segetum (Hansson et al., 1989). Recording and
reference electrodes were connected to a Neurolog preamplifier
(Digitimer, Hertfordshire, UK). The signal was filtered (0.2–
10 kHz) and amplified 1000 times. The electrophysiological
activity was sampled at 10 kHz and 12 bit resolution with
a Data Translation DT3001 analog to digital card. Signals
were monitored on the computer screen using Awave software
(Marion-Poll, 1995). For analysis, spike sorting and extraction of
spike occurrence times from the recordings were also done using
Awave software. In some recordings from long trichoid hairs
housing Phe-ORNs, the activities of two neurons with different
spike amplitudes were analyzed, but only one neuron showed
changes in firing rate in response to the sex pheromone. Also
earlier recordings from Phe-ORNs showed that several neurons
could be present in a given sensillum in A. ipsilon, but in all cases
only one of them responded to a pheromone compound (Renou
et al., 1996; Jarriault et al., 2010).

Intracellular Recordings of MGC Neurons
Males were slipped inside a 1ml plastic pipette cone cut at the top.
Only the head exceeded the plastic cone and was fixed with dental
wax to prevent any movement. As described earlier (Gadenne
and Anton, 2000), the head capsule was opened and tracheal sacs
and muscles were removed from the front of the head to expose
the brain. The neurolemma was removed from the surface of the
antennal lobe to facilitate microelectrode penetration. Standard
intracellular recording techniques were used (Christensen and
Hildebrand, 1987). The preparation was superfused with Tucson
Ringer (Christensen and Hildebrand, 1987). The microelectrode
was randomly placed into the MGC. Electrode resistances were
about 20–100 M�. The reference electrode was placed in contact
with the brain. Signals were amplified with an AxoClamp-
2B amplifier (Molecular Devices, Sunnyvale, California, USA).
Neural activity was recorded, digitized, and spike occurrence
times extracted using P-clamp software (Molecular Devices,
Sunnyvale, California, USA).

Experimental Protocol

Phe-ORN and MGC Neuron Responses to Heptanal
We tested the response of Phe-ORNs and MGC neurons to
heptanal by stimulating the antenna with a 200ms heptanal puff

at a dose of 0.1 and 1%. Phe-ORNs were recorded during 1min
and the odorant stimulation started at 30 s, lasting for 200ms.
ForMGCneurons, odorant stimulation started 5 s after recording
onset and inter-stimulus-intervals lasted for 10 s. Ten second
interstimulus intervals are sufficient to allow AL neurons to reach
the pre-stimulus spontaneous activity level and have been used
in earlier studies of AL neurons in A. ipsilon (e.g., Barrozo et al.,
2010a). We tested the pheromone at 100 ng and as controls, pure
mineral oil and hexane, each for 200ms.

Phe-ORN Responses to other VPCs
As we obtained unexpected responses of Phe-ORNs to heptanal,
we also tested the effects of other VPCs on these ORNs: Z3-
6Ac, hexanal, octanal, linalool, 2-phenylethanol and α-pinene. To
check if we were recording from Phe-ORNs, we first stimulated
the antenna with a 100 ng pheromone puff. Then puffs of the
other compounds at 1% were randomly presented. As controls,
the solvents hexane and mineral oil were tested.

VPC-ORN Responses to Pheromone
To check if VPC-ORNs also respond to the pheromone, we
stimulated short trichoid sensilla situated on the stem of the
antenna with 100 ng pheromone during 200ms. To test if we
had indeed contact with VPC-ORNs, we presented puffs of 0.1%
of the VPCs heptanal, Z3-6Ac, hexanal, octanal, linalool, 2-
phenylethanol, and α-pinene. As controls, we tested the solvents
hexane and mineral oil.

Species Specificity of Phe-ORN Responses to VPCs
To test if the effect induced in Phe-ORNs by VPCs is specific to
A. ipsilon, we recorded long trichoid sensilla in male S. littoralis,
which have been shown to house one Phe-ORN tuned to the
major sex pheromone compound Z9,E11-14:Ac. We stimulated
sensilla with heptanal and linalool at 1% during 200ms. To test
if we were recording from Phe-ORNs, we first stimulated the
antenna with 100 ng pheromone during 200ms. As controls we
presented the two solvents hexane and mineral oil.

Calcium Imaging
Insect Preparation
Males were mounted individually in Plexiglas chambers and the
head was fixed to prevent movements. The head capsule was
opened and glands and trachea were removed. Ten microliter
of dye solution (50mg Calcium Green 2-AM dissolved in 50ml
Pluronic F-127, 20% in dimethylsulfoxide, Molecular Probes,
Eugene, OR, USA) were bath-applied on the brain for a
minimum of 1 h. The brain was then washed with saline solution
(Tucson Ringer) containing 150mmol/l NaCl, 3mmol/l CaCl2,
3mmol/l KCl, 10mmol/l N-Tris-methyl-2-aminoethanesulfonic
acid buffer, and 25mmol/l sucrose (pH 6.9).

Data Acquisition
Recordings were done using a T.I.L.L. Photonics imaging system
(Martinsried, Germany) coupled to an epifluorescent microscope
(Olympus BX-51WI, Olympus, Hamburg, Germany) equipped
with a 10x water immersion objective. Images were taken using
a 1004 × 1002 pixel 14-bit monochrome CCD camera (Andor
iXON) cooled to −70◦C. Each measurement consisted of 80
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frames at a rate of 5 frames/s (integration time for each frame: 10–
15ms). The excitation light was applied using a monochromator
(T.I.L.L. Polychrom V). The microscope was equipped with a
GFP-BP filter set composed of a 490 nm dichroic beamsplitter
and a 525/550 nm emission filter.

Data Analyses
Because identification of individual glomeruli by anatomical
staining of the AL after calcium imaging experiments is not
possible in A. ipsilon, we defined regions of interests (ROI),
possibly referring to individual glomeruli for OGs. Homologous
ROIs could be identified by superposing activity maps using
Adobe Photoshop (CS3). Raw data were analyzed using custom-
made software written in IDL (Research Systems Inc., Colorado,
USA) and Visual Basic (Microsoft Excel). Each recording
corresponded to a three-dimensional matrix with two spatial
dimensions (x and y size in pixels of the ROI) and a temporal
dimension (length of the recording, 80 frames). Signals were
subjected to three treatments: (i) For reduction of photon
(shot) noise, raw data were filtered in both the spatial and
temporal dimensions using a median filter with a size of 3
pixels. (ii) Relative fluorescence changes (1F/F) were calculated
as (F-F0)/F0, taking as reference background F0 the average of
five frames (frames 5 to 10) before odor stimulation. (iii) To
correct for bleaching and for possible irregularities of lamp
illumination in the temporal dimension, we subtracted from each
pixel in each frame the median value of all the pixels of that
frame. The maximum signal was obtained about 3 s after odor
onset (around frame 30) and the minimum about 12 s after odor
onset (around frame 60). We present activity maps with the best
possible spatial definition of odor-induced signals from frames 30
to 60 where each pixel represents the mean of its values at frames
29–31minus the mean of its values at frames 59–61.

For quantitative analysis of the data, we focused on the
fast (positive) signal component evoked by odor stimulations,
which is related to an intracellular calcium increase from the
extracellular medium, thought to reflect mostly pre-synaptic
neuronal activity from ORNs (Galizia et al., 1998; Sachse and
Galizia, 2003). For each identified activity spot, the time course
of relative fluorescence changes was calculated by averaging 25
pixels (5×5) at the center of each activity spot and well within its
borders. The amplitude of odor-induced responses was calculated
as the mean of three frames at the signal’s maximum (frames 29–
31) minus the mean of three frames before the stimulus (frames
7–9). This value was then used in all computations.

Experimental Protocol
Each animal was subjected to three series of olfactory
stimulations with interstimulus intervals (ISIs) of 100 s. Odor
stimulation started 3 s after recording onset and lasted for 200ms.
One AL was recorded in each insect. All animals were tested
with a dose of 1% heptanal, 1% linalool as well as 100 ng of the
pheromone. As control, we tested pure mineral oil and hexane.

Wind Tunnel Experiments
The behavior of male moths responding to pheromone or
heptanal was observed in a wind tunnel made of 19mm thick

Plexiglas, with a flight section of 190 cm length× 75 cm width×

75 cm height (VT Plastics, Genevilliers, France). Plexiglas doors
on the front side of the tunnel allowed access to the test section.
The down- and upwind ends were enclosed with screen made
of white synthetic fabric to prevent the insects from escaping
but let the air pass through. An exhaust fan at the downwind
end of the tunnel sucked the air into the tunnel at a speed
of 0.3ms−1 and evacuated contaminated air to the outside of
the building. The room housing the tunnel was maintained in
darkness with a single red bulb to provide low intensity light for
visual observations. Side infrared illumination for video tracking
was provided by an array of eight 5 W IR lamps, of 54 LEDs
each, emitting at 850 nm. A vertical screen bearing a randomly
arranged pattern of 10 cm diameter black circles was positioned
30 cm behind the rear wall of the tunnel to provide visual cues to
the moths outside the camera field.

Moth flight tracks were recorded and analyzed using Trackit
3D 2.0 (SciTracks, Pfaffhausen, Switzerland). Two cameras
(Basler Pilot, piA640-210m with Tamron ½” 4-12F/1.2 lenses)
were positioned above the tunnel at 60 cm from each other to
cover the whole flight section with overlapping fields. The images
from the two cameras were analyzed in real time and the x, y, and
z coordinates of each moth’s position were extracted every 10ms.
Tracks were saved on the computer in form of “.csv” files that
were further processed using scripts developed in R Core Team
(2013).

Experiments were performed at 23◦C, 40 ± 10% relative
humidity, during the second half of the scotophase (i.e., 4–7 h
after lights turned off) which corresponds to the peak activity of
male A. ipsilon. Five-day old virgin males were tested. A single
male was introduced inside a cage on a 36 cm high holder in
the middle of the tunnel width and 160 cm downwind from the
odor source. After allowing the moth to adapt to the airflow, we
applied the odor stimulation and monitored the male’s behavior
for 3min. We compared the responses of males to either the
pheromone at 100 ng or heptanal at 0.1 or 1% dilutions. Control
experiments (no odor) were performed with a clean filter paper
as source. Each individual was tested only once. Olfactory stimuli
were delivered using the same model of stimulator as in our
electrophysiological experiments enabling to deliver odorants by
switching solenoid-driven Lee micro valves via a Valve-Bank
controller, with separate channels for each odorant. Hypodermic
18 G needles fixed in the middle of the upwind side of the tunnel
were used as odor nozzles delivering odorized air flows at the
upwind end of the tunnel. The solution of sex pheromone in
hexane was deposited on a filter paper introduced in a 4ml glass
vial after solvent evaporation. Heptanal was diluted in 1ml of
mineral oil.

Four behavioral items were scored: activation (walking activity
and/or wing fanning on the take-off platform), take off (taking
off from the platform) partial flight during the test (flight half
way between the release site and the odor source) and source
flight (flight ending within 20 cm of the source) before the end of
the test (180 s). All males stimulated with the pheromone blend
showed activation and performed a take-off in less than 90 s after
the beginning of the test, so 90 s was taken as the time limit for
scoring these two items for all subsequent experiments.
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To compare the orientation of males toward the wind
direction in presence of the different odor sources the .csv
files produced by Trackit were used to calculate distribution
plots of the positions of the male along the tunnel width. The
tracks were first smoothed using a local polynomial regression
fitting [function “loess()” from R package “stats,” (R Core Team,
2013)]. We then extracted the section of the smoothed tracks
from the departing point (platform), up to the point where the
moth reached its maximum value on the length axis. Finally we
calculated the cumulated distribution along the width axis of the
males, within the whole length after take off (the first 10 cm from
the platform were excluded) and plotted it for each treatment
(pheromone, 1% heptanal, 0.1% heptanal, and control).

Statistical Analyses
For electrophysiological experiments, spike occurrence times
were analyzed using custom-written R scripts (R Core Team,
2013). Firing rates were calculated using the local slope of the
cumulative function of spike times (Blejec, 2005). The slope was
calculated over amoving spike window between the n–2 and n+2
spikes (5 spikes). Thus, each spike was attributed a firing rate
and its occurrence time. The maximum firing rate during the
1st second from stimulus start was measured for each recording.
The mean ± standard error of the maximum firing rates was
calculated for each stimulation. Data were compared using a
Student t-test for paired data followed by tests to check for data
set normality (Shapiro test) and variance homogeneity (Fisher-
Snedecor test), concerning data from ORN recordings, or were
compared using a Wilcoxon test for paired data for data from
MGC neuron recordings.

The experimental decline of the averaged responses was fitted
with an exponential asymptotic decay function by determining
the non-linear least-squares estimates of parameter of an
exponential model (function nls of R). Curves of firing rates
were standardized relatively to the maximum firing rate. The
asymptotic decay functions were estimated from the time of
the maximum firing rate to 1 s after the stimulation times
(Equation 3):

FR = a + b ∗ e
(−c ∗ time)

where FR is the maximum firing rate, a is the offset, b the initial
firing rate, and c the rate coefficient of the curve. The time values
for 90% decay (td90) were calculated from Equation 3.

We estimated the response latency for each recording using
custom-written R scripts. First, we calculated a threshold for
excitation response as the 95th percentile of spike firing rates
before stimulation onset (spontaneous activity). Second, we
looked for the first spike crossing this threshold within the
expected response time window corresponding to 1 s after
stimulation start. We defined this spike occurrence time as
response latency. We compared median latencies between two
treatments using a chi-square test.

Calcium responses induced by different odors in different
glomeruli were compared using Statistica (Version’99,
www.statsoft.com). We performed One- or Two-Way ANOVAs
for repeated measures with the two factors odor and glomerulus.
When interactions among factors were significant, simple effects

were analyzed by means of a One-Way ANOVA with or without
the RM factor, and then followed by a Tukey’s test for post-hoc
comparisons if necessary.

For wind tunnel experiments, a Fisher’s exact test was used to
compare scores of response of male moths to heptanal and the
pheromone.

Results

Heptanal Activates VPC-ORNs but also
Phe-ORNs
The antennae of A. ipsilon are bipectinate with ORNs tuned to
pheromone (Phe-ORNs) mainly housed in the trichoid sensilla
situated on the branches while ORNs tuned to volatile plant
compounds (VPC-ORNs) are predominantly housed within
sensilla localized on the antenna stem (Renou et al., 1996). We
thus recorded from olfactory sensilla sampled either from the
antennal branches or antennal stem and attributed functional
types to ORNs according to the most active stimulus. An
extensive screening of noctuid pheromone components has
evidenced a majority (32 out 52) of Phe-ORNs responding
exclusively to Z7-12:Ac, some neurons responding mainly to
Z5-10:Ac but also to Z8 and Z9-12:Ac, and only one neuron
responding to Z9-14:Ac, but no neuron responding to Z11-
16:Ac (Renou et al., 1996). These functional types of Phe-
ORNs were never encountered in a same sensillum. On the
antennal branches, 92% of all Phe-ORNs encountered responded
to Z7-12:Ac (Renou et al., 1996). Thus, we expected the latter
neuron type to largely dominate our results. Our single-sensillum
recordings showed that Phe-ORNs on the branches responded to
the pheromone in a phasic-tonic mode (Figure 1A) and already
at a dose of 1 ng (Figure 1B, red curve). Interestingly, these
Phe-ORNs responded also to 1% heptanal (Figure 1B, solid
green curve). This dilution corresponds to a total amount of
8.1mg heptanal at the source and an aerial concentration of
14 ppm. The response amplitude to heptanal increased with
increasing doses at the source but did not reach saturation
at the highest dose tested (Figure 1B, solid green curve). The
heptanal dose-response curve was clearly shifted toward higher
concentrations, compared to the dose-response curve for the
pheromone, indicating a lower potency for heptanal to activate
Phe-ORNs.

On the other hand, the ORNs housed in olfactory hairs
located on the antennal stem did not respond to the pheromone
as expected from VPC-ORNs, but responded to heptanal with
higher firing rates and a lower threshold compared to Phe-ORNs.
These VPC-ORNs started to respond already at a dose of 0.1%
corresponding to 0.81mg (3.9 ppmv) heptanal at the source
(Figure 1B, dashed green curve). In the following experiments,
10 and 100 ng or 0.1 and 1% will designate low and medium
stimulus strengths for pheromone and heptanal, respectively.

We then compared the response dynamics of Phe-ORNs
to the pheromone and 1% heptanal (Figure 2). All 51 Phe-
ORNs examined responded to the pheromone by a simple
phasic-tonic excitatory response (Figures 2A,B, left) with 0.331 s
median latency (Figure 2C left). Among these 51 Phe-ORNS,
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FIGURE 1 | Agrotis ipsilon Phe-ORNs respond to heptanal. (A) Typical

examples of the responses of Phe-ORNs to the pheromone (Phe) and three

doses of heptanal (Hep). Scale: vertical bar = 1mV; horizontal bar = 1 s. The

vertical gray bars indicate the stimulus (200ms). (B) Dose-response curves of

Phe-ORNs to a 200ms puff of the pheromone or of Phe-ORNs and

VPC-ORNs to heptanal. Mean of the maximum firing rates during the 1st

second from stimulus start (± SEM). Doses of heptanal are in v/V % of dilution

in mineral oil with their equivalance in mg (lower horizontal axis); doses of

pheromone are in ng deposited on filter paper (upper horizontal axis).

Phe-ORNs responded already to the lowest pheromone dose tested and the

maximum firing rate increased with increasing doses (solid red line, n = 16).

Phe-ORNs started to respond to heptanal at a dose of 1% (solid green curve,

n = 12) while VPC-ORNs responded already at a dose of 0.1% (dashed green

curve, n = 14). Controls (black dot) refer to pooled data of stimulation with

pure hexane and pure mineral oil.

40 responded also to 0.1% heptanal, even though with lower
firing frequencies (Figures 2A,B, right). The latency of the
response to heptanal (median = 0.3 s Figure 2C right) was
not significantly different from the response to pheromone
(Student’s t-test, p = 0.22). The firing responses to heptanal
were generally phasic-tonic. However, the response patterns were
more variable compared to those to pheromone (Figure 2A). In
seven Phe-ORNs the responses to heptanal showed prolonged
after-response firing activity, while in several others, responses
presented a post-stimulus period of silence. Nevertheless, the
decay of the response to pheromone or heptanal showed globally
equivalent kinetics (Figure 2D), the firing rate decreased by
90% after 0.250 s with pheromone vs. 0.229 s in response to
heptanal. However, the experimental data for heptanal were less
well fitted to the theoretical exponential decay function than
with the pheromone (Figure 2D), due to the post stimulus firing
activity above the level expected from the simple exponential
decay model in some neurons.

Different Other Volatile Plant Compounds
Activate Phe-ORNs
Most of the ORNs housed in the sensilla sampled on the branches
also increased their firing in response to some of the VPCs tested
at 1%, although the maximum firing rate in response to VPCs
was generally lower compared to pheromone. Heptanal and the

FIGURE 2 | Response dynamics of Phe-ORNs to the pheromone or

heptanal are very similar. The dynamics of the response of ORNs sampled

on antennal branches to a 200ms pulse of 100 ng pheromone (left column) or

1% heptanal (right column) are compared. (A) Raster plots of the firing activity

of 51 individual neurons. The vertical gray bars show the stimulus time. (B)

Frequency plots of the maximum firing rates for the same sample of neurons

(time bin = 50ms). Means of the 51 recordings. Error bars in pink represent

standard deviation. (C) Kaplan-Meier curves of the response latencies; p is the

proportion of neurons that responded to the olfactory stimulus at a given time.

(D) Exponential decrease model for response end. The red dots represent the

estimated values for 90% decrease.

six additional VPCs elicited generally a single excitatory phase
in Phe-ORNs (Figure 3A). Hexanal, however, triggered also an
excitatory-inhibitory response in some Phe-ORNs (Figure 3A).
Out of 46 tested ORNs situated on the branches of the antennae
and showing clear responses to the pheromone, 40 responded
also to Z3-6Ac, 27 to hexanal, 30 to linalool, 26 to octanal,
11 to 2-phenylethanol and only 2 to α-pinene (Figure 3B).
However, the Phe-ORNs could not be sorted into functional sub-
types according to their response profiles to the seven VPCs
(Figure 3B). The intensity or frequency of the firing response
of Phe-ORNs to VPCs was apparently not correlated to their
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FIGURE 3 | Phe-ORNs respond to different volatile plant

compounds. (A) Typical examples of responses of Phe-ORNs to

different volatile plant compounds. Single sensillum recordings from

different sensilla show that Phe-ORN responses are similar between

odors except for hexanal which induced two different response

patterns. Scale: vertical bar = 1mV; horizontal bar = 1 s. The vertical

gray bar indicates the stimulus (200ms). (B) Response-profiles of

individual Phe-ORNs to seven VPCs. Each line presents the responses

of a single ORN; each column shows the responses of different

neurons to one odorant. The diameter of circles is proportional to the

intensity of the response measured as the absolute maximum firing

rate reached within 1 s after stimulus onset. Phe, pheromone; Hep,

heptanal; Z3Ac, (Z)-3-Hexenyl acetate; Hxal, hexanal; Lin, linalool; Oct,

octanal; PhenOH, 2-phenylethanol; Pin, α-pinene.

chemical structure, nor to their volatility. For instance, aldehydes
were not globally more active than the other VPCs; α-pinene was
practically inactive although its vapor pressure is quite close to
that of heptanal (500 and 300 Pa, respectively). For five Phe-
ORNs, maximum firing rates were slightly higher for certain
VPCs than for the pheromone itself.

The Pheromone Does not Activate ORNs on the
Antennal Stem
Another set of single sensillum recordings was performed from
the short sensilla trichodea localized on the antennal stem. The
results revealed that only one of the sampled presumed VPC-
ORNs (n = 26), which responded to at least one of the
VPCs (examples of recordings in Figure 4A), responded also
strongly to 100 ng of the pheromone (Figure 4B). This confirms
a clear, but not exclusive spatial segregation of general odorant
and pheromone detection in the antennae, most of the ORNs
contained in the stem area being tuned to general odorants, while
Phe-ORNs are mostly housed in branch hairs. The level of firing
activity during responses was generally lower and stem-ORNs
showed more specificity in their responses to the different VPCs
compared to Phe-ORNs which each responded to several VPCs
(Figures 3B, 4B).

Heptanal Does not Activate Phe-ORNs of
S. littoralis
To verify if VPC responses in Phe-ORNs are species-, or
pheromone structure-dependent, we also recorded from 10
sensilla housing Phe-ORNs in another noctuid moth species,
S. littoralis. Phe-ORNs responded to 100 ng of the major sex

pheromone compound Z9,E11-14:Ac with amaximumfiring rate
of 228.1 spikes/s± 30.6 (mean of 10 replicates± SEM) while the
firing activity in response to 1% heptanal (31.8 ± 16.3) was not
significantly different from that to the control (11.3± 5.04; paired
Student’t-test p = 0.148) (Figure 5).

Heptanal Evokes Calcium Responses in the MGC
In vivo calcium imaging was performed to obtain a global
pattern of the odor-evoked input to the antennal lobe. Global
brain staining with a calcium-sensitive dye reveals odor-
induced activity of all neuronal populations, however, due to
their quantitative predominance, activity recorded originates
mainly from ORN responses. Thus, such global responses are
complementary to individual neuronal responses obtained with
SSR or intracellular recordings. Stimulating the antennae of
male A. ipsilon revealed calcium responses induced by the
plant odors heptanal and linalool in the area of ordinary
glomeruli. The pheromone elicited responses in the MGC. The
solvents hexane and mineral oil did not elicit any response
(Figure 6A). Odor-evoked signals were typical stereotyped
biphasic signals usually obtained with bath application of
the dye Calcium Green 2-AM, with first a fast fluorescence
increase followed by a slow fluorescence decrease below
baseline (Figure 6B; Galizia et al., 1997; Stetter et al., 2001;
Sandoz et al., 2003). The two VPCs (heptanal and linalool)
induced calcium responses in ROIs within the area of OGs
(Figures 6B,D). Response intensity to 1% heptanal in ROIs 6, 7,
and 8 was significantly stronger compared to response intensities
induced by 1% linalool (Figure 6D, Post-hoc Tukey’s test, ROI
6: p = 0.05; ROI 7: p = 0.02; ROI 8: p = 0.005), while

Frontiers in Physiology | www.frontiersin.org May 2015 | Volume 6 | Article 148 | 60

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Rouyar et al. Plant odor responses in pheromone system

FIGURE 4 | VPCs activate general odorant ORNs. (A) Typical examples

of responses of Stem-ORNs from different sensilla to the set of VPCs. Single

sensillum recordings show the presence of several spike sizes in most

sensilla and generally excitatory responses in one of the ORNs of each

sensillum. Scale: vertical bar = 1mV; horizontal bar = 1 s. The vertical gray

bar indicates the stimulus (200ms). (B) Response-profiles of ORNs sampled

on the antennal stem to seven VPCs and the pheromone. Only one of the

ORNs responded to the sex pheromone. Each line presents the responses of

a single ORN (n = 26); each column shows the responses of the different

neurons to one odorant. The diameter of circles is proportional to the

intensity of the response quantified as the absolute maximum firing rate

reached during 1 s following stimulus onset. Phe, pheromone; Hep, heptanal;

Z3Ac, (Z)-3-Hexenyl acetate; Hxal, hexanal; Lin, linalool; Oct, octanal;

PhenOH, 2-phenylethanol; Pin, α-pinene; MO, mineral oil control.

FIGURE 5 | Typical recordings of the firing activity of Spodoptera

littoralis Phe-ORNs stimulated with pheromone or VPCs. ORNs

identified as pheromone receptor neurons from their position within long

trichoid sensilla of the male antenna and their strong response to 100 ng

Z9,E11-14:Ac (upper recording) did neither respond to 0.1% heptanal (middle

trace) nor to 1% heptanal (lower trace). Scale: vertical bar = 1mV; horizontal

bar = 1 s. The vertical gray bar indicates the stimulus (200ms).

linalool did not induce significantly stronger responses in any
of the observed ROIs compared to heptanal (Figures 6B,D). The
pheromone did not induce significant responses in the area of
ordinary glomeruli (Figure 6D). In agreement with data obtained
from our single sensillum recordings, not only stimulations with

100 ng sex pheromone, but also with 1% heptanal and 1% linalool
evoked calcium responses in the pheromone-specific MGC of the
AL (Figures 6B,C). Statistical analysis of the activity of 3 ROIs
within the MGC area revealed that overall response intensity
was not different between the 3 ROIs. Pooled data of the 3
ROIs within the MGC were not significantly different between
heptanal-, linalool-, and pheromone-induced calcium signals
[One-Way ANOVA, F(2, 15) = 2.53, p = 0.11, Figure 6C, n = 6].

Heptanal Activates MGC Neurons in the Antennal
Lobe
We recorded intracellularly from 35 MGC neurons with clear
responses to the pheromone. Twenty-five of the recorded
neurons showed an excitatory response followed by an inhibitory
phase to 100 ng pheromone (type A neurons, Figure 7A) and 10
neurons showed a purely excitatory response (type B neurons,
Figure 7B). Although more than half of the neurons responded
to 1% heptanal with the same pattern as to the pheromone
(Figure 7, and neurons 1 to 5 in Figure 8), responses to heptanal
were more variable than to the pheromone (Figure 8). For both
concentrations of heptanal, purely inhibitory responses or an
initial inhibitory phase before an excitatory response appeared in
addition to the excitatory responses to the pheromone (Figure 8).
When stimulated with 0.1% heptanal, more than half of the
neurons responded with pure inhibition (e.g., neurons 3, 5, 6, 7
in Figure 8) or not at all (e.g., neurons 2, 8, 9 in Figure 8). Also
the evolution of response patterns from 0.1 to 1% heptanal was
highly variable (Figure 8).
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FIGURE 6 | Heptanal and pheromone evoke calcium responses

in the AL. (A) Odor induced in vivo-calcium imaging signals

obtained in a male stimulated with heptanal, linalool, pheromone,

pure hexane, and pure mineral oil. All maps are scaled to the same

minimum/maximum. Eight ROIs were defined to cover the areas of

OG (ROI1 to ROI8). Due to the large size of the MGC, three ROIs

were defined within the MGC (MGC1 to MGC3). (B) Time course of

odor-evoked calcium activity in the MGC and OG4 in the isomorphic

glomeruli indicated in (A). (C) Mean (± SEM) calcium response

intensity in the MGC and (D) in OG1 to OG8 induced by heptanal

(n = 6), linalool (n = 6), and the pheromone (n = 6), hexane (n = 4)

and mineral oil (n = 4). The gray bar in (B) indicates the stimulus

(200ms). Hep, Heptanal; Lin, linalool; Phe, pheromone; MO, mineral

oil; Hex, hexane; OG, ordinary glomeruli.

To compare responses between the three stimuli
quantitatively, we pooled all neurons displaying an excitatory
phase and compared maximum firing rates and latencies
statistically (Figure 9). Maximum firing rates in MGC neurons
were significantly higher in response to the pheromone than
to 0.1% heptanal (Wilcoxon signed rank test for paired data,
V = 625, p = 5.821−10) and to 1% heptanal (V = 535,
p = 1.51−5). Maximum firing rates in response to 1% heptanal
were significantly higher than responses to control (V = 561,
P = 1.454−5) but not to 0.1% heptanal (V = 295, p = 0.972).
Response latencies were also statistically different between the
three stimuli (χ2

= 65.2 on 2 degrees of freedom, p = 7.11−15).
But latencies in response to the pheromone were not only shorter,
but also less variable than in response to heptanal (Figure 9). The

Kaplan-Meier estimator curves for latency illustrate the larger
spreading of response latencies to heptanal, especially to the
lower concentration and the large proportion of non-responding
neurons (Figure 9).

Heptanal Does not Trigger Complete Upwind
Flight
Male moths were generally very active in the wind tunnel, even
in the absence of an olfactory stimulus as shown by the high
percentage of activation (78%) and take off (56%) in control
tests (Table 2). However, none of these active moths reached the
upwind end of the tunnel in control experiments. A significantly
higher percentage of males were taking off (96.0%, χ2

= 19.73
p < 0.001) and performed a sustained flight (92.0%, χ2

= 19.42
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FIGURE 7 | MGC neurons respond to the pheromone and heptanal.

Examples of recordings of a biphasic (A) and a monophasic (B) neuron,

responding similarly to the pheromone and heptanal. Note the responses in

A to solvent controls, probably of mechanosensory origin (Jarriault et al.,

2009). The gray bars indicate the stimulus (200ms). Vertical scale A: 10mV,

B: 20mV; horizontal scale 1 s.

TABLE 2 | Flight responses of virgin male A. ipsilon to heptanal and the

pheromone in a wind tunnel.

Stimulus Number of

males

Activation Taking off Partial

flight

Source

flight

Pheromone 50 100 96.0 92.0 34.0

0.1% heptanal 26 84.6 76.9 61.5 0.0

1% heptanal 24 91.7 79.2 75.0 0.0

Control 50 78.0 56.0 50.0 0.0

Data are the percentages of four behavioral items carried out within 90 s.

p < 0.001), reaching the half-length of the tunnel before the
end of the test (34%, χ

2
= 48.52 p < 0.001) in presence

of the pheromone compared to the control stimulation. Males
took off significantly earlier in response to the pheromone
(median time for take off = 21.5 s), compared to heptanal 0.1
and 1% or control (59.0, 53.0, and 56.0 s, respectively; χ

2
=

48.7 on three degrees of freedom, p = 1.51−10). Male A.
ipsilon arrived close to the source only in presence of the
pheromone. There was no statistical difference between heptanal
at 0.1% and control stimulation for all items. In turn significantly
more males took off (79.2%; χ

2
= 19.73, p < 0.001) and

performed a partial flight (75.0%; χ
2

= 19.42, p < 0.001)
when stimulated with heptanal at 1%, compared to controls
(Table 2).

In presence of the pheromone, the distribution map of moths
in the wind tunnel revealed a strong density of male presence
in the longitudinal axis downwind to the pheromone source
(Figure 10). In turn, in presence of both concentrations of
heptanal, males did not fly upwind. Control tracks showed a
preference of male moths for the front side revealing a possible
un-controlled heterogeneity in the room environment but no
preference for the longitudinal median axis.

Discussion

Phe-ORNs are Sensitive to Volatile Plant
Compounds
Using complementary approaches, we show that heptanal and
other plant odorants activate the pheromone-specific pathway
in male A. ipsilon. Still, heptanal was less efficient than the
sex pheromone—dose response curves were shifted toward
higher concentrations—thus behaving as a partial agonist at
the detection level. Although we used a three-component
pheromone blend for stimulation, we suppose that we primarily
investigated the detection of plant odorants within Phe-ORNs
tuned to the major pheromone component Z7-12:Ac, because
these ORNs represent more than 90% of all pheromone-detecting
neurons on the antennal branches, which we recorded from
Renou et al. (1996). Insect olfactory receptors (ORs) involved in
the detection of compounds having high biological relevance to
the insect’s biology show generally narrow tuning ranges (Wang
et al., 2010) confering high selectivity to ORNs that express them.
Among ORNs, Phe-ORNs are thus considered as specialists,
narrowly tuned to individual pheromone constituents and not
responding to general odorants (Masson and Mustaparta, 1990).
However, some exceptions to this rule are known: receptor
neurons tuned to the main pheromone component, codlemone,
in the antennae of male Cydia pomonella respond also to pear
ester, ethyl (E,Z)-2,4-decadienoate (De Cristofaro et al., 2004).
In this particular example, the structural resemblance between
codlemone and pear ester, could account for the capacity of
this compound to excite Phe-ORNs. The OR for codlemone has
not yet been found but curiously, CpomOR3, later identified as
a specific receptor for pear ester (Bengtsson et al., 2014) and
having a close relationship with moth pheromone receptors, did
not bind components of the codling moth pheromone blend.
In turn, responses of Phe-ORNs to short chain alcohols or
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FIGURE 8 | Heptanal evokes more variable responses in MGC

neurons than the pheromone. Superimposed raster and frequency plots

of responses of MGC neurons illustrating the variability of responses to

heptanal between neurons and between pheromone and the two

concentrations of heptanal within neurons. Scale: vertical bar = 100 spikes,

horizontal bar = 1 s. Red bar indicates the stimulus (200ms).

monoterpenes have been mentioned in A. segetum and S. exigua
whose pheromones are long-chain acetates (Hansson et al.,
1989; Dickens et al., 1993). Besides these few examples of their
direct activation by VPCs, Phe-ORNs’ specificity can also be
challenged by mixture interactions with pheromone as reported
in various moth species (Rouyar et al., 2011 and references
therein). However, to our knowledge, the present work is the first
detailed report of a plant odorant with no chemical similarity
to the molecular structure of the pheromone acting on its own
as a partial agonist of a moth pheromone. Besides heptanal

several other plant volatile compounds were found to activate
the firing of Phe-ORNs in A. ipsilon. In turn, most Phe-ORNs
did not respond to α-pinene. To determine whether the aldehyde
function was important for activity, we tested two other short
chain aldehydes, hexanal and octanal. Both compounds did not
elicit higher responses compared to the other VPCs, showing
that there is no simple correlation between chemical structure
and the capacity to excite Phe-ORNs. The finding that Phe-
ORNs respond to higher concentrations of VPCs compared
to pheromone is well in agreement with the observation that
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FIGURE 9 | Quantitative analysis of MGC neuron responses to the

pheromone and heptanal. Boxplot of mean maximum firing rates (Box =

median with first and third quartiles, whiskers = second and fourth quartiles,

circles = outliers) and Kaplan-Meier estimator curves for the latencies of MGC

neuron (n = 35) responses. MGC neurons respond with lower maximum firing

rates and longer latencies to 0.1 and 1% heptanal compared to the

pheromone. Control refers to pooled data of stimulation with pure hexane and

pure mineral oil. Hep, heptanal; Phe, pheromone.

OR specificity is generally dose dependent, an increase in the
concentration of the odorants broadening the response spectra
(Hallem and Carlson, 2006). Although we cannot exclude that
A. ipsilon Phe-ORNs might express multiple OR types, we
hypothesize that pheromone-binding ORs are activated by high
doses of heptanal in this species in analogy to what has been
found for interactions between pheromones and plant odors at
the molecular level: Modifications of pheromone responses by
certain plant volatiles have been shown to be dependent on a
pheromone-specific OR in Heliothis virescens (Pregitzer et al.,
2012). It should be noted that in the field VPC concentrations
needed to activate Phe-ORN might be reached only very close to
their plant sources.

Contrasting with this ability of heptanal, and to lesser
extent linalool, to activate pheromone receptors in A. ipsilon,
both compounds did not activate the Phe-ORNs tuned to the
main pheromone component in S. littoralis. On the contrary,
linalool has been shown to be an antagonist of pheromone
detection in the latter species (Party et al., 2009). Such differences
between moth species support the hypothesis that activation
of heptanal might not be an unspecific pharmacological effect.
Differences between the two moth species might result from
binding affinity in the pheromone ORs for heptanal, correlated
to the different chemical structure of their pheromone ligands.
Alternatively, this cross-sensitivity of A. ipsilon Phe-ORNs,
but not those of S. littoralis, to pheromone and heptanal
could reflect a specific adaptation of male A. ipsilon due to
the ecological advantage for them to detect plant odorants
attractive to sexually mature females (Landolt and Phillips,
1997).

MGC Neurons are Sensitive to Volatile Plant
Compounds
Calcium imaging at the AL level showed strong calcium
responses to heptanal, and to a lesser degree to linalool in
the MGC, showing that the activation of Phe-ORNs by VPCs
produces a strong input in the pheromone-specialized areas of
the olfactory centers. Interestingly, the size of the activated area
in the MGC and the number of activated OGs was larger at
the high concentration (1%), compared to the low concentration
(0.1%) suggesting a broadening of responses at high stimulus
concentration, probably due to additional responses from ORNs
which are less tuned to the ligand.

Almost all MGC neurons responding to 100 ng of the
pheromone were also activated by 1% heptanal. However,
maximum firing rates were significantly lower with 1% heptanal
and the response patterns were much more variable than those to
the pheromone and in many cases included an initial inhibition
before the excitatory response. These results are in accordance
with earlier studies in A. ipsilon, where both stimuli elicited
responses, although tested only at lower doses (Jarriault et al.,
2009; Barrozo et al., 2011; Chaffiol et al., 2012). Activation of
MGC neurons by VPCs at behaviorally active doses has been
also reported in several other moth species: S. littoralis (Anton
and Hansson, 1995), Manduca sexta (Reisenman et al., 2008), C.
pomonella (Trona et al., 2010), and Cydia molesta (Varela et al.,
2011). This across-pathway stimulation has so far essentially
been explained to originate from the AL network linking
ordinary glomeruli to the MGC by local interneurons (LNs) and
thus allowing indirect input of VPC information to the MGC
via interglomerular excitation and/or inhibition and allowing
interactions between different odorants at the central nervous
level (Lei andVickers, 2008). Our new data inA. ipsilon show now
that VPC activation within the MGC is probably a combination
of direct activation of Phe-ORNs by VPCs directly transmitted to
the MGC and indirect activation through the network activity of
local interneurons, themselves receiving VPC-ORN input within
OGs. In those MGC neurons, which respond in the same way to
the pheromone and heptanal, it is likely that a direct activation
of Phe-ORNs by VPCs is dominant. The more variable response
patterns to heptanal and specifically the initial inhibition in the
heptanal responses in the remainingMGCneurons not occurring
for the pheromone, indicates that input fromVPC neuronsmight
activate the inhibitory LN network of the AL. In the future we
will need to test the contribution of the AL network to global
MGC input and individual MGC neuron responses to volatile
plant components by different experimental approaches, using
for example blockers of GABA or histamine, the main local
interneuron transmitters (Galizia and Szyszka, 2008).

Behavioral Significance of Responses to VPCs in
the Pheromone Subsystem
Since heptanal activated Phe-ORNs and central neurons in
the MGC it was interesting to investigate the behavioral
consequences. Moths’ upwind flight responses to floral volatiles
that signal for nectar sources are well established (Riffell et al.,
2013). Male A. ipsilon were found to perform upwind flights not
only to a linden flower extract in a wind tunnel (Barrozo et al.,
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FIGURE 10 | Males perform upwind flight to pheromone but not to

heptanal in a wind tunnel. Occupancy maps present side views of the

summated tracks of male A. ipsilon in the wind tunnel. n = 37 tracks

(100 ng pheromone); n = 21 (0.1% heptanal), n = 18 (1% heptanal),

n = 25 (control). The arrow at the right of each diagram indicates the

position of the stimulus source and the direction of the wind. The white

dot indicates the point of male departure. Scales are given in meters. To

draw the map, the summated numbers of recordings of a male presence

within a 1 cm square were calculated from the coordinates of 3D tracks

and color-coded.

2010a), but also in response to 100µg of heptanal disposed on
a filter paper (Deisig et al., 2012). Looking only at male flight
scores in the wind tunnel does not reveal if an odor is perceived
as a sexual or a feeding signal. We undertook here a more precise
comparison ofmale flight behavior in the wind tunnel in presence
of pheromone or heptanal with the same stimulation device as in
physiological experiments. Male moths did take off in presence of
heptanal and performed sustained flight at the high heptanal dose
but they did not orient to the source. This absence of oriented
flight toward heptanal in virgin males that responded readily to
the pheromone strongly suggests that in spite of the activation of
the pheromone pathway male moths did not perceive heptanal
as a sexual signal. Since heptanal triggered intense activity in the
MGC, the question is to determine which part of the olfactory
system is responsible to operate discrimination of the pheromone
from general odorants when the chemical specificity of Phe-
ORNs is challenged. The convergence of a great number of ORNs
on a few projection neurons and reciprocal interconnections
between projection neurons through LNs do probably not
facilitate the discrimination of heptanal from pheromone within
the AL. However, a high degree of divergence occurs again

between AL output and mushroom bodies, where a couple of
hundred projection neurons make synaptic contact with high
numbers of Kenyon cells (2500 in D. melanogaster; up to
170 000 in the honey bee; numbers provided in Galizia and
Szyszka, 2008). Both intrinsic properties of Kenyon cells, such
as active dendritic conductance, high action potential thresholds
(Perez-Orive et al., 2002; Demmer and Kloppenburg, 2009) and
postsynaptic inhibition (Papadopoulou et al., 2011) contribute
to sparse coding within the mushroom bodies. This particular
circuitry described in the upper levels of the olfactory system
might allow better extraction of pheromone information from
the contextual odorants (essentially a background of plant odors),
especially when those contextual odorants trigger some activity in
the pheromone sub-system. In addition, a spatially much broader
representation of heptanal within the antennal lobe compared to
the pheromone might contribute to the discrimination between
the two signals.

Ecological Relevance of Heptanal Cross-Activity
Although heptanal is not rare among the volatile organic
compounds emitted by plants, its role in insect chemical ecology
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is relatively poorly documented. References in the literature
indicate that this aldehyde is present in odor blends that have
proven to be either attractive or repellent according to the
species considered. Its production and release are induced for
instance in maize following its infestation by leafhoppers, but
the semiochemical activity on the insects has not been assessed
(Oluwafemi et al., 2012). Heptanal has been reported to attract
ovipositing females of the potato tuber moth, Phtorimaea
operculella (Ma and Xiao, 2013). In turn, it is a component of
synthetic blends designed as repellent for conifer infecting bark
beetles (Huber et al., 2001). Blossoms of linden (Tilia americana)
are intensively visited by adult A. ipsilon as a source of nectar
(Wynne et al., 1991; Zhu et al., 1993). Blooming linden liberate
huge amounts of volatiles among which heptanal is a major
constituent so that it might be an environmental cue to A. ipsilon
males indicating food sources and indirectly also the presence
of females. This could explain that developing sensitivity to high
concentrations of heptanal might be advantageous in the context
of pheromone communication for males, largely compensating
the drawback associated to reduced specificity of the pheromone
sub-system. S. littoralis, on the other hand, is mainly distributed
in Africa and the middle east. Adults feed on a large variety of

flowering plants, including e.g., Solanaceae, citrus, and clover.
Even though heptanal is emitted in small amounts from a variety
of flowering plants visited by S. littoralis, such as strawberry
(Klatt et al., 2013), it is not known to specifically attract this
species. In turn, linden trees, emitting considerable amounts
of heptantal and attracting A. ipsilon are native throughout the
temperate northern hemisphere and not present in the natural
habitat of S. littoralis. Such ecological differences might explain
the differences in sensory physiology between the two moth
species.
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Moth? Discerning the Female Sex
Pheromone against the Background
of Plant Volatiles
Elisa Badeke, Alexander Haverkamp, Bill S. Hansson and Silke Sachse*
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Finding a partner is an essential task for members of all species. Like many insects,

females of the noctuid moth Heliothis virescens release chemical cues consisting of a

species-specific pheromone blend to attract conspecific males. While tracking these

blends, male moths are also continuously confronted with a wide range of other odor

molecules, many of which are plant volatiles. Therefore, we analyzed how background

plant odors influence the degree of male moth attraction to pheromones. In order to

mimic a natural situation, we tracked pheromone-guided behavior when males were

presented with the headspaces of each of two host plants in addition to the female

pheromone blend. Since volatile emissions are also dependent on the physiological state

of the plant, we compared pheromone attraction in the background of both damaged and

intact plants. Surprisingly, our results show that a natural odor bouquet does not influence

flight behavior at all, although previous studies had shown a suppressive effect at the

sensory level. We also chose different concentrations of single plant-emitted volatiles,

which have previously been shown to be neurophysiologically relevant, and compared

their influence on pheromone attraction. We observed that pheromone attraction in

male moths was significantly impaired in a concentration-dependent manner when

single plant volatiles were added. Finally, we quantified the amounts of volatile emission

in our experiments using gas chromatography. Notably, when the natural emissions

of host plants were compared with those of the tested single plant compounds,

we found that host plants do not release volatiles at concentrations that impact

pheromone-guided flight behavior of the moth. Hence, our results lead to the conclusion

that pheromone-plant interactions in Heliothis virescensmight be an effect of stimulation

with supra-natural plant odor concentrations, whereas under more natural conditions

the olfactory system of the male moth appears to be well adapted to follow the female

pheromone plume without interference from plant-emitted odors.

Keywords: Heliothis virescens, pheromone-guided flight behavior, plant volatiles, wind tunnel, GC-MS
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INTRODUCTION

Odors present in the environment provide information that
is crucial for insect survival and reproduction. Most insects
use these olfactory cues for finding food, identifying suitable
oviposition sites and communicating with their mates. Volatiles
that are emitted by plants represent major cues with which an
insect detects suitable host plants (Visser, 1986; Bruce et al.,
2005), while pheromones are used for intraspecific identification
and communication. Lepidoptera males, for example, are able to
detect conspecific females releasing a species-specific pheromone
blend. In the heliothine moth Heliothis virescens (Lepidoptera,
Noctuidae), it has been shown that females produce a complex
blend of up to seven components in their pheromone glands
(Roelofs et al., 1974; Tumlinson et al., 1975; Klun et al., 1979;
Pope et al., 1982). Wind tunnel and field experiments have
shown that the behavioral activity of this pheromone blend
depends highly on the ratio of its individual components (Vetter
and Baker, 1983; Ramaswamy and Roush, 1986; Vickers et al.,
1991). The pheromone blend is detected by specialized olfactory
sensory neurons (OSNs) housed in sensilla trichoidea on the
male antenna (Almaas and Mustaparta, 1990, 1991; Berg et al.,
1995; Vickers et al., 2001). These OSNs send their axons to
the antennal lobe (AL), which represents the primary olfactory
processing neuropil, consisting of an array of olfactory glomeruli.
Sex pheromone information is processed in a male-specific part
of the AL (Hansson and Anton, 2000), the macroglomerular
complex (MGC), which in male Heliothis virescens comprises
four glomeruli (Christensen and Hildebrand, 1987; Hansson
et al., 1992, 1995; Vickers and Baker, 1996; Berg et al., 1998;
Vickers et al., 1998). The remaining, so-called ordinary, glomeruli
process the information of all other odorants including plant and
fruit volatiles (Galizia et al., 2000; Hillier and Vickers, 2007). This
segregation of the olfactory pathway is partially maintained in the
higher brain centers, such as the lateral horn (Zhao et al., 2014).

Heliothis virescens is a pest species, and feeds on many plants
and crops such as cotton, tomato, soybean, tobacco and chickpea
(Fitt, 1989; Cunningham and Zalucki, 2014). Several studies have
shown that the olfactory system of both males and females is able
to detect and process many volatiles emitted by these host plants
(Loughrin et al., 1990; Tingle and Mitchell, 1992; Stranden et al.,
2003; Rostelien et al., 2005; Hillier et al., 2006; Hillier and Vickers,
2007). Notably, the chemical diversity of volatile compounds
found in all the floral scents investigated so far has been
estimated to more than 1700 chemicals (Knudsen et al., 2006).
Furthermore, the volatile composition of plants can change
depending on environment and stress (reviewed by Dicke and
Van Loon, 2000; Beyaert andHilker, 2014). Damaged plants often
emit different volatiles as well as different ratios of the volatile
composition compared to undamaged plants. Considering this
enormous diversity of chemical compounds, finding a sexual
partner in such a complex environment is a big challenge formale
moths. They have to detect minute amounts of the conspecific
female pheromone blend against a constant background of many
other odors. Although pheromone compounds are processed in
a separate part of the olfactory system, it has been shown in
several moth species that plant volatiles can influence pheromone

detection and vice versa (Chaffiol et al., 2014; Deisig et al.,
2014). Interestingly, plant compounds can even enhance the
detection of pheromone components. For example, in the corn
earworm Helicoverpa zea, simultaneous application of plant
odorants with the major sex pheromone component of the moth
increases the firing rate of pheromone-responsive OSNs in males,
although those neurons do not respond to stimulation with
plant odorants separately (Ochieng et al., 2002). Moreover, in
beetles (Nakamuta et al., 1997) and many lepidopteran species
(Dickens et al., 1993; Light et al., 1993; Reddy and Guerrero,
2000; Deng et al., 2004; Namiki et al., 2008; Schmidt-Büsser
et al., 2009; Gurba and Guerin, 2015) the behavioral response
is also increased when plant compounds are combined with the
corresponding pheromone components. In contrast, a variety
of studies demonstrated that pheromone detection can also be
inhibited by interactions with plant odorants (Den Otter et al.,
1978; Kaissling and Bestmann, 1989; Pophof and Van Der Goes
Van Naters, 2002; Party et al., 2009, 2013; Hillier and Vickers,
2011; Chaffiol et al., 2012; Deisig et al., 2012; Pregitzer et al.,
2012; Hatano et al., 2015). Hatano et al. (2015) showed this
inhibitory effect even at the behavioral level. These contradictory
findings give raise to the question whether the olfactory
background is modulating the intraspecific communication of
insects. Indeed, in Heliothis virescens, certain plant-emitted
volatiles reduce the detection of Z11-16:Ald, the major sex
pheromone component, at the level of the pheromone receptor
HR13 (Pregitzer et al., 2012). Single sensillum recordings
of Z11-16:Ald-tuned OSNs concur with this inhibitory effect
(Hillier and Vickers, 2011). Moreover, in the same study, a
suppressive effect for OSNs being tuned to the minor component
Z9-14:Ald could be demonstrated. However, whether these
effects at the sensory level are maintained throughout the
olfactory system and thus may affect male moth behavior is
unknown. We therefore analyzed whether a background of plant
volatiles influences pheromone-guided behavior in Heliothis
virescens using wind tunnel experiments. We analyzed the
impact of complete and naturally occurring odor blends as
well as of individual plant volatiles at different concentrations.
Furthermore, we quantified the volatile emissions of all stimuli
using gas chromatography analysis. Surprisingly, we observed
pheromone-plant interactions only at high and supra-natural
odor concentrations. We therefore conclude that pheromone-
plant interactions in Heliothis virescens might not occur under
natural conditions and that male moths are able to detect
their conspecific female against a complex background of plant
volatiles.

MATERIALS AND METHODS

Insect Rearing
We obtained Heliothis virescens from the Department of
Entomology in the Max Planck Institute of Chemical Ecology
in Jena. Moths originated from Clemson University in Clemson,
South Carolina. These were maintained at the institute for
several generations, where they were reared as follows: Eggs
of H. virescens were gained from single pair matings in 0.5 l
cups. In order to minimize inbreeding depression, females and
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males of different families were chosen. A mesh on top of the
mating cups allowed the females to oviposit their eggs. Larvae
were subsequently maintained in 10-cm Petri dishes containing
artificial pinto bean diet (Burton, 1979). They were separated
at second instar. After eclosion, about 15–20 males of the same
age were segregated into 30 × 30 × 30 cm rearing cages. A 10%
sucrose solution was provided ad libitum. Animals were kept at
60% rel. humidity and at 23–25◦C under a 16:8 h light-dark cycle.
The light level during scotophase was 0.4 lux. 2- to 6-day-old
virgin male moths were used for behavioral experiments.

Plant Material
In order to use the headspaces of whole plants for volatile
collection and behavioral experiments, cotton (Gossypium
hirsutum) and tomato plants (Solanum lycopersicum) were grown
individually in 1-liter pots in the greenhouse at 23–25◦C and
50–70% rel. humidity under a 16:8 h light-dark cycle. After the
beginning of their elongation stage and until the experiments
were performed, plants were transferred to a climate chamber
providing 22–25◦C and 60–70% relative humidity. They were
watered daily with 100ml tap water supplemented with 0.12

g∗ml-1 fertilizer. For the experimental approach undamaged or
damaged plants were taken. In order to damage plants, four to
five third- and fourth-instar larvae of H. virescens were allowed
to feed on the plant before the behavioral assay was conducted.
Larvae were removed from the plants after 24 h.

Behavioral Approach
Wind Tunnel
Insects were tested in a 220 × 90 × 90 cm Plexiglas wind tunnel
(Figure 1A) under infrared and red light conditions with a white
light supply of 0.4 lux. A purified, humidified and tempered
airflow of 0.27m/s was blown through the wind tunnel, providing
23◦C and 60–70% relative humidity.

Stimulus Device
For synthetic odorants the odor plume was created by connecting
separately two 50ml glass bottles via Teflon tubing to the stimulus
outlet on a stick 55 cm long (Figure 1). The distance to the
upwind end of the wind tunnel was 23 cm. Pumps, which sucked
the ambient air through a charcoal filter for cleaning, generated
a stimulus flow of 0.48–0.50 l/min through the tubing leaving

FIGURE 1 | The wind tunnel system. (A) Schematic representation of the wind tunnel system including the stimulus device. The ceiling and the floor were covered

by green dots in order to provide a pattern for the insects to orient on. Arrows indicate the air stream. An air flow is transported via pumps through the stimulus bottles

and released by the stimulus outlet. The pheromone-loaded air is pulsed beforehand at 10Hz by using a cross-valve. phe = pheromone (A’) Magnification of the

stimulus outlet (dashed square). The dotted orange line represents the middle nozzle, which emits a pulsed pheromone stimulus, while the blue lines highlight the

constant plant odor flow released by the surrounding nozzles. (B) Two representative flights of different males (yellow, red) toward the pheromone blend. (C) The

percentage of male H. virescens attempting flight behavior, achieving upwind flight and making source contact is similar for constant (N = 25) and pulsed (N = 27)

pheromone stimulation (p > 0.05, Fisher’s exact test). (C’,C′′) Visualization of the constant and pulsed odor plume using a photoionization detector (PID) at 110 cm

distance from the stimulus outlet. Dotted and continuous lines below the curves represent the odor stimulation. Fewer volatiles can be detected in the pulsed (C′)

odor plume than in the constant plume (C′’). PID measurements: Upulsed = 1.81V, Uconstant = 4.77 V.
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the bottles. In each of the bottles, a rubber septum loaded with
the test odorants was inserted. The bottle, which contained the
pheromone blend, was additionally connected to an Arduino
microprocessor-controlled cross-valve before being released by
the middle nozzle (ID 1mm) of the stimulus outlet (Figure 1A′).
Thus, pulsed stimulations of 10Hz could be achieved. It has
been shown that pulsed stimulation affects the flight behavior of
male moths in the wind tunnel (Vickers and Baker, 1994). We
therefore compared pheromone attraction to either a constant
pheromone plume or a pulsed pheromone plume using an
optimal pulse frequency of 10Hz (Figure 1C). The second
stimulus bottle was connected to the circular arranged nozzles
(ID 0.5mm each). For experiments using the headspaces of
different plants, a glass cylinder (10 l) containing a plant was
connected to the system instead of to the second stimulus bottle.
A Teflon disc on the bottom with a central opening separated
green plant material from soil and roots. Compressed, charcoal-
filtered air with a flow of 1 l/min was inserted into the cylinder.
Only 0.48–0.54 l/min of the cylinder headspace was sucked via a
pump into to the wind tunnel.

Animal Handling
All experiments were performed 2–7 h during scotophase, when
pheromone responsiveness is highest (Shorey and Gaston,
1965). At least 1 h before testing, male moths were transferred
individually into Ø 7 × 10 cm mesh tubes and placed in a
small room near the wind tunnel that had the same conditions.
Active moths were chosen for testing. At the beginning of each
experiment, a mesh tube containing a moth was inserted into
a releasing device in the odor plume at the downwind end of
the wind tunnel. The releasing device was controlled via the
microprocessor in order to open the cage automatically 2min
after placing the moth in the mesh tube. Flight behavior was
subsequently recorded for 5min. After the first source contact
within this time interval, males’ behavior was tracked for 2min.

3-D Video Tracking
During the experiment the releasing device, all wind tunnel
conditions and the flight paths were computer-controlled from a
separate room. In order to observe odor-guided flight behavior,
we used a custom-built video tracking system. Four cameras
(C615, Logitech, Newark, NJ, USA, 800 × 600 pixels, 0.3 cm2

pixel size), which were located at the side and on the top of the
wind tunnel, recorded the flight path of each moth. By using a
background subtraction algorithm, the position of eachmoth was
calculated at a rate of 10Hz. A fifth camera, which was attached
to the upwind end of the wind tunnel, allowed the recording of
males’ behavior close to the odor source.

Determining Optimal Conditions for the Wind Tunnel
In order to monitor pheromone attraction and to study whether
it is influenced by background volatiles, we started to find
the best conditions for the bioassay. A stimulus device was
used to create a point source emitting either a pulsed or
a constantly emitted pheromone blend of Heliothis virescens
together with a surrounding odor plume of a constant solvent
release (Figure 1A′). When stimulating with the conspecific

pheromone blend, male moths showed clear pheromone-guided
upwind flight behavior. This behavior can be characterized by
locking on to the pheromone plume followed by upwind flight,
zigzagging, casting behavior and, finally, contact with the source
(Figure 1B). When placed in a constant or a pulsed pheromone
plume, all moths started their flight within 5min. (Figure 1C).
Hence, the type of stimulation influenced neither the percentage
of moths attempting upwind flight nor the number of source
contacts. In order to compare the pulsed and constant odor
plume structure, we measured the presence of volatiles using
a photoionization detector (PID). The results showed that the
probability that a moth hits a volatile in a pulsed odor plume is
less than the probability that a moth hits one in a constant plume
(Figures 1C′,C′′). However, although the odor plume structure
was different, pheromone attraction was similar for both odor
applications. We chose pulsed pheromone stimulation for all
subsequent experiments in our study.

Odorants
All synthetic odorants tested were commercially available
and acquired from Sigma (http://www.sigma-aldrich.com),
Bedoukian (http://www.bedoukian.com) or pherobank (http://
www.pherobank.com). They were obtained in the highest
available purity. β-caryophyllene (CAS 87-44-5, purity > 98.5%),
racemic linalool (CAS 78-70-6, purity > 97%) and (Z)3-hexen-
1-ol (CAS 928-96-1, purity > 98%) are well-described plant
compounds. They are detectable by male and female Heliothis
virescens (Paré, 1997; De Moraes et al., 2001; Skiri et al., 2004;
Rostelien et al., 2005; Hillier and Vickers, 2007), and they have
been used previously in studies investigating plant-pheromone
interaction on H. virescens (Dickens et al., 1993; Hillier and
Vickers, 2011; Pregitzer et al., 2012).

A synthetic pheromone blend, which contained the seven
components, (Z)-11-hexadecenal (Z11-16:Ald, CAS 53939-28-9,
purity 97-98%), (Z)-9-tetradecenal (Z9-14:Ald, CAS 53939-27-8,
purity > 93%), tetradecenal (14:Ald, purity > 98%), hexadecanal
(16:Ald, CAS 629-80-1, purity > 93%), (Z)-7-hexadecenal (Z7-
16:Ald, CAS 56797-40-1, > 95%), (Z)-9-hexadecenal (Z9-16:Ald,
CAS 56219-04-6, purity > 90%) and (Z)-11-hexadecenol (Z11-
16:OH, CAS 56683-54-6, purity > 98%), was used (Roelofs
et al., 1974; Tumlinson et al., 1975; Klun et al., 1979). We
prepared the blend relative to Z11-16:Ald (100%) and added
5% Z9-14:Ald, 5% 14:Ald, 10% 16:Ald, 2% Z7-16:Ald, 2% Z9-
16:Ald and 1% Z11-16:OH of the compounds (Pope et al.,
1982), in order to test the sexual attraction of H. virescens males
toward their conspecific pheromone blend. Tetradecenal was
synthesized from commercially available tetradecanol (Sigma) by
the Research Group Mass Spectrometry/Proteomics in the Max
Planck Institute of Chemical Ecology in Jena.

Both synthetic plant compounds and the pheromone blend
consisted additionally of 1.25% of the antioxidant 3.5-Di-tert-
butyl-4-hydroxytoluene (BHT, CAS 128-37-0, purity ≥ 99%,
Sigma). They were subsequently pipetted on individual rubber
septa (Thomas Scientific, http://www.thomassci.com/). Before
being used, rubber septa were cleaned with hexane (CAS 110-
54-3, Sigma), which was furthermore used as a solvent for all
odorants. For plant components, concentrations between 30 and

Frontiers in Physiology | www.frontiersin.org April 2016 | Volume 7 | Article 143 | 73

http://www.sigma-aldrich.com
http://www.bedoukian.com
http://www.pherobank.com
http://www.pherobank.com
http://www.thomassci.com/
http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Badeke et al. Pheromone-Plant Interaction in a Noctuid Moth

300µg/µl were used. The pheromone blend was adjusted to Z11-
16:Ald with a concentration of 300µg/µl. We always indicate the
final concentration for each rubber septum.

Volatile Collection, Analysis, and
Quantification
In order to quantify the actual amount of volatiles being released
by the rubber septum and pumped through the tubing into
the wind tunnel, we used polydimethylsiloxane (PDMS) tubes
(OD 2.3mm, Reichelt Chemietechnik, http://www.rct-online.
de). By introducing the PDMS tubes for 2 h into the odor flow
close to the stimulus outlet, we could collect volatiles during
testing. Volatiles being released by plants were collected with
the same approach. Samples were stored at -20◦C until use. All
samples were examined on an Agilent 7890A gas chromatograph
(Agilent Technologies, CA) running in splitless mode and being
connected to an Agilent 5975C mass spectrometer (electron
impact mode, 70 eV, ion source: 230◦C, quadrupole: 150◦C, mass
scan range: 33–350 u). We used a nonpolar column (HP-5 MS
UI, 30m length, 0.25mm ID, 0.25µm film thickness, J and W
Scientific) under constant helium flow of 1.1ml/min. The GC
oven was programmed to hold 40◦C for 3min, to increase the
temperature at 5C◦/min to 200◦C, then to increase temperature
at 20◦C/min to 260◦C. The maximum temperature was held
for 10min. For identification, mass spectra were compared
with Kovats retention time indices to reference compounds
or to those published by the National Institute of Standards
and Technologies (NIST, version 2.0). Retention times for all
compounds were determined by using standards. Quantifications
of emission rates were subsequently calculated based on the
comparison of the internal standard of 10 ng/µl 1-Bromohexane
(CAS 111-25-1, purity 98 %, Sigma) and peak area of single
compounds.

Data Analysis and Statistics
Microsoft Excel, Gnu R, custom-written Matlab scripts
(MATLAB version- Mathworks, USA) and Adobe Illustrator
were used in order to analyze and plot all data. Statistics were
performed with the software Gnu R and GraphPad Instat. We
calculated the emission rate of volatiles being released within 1 h
for each compound based on the internal standard by using the
commercial software GC ChemStation (Agilent Technologies)
and Microsoft Excel.

In order to investigate the attractiveness of volatiles in the
wind tunnel, we calculated the percentage of moths (1) starting
to fly, (2) achieving upwind flight, and (3) contacting the source
for each group of odor stimulation. An odor plume was called
attractive if moths reached and contacted the odor source. In
order to investigate pheromone-plant interaction, we further
examined the average number of source contacts per male out
of all individual moths within a group for the test period. We
quantified the number of contacts for another 2min after the
first contact. Males without contacts were counted as zeros. For
statistical analysis, the group tested with the pheromone blend
alone was always taken as a control group. The percentage of
moth within a test group was compared to the pheromone
group by means of Fisher’s exact test, with a Bonferroni-Holm

correction. The number of source contacts was evaluated using
the Kruskal-Wallis test with Dunn’s multiple comparisons test.
The pheromone-guided flight behavior of each attracted male
was analyzed in more detail by calculating the percentage of
relative abundance of flight angles in y- and z-direction and
the average upwind speed within an 80 cm distance from the
stimulus outlet. Both angles and upwind speed were measured
with an interval of 10Hz. The last 10 cm of the track were
excluded due to the fact that it could not be tracked reliably
in all moths. Animals which performed zigzagging and casting
movements possessed flight angles greater than zero degrees.
Angles around zero degrees exhibit straight upwind movement.
Upwind speed (cm/s) is the speed of an animal relative to
the odor source. Positive values indicate upwind movement,
negative values downwind movement, while values around zero
indicate cross-wind movement. The Kruskal-Wallis test and
Dunn’s multiple comparisons test were used for statistics.

RESULTS

Host Plant Headspaces Did Not Affect
Pheromone Attraction
Since it has been shown that different plant-emitted volatiles
affect detection of the major sex pheromone component Z11-
16:Ald in male Heliothis virescens at the physiological level
(Hillier and Vickers, 2011; Pregitzer et al., 2012), we tested
whether behavioral performance is similarly affected. In order
to provide a naturally occurring odor source, we used the
headspaces of two host plants, tomato and cotton, to examine
their influence on pheromone-guided flight behavior (Figure 2A,
left panel). First, we tested the headspaces of the two host
plants alone. We observed that both the tomato headspace as
well as the cotton headspace induced only very low degrees
of upwind flight and source contact (N = 17–20, upwind
1–3 moths, contact 0–1 moth; data not shown). We next
applied the conspecific pheromone blend to each plant headspace
simultaneously. The results reveal that a pheromone plume
with a background of either tomato (Figure 2A, middle panel)
or cotton headspace (Figure 2A, right panel) showed similar
attractiveness as compared to a pheromone blend with no plant
odor background. The number of source contacts was also
not affected (Figure 2C, Table 1). Hence the pheromone-guided
flight was not influenced by the presence of a naturally occurring
plant odor blend.

It has been shown that larval damage influences the
composition and/or the emission rate of plant volatiles (De
Moraes et al., 1998). The attraction of female moths to a
damaged plant headspace depends on the amount of herbivore-
induced plant volatiles (Späthe et al., 2013). In order to examine
whether herbivore damage significantly influences pheromone
detection, we let four to five larvae feed on both host plants
and tested the attractiveness of the induced headspace in
our wind tunnel. Only three moths at most moved upwind
when placed in a damaged tomato or cotton odor plume,
but none of them contacted the source (N = 15–17; data
not shown). When a damaged tomato plant headspace was
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FIGURE 2 | Influence of host plant headspaces on pheromone-guided flight behavior. (A) Percentage of moths attempting flight behavior, achieving upwind

flight and making source contact, when simultaneously stimulated with the pheromone blend and a tomato (middle panel) or cotton (right panel) plant headspace.

Plants were intact or damaged by larvae. The left panel highlights the changes in the odor stimulation device. The headspace of the plants was sucked via a pump

through the wind tunnel. The pulsed pheromone stimulation was implemented as described in Figure 1. There was no significant difference in pheromone attraction

when insects were stimulated simultaneously with undamaged or damaged tomato or cotton headspaces compared to pheromone stimulation alone (p > 0.05,

Fisher’s exact test, Bonferroni-Holm correction). (B) Percentage of moths attempting flight behavior, achieving upwind flight and making source contact, when

simultaneously stimulated with the pheromone blend and the synthetic odorants β-caryophyllene (left panel), (Z)3-hexenol (middle panel) or linalool (right panel) each in

two different concentrations (100 and 300µg/µl). While β-caryophyllene did not affect pheromone-guided flight behavior, high concentrations of (Z)3-hexenol

decreased the amount of moths contacting the source. A similar tendency was observed for linalool. Asterisks represent significant differences (p < 0.05, Fisher’s

exact test with Bonferroni-Holm correction). The bracket indicates significant differences without Bonferroni-Holm correction (p = 0.0426). (C) Number of contacts per

individual moth for all tested males from (A). No differences in the number of contacts when different plant headspaces were used (p > 0.05, the Kruskal-Wallis test,

Dunn’s multiple comparisons test). (D) Number of contacts per individual moth for all tested males from (B). Moths had significantly fewer contacts when high

dosages of (Z)3-hexenol or linalool were applied to the septa than when they were not (p < 0.05, the Kruskal-Wallis test, Dunn’s multiple comparisons test). car,

β-caryophyllene; cot, cotton; lin, linalool; phe/phero, pheromone; tom, tomato; Z3-hex, (Z)3-hexenol.
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TABLE 1 | Effect of intact and damaged tomato and cotton plants on pheromone-guided flight behavior.

Stim. 1 Stim. 2 Sample size Flight [%] Upwind [%] Source contact [%] Upwind speed [cm/s] ± SD Number of contacts ± SD

– Phero 27 96.3 66.7 51.9 25.8±29.6 1.19±1.71

Tom Phero 30 93.3 70 63.3 22.7±27.3 1.37±1.56

Tom damaged Phero 20 80 50 40 24±22.7 0.6±0.99

– Phero 24 91.7 70.8 50 24±22.7 1.75±2.67

Cot Phero 23 95.7 60.9 47.8 30.5±23 1±1.38

Cot damaged Phero 28 92.9 67.9 42.9 25.1±33.6 0.75±1.17

Number of tested individuals and the percentages of male moths, for the experiments shown in Figures 2A,C, which started their flight, showed upwind movement and had source

contact; also their upwind speed. The last column represents the number of contacts for all tested males. Stimulus (stim.) 1 and 2 together form the odor plume. Odorants of stimulus

1 were emitted continuously, while stimulus 2 (pheromone) was pulsed. A (−) in stimulus 1 represents the use of a solvent instead of an odorant. SD, standard deviation.

no significant differences within a column to the solvent-pheromone stimulation (p > 0.05, Fisher’s exact test with Bonferroni-Holm correction; Number of contacts and upwind speed:

Kruskal-Wallis with Dunn’s multiple comparisons test).

cot, cotton; phero, pheromone; tom, tomato.

presented together with the pheromone blend, we observed
that 12% fewer individuals reached the source as compared to
the pure pheromone blend (Figure 2A, middle panel, Table 1).
However, this decrease was not significantly different from
the response to the pheromone blend without background.
Likewise, moths flying in a pheromone plume did not contact
the source significantly more often (Figure 2C, Table 1). The
same applies for the cotton headspace: larval damage in cotton
plants affected neither pheromone-guided flight behavior nor
the number of odor source contacts (Figure 2A, right panel,
Figure 2C, Table 1).

In order to analyze pheromone-guided flight behavior in
more detail, we dissected the flight mechanism. We asked how
males manoeuver in response to an odor source and if their
flight patterns are influenced by different odor plumes. We
therefore examined the flight angles of attracted individuals
as well as individual’s upwind speed (Figure 3). In Figure 3A

the relative abundance of flight angles for male moths in a
pure pheromone plume and a tomato-pheromone plume are
representative examples. Independent of odor stimulation, the
most abundant flight angles of male Heliothis virescens were
around zero degrees, indicating a relatively straight upwind
flight. Angles up to±180◦ represented additional zigzagging and
casting behavior. Analysis of the upwind speed of the attracted
insects resulted in values around 27 cm/s regardless of the odors
present in the plume (Figure 3B, Table 1). In summary, we
observed that neither the number of source contacts nor the
flight pattern was affected when a complete plant headspace was
applied simultaneously with the pheromone blend.

Certain Plant-Emitted Volatiles Reduced
Pheromone Attraction
Interestingly, we did not observe the significant reduction in
pheromone-elicited flight behavior suggested in previous studies.
These however reported plant-pheromone interactions in moths
using single plant-related compounds instead of complete
headspaces. In order to analyze whether single plant volatiles
could affect the pheromone response, we tested the three plant-
emitted volatiles, β-caryophyllene, (Z)3-hexenol and linalool,
each in two different concentrations based on the study by
Pregitzer et al. (2012). As a side note, all of these compounds are

up-regulated in larval-damaged plants (Paré, 1997; De Moraes
et al., 1998, 2001; Stranden et al., 2003; Morawo and Fadamiro,
2014).

In comparison to pure pheromone stimulation, both
concentrations of β-caryophyllene in combination with the
pheromone did not reduce the attractiveness of the pheromone
(Figures 2B,D, left panels, Table 2); moreover, β-caryophyllene
alone did not attract any male moths, independent of its
concentration (tested concentrations: 60, 100, 200, 300µg/µl;
N = 16–19; data not shown). Likewise, male moths did not
respond to (Z)3-hexenol alone (100, 300µg/µl; N = 16;
data not shown). However, adding 300µg/µl of (Z)3-hexenol
to the pheromone plume significantly reduced the number
of individuals (by 33%) and their frequency contacting the
source, although equal percentages displayed upwind flight
(Figures 2B,D, middle panels, Table 2). Interestingly, lowering
the concentration of (Z)3-hexenol (i.e., 100µg/µl) did not
significantly decrease the moths’ response to pheromones.
We observed a similar dose-dependent effect when insects
were stimulated simultaneously with the pheromone blend
and the odor linalool. Linalool alone at concentrations of
30, 60, 100, 200, or 300µg did not attract males at all and
resulted in no upwind flights (N = 15–30; data not shown).
However, adding the highest concentration of linalool to the
pheromone plume resulted in 22% fewer individuals contacting
the source compared to the number contacting the source
when only the pheromone was used (Figures 2B,D, right
panels, Table 2). This effect was also concentration-dependent,
since we did not observe any reduction in pheromone-
guided flight behavior when we reduced the concentration of
linalool.

We observed similar flight angles in a pheromone plume
compared to those in a plume consisting of the pheromone
blend and β-caryophyllene, (Z)3-hexenol or linalool, as shown
for β-caryophyllene and (Z)3-hexenol (Figure 3A, Table 2). The
distribution histograms represent the cumulated azimuth and
zenith angles of all male moths contacting the stimulus outlet.
Since we measured less animals for (Z)3-hexenol, the histogram
shows less cumulated angles. However, the distribution of the
angles is similar to those of the other stimuli. Most angles were
around zero degrees. Furthermore, males moved upwind to the
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FIGURE 3 | Influence of individual plant volatiles on pheromone-guided

flight behavior. (A) Relative abundance of flight angles being performed by

male moths within the upwind section of the wind tunnel close to the source,

when pheromones alone (orange), a pheromone and the headspace of a

damaged tomato plant (dark green), pheromone and β-caryophyllene or

(Z)3-hexenol (dark blue, both with 300µg), were used for stimulation. The

distribution histograms cumulate all tracks of moths contacting the stimulus

outlet. Flight angles are shown as cumulated azimuth and zenith angles. Most

of the time insects facing upwind in the odor plume they perceived performed

zigzagging and casting activities. (B) Males moths showed similar upwind

speeds (p > 0.05, the Kruskal-Wallis test, Dunn’s multiple comparisons test),

when stimulated with the pheromone alone (orange, N = 41), or the

pheromone in combination with 100µg (Ncar= 12, NZ3−hex = 8, Nlin = 9) or

300µg (Ncar = 13, NZ3−hex = 3, Nlin = 14) of artificial odorants (blue), or with

the headspaces of cotton (Nintact = 8, Ndam = 13), or tomato plants (Nintact =

10, Ndam = 7) (green). blk, blank; car, β-caryophyllene; cot, cotton; lin, linalool;

phe/phero, pheromone; tom, tomato; Z3-hex, (Z)3-hexenol.

source with on average 25 cm/s (Figure 3B). In summary, adding
certain plant-related compounds at high concentration to the
pheromone plume reduced the pheromone-guided response in
male Heliothis virescens but did not lead to a different flight
pattern: neither the flight direction in order to approach the odor
source nor the upwind speed was influenced by plant volatiles.

Concentration Quantification of Synthetic
Odorants vs. Plant-Released Volatiles
Our experiments show that only the application of linalool and
(Z)3-hexenol at high concentration reduced the attractiveness of
male Heliothis virescens to the pheromone, while the headspace
of host plants did not show any influence. In order to analyze
whether the difference is just a matter of odor concentration, we
quantified the actual amount of the synthetic odorants released
by the rubber septa (Figures 4A,B). While 3 ng of the major
sex pheromone component Z11-16:Ald could be quantified via
PDMS tubes, the plant components, β-caryophyllene, (Z)3-
hexenol and linalool, were measured in much higher amounts.
The amount of β-caryophyllene was 3.5-fold higher than the
amount of (Z)3-hexenol, while the linalool release was 5-fold
higher than the amount of (Z)3-hexenol. When pipetting three
times the concentration on a rubber septum, both plant volatiles
resulted in doubled emission rates, while only 1.5-fold of linalool
was detected.

Are the synthetic single odor quantities that reduced the
attractiveness of pheromones in our wind tunnel studies
similar to those released by intact and damaged tomato and
cotton plants? To find out, we quantified the release rate
of β-caryophyllene, (Z)3-hexenol and linalool in damaged
and undamaged host plants (Figure 4C). Larval damage in
tomato and cotton plants led to an increase of β-caryophyllene
(Figure 4C, left panel), and β-caryophyllene was released in
quantities comparable to those of the synthetic odorant.
However, β-caryophyllene had no effect on pheromone-guided
flight behavior in male moths (Figure 2A). In contrast, (Z)3-
hexenol and linalool could not be detected in undamaged
plants or were found in only low quantities in damaged
plants (Figure 4C, middle and right panels). This discrepancy
shows that the concentrations of (Z)3-hexenol and linalool
that reduced pheromone attraction (Figure 2A) were much
higher than the natural emission of an entire plant. Hence,
odorants that influence pheromone-guided behavior in male
moths are not emitted in comparable quantities by plants.
We therefore conclude that plant-pheromone interactions in
Heliothis virescens most likely occur only under laboratory
conditions, where very high odor concentrations are used.

DISCUSSION

We show that pheromone-plant odor interactions occur at the
behavioral level of male Heliothis virescens, similar to those
previously observed at the sensory level (Hillier and Vickers,
2011; Pregitzer et al., 2012). However, we also show that
these interactions occur only at supra-natural concentrations of
certain plant-emitted volatiles. Our findings therefore suggest
that, in a natural environment, male moths are able to detect
their conspecific female against a complex background of plant
volatiles without negative effects on their pheromone-directed
flight behavior.

Certain plant-related volatiles interfere with the detection
of the major sex pheromone component of Heliothis virescens
at the pheromone receptor HR13 and thereby reduce the
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TABLE 2 | Effect of β-caryophyllene, (Z)3-hexenol and linalool on pheromone-guided flight behavior.

Stim. 1 Stim. 2 Sample size Flight [%] Upwind [%] Source contact [%] Upwind speed [cm/s] ± SD Number of contacts ± SD

– Phero 22 90.1 63.6 50 22.6± 25.5 1± 1.23

car100 Phero 26 88.5 80.8 53.8 28.9± 28 1.04± 1.22

car300 Phero 32 96.9 68.8 43.8 24.7± 33.4 1.09± 1.53

– Phero 25 92 52 44 29.1± 21.8 1.16± 1.84

Z3-hex100 Phero 27 74.1 44.4 33.3 31.1± 28.2 1± 1.71

Z3-hex300 Phero 28 75 50 10.7* 30.2± 28 0.27± 0.93**

– Phero 34 91.2 67.6 50 15.8± 30.2 1.32± 1.66

lin100 Phero 32 100 56.3 43.8 16.1± 40.4 0.94± 1.9

lin300 Phero 54 88.9 46.3 27.8 (*) 23.7± 34.5 0.63± 1.51*

Number of tested individuals and the percentages of male moths, for the experiments shown in Figures 2B,D, which started their flight, showed upwind movement, and had source

contact; also, their upwind speed. The last column includes the number of contacts for all tested males. The stimuli were applied as described in Table 1. SD, standard deviation.

*Within a column indicate significant differences to the solvent-pheromone stimulation (*p < 0.05, **p < 0.01, Fisher’s exact test with Bonferroni-Holm correction, (*) p < 0.05, Fisher’s

exact test, p > 0.025 with Bonferroni-Holm correction; Number of contacts and upwind speed: Kruskal-Wallis with Dunn’s multiple comparisons test).

car, β-caryophyllene; lin, linalool; phero, pheromone; Z3-hex, (Z)3-hexenol.

response of pheromone-detecting OSNs in the MGC (Pregitzer
et al., 2012). Interestingly, this interference varies for different
plant compounds: linalool and (Z)3-hexanol strongly suppress
the pheromone response, while other compounds, such as β-
caryophyllene, do not lead to any reduction. These findings
correlate well with our behavioral results from experiments
using the wind tunnel: while β-caryophyllene did not influence
pheromone-guided flight behavior, high concentrations of (Z)3-
hexenol and linalool reduced the attractiveness of the pheromone
by at least 22%. Hence our results show that the coding of
pheromone-plant interactions at the sensory level corresponds
to the altered behavioral responsiveness of male moths. The
representation of odor-induced activity in the AL therefore
allows a prediction of the behavioral outcome. Notably, a
correlation between the representation of odors in the AL and the
behavioral performance has already been demonstrated in several
species, such as honeybees (Guerrieri et al., 2005), flies (Knaden
et al., 2012) and moths (Kuebler et al., 2012).

The behavioral performance of the moth ultimately results
from the odor representation in higher brain centers and is
determined by the integration of different processing channels
within the neuronal network. Interestingly, when the antenna
of the male Heliothis virescens moth was stimulated with
β-caryophyllene and the major sex pheromone component
Z11-16:Ald, single sensillum recordings showed an enhanced
spiking activity compared to the response evoked by Z11-
16:Ald alone (Hillier and Vickers, 2011). In contrast, when the
major pheromone component was exchanged for the minor
pheromone component, Z9-14:Ald, the pheromone response
was suppressed (Hillier and Vickers, 2011). Although β-
caryophyllene is influencing the neuronal activity of pheromone-
responsive OSNs in the periphery, we did not observe any
effect of this plant volatile onto the pheromone-guided flight
behavior in our windtunnel experiments. Since β-caryophyllene
modulates the major and minor pheromone pathways in
opposing directions (Hillier and Vickers, 2011), the detection
of the whole pheromone blend, including the two compounds,
Z11-16:Ald and Z9-14:Ald, might not be modulated in the end.

Moreover, in the same physiological study (Hillier and
Vickers, 2011), both major and minor sex pheromone
components, when blended with the plant volatile linalool
or (Z)3-hexenol, elicited reduced spiking activity in the
corresponding pheromone-responsive OSNs. Likewise,
in our wind tunnel assay, when high concentrations of
the two plant compounds were added, the attractiveness
of the complete pheromone blend was decreased,
which resulted in reduced pheromone-guided flight
behavior.

The three compounds that we used in our study are not
the only volatiles being detected in plant headspaces. It would
therefore be interesting to know if and how other plant volatiles,
when added to the pheromone blend, influence the pheromone-
guided behavior of a moth. This is of particular interest, since it
has been observed that some of these green leaf volatiles increase
the number of males caught in pheromone traps (Dickens
et al., 1993). However, when we tested the whole headspaces of
cotton and tomato plants, independently of their physiological
condition, we did not find any influence on pheromone-guided
flight behavior.

Host plants of Heliothis virescens that are damaged by larval
feeding release volatiles such as β-caryophyllene, (Z)3-hexenol
and linalool (e.g., Paré, 1997; De Moraes et al., 1998; Morawo
and Fadamiro, 2014). All of these were used in our study. When
we quantified the natural emission of these compounds, we
realized that, except for β-caryophyllene, these odorants occur
in only very low concentrations in the headspace of intact
or damaged cotton and tomato plants. Although volatiles are
usually emitted in higher amounts during daytime than in the
dark (De Moraes et al., 2001), male moths are active in the
scotophase. Therefore, they will encounter low concentrations of
plant volatiles. When the results from the wind tunnel and GC-
MS experiments were combined, we observed that unnaturally
high concentrations of (Z)3-hexenol and linalool reduced the
heliothine moths’ attraction to pheromones, while a lower dose,
which represents the more natural situation, did not affect the
attraction.
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FIGURE 4 | Emission rates of volatiles from rubber septa and entire plants. (A) GC-MS example traces showing the relative abundance of the synthetic

odorants β-caryophyllene (upper panel), (Z)3-hexenol (middle panel) or linalool (lower panel). 300µg/µl of the odorant were loaded on a rubber septum, and the

headspace was collected for 2 h with PDMS tubes. Arrows indicate the corresponding odor peak in the headspace. The asterisk represents the peak of a siloxane,

which is a constituents of PDMS tubes. (B) Amounts of volatiles, which were released by rubber septa loaded with the pheromone blend (N300µg = 2),

β-caryophyllene (N100µg = 3, N300µg = 3), (Z)3-hexenol (N100µg = 2, N300µg = 2), or linalool (N100µg = 3, N300µg = 3). The averaged emission rates are shown as

bar plots (±SEM). Bars represent odorants used in a concentration of 100µg/µl (light blue) or 300µg/µl (dark blue). (C) Comparison of the odor amount emitted from

the rubber septa shown in (B) and the corresponding compounds in the plant headspace of intact (light green) and damaged (dark green) tomato (Nintact = 2,

Ndam = 4) and cotton plants (Nintact = 2, Ndam = 4). Bars represent the averaged emission rates. Similar amounts of β-caryophyllene (left panel) were found in the

odor emitted from the rubber septa and in odors released by the plants. (Z)3-hexenol (middle panel) and linalool (right panel) released from the plants were either not

detected or occurred in low amounts that were not comparable to the amounts being released by the rubber septa. car, β-caryophyllene; cot, cotton; lin, linalool;

phero, pheromone; tom, tomato; Z3-hex, (Z)3-hexenol.

Taken together, our study underlines the importance of using
natural concentrations in order to investigate the ecological
relevance of odorants and their influence on animals’ behavior.
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The lateral accessory lobe (LAL) mediates signals from the central complex to the thoracic

motor centers. The results obtained from different insects suggest that the LAL is highly

relevant to the locomotion. Perhaps due to its deep location and lack of clear anatomical

boundaries, few studies have focused on this brain region. Systematic data of LAL

interneurons are available in the silkmoth. We here review individual neurons constituting

the LAL by comparing the silkmoth and other insects. The survey through the connectivity

and intrinsic organization suggests potential homology in the organization of the LAL

among insects.

Keywords: command neuron, premotor center, ventral body, lateral lobe, descending neuron

The lateral accessory lobe (LAL) is a neuropil that is highly associated with the central complex
(CX). The LAL is thought to facilitate communication between the CX and the motor centers.
For example, it is proposed that the LAL receives input from the CX and selects the activity of
descending output (Wolff and Strausfeld, 2015). Perhaps due to the deep location and lack of the
clear anatomical boundaries, few studies have focused on the LAL. A variety of response properties
have been reported in the neurons innervating the LAL in different species: flight-correlated activity
in locusts (Homberg, 1994), walking-correlated activity in crickets and moths (Kanzaki et al.,
1994; Zorović and Hedwig, 2013), driving backwards walking in flies (Bidaye et al., 2014). The
LAL is present in all insect species reported thus far and they seem to have a common set of
subdomains, suggesting the ground pattern of the LAL organization. It is not clear whether the
neuronal homology is present at individual neuron level.

This paper examines the comparability of individual neurons among different species by
summarizing the experimental data available for the LAL. Systematic analysis of neuronal
morphology has been performed heretofore only in the silkmoth Bombyx mori (Mishima and
Kanzaki, 1999; Iwano et al., 2010; Namiki et al., 2014). The large-scale data of neuronal morphology
is available in Drosophila (Chiang et al., 2011; Jenett et al., 2012; Milyaev et al., 2012; Costa et al.,
2013), which cover the entire brain. We compare the organization of the LAL in the silkmoth with
Drosophila and other insects.

ANATOMY

The CX is defined as a group of four midline neuropils: the protocerebral bridge, the fan-
shaped body, the ellipsoid body, and the paired noduli (Ito et al., 2014). We essentially follow
the terminology proposed by Insect Brain Nomenclature Working Group, though some other
studies describe the LAL also as a part of the CX (Boyan and Reichert, 2011; Shih et al., 2015).
To improve comparability among arthropod, another definition is also used: the CX as a group
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Namiki and Kanzaki Lateral Accessory Lobe Neuroanatomy

of interconnected neuropils, including the central body, the
protocerebral bridge, and the LAL (Richter et al., 2010). Heinze
et al. (2013) introduced the term “sun compass neuropils” for
the LAL, anterior optic tubercle and the members of the CX
because these neuropils are highly interconnected and process
compass-related stimuli, such as polarized light (Heinze et al.,
2013).

The LAL is located on the lateral side of the CX in insects
(Figure 1; Williams, 1975; Ito et al., 2014). The term “ventral
body” is also used in the studies of Diptera. The area surrounding
the CX, including the LAL, is called the lateral complex (Ito et al.,
2014) or the CX accessory regions (Lin et al., 2013). Comparative
neuroanatomy for the organization of the lateral complex is in
progress. The LAL and the bulb, a small satellite neuropil, are
classified as members of the lateral complex in Drosophila (Ito
et al., 2014). Figure 2 shows the GABA-like immunoreactivity in
the LAL and surrounding region in Bombyx. There is a small
satellite neuropil located dorsal to the LAL, termed the median
olive (Iwano et al., 2010), which shows dense immunoreactivity
(Figure 2, termed bulb). This area is rarely connected with the
LAL. Based on its position and its immunoreactivity, this region
might correspond to the lateral triangle in the monarch butterfly
(Heinze and Reppert, 2012), the bulb in Drosophila (Ito et al.,
2014), the median olive (medial bulb) and the lateral triangle
(lateral bulb) in the locust (Heinze and Homberg, 2008; Träger
et al., 2008; el Jundi et al., 2014), and the lateral complex in the
ant (Schmitt et al., 2015). We denote this neuropil as the bulb,
according to the brain nomenclature (Ito et al., 2014; Figure 2).
The structure similar to the microglomerular complex (Träger
et al., 2008; Seelig and Jayaraman, 2013) is present in the bulb
(Figure 2).

A small protruding region in the superior-lateral tip of the
LAL is present in the fly, called the gall, and is defined as a part
of the LAL (Ito et al., 2014). Similarly, a small sub-region called
the anterior loblet, is present in the LAL of the monarch butterfly
brain (Heinze and Reppert, 2012). The homologous region exists
in Bombyx because of the presence of a small region with GABA-
like immunoreactivity in the LAL (referred to as gall in Figure 2),
and neurons with similar morphology to that of the columnar
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FIGURE 1 | Organization of the silkmoth brain. Anterior and posterior views of the silkmoth brain are shown (A,B). Neuropils were segmented based on

immunoreactivity of anti-synatotagmin antibody staining in whole-mount sample. Segmentation of unstructured neuropils are not precise because of the lack of clear

anatomical boundaries. Images are modified from Namiki et al. (2014). D, dorsal; V, ventral.

neurons of the ellipsoid body that project to a similar location as
the anterior loblet.

The anterior side of the LAL is relatively well-defined, whereas
no clear anatomical boundary for the posterior side in most cases
(el Jundi et al., 2009; Iwano et al., 2010; Heinze and Reppert,
2012; Ito et al., 2014; Montgomery and Ott, 2015). Practically, the
posterior boundary is often defined by the antennal lobe tracts
(Iwano et al., 2010; Heinze and Reppert, 2012), which are well-
conserved across species (Galizia and Rössler, 2010; Ito et al.,
2014). Immunoreactivity often helps to define the anatomical
boundary. Figure 3 shows the serotonin-like immunoreactivity
of the LAL and surrounding area (Iwano et al., 2010). The
antibody-staining covers the entire LAL in Bombyx (Figure 3)
and might be useful in demarcating the anatomical border of the
LAL (Heinze and Reppert, 2012).

Whereas brain regions are usually defined by their anatomy,
Chiang et al. (2011) determined brain regions based on the
statistical criterion for the clustering of individual neurons, called
“local processing units” (Chiang et al., 2011). Using a large-
scale data set of single neuron morphology in Drosophila, they
have identified 41 local processing units. In most cases, the
structured neuropils satisfy the criteria for local processing units.
The definition is based on individual neuronal morphology,
and hence is more functional than the traditional definition
based on anatomical landmarks. Through this process, the
authors refined the anatomical boundary of the LAL, and
defined the inferior dorsofrontal procerebra (IDFP; Chiang
et al., 2011), which is composed of four subdomains, including
the hammer body, which occupies the largest volume in
the LAL, the round body, and the ventral/dorsal spindle
bodies.

FUNCTION

The function of the LAL is still incompletely understood. We
introduce several examples of the experimental data in different
insects, which are helpful to consider the function. Especially we
focus on a population of descending neurons (DNs) that originate
in the brain and project to the thoracic motor centers.
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Pheromone Orientation
Male moths orient to conspecific females by the use of sex
pheromones. The circuit within the LAL generates pheromone-
evoked persistent firing in the silkmoth (Kanzaki et al., 1994;
Namiki et al., 2014). The identical pheromone input can cease
persistent activity. The neuronal activity is termed flip-flop,
which is a neural signal named after the toggle property.
Extracellular recording studies show (1) the correlation between
flip-flop neural signals from descending axons and antennal
positions and (2) the correlation between antennal positions and
turning direction (Olberg, 1983). From these observations, the
flip-flop signal is thought to mediate walking commands for
pheromone orientation.

Three types of DNs that show flip-flop neural signals have
been identified so far (Mishima and Kanzaki, 1999; Wada and
Kanzaki, 2005; Figure 4). All DNs innervate the LAL. Group-IA
DN has smooth processes in the ipsilateral LAL and the varicose
processes in the contralateral LAL (Mishima and Kanzaki, 1999),
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FIGURE 3 | Serotonin-like immunoreactivity of the lateral accessory

lobe and surrounding area in the silkmoth. Confocal stacks for different

depth are shown. Anti-serotonin antibody was used for the immunoreactivity

(vibratome sections; Iwano et al., 2010).

which are the indicators for the postsynaptic and presynaptic
terminals (Cardona et al., 2010). Group-IIA and group-IID
DNs have smooth processes in the ipsilateral LAL and descend
ipsilateral neck connective (Wada and Kanzaki, 2005). The
axonal projection in the ventral nervous system is unknown in
the silkmoth.

Pheromone information is processed by multiple neural
circuits in the silkmoth brain and the pheromone-evoked
persistent firing activity is only observed in the neurons
innervating the LAL (Namiki et al., 2014), suggesting that the
LAL is the site where the flip-flop neural signal is produced.

Flight-Correlated Activity
Although the behavioral consequence is not known, the sensory
response of LAL DNs are examined in the locust under the
tethered flight condition (Homberg, 1994). The flight status
is monitored by myographic recordings from the first basaler
muscle of the hind wing. The VG3, DN innervating the ipsilateral
LAL and descending the contralateral neck connective, shows
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wind-elicited excitation, which precedes the onset of flight motor
activity. The dendritic branch is concentrated in the ventral shell
of the LAL. The other ipsilateral LAL DNs also show the flight-
preceding activity and innervation mostly to the ventral region
of the LAL. Further ascending neurons projecting to the LAL
show tonic excitation during flight, and these receive the input
from wing proprioreceptors. Based on single cell recording and
staining data, the LAL appears to link ascending and descending
pathways.

Phonotactic Steering
Female crickets orient toward conspecific males by the use of
a calling song. Intracellular recording and staining from brain
interneurons reveal the information flow from the ascending
neurons via local interneurons toward DNs and indicate
the relevance of the LAL for the phonotaxis of the cricket
Gryllus bimaculatus (Zorović and Hedwig, 2011). Ascending
interneurons transmit sound information into the brain. A local
interneuron that projects from the axonal area of the ascending
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interneuron toward the LAL has been reported (Zorović and
Hedwig, 2011).

A bilateral LAL DN termed the B-DC1(5) is thought to
mediate sensory-motor pathways for phonotaxis (Zorović and
Hedwig, 2013). This neuron has smooth, dendrite-like processes
in the ipsilateral LAL and the blebby, axon-like processes
in the contralateral LAL, and descends on the contralateral
side. The morphology is quite similar to the group-IA DN in
silkmoths. The depolarization of the B-DC1(5) elicits walking
and steering on the contralateral side, and hyperpolarization
causes the cessation of walking. The B-DC1(5) response can
follow the temporal structure of the male song both in standing
and walking conditions, whereas most of the DNs show state-
dependent responses, such as gating (Böhm and Schildberger,
1992; Staudacher, 2001). Additionally, unilateral LALDN termed
the B-DI1(1) innervates the ipsilateral LAL and is able to trigger
walking, though the effect is less reliable than the B-DC1(5)
(Zorović and Hedwig, 2013).

Obstacle Negotiating Behavior
Harley and Ritzmann (2010) examined the transition behavior
for negotiating obstacles in the cockroach Blaberus discoidalis.
The authors developed an electrolytic lesioning technique that
enabled ablation in a small region, and they examined the effect
of the lesion on the behavioral task, including climbing over
a block, climbing over/tunneling under a shelf, walking up a
wall, and walking in U-shaped track (Harley and Ritzmann,
2010). The authors systematically performed electrolytic lesions
within the central complex neuropils and the LAL and evaluated
the behavioral abnormality. The lesion within the LAL caused
a strong phenotype in most, if not all, obstacle negotiation
behaviors, supporting the anatomical observation that the LAL is
a major output site of the CX. Additionally, the lesion of the LAL
on one side exhibited turning abnormalities in both directions,
suggesting the possibility that the turning behavior is not caused
by the operation of a single LAL, but rather the coordination of
the LAL on both sides is required.

Backwards Walking
Using genetic engineering in Drosophila melanogaster, a recent
study identified two pairs of neurons for controlling backwards
walking, named the moonwalker DN (MDN; Bidaye et al.,
2014). When the MDN is activated using thermogenetics, the
probability of backwards walking becomes significantly higher,
and the silencing of the DNs nearly abolished the movement.
These DNs have putative dendritic innervations mainly to the
LAL, which is suggested by a synaptic marker. In contrast to the
LAL DNs reported in the other insects, MDN innervates the LAL
on both sides. The MDN sends projections to leg neuropils in the
ventral nervous system on one side. This pattern of innervation
is similar to the other ipsilateral LAL DN, aSP3 (Yu et al., 2010),
which shows a striking similarity in the morphology in the brain
to the group-II DNs of the silkmoth.

Polarized Light Processing
Locusts are known for its long-distance migration. They use
the polarized light as a sky-compass information for navigation.

The neuronal pathway of the polarized light processing has
been investigated in detail (Heinze, 2014). Columnar neurons
of the CX respond to sky compass signal in locusts (Vitzthum
et al., 2002; Heinze and Homberg, 2007), butterflies (Heinze
and Reppert, 2011), and beetles (el Jundi et al., 2015). Because
the columnar neurons project to the LAL, the area might
be relevant for polarized light processing. Polarized sensitive
neurons that can be postsynaptic to the CX neurons have
been described (Heinze and Homberg, 2009). One of these
neurons connects the ipsilateral LAL to the contralateral triangle
and show the polarization opponency, suggesting the polarized
light processing in the LAL. The LAL-pPC neuron, projects
to the posterior protocerebrum, which may correspond to the
posterior slope in the silkmoth and the posterior slope/inferior
bridge in Drosophila. This neuron might supply a polarization-
sensitive descending neurons in the locust (Träger and Homberg,
2011).

Overall, these examples suggest the LAL function on
locomotion, such as steering toward left or right, and moving
forward or backward. Steering-related functions appear to be rare
in the other types of DNs, which do not innervate to the LAL,
including middle leg contractions for fast escape in the giant fiber
(von Reyn et al., 2014), triggering courtship behavior in the pIP10
(von Philipsborn et al., 2011) and the P2b (Kohatsu et al., 2011),
grooming in antennal DNs (Hampel et al., 2015), leg motion
in a dopaminergic DN in Drosophila (Tschida and Bhandawat,
2015), flight initiation in TCG in locusts (Bicker and Pearson,
1983), and song generation in the B-DC-3 of crickets (Hedwig
and Heinrich, 1997). In this respect, it would be interesting to
identify whether the deviation sensitive DNs, such as the DCI and
the PI(2)5 in locusts (Hensler, 1988; Hensler and Rowell, 1990)
that are assumed to generate steering responses, have dendritic
innervation into the LAL.

NEURONAL MORPHOLOGY

The LAL is connected to various regions of the protocerebrum
(Strausfeld et al., 1998; Namiki et al., 2014). In this section
we introduce the morphology of LAL interneurons according
to the connectivity. We also examine the comparability in
their morphology, which suggests homology of the LAL among
insects.

Central Complex
There are dense connections between the fan-shaped
body/protocerebral bridge and the LAL (Shih et al., 2015).
Detailed morphology of individual neurons has been reported
in Drosophila, the desert locust, and the monarch butterfly
(Heinze and Homberg, 2008; Heinze et al., 2013; Lin et al., 2013;
Wolff et al., 2015). The cytoarchitecture and the morphology of
individual neurons seem to be conserved. The LAL receives input
from populations of columnar neurons connected to the ellipsoid
body via eb-pb-vbo (EIP)/CL1a neurons, protocerebral bridge
via the pb-eb-idfp (PEI)/CL1b,d neurons, and the fan-shaped
body and protocerebral bridge via the pb-fb-idfp (PFI)/CPU1,2
neurons (Heinze and Homberg, 2008; Heinze et al., 2013; Lin
et al., 2013). The basic neuronal components are similar in other
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insects, including the cricket (Schildberger, 1983), honeybee
(Homberg, 1985), beetle (Wegerhoff et al., 1996), and silkmoth
(Namiki et al., 2014) (Supplementary Figure 1). There are
connections between the LAL and circuit components of the CX
that travel in opposite directions and form functional loops (Lin
et al., 2013; Shih et al., 2015).

Anterior Optic Tubercle
The anterior optic tubercle is the most prominent anterior
optic focus in the protocerebrum. There are parallel processing
pathways for processing polarized light in the locust. The
upper unit of the anterior optic tubercle supplies the LAL,
whereas the lower unit supplies the bulb (median olive and
lateral triangle; Homberg et al., 2003). Connections between
the anterior optic tubercle and the LAL have been reported
in Drosophila (Yang et al., 2013; e.g., Cha-F-600143, Cha-F-
000252, fru-M-800104, Gad1-F-300056), honeybee (Mota et al.,
2011), bumblebee (Pfeiffer and Kinoshita, 2012), and silkmoth
(Namiki et al., 2014). This pathway underlies sky-compass
navigation that uses polarized light in insects (Homberg et al.,
2011).

Superior Medial Protocerebrum
The superior medial protocerebrum is an unstructured neuropil
located in the dorsal medial part of the protocerebrum. The
brain region is identified as the relay station between the lateral
protocereberum and the LAL through a pheromone processing
pathway in the silkmoth (Namiki et al., 2014). Dye injection
into the LAL labels this region. The neurons projecting from
superior medial protocerebrum to the contralateral LAL have
been identified (Supplementary Figure 2) (Namiki et al., 2014).
A connectome study suggested the presence of this connectivity
in Drosophila. The superior dorsofrontal protocerebrum, which
roughly corresponds to the superior medial protocerebrum,
is highly connected with the IDFP (mostly overlap to the
LAL; Shih et al., 2015), and interneurons that connect these
regions are present (e.g., Cha-F-000105, TH-F-200089, TH-F-
200092, VGlut-F-000104; Chiang et al., 2011). The connection
between the superior medial protocerebrum and the LAL are
also indicated by studies based on clonal units (Ito et al.,
2013; Yang et al., 2013). The dorsal-anterior-lateral neurons,
which are relevant to memory retention, connect the superior
dorsofrontal protocerebrum and IDFP (Chen et al., 2012). The
F1 neurons, which are a neuronal population involved in visual
pattern memory for contour orientation (Liu et al., 2006; Li
et al., 2009), innervate LAL, fan-shaped body and the superior
medial protocerebrum. The neurons connecting the LAL and the
superior medial protocerebrum have also been reported in the
flesh fly (Phillips-Portillo and Strausfeld, 2012) the desert locust
(Homberg et al., 2003) and the monarch butterfly (Heinze et al.,
2013).

The brain region is characterized by several unique features.
The interneurons innervating this region respond to multimodal
sensory stimulation and often show spontaneous burst activity
in the silkmoth (Supplementary Figure 3). Connectomics studies
identify the superior medial protocerebrum as a hub in the whole
brain network in Drosophila (Ito et al., 2013; Shih et al., 2015).

The entire population of output neurons from the mushroom
body lobes has been described in Drosophila, and the majority
of them supply the superior medial protocerebrum (Aso et al.,
2014). These anatomical data suggest the importance of this
brain region. Neuronal activity preceding walking is reported in
the crayfish (Kagaya and Takahata, 2011). The neuron has the
dendritic branch in the area close to the central body, which
locates potentially similar to the superior medial protocerebrum
in insects.

Lobula Complex
Namiki et al. (2014) identified a pathway from the lobula complex
(Figure 5) directly innervating the LAL. The wide-filed dendritic
branches in the lobula plate is reminiscent of the lobula-plate
tangential cells in Diptera (Hengstenberg et al., 1982). Optic
lobe projection neurons from both the medulla and the lobula
complex project to the posterior slope in Bombyx. However, only
the neurons from the lobula complex have additional processes
onto the LAL. The direct inputs from the lobula complex to
the LAL are also present in Drosophila (e.g., VGlut-F-800153 for
ipsilateral, VGlut-F-300218 for contralateral LAL; data available
from FlyCircuit Database; Chiang et al., 2011). The leukokinin-
immunoreactive neurons connecting the anterior lobe of the
lobula and the LAL have been reported in locusts (Homberg et al.,
2003).

The direct input from the lobula plate to the LAL might
enable integration of olfactory and visual information. Walking
activity evoked by sex pheromones is modulated by the presence
of the optic flow, especially in the surge phase, in the silkmoth
(Pansopha et al., 2014). Silkmoths utilize visual information to
modify locomotor commands to adapt to perturbations in the
sensory-motor feedback gain (Ando et al., 2013). Although there
is no experimental evidence, the identified direct pathway to the
LAL might underlie this behavior.

Thoracic Motor Centers
There is similarity in the morphology of DNs innervating LALs
among insect species (Figure 6). For example, the characteristic
morphological features of group-II DNs in Bombyx are: (1)
cell bodies belong to the cluster located on the anterior
surface beside the anterior optic tubercle, (2) they descend
the ipsilateral side of the neck connective, and (3) they have
smooth processes in the LAL. The neurons that meet these
morphological features have been reported in other species,
including the sphinxmothManduca sexta (Kanzaki et al., 1991a),
the cricket Gryllus bimaculatus (Zorović and Hedwig, 2013),
the locust Schistocerca gregaria (Homberg, 1994), and the fruit
fly Drosophila melanogaster (Yu et al., 2010). This observation
suggests the homology of neuronal morphology for at least some
types of DNs. In this respect, testing the axonal projections
into the ventral nervous system would be interesting, but has
not been studied thus far. Similarly, some bilateral LAL DNs
also share their morphological features: group-IA DNs in moths
(Figure 6D), VGlut-F-500726 in Drosophila (Figure 6E), VG3
in locusts (Figure 6F), and B-DC1(5) in crickets (Homberg,
1994; Mishima and Kanzaki, 1999; Zorović and Hedwig, 2011).
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Potentially similar neurons are present in ants (Yamagata et al.,
2007) and dragonflies (Olberg, 1986).

The bilateral LAL DNs have smooth processes and putative
dendritic regions in one side of the LAL in most cases. An
exception is the MDN that has dendritic innervations in bilateral
LALs (Bidaye et al., 2014). MDN-like cells might be implemented
in other insect species that show backwards walking, such as
the stick insect (Graham and Epstein, 1985). The silkmoth
does not show backwards walking at least in normal condition.
Even though intracellular recording on a continuous basis has
been performed, which targets the LAL over the past two
decades, we have never observed this neuron type in the
silkmoth.

Posterior Slope
Although several lines of evidence indicate function of the CX
on behavioral control such as place learning (Ofstad et al., 2011),
spatial navigation (Neuser et al., 2008; Seelig and Jayaraman,
2015; el Jundi et al., 2015), locomotor control (Martin et al.,
2015), the information flow from the CX and thoracic motor
centers is still unclear. Because the CX might have very few or no
direct descending outputs (Staudacher, 1998; Okada et al., 2003;
Cardona et al., 2009; Hsu and Bhandawat, 2016), some other
parts of the brain must be involved in relaying the command
information. The LAL is the primary candidate because of its
dense connections with the CX and the several examples of
DNs that control locomotion (Zorović and Hedwig, 2013; Bidaye

et al., 2014). The number of DNs innervating the LAL, however,
is much smaller than that in other parts of the brain, such as
the posterior slope, lateral protocerebrum, and gnathal ganglion
(Strausfeld et al., 1984; Ito et al., 1998; Okada et al., 2003). In the
silkmoth, we estimate that approximately 10 DNs innervate the
LAL on each side. One possibility is that such a small number
of neurons enable a versatile behavioral repertoire. Another
possibility is that another brain region, that is downstream to
either the CX and/or the LAL, might relay information to the
thoracic motor centers.

We postulate that the posterior slope connects the LAL with
the major population of DNs and then transmits the information
to the thoracic motor centers. The posterior slope is the inferior
part of the posterior brain, where extensive arborizations of
descending and ascending neurons are observed (Strausfeld,
1976; Ito et al., 2014). Lobula plate neurons supplies this region,
and hence is thought to be involved in the processing of motion
cues (Strausfeld and Bassemir, 1985; Paulk et al., 2009; Borst,
2014). The posterior slope contains the largest number of DNs
in the cerebral ganglia. In all of the species studied thus far, the
posterior-ventral part of the brain is densely labeled by backfilling
from the neck connective (Kanzaki et al., 1994; Staudacher, 1998;
Okada et al., 2003; Cardona et al., 2009; Hsu and Bhandawat,
2016). Additionally, the posterior slope has connections with
the LAL, which might be bidirectional. Namiki et al. (2014)
reported the connection with the LAL by injecting the fluorescent
dye into the posterior slope. From the neuronal morphology
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processes in the ipsilateral LAL, vest, wedge and superior posterior slope and descend the ipsilateral neck connective. (C) Ipsilateral LAL DN of the desert locust,

Schistocerca gregaria (Homberg, 1994). (D) Bilateral LAL DN of the silkmoth, Bombyx mori (Mishima and Kanzaki, 1999). (E) Bilateral LAL DN of the fruit fly

Drosophila melanogaster (VGlut-F-500726, FlyCircuit Database; Chiang et al., 2011). This neuron has smooth processes in the ipsilateral LAL, epaulete, vest, inferior

posterior slope and superior posterior slope and varicose processes in the contral lateral vest, inferior posterior slope and superior posterior slope. (F) Bilateral LAL

DN of the desert locust, Schistocerca gregaria (Homberg, 1994). Scale bars = 100 µm. AL, antennal lobe; CB, central body; DC, deep deutocerebrum; LAL, lateral

accessory lobe; M, medial; MB, mushroom body; TC, tritocerebrum.

obtained by intracellular staining, there are candidate neurons
for these connections. For example, a subpopulation of the
LAL interneurons identified so far in Bombyx actually have
innervations to the posterior slope (Figure 7). About half of the
LAL interneurons have varicose processes in the posterior slope
(40%, n = 20 for bilateral neurons; 55%, n = 9 for unilateral
neurons; Namiki et al., 2014). A group of unilateral interneurons
connects the LAL and the posterior slope (Iwano et al., 2010).
Neurons connecting the LAL and the posterior protocerebrum
have been reported in the locust (Heinze and Homberg, 2009)
and butterfly (Heinze and Reppert, 2012).

Next, we considered the possibility that the DNs themselves
transmit information from the LAL to the posterior slope. A

subpopulation of bilateral DNs have smooth processes in the LAL
in the ipsilateral side and varicose processes in the contralateral
side that might mediate the information flow from the posterior
slope to the LAL (Figure 4). Group-I DNs, all of which show
bilateral innervations, have varicose terminal processes in the
contralateral posterior slope, and all of the ipsilateral LAL
DNs studied so far have varicose terminals in the ipsilateral
posterior slope (Mishima and Kanzaki, 1999; Namiki et al.,
2014). The putative homologous neurons of the Bombyx group-
I DNs in Drosophila show similar morphological feature. They
also have additional innervations in the posterior slope (e.g.,
VGlut-F-500726; Figure 6E, VGlut-F-000150, and fru-F-100073;
FlyCircuit Database; Chiang et al., 2011). These anatomical
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connections suggest a large degree of interplay between these two
circuits.

Other Regions
The LAL is also connected with other neuropils in the
protocerebrum, such as the ventrolateral protocerebrum in the
moth (Pfuhl et al., 2013), locust (Homberg, 1994), andDrosophila
(e.g., Gad1-F-000101, fru-M-300049; Chiang et al., 2011). This
region contains descending output (Milde and Strausfeld, 1990;
Okada et al., 2003). Although the number of neurons involved in
this connection might be small, this pathway might also underlie
the transmission of command from the CX (Strausfeld andHirth,
2013).

Although the number of neurons is small, connections with
the mushroom body are present in Drosophila (Ito et al., 1998).
The connection between the LAL and the medial lobe of the
mushroom body has been described in the blowfly Calliphora
erythrocephala (Strausfeld, 1976). A neuron connecting the LAL
and the mushroom body pedunculus has been reported in
the cockroach, which are sensitive to mechanosensory stimuli
(Strausfeld and Li, 1999).

INTRINSIC ORGANIZATION

The LAL appears to have modular organization in the silkmoth
(Namiki et al., 2014).We here review the intrinsic organization in

the silkmoth by comparing the neuronal morphology with other
insects.

The interneurons of the LAL are classified into two groups:

unilateral neurons innervating one side of the LAL and bilateral

neurons innervating both sides of the LAL (Figure 7). One

prominent feature in circuit organization is the dense connection

between both hemispheres, which contains bilateral neurons

(Homberg et al., 1987; Homberg and Hildebrand, 1989, 1991;
Breidbach, 1990; Müller et al., 1997; Dacks et al., 2006). In the

silkmoth, about 60 fibers run through the LAL commissure, a

bundle of bilateral neurons connecting the LALs on both sides.

This neuronal population is thought to have a crucial role on

generating walking command (Kanzaki, 1997). Among these,

many neurons show GABA-like immunoreactivity (Iwano et al.,

2010). Additionally, there are two pairs of bilateral neurons

in the LAL with serotonin-like immunoreactivity, which are

present also in other species including Lepidoptera, Coleoptera,

and Diptera (Dacks et al., 2006). A population of LAL bilateral

neurons has been identified by clustering analysis of FlyCircuit

Database (Cluster 31 in supercluster XII; Chiang et al., 2011;

Costa et al., 2014). The anatomy of single neuron morphology

of the LAL bilateral interneurons has been reported in moths

including Heliothis virescens (Pfuhl and Berg, 2007), Agrotis

segetum (Figure 8A; Lei et al., 2001), and Manduca sexta

(Figure 8B; Kanzaki et al., 1991b), fruit flies (Figure 8C; Hanesch
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et al., 1989; Chiang et al., 2011), crickets (Zorović and Hedwig,
2011), and locusts (Figure 8D; Müller et al., 1997; Heinze and
Homberg, 2009). A similar neuron is present in the malaria
mosquito Anopheles gambiae (Ignell et al., 2005).

The LAL is classified into two subdivisions that are delineated
by the LAL commissure that is the prominent bundle connecting
the bilateral LALs: upper division and lower division (Iwano
et al., 2010). The LAL bilateral neurons can be classified into two
morphological classes based on the degree of neurite innervation
into the upper and lower divisions (Supplementary Figure 4). The
same morphological feature is observed in Drosophila (VGlut-F-
800201 for the lateral side, VGlut-F-700549 and VGlut-F-800001
for the medial side of the IDFP) and locust (Homberg, 1994). The
interneurons with biased innervations to the lower division of
the LAL exhibit activity with a longer duration in response to sex
pheromones (Supplementary Figure 5) (Namiki et al., 2014). This
suggests the functional difference between the upper and lower
divisions.

The inputs from the CX terminate in specific sub-regions
within the LAL (Heinze et al., 2013; Lin et al., 2013; Namiki et al.,
2014), suggesting the presence of a functional module within the
LAL. Most of the input from the CX converges onto the upper
division of the LAL in Bombyx (Supplementary Figure 6) (Namiki
et al., 2014), the ventral LAL in monarch butterfly (Heinze et al.,
2013), and the dorsal shell of the LAL in locust (Heinze and
Homberg, 2008). The columnar neurons project to the lateral side
of the IDFP or LAL in the Drosophila (Lin et al., 2013; Wolff
et al., 2015). In terms of connectivity, the ventral shell might
be homologous to the monarch butterfly’s dorsal LAL and the
upper division of the LAL in Bombyx and Drosophila. The lobula
complex also supplies biased inputs to the LAL (Supplementary
Figure 6) and the same morphological feature is observed in
Drosophila (Namiki et al., 2014). The projection of a population
of dopaminergic PPM3 neurons inDrosophila seems to be biased
toward the lateral side of the LAL (Nässel and Elekes, 1992; Ueno
et al., 2012; Alekseyenko et al., 2013).

The dendritic innervation of LAL DNs is biased to the
lower division (Supplementary Figure 7, right). For example,
group-IA DN has small dendritic field in the upper division
and much more innervation in the lower division, and
Group-IID DN shows almost no innervation to the upper
division (Supplementary Figure 7, left). Overall, the relative
volume of innervations in the lower division is significantly
more than those in the upper division (Namiki et al.,
2014).

Putative homologous neurons of Bombyx group-I DNs in
Drosophila show similar features (VGlut-F-500726, VGlut-F-
000150; FlyCircuit Database; Chiang et al., 2011). Their neurite
innervations within the LAL are more toward the medial side
of the IDFP. This morphological feature seems to be obvious
in other LAL DNs such as the MDN, which controls walking
direction (Bidaye et al., 2014).

From these anatomical observations, we propose the modular
organization of the LAL is common across insects. The upper
division integrates the information from multiple protocerebral
regions in addition to the CX, while the lower division produces
the premotor signal output via DNs (Figure 9).

CONCLUSION

We reviewed the neuronal components of the LAL in the
silkmoth and described the neurons with similar morphology
in Drosophila and other insects. There are plentiful examples
for their potential homology at the level of individual neurons,
suggesting the presence of a ground pattern organization.
Insects adapt to various environments in different ways, but
the same basic design of the nervous system may underlie
diverse behavioral repertoire. Expanding the application of a
comparative neurobiological approach provides a powerful clue
to explore these mechanisms.
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Understanding how animals make use of environmental information to guide behavior is a

fundamental problem in the field of neuroscience. Similarly, the field of ecology seeks to

understand the role of behavior in shaping interactions between organisms at various

levels of organization, including population-, community- and even ecosystem-level

scales. Together, the newly emerged field of “Neuroecology” seeks to unravel this

fundamental question by studying both the function of neurons at many levels of the

sensory pathway and the interactions between organisms and their natural environment.

The interactions between herbivorous insects and their host plants are ideal examples

of Neuroecology given the strong ecological and evolutionary forces and the underlying

physiological and behavioral mechanisms that shaped these interactions. In this review

we focus on an exemplary herbivorous insect within the Lepidoptera, the giant sphinx

moth Manduca sexta, as much is known about the natural behaviors related to host

plant selection and the involved neurons at several level of the sensory pathway. We also

discuss how herbivore-induced plant odorants and secondary metabolites in floral nectar

in turn can affect moth behavior, and the underlying neural mechanisms.

Keywords: Neuroecology, insect olfaction, oviposition, moths, neurons

Herbivory and Host Specialization

Herbivory is a major evolutionary achievement in eukaryotic animals and in particular in insects,
with nearly half of all existing species feeding on living plants (Gilbert, 1979). Lepidoptera (moths
and butterflies) are the largest lineage of plant-feeding organisms, and their evolution is intimately
related to the radiation of angiosperms in the Cretaceous (Grimaldi and Engel, 2005). The other
large groups of phytophagous insects are found among the Coleoptera and include weevils, leaf
beetles, and the long-horned beetles (Grimaldi and Engel, 2005).

The evolutionary processes that cause the diversification of herbivorous insects are not
completely understood but host–plant interactions, and in particular plant chemistry, are thought
to be a critical factor (Ehrlich and Raven, 1964; Jaenike, 1990; Whiteman and Jander, 2010). Plant
volatiles contribute to sympatric speciation and reproductive isolation involving host plant shifts,
such as those observed in races of the larch bud moth Zyraphera diniana having different host
preferences (Emelianov et al., 2003; Syed et al., 2003), and in the apple maggot Rhagoletis pomonella
(Linn et al., 2003; Olsson et al., 2006). Changes in host plant preferences can occur very fast,
particularly in cases in which few genes participate in mediating host plant selections (Linn et al.,
2003; Schoonhoven et al., 2005). However, for divergent plants that have converged on a similar
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chemical profile, the similarity can facilitate exploitation by
related herbivores—an example of this occurs in checkerspot
butterfly larvae Euphydryas chalcedona, which are stimulated by
host plants that have iridoid glycosylates (Bowers, 1983).

While many herbivorous insects feed in many plant species,
most herbivorous are specialists, with larvae feeding and adults
ovipositing on a small number of closely related plant species,
usually within the same family (Jaenike, 1990). Transitions
from a generalist lifestyle to specialization are common, and
it has been suggested that they resulted from genetically
based trade-offs in offspring performance (Jaenike, 1990). Many
morphological and physiological adaptations accompany host
plant specialization, including detoxificationmechanisms against
plant defenses and sensory specializations for the detection of
host-derived chemical (olfactory and taste) cues (Schoonhoven
et al., 2005). In particular, the importance of the chemosensory
system in host plant choice, along with the fact that specialists
outnumber generalists, suggests that the evolution of insect–
plant interactions is based on changes within the insect nervous
system (Olsson et al., 2006), with such changes occurring before
host plant shifts (e.g., Dekker et al., 2006; Lavista-Llanos et al.,
2014).

In this review we focus on the neural mechanisms underlying
host plant selection by moths in a “Neuroecological” context,
that is, the function of neurons in an adaptive biologically
relevant framework. Almost all of what we review here draws
from studies in the exemplary giant sphinx moth Manduca
sexta (Spinghidae, Lepidoptera), as we know much about both
the anatomical and functional organization of its chemosensory
system and about the olfactory cues that guide host finding in this
crepuscular/nocturnal insect.

Host Plants Chemical Signals

Olfactory signals play decisive roles in the lives of adult moths,
including M. sexta. Both sexes of this nocturnally active insect
must find flowers on which to feed, males must find females,
and gravid females must find the proper host plants on which to
lay their eggs. A particularly well characterized olfactory-guided
behavior of adultM. sexta (as well as of many other moth species)
is the oriented flight response of males to the sex-pheromone
blend released by conspecific females (Baker, 1990; Willis and
Arbas, 1991). Corresponding neurophysiological studies have
shown that specialized male-specific neurons at several levels of
the olfactory pathway faithfully encode the pheromone signal and
control male behavior (Schneiderman et al., 1986; Christensen
et al., 1996; Heinbockel et al., 1999, 2004; Lei et al., 2002; Dacks
et al., 2007; Riffell et al., 2008a).

How the olfactory system process information about feeding
and oviposition resources, in contrast, only recently begun
to be understood. Both sexes feed on nectar from flowers,
but gravid females require host plants also as oviposition
sites (Madden and Chamberlin, 1945; Reisenman et al., 2010;
Figures 1A,B). Thus, females need specialized receptors and
neurons for detecting appropriate host plants for oviposition.
Like many other hawkmoths, M. sexta adults pollinate large,
tubular, night-blooming white or pale flowers (Sparks, 1969,

1973; Alarcón et al., 2008) which produce large quantities of
volatile organic compounds (VOCs) (Raguso and Willis, 2002;
Raguso et al., 2003). In the Southwestern USA, the sacred daturas
or jimsonweeds, D. wrightii and D. discolor, attract M. sexta as
pollinators and also function as host plants for their larvae (Mira
and Bernays, 2002; Figures 1A,B). Their flowers provide rich
nectar sources to foraging adults (Raguso and Willis, 2002) and
bloom once over a single night, but a plant can produce >200
flowers in one season. Floral odors and visual signals, alone or
in combination, are innately attractive to adults of both sexes
(Raguso and Willis, 2002; Goyret, 2010; Kaczorowski et al., 2012;
Riffell and Alarcón, 2013), but only the simultaneous presence
of both signals elicits nectar feeding (Ramaswamy, 1988; Raguso
et al., 2003).

The selection of appropriate host plants for oviposition by
gravid moths is undoubtedly crucial for the success of her
larval offspring. In contrast to feeding, female M. sexta rely
primarily on olfactory cues to locate and identify host plants
for oviposition (Sparks, 1973; Ramaswamy, 1988; Reisenman
et al., 2010; Späthe et al., 2013). As other Lepidoptera (Renwick
and Chew, 1994), female M. sexta may contact host plants with
their tarsi prior to oviposition (Yamamoto et al., 1969; Sparks,
1973), but this behavior is not a requirement (Mechaber et al.,
2002). In general, the contribution of taste to host plant selection
is not completely understood, although highly specialized taste
receptors are present in specialist herbivores. Once the host plant
is located, taste receptors mediate a sequence of behavioral events
leading to egg lying (Schoonhoven et al., 2005).

As many herbivores, M. sexta moths are highly specialized.
Larvae feed almost exclusively (but see Mira and Bernays, 2002;
Mechaber et al., 2002) on plants of the family Solanaceae [e.g.,
native jimsonweeds (Datura sp.), native and cultivated species of
tobacco (Nicotiana sp.), tomato, eggplant, pepper, etc., (Madden
and Chamberlin, 1945; Yamamoto and Fraenkel, 1960; Tichenor
and Seigler, 1980; el Campo et al., 2001)]. Although both nectar
and leaves of some of these plants contain alkaloids which are
toxic for many other insect species, moths have detoxification
mechanisms that allow them to deal with these secondary
compounds (Glendinning, 2002; Adler et al., 2006; Hare and
Walling, 2006). Though plant defensive compounds can be toxic
to specialist herbivores at high (unnatural) concentrations, on
average, specialist herbivores are less negatively impacted than
generalists (Berenbaum et al., 1989; Cornell and Hawkins, 2003).
Thus, both chemosensory specialization and tolerance to toxic
components are both crucial components for insect host plant
specialization and coevolution.

Herbivory and Host Plants: a Dynamically
Changing Olfactory Environment
While specific olfactory cues from host plants are necessary
for acceptance and egg laying by gravid females (Yamamoto
and Fraenkel, 1960), the VOCs released by plants are not
static, but are rather affected by the time of the day and other
physiological and environmental factors (DeMoraes et al., 2001).
For instance, plants respond to herbivory with changes in plant
chemistry and physiology that make them more resistant to
further attack, such as the induction of toxic metabolites that
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FIGURE 1 | (A) Adult M. sexta feeding on nectar from a flower from one of its

favorite host plants, the jimsonweed Datura wrightii. (B) Females also use this

plant as an oviposition resource (Picture by C. Hedgcock). (C) Experimental

set-up used to study the oviposition behavior of females in the laboratory.

Singly mated female are released in a flight cage in a dual-choice experiment.

In this case, the insect is offered two plants, one with an artificial paper flower

loaded with a synthetic odor (experimental) and the other loaded with the

solvent (control).

can poison attacking herbivores or slow their growth (Karban
and Baldwin, 1997; Baldwin and Preston, 1999). Plants also use
indirect defenses, i.e., synthesize and release complex blends of
VOCs that attract the natural enemies of the herbivores (De
Moraes et al., 1998; Turlings et al., 1998; Baldwin and Preston,
1999; Paré and Tumlinson, 1999; Dicke and van Loop, 2000;
Halitschke et al., 2000; Schnee et al., 2006). These VOCs, which

include monoterpenes, sesquiterpenes, and aromatics (Paré and
Tumlinson, 1999) are produced de novo (Paré and Tumlinson,
1997), systemically (De Moraes et al., 1998) and slowly (>24-
h post-attack; Kessler and Baldwin, 2001), and are qualitatively
different from the VOCs released by mechanically damaged
plants (Paré and Tumlinson, 1999; Halitschke et al., 2000; De
Moraes et al., 2001; Kessler and Baldwin, 2001; Reisenman et al.,
2013). For instance, feeding by M. sexta larvae on Nicotiana sp.
(tobacco) induces both direct and indirect defenses (Halitschke
et al., 2000; De Moraes et al., 2001; Adler et al., 2006; McCall
and Karban, 2006). In principle, a gravid female should avoid
ovipositing in such induced plants, as they are likely to host
insects that will compete with her offspring and also natural
enemies attracted by the induced VOCs. Indeed, both M. sexta
and M. quinquemaculata moths avoid ovipositing on larva-
damaged plants (Kessler and Baldwin, 2001) in a plant-species
specific manner (Reisenman et al., 2013; Späthe et al., 2013).
Alternatively, as observed in other insect species, egg-lying by
multiple females in nearby sites could reduce predation risk for
each female’s offspring (Jaenike, 1978). Also, in certain moth
species, oviposition is deterred by VOCs emitted by larval frass
(Anderson et al., 1992; Xu et al., 2006) and inM. sexta is affected
by the presence of con-specific larvae (Reisenman et al., 2013).

Insect herbivores are agents of selection on plant defense traits
because plant populations excluded from herbivory evolve lower
resistance and higher competitive ability, but these populations
can quickly regain increased resistance when re-exposed to the
herbivore (Agrawal et al., 2012; Uesugi and Kessler, 2013; Sakata
et al., 2014). Thus, moths will be experiencing a spatiotemporally
changing landscape of suitable host plants, many of whom will
vary in their induced chemical defenses, resources, and growth
potential. For instance, induction of plant defense pathways
in tomato or Arabidopsis sp. results in significant reduction in
growth, physiological performance, and fitness (Cipollini, 2010;
Corrado et al., 2011), all of which can indirectly affect the
growth of the developing larvae. Moreover, this spatiotemporal
complexity in the plant community—via induction of plant
defenses—provide different kinds of information to the herbivore
and the plant community: (1) for plants, it can reduce the
probability of secondary attacks and provide host cues for the
natural enemies of the herbivores, while providing information
to and from neighboring plants; and (2) for the herbivore, it
provides information about the suitability of the host plant
with regards to its chemical defenses and its metabolic and
physiological health.

The detection and decision-making ability of adult moths
in response to the dynamic host plant chemical information
is additionally affected when the host plants serve also as
floral nectar resources. For instance, leaf herbivory can result
in smaller flowers and fewer open flowers (Mothershead and
Marquis, 2000; Adler et al., 2001), leading to lower amounts of
floral VOC emissions and less pollinator visitation. Additionally,
the biosynthetic pathways of inducible plant defenses can be
constitutively expressed throughout the plant tissue. Thus, when
damaged, there lies the potential that floral scent is modified
(Heil and Ton, 2010). However, results from this hypothesis are
mixed: in one study larvae damaged byM. sexta of sweet tobacco
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(Nicotiana suaveolens) did not significantly increase floral volatile
production (Effmert et al., 2008), while in wild tomato plants
(S. peruvianum) damaged by the same herbivore the floral blend
significantly differed from that of non-damaged plants (Kessler
andHalitschke, 2009). For other plant families, induction of plant
defenses appears to be systemic and flowers can either produce
VOCs de novo in response to herbivory (Loughrin et al., 1994;
Röse and Tumlinson, 2004) or decrease emissions altogether
(Pareja et al., 2012). Thus, the interplay between pollinator
attraction and host plant defense provides a unique system to
identify the cues and associated sensory mechanisms by which
plants manipulate their interaction with insects.

A Naturalistic Insect–plant Interaction
In contrast with older studies which use artificially selected
crops grown in simple agro-ecosystems (Harvey et al., 2015),
much work in the last decade focused on more naturalistic
insect–plant interactions. For instance, a particularly interesting
mutually beneficial association exists in the Sonoran Desert
in Southwest USA between M. sexta and the jimsonweed D.
wrightii: while flowers are pollinated by adults (Alarcón et al.,
2008; Riffell et al., 2008b), the plants serve as food resources
for the larvae (Mechaber and Hildebrand, 2000; Figures 1A,B).
Detoxification mechanisms (Glendinning, 2002) enable larvae to
cope with herbivory-induced toxic secondary compounds (Adler
et al., 2006; Hare and Walling, 2006), and plants cope with the
negative effects of herbivory by quickly recovering after larval
damage (Reisenman et al., 2013). Importantly, plants benefit
from this association because jimsonweeds set more fruit by
cross-pollination (Nunez-Farfan et al., 1996; Raguso et al., 2003)
and plants are not completely defoliated, as eggs and larvae
suffer high levels of parasitism in the field (Strauss and Agrawal,
1999; Kester et al., 2002; Mira and Bernays, 2002). Furthermore,
feeding of larva in vegetative tissues, while causing changes in
the vegetative VOC profile, does not affect the quantitative and
qualitative composition of the floral VOCs that are necessary to
mediate feeding attraction (Riffell et al., 2009b; Reisenman et al.,
2013). Thus, this insect–plant interaction has been described
as a non-obligatory mutualistic pollinator-herbivore association
(Bronstein et al., 2009). In the next section we describe the
neural pathway/s and substrates used by the moths to detect and
locate suitable host plants. We argue that this exemplar insect–
plant interaction illustrates an undeniable perspective: that
neurobiological experimentation in a “Neuroecology” context
has the most chances of helping discovering how neural circuits
function to ultimately produce behavior.

The Moth Olfactory Pathway

The anatomy and physiology of the olfactory system is
remarkably similar across insects, including moths. Here we
describe that of our exemplar herbivorous insect, the moth M.
sexta. Antennae are the main olfactory organs of moths: the
flagellum of each antenna carries thousands of cuticular hair- or
peg-like olfactory organules (sensilla), each of which contains one
or a few olfactory sensory neurons (OSNs) (Lee and Strausfeld,
1990). The axons of OSNs in each antennae project centrally via

the antennal nerve and terminate in one of the paired primary
olfactory centers in the insect brain (Tolbert and Hildebrand,
1981), the ipsilateral antennal lobe (AL) (Figure 2A). As in
all insects, the ALs have numerous glomeruli, the functional
modules of the AL and the first synaptic sites in the olfactory
pathway (Boeckh and Tolbert, 1993; Sun et al., 1997; Figure 2B).
In the fruitfly Drosophila melanogaster and likely in all insects,
most types of OSNs expresses only one type of olfactory receptor
protein (OR), and the axons of OSNs expressing the same OR
converge on the same glomerulus (Gao et al., 2000; Vosshall
et al., 2000). Males have OSNs which respond to the individual
components of the con-specific female sex pheromone (Kaissling
et al., 1989), but in some moth species certain plant odorants
chemically unrelated to the sex pheromone can activate the
male-detecting sex pheromone pathway at both the peripheral
and the central level (Rouyar et al., 2015). The antennae of
M. sexta also have OSNs which respond to volatiles emitted by
host plant foliage, including aliphatic, aromatic, and terpenoid
compounds bearing a variety of functional groups (Shields and
Hildebrand, 2001; Späthe et al., 2013; Figure 7). The labial palps
of moths of both sexes also have OSNs that respond to changes
in ambient CO2(including floral CO2), a cue that is important in
moth behavior, and converge in a single glomerulus in each AL
(Guerenstein et al., 2004; Thom et al., 2004; Goyret et al., 2008).

Initial three-dimensional reconstructions based on
anatomical analysis indicated that the ALs of M. sexta have
63 ± 1 identifiable glomeruli (Rospars and Hildebrand,
1992, 2000) (Figure 2B), some of which were characterized
physiologically (Christensen and Hildebrand, 1987; Roche
King et al., 2000; Guerenstein et al., 2004; Reisenman et al.,
2004, 2005). More recent studies conducted using a non-
histochemical approach based on confocal laser scanning
microscopy followed by computer-assisted 3D reconstruction
indicate that there are actually 70 ± 1 glomeruli in females
and 68 in males (Grosse-Wilde et al., 2011). As in other moths
(e.g., Berg et al., 2002), the majority of glomeruli (ca. 60)
are sexually isomorphic (Figure 2B) and are involved in the
processing of olfactory information about plant VOCs and
perhaps other odors (e.g., Figure 4C; Guerenstein et al., 2004;
Lei et al., 2004; Reisenman et al., 2005; Hillier and Vickers,
2007; Riffell et al., 2009a,b; Varela et al., 2011). A second AL
subsystem comprises three male-specific glomeruli (the so-called
macroglomerular complex) which process information about the
conspecific female’s sex pheromone (Figure 2B; Christensen and
Hildebrand, 1987; Heinbockel et al., 1999, 2004). Females have
a pair of large female-specific glomeruli (LFGs, Figures 2B,C,
4A,B) which respond to particular host plant VOCs (Roche
King et al., 2000; Reisenman et al., 2004) and are involved in
mediating oviposition behavior (Kalberer et al., 2010), and three
smaller female-specific glomeruli (Grosse-Wilde et al., 2011).
Correspondingly, three male-specific and five female-specific
OR genes have been described in M. sexta (Grosse-Wilde et al.,
2011). Moreover, sequence data indicates that homologous
female-specific OR genes exist in different moth families
(Grosse-Wilde et al., 2011), indicating that certain VOCs are
important for mediating oviposition behavior across distant
species.
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FIGURE 2 | Anatomy of the primary olfactory center of the mothM.

sexta and its neuronal components. (A) Schematic frontal view of the

moth’s head. Each antennal lobe (AL) receives input from antennal olfactory

sensory neurons (OSNs) through the antennal nerve (AN) (one glomerulus

receives input from the labial palps, not shown). SOG, suboesophageal

ganglion. (B) 3-D reconstructions of theM. sexta ALs from a female (left) and a

male (right), showing the sexually dimorphic glomeruli (LFGs in females, the

Cumulus and the two Toroids in males) and a sexually isomorphic glomerulus

(G35, in light blue) of known odor input. Scale bar: 50µm. (C) Confocal image

showing OSN afferent input to the LFGs. Inset: mass-labeled OSNs with a

single-labeled LFG projection neuron (in green). Scale bar: 100µm. Figure with

permission from Dr. J. Hildebrand. (D) A female AL showing the two main

types of neurons, a uniglomerular projection neuron (PN, in magenta) and a

local interneuron (LN, in green). PNs have an axon that projects from the AL to

higher brain centers in the protocerebrum; LNs are intrinsic to the AL and

connect many glomeruli. Scale bar: 100µm. (E) LNs are heterogeneous. A LN

with arborizations restricted to relatively low number of glomeruli (compare

with the LN in D). Scale bar: 100µm. (F) The ALs also contain a sizable

number of multiglomerular PNs (Homberg et al., 1988), whose functions have

not been systematically studied. This PN (from a female) has arborizations in

6–8 glomeruli (including the LFGs) and projects to the protocerebrum via the

outer antenno-cerebral tract (OACT) to areas clearly distinct from those where

most uniglomerular terminate (compare with Figure 3A; Homberg et al.,

1989). Same orientation in all panels; D, dorsal, L, lateral.

As in many other insects, two classes of AL neurons have
been identified in M. sexta: local interneurons (LNs; n ≈ 360)
and projection neurons (PNs; n ≈ 800) (Figures 2D–F, 4).
Many studies indicate that the architecture and function of
AL neurons is remarkably similar among moths (e.g., Hartlieb
et al., 1997; Lei and Hansson, 1999; Kanzaki et al., 2003; Seki
and Kanzaki, 2008; Namiki and Kanzaki, 2011). Most PNs have

dendritic arborizations restricted to a single glomerulus and an
axon projecting to higher brain centers (Homberg et al., 1988).
Some PNs arborize in multiple glomeruli (Figure 2F), and it is
likely that they process information about particular odor blends
(Heinbockel et al., 1999). The LNs receive input fromOSNs, have
dendritic arborizations restricted to the AL, interconnect few
or many glomeruli (Figures 2D,E; Matsumoto and Hildebrand,
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1981; Reisenman et al., 2011), and interact synaptically (mainly
through inhibition, but see Olsen et al., 2007) with other AL
neurons (Christensen et al., 1993; Reisenman et al., 2008).
The major targets of PN axons are the lateral horn of the
protocerebrum (PC), the inferior lateral PC, and the calyces of
the ipsilateral mushroom body (Figures 3A–C, 4A; Homberg
et al., 1988, 1989). Neurons in these higher-order brain centers
integrate information about different odor compounds (Kanzaki
et al., 1991; Lei et al., 2013; an example is shown in Figure 3C)
and are involved in learning andmemory (Davis, 2004; Fahrbach,
2006). Although better characterized in males, downstream
neurons in the lateral accessory lobe and ventral protocerebrum
(an example is shown in Figure 3D), which are thought to
be main target of olfactory-responding protocebral neurons,
mediate the moth characteristic olfactory-evoked sequential
zigzag turns (Kanzaki and Shibuya, 1992).

Centrifugal neurons perform several important functions
in the moth brain by linking different neural networks and
modulating neural circuits that together lead to important
physiological and behavioral responses. In particular, a small
number of large aminergic centrifugal neurons have important
behavioral effects. For instance, fibers from octopamine-
immunoreactive neurons are found in the AL, mushroom
bodies, and the lateral protocerebrum (Dacks et al., 2005);
similarly, fibers from dopaminergic and serotoninergic neurons
are also found in the AL and other higher brain areas,
including the lateral horn. These neuromodulators increase
odor-evoked responses in the majority of antennal lobe PNs
and LNs, but can also decrease responses in a smaller subset
(Dacks et al., 2008, 2012). Thus these neuromodulators can
serve to increase the gain and sensitivity of the neural
ensemble in the AL—an important feature for the moths
when flower and host plants are temporally and spatially
dynamic.

Butterflies and Moths: More Similar than
Different

Among herbivorous insects, searching for a suitable host
plant may involve input from different sensory modalities
(Schoonhoven et al., 2005). However, the importance of olfactory
cues in host finding maybe a more generalized phenomenon
among the Lepidoptera than previously thought. It has long
been assumed that butterflies, which are adapted to a diurnal
lifestyle, use mostly visual cues to find host plants. Recent studies
in the comma butterfly Polygonia c-album, however, showed
that the anatomical and physiological characteristics of their
olfactory system are remarkably similar to that of moths, despite
more than 100 million years of divergence (Carlsson et al.,
2011). For instance, the numerical glomeruli composition of
AL of this butterfly species is comparable to that of moths,
AL neurons faithfully respond to host plant extracts and plant-
derived compounds, and odor-evoked AL responses match well
described features such as unique and overlapping patterns of
activated glomeruli (Carlsson et al., 2011). Also, studies in the
butterfly Pieris rapae, which has an extremely well developed

visual system, showed that insects can distinguish a host from a
non-host plant based solely on olfactory cues (Ikeura et al., 2010).

Another interesting study compared the neural representation
of plant-derived odorants in five moth species belonging to two
phylogenetically distant families (Sphingidae and Noctuidae).
While moths in these two families shared some (but not all)
foraging and oviposition characteristics, the basic AL mapping of
host plant odorants was comparable across species. Thus, these
results demonstrate that similar coding strategies are used even
by families separated more than 65 million years ago (Bisch-
Knaden et al., 2012).

Putting It All Together: Plant Chemical
Signals, Neurons, and Behavior

Using M. sexta as an exemplary, in this section we present
our current knowledge on the neural processing of relevant,
naturally occurring host plant signals at several levels of the
olfactory pathway, and its consequences for natural behavior. As
we mentioned before, the sacred D. wrightii and the nocturnal
moth M. sexta form a pollinator-plant and herbivore-plant
association (Bronstein et al., 2009), with females using the plant
both as a nectar (Alarcón et al., 2008; Riffell et al., 2008b) and
as an oviposition resource (Mechaber and Hildebrand, 2000).
Correspondingly, feeding and oviposition behaviors often co-
occur in gravid females (Bronstein et al., 2009; Reisenman et al.,
2010). What are the floral and vegetative VOCs that guide
these behaviors, and how are they processed in the moth brain?
Although D. wrightii flowers produce a bouquet composed of
more than 60 odorants (Raguso et al., 2003) a blend of just
three floral components [(±)-linalool, benzaldehyde, and benzyl
alcohol], presented in appropriates ratios and concentrations, is
an effective mimic of the floral scent, eliciting feeding behavior in
naïve moths of both sexes (Riffell et al., 2009b). Although adult
moths are innately attracted to the D. wrightii floral scent, they
readily learn to feed on other nectar sources through olfactory
conditioning (Riffell et al., 2008b).

While OSNs in the female antenna of M. sexta, as
in other moths (e.g., Hillier et al., 2006; Ulland et al.,
2008), respond to a chemical variety of host plant VOCs
(Figure 7; Shields and Hildebrand, 2001; Späthe et al., 2013),
we found that (±)-linalool, a floral volatile characteristic
of many moth-pollinated night-blooming flowers including
D. wrightii, has important roles mediating behavior (Riffell
et al., 2008b, 2009a; Reisenman et al., 2010, 2013). Behavioral
and electrophysiological recordings from AL-PNs showed
that the two naturally occurring enantiomers of linalool
present in flowers mediate feeding and oviposition through
two neural pathways, one that is sexually isomorphic and
non-enantioselective, and another that is female-specific and
enantioselective (Figures 4B, 5; Reisenman et al., 2004, 2010).
In one hand, the (+) and (−) enantiomers of linalool
respectively contribute to oviposition attraction and repellence
and are discriminated by female-specific PNs (Figures 1C, 4, 5).
Linalool-responsive sexually isomorphic PNs do not discriminate
between linalool enantiomers (Reisenman et al., 2004) and
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FIGURE 3 | Anatomy and morphology of olfactory neurons

arborizing in second and third-order brain centers in M. sexta.

These neurons might respond to other sensory modalities. (A) A

protocerebral neuron with dendritic arborizations in the inferior lateral

protocerbrum (ILP) and the calyx of the mushroom bodies (CMB). (B)

In the same preparation a male-specific (MGC) neuron was differentially

stained (in magenta) showing that both neurons have arborizations in

overlapping areas (yellow). Scale bar: 100µm. D, dorsal; L, lateral. (C)

An olfactory-responsive neuron with arborizations in the CMB. (D) A

neuron in the lateral accessory lobe (LAL), an area which receives

input from olfactory protocerebral neurons. Scale: 200µm. Same

orientation in all panels; D, dorsal; L, lateral.

correspondingly, the enantiomers are not discriminated in
the feeding context (Reisenman et al., 2010). Interestingly,
two homologous receptors to the Bombyx mori linalool-ORs,
MsexOR-5 and 6, have been described inM. sexta (Grosse-Wilde
et al., 2010, 2011), and are likely candidates to mediate (at least
in part) these behaviors. This, together with the fact that these
moth species belong to evolutionary distant families, suggest that
these receptors and the corresponding neurons play an important
role in moth, and probably Lepidoptera, olfaction (Grosse-Wilde
et al., 2011).

While M. sexta uses a variety of host plants for oviposition,
choice experiments showed that females prefer to oviposit on
D. wrightti plants, and that this preference is mostly mediated
by olfactory cues (Späthe et al., 2013). Although females avoid
ovipositing in larva-damaged plants (Figure 5E), this avoidance
is plant- specific: females strongly avoid larva-damaged tomato
and tobacco plants, but they do not avoid ovipositing in larva-
damaged D. wrightti plants, despite that these plants can be

clearly distinguished from non-damaged plants by their VOC
profile and by the peripheral OSNs (Figures 6, 7; Reisenman
et al., 2013; Späthe et al., 2013). An important consideration
is that moths use these plant species differently: while the
annuals tomato and tobacco are only used by moths for
oviposition, the jimsonweeds are also pollinated by the adults.
Thus, we propose that the differences in oviposition preference
toward larvae-damaged plants of different species are due to
the different relationships between M. sexta and these host
plants. The beneficial association is emphasized further by
the finding that at least some of the D. wrightii floral VOCs
that are important to mediate feeding– and hence pollination–
remained unchanged in herbivore-induced plants (Reisenman
et al., 2013).

As we mentioned before, (+)-linalool has an important
role in mediating oviposition attraction. In contrast, we
found that plants with (−)-linalool added are avoided by
ovipositing females (Figure 5D; Reisenman et al., 2010),
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FIGURE 4 | Morphology and odor responses of female-specific

antennal lobe PNs (A: medLFG-PN, B: latLFG-PN) and of a sexually

isomorphic PN in the adjacent glomerulus G35 (C). Scale bars:

200m. D, dorsal; L, lateral. The second panel in (A) shows the projection

sites of LFG-PNs in the protocerebrum, the lateral horn (LH) and the

calyx of the mushroom body (CMB); the optic lobe (OL) and the

suboesophageal ganglion (SOG) are shown for reference. Most

uniglomerular PNs also project to these sites. Shown are intracellular

recordings obtained from these neurons to stimulation (duration = 200ms,

bars below records) with vegetative material (A) or odors (B,C) at the

concentrations (% vol/vol) indicated. In (A) the bottom traces (in gray)

show the simultaneously recorded electroantennograms (EAGs). Control

stimuli are air from an empty cartridge (A) or the mineral-oil solvent (B,C).

Calibration bars: 10mV (intracellular trace), 1mV (EAG). Note that

medLFG-PNs are excited by tomato leaf volatiles, latLFG-PNs respond

differentially to the two linalool enantiomers, and G35-PNs are excited by

cis-3-hexenyl acetate and hyperpolarized by (±)-linalool (arrow), i.e., by

input to the adjacent latLFG.

and that this compound is significantly increased in larva-
damaged tomato plants (Reisenman et al., 2013). The antenna
of the cabbage moth Mamestra brassicae is, as that of
M. sexta (Reisenman, not shown), more sensitive to (−)-
linalool than to (+)-linalool (Ulland et al., 2006). Collectively,
these results suggest that (−)-linalool (alone or together
with other with other induced VOCs; Reisenman et al.,
2013), might act as an oviposition repellent and also as a
plant defense, attracting the natural enemies of herbivores
(Baldwin et al., 2002). The finding that this unique odorant
is similarly processed and discriminated by moths in different
families also suggests that common components and neural
mechanisms are involved in the selection of suitable host
plants.

Although linalool has important roles in mediating
oviposition, it is very likely that the choice of suitable host
plant sites is mediated by a suite of VOCs. A powerful technique
to address this issue, which has been already used to investigate
the VOCs involved in mediating feeding (Riffell et al., 2009a,b),
is to couple the use of gas chromatography for chemical
detection and multi-unit recordings from AL neurons (GC-MR;
Figure 8A). This technique allows to simultaneously visualize
the activity of many neurons in response to components
from behaviorally active plant extracts as they elute from the
GC column. For instance, Figure 8B shows an example of a
neuron that responds specifically to a single larva-damaged
component. The use of the multi-unit recording technique
allows stimulating many neurons with different bioactive plant
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FIGURE 5 | Oviposition behavior of M. sexta in the laboratory. In all

cases single mated females were offered a choice between a control and a

test plant in a flight tent (as shown in Figure 1C) and allowed to oviposit

during 10min after take-off. Plant pairs of the jimsonweed D. wrighttii (A–D)

or tomato (Solanum lycopersicum) (E) were used. In (A) two control plants

were offered to control for spatial asymmetries (n = 25). The following

experimental series were conducted: (B) a plant with a newly opened flower

vs. a plant with a paper flower (n = 12); (C,D) a plant with a paper flower

loaded with (+)-linalool ((C), n = 16) or (–)-linalool ((D), n = 16) vs. a plant

with a paper flower loaded with solvent (linalool was loaded in the paper

flowers at the naturally-occurring concentrations); (E) a larva-damaged plant

vs. an intact plant (n = 38). Data represent the percentage (average ± SE) of

eggs oviposited in each plant. Moths and plant pairs were used only once.

Asterisks indicate significant differences (p < 0.05; Sign tests). Green-hue

and red-hue colors, respectively indicate oviposition attraction or repellence

for the experimental plant (Data modified from Reisenman et al., 2010, 2013).

FIGURE 6 | Plant VOC response to herbivory. M. sexta larvae were

allowed to feed on plants during 2–3 days, after which larvae and frass were

removed and vegetative VOCs collected and analyzed via GC-MS as

described in Reisenman et al. (2013). Representative ion chromatograms of

the headspace from undamaged D. wrightii (A), larva-damaged D. wrightii

(B), undamaged tomato (C), and larva-damaged tomato (D). In (C,D) same

numbers or letters, respectively indicate common and different compounds

emitted by larva-damaged vegetation.

extracts (Figure 8C). Quantification of individual neuron
responses to repetitive stimulation evinced plant- and status-
(intact or damaged) specific responses, either excitatory or
inhibitory (Figures 8C,D). To evaluate the population response,
we calculated a dissimilarity index, which indeed demonstrate

that the AL discriminates between larva-damaged and intact
plants (Figure 8E). Knowledge of the compounds that are
discriminated at this level of olfactory processing readily informs
about the suite of VOCs that could potentially mediate the
behavioral selection of appropriate host plants.

Frontiers in Physiology | www.frontiersin.org August 2015 | Volume 6 | Article 229 | 104

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Reisenman and Riffell Neuroecology of host plant selection

FIGURE 7 | Simultaneous GC trace (top) and single sensillum recording

(bottom trace) obtained in response to stimulation with M. sexta

larva-damaged tobacco (Nicotiana attenuata, A) or D. wrightti (B).

Numbers indicate neuron responses to phenol (1), 4-methyl pentanol (2),

cis-3-hexanol (3), cis-3-hexenyl acetate (4), benzyl alcohol (5) and

methyl-benzoate (6). For methods, see Späthe et al. (2013). Figure courtesy of

Drs. S. Kesevan and S. Olsson.

Olfactory Responses in Sexually
Isomorphic Pathways and Interconnected
Glomeruli

As described above, female specific neurons are involved in
mediating female-specific behaviors such as oviposition (Roche
King et al., 2000; Reisenman et al., 2004) and in some moth
species, detection of male pheromones (Hillier et al., 2006). As
in many insects, the orientation of males toward the female-
specific sex pheromone is crucial for the species survival, and
the role of male-specific neurons in mediating this behavior is
well-established in many moth species (e.g., Anton et al., 1997;
Berg et al., 1998; Lei andHansson, 1999; Vickers and Christensen,
2003). Although it might be tempting to argue that sexually
dimorphic pathways are particularly selective as they mediate
fundamental behaviors related to reproduction, we found that
PNs in sexually isomorphic glomeruli can also be highly specific.
For instance, PNs in an identified glomerulus (glomerulus 35,
which neighbors the sexually dimorphic glomeruli in both sexes,
Figure 2B) are extremely selective and sensitive to another host
plant volatile, cis-3-hexenyl acetate (Figure 4C), responding to
concentrations <1 ppm (Reisenman et al., 2005). While the
specific role of this VOC for behavior is not yet elucidated
(although its production is augmented in larva-damaged plants;
Hare, 2007), knowledge of the specific VOCs that activate specific
sets of glomeruli has provided a tool to study interactions
between glomeruli involved in mediating different behaviors.
Previously, Lei and coworkers elegantly demonstrated that the
temporal output of each male-specific glomerulus is enhanced
by reciprocal inhibitory interglomerular interactions, and that
this serves to synchronize the activity of neurons processing

the components of the sex pheromone blend (Lei et al., 2002).
Using known odor inputs to activate specific glomeruli beyond
the sex-specific system, we found that the two AL subsystems
interact synaptically in a distant-independent, non-reciprocal
fashion (Figure 4C, middle panel; Reisenman et al., 2008), and
that these interactions are mediated by a functionally and
morphologically heterogeneous population of local interneurons
(Figures 2D,E; Reisenman et al., 2011). Interactions between
odors with different behavioral significance have been also
described in other moth species, both at a behavioral and at a
neural level (e.g., Chaffiol et al., 2012, 2014; Deisig et al., 2012;
Trona et al., 2013).

Experiments conducted in many insect species, including M.
sexta, indicate not only that glomeruli interact synaptically, but
that sets of interconnected glomeruli are likely involved in the
processing of behaviorally relevant odor blends. At the AL level,
this idea is supported by the fact that a sizeable proportion of
LNs interconnect a restricted subset of glomeruli (Figure 2E;
Reisenman et al., 2011). The existence of PNs that arborize in
multiple -but restricted- glomeruli, also supports this hypothesis
(Figure 2F). At the level of the chemical signals, it is known
that some of the active compounds identified in the host plant
headspace are ubiquitous floral and vegetative VOCs. Thus, it
is possible that a suite of compounds presented in particular
proportions (Thiery and Visser, 1986; Zhang et al., 1999; Riffell
et al., 2008b, 2009a), rather than a single compound, activates a
subset of glomeruli to mediate host plant selection. For instance,
a blend of just three floral D. wrightii VOCs (but not any of the
single VOCs) can elicit feeding (Riffell et al., 2009b). Similarly, the
sole presence of linalool is not sufficient to mediate oviposition,
although the presence of this component in plants has profound
behavioral effects (Figure 5; Reisenman et al., 2010). Because
different host plants are readily accepted for oviposition by
females, it is possible that that individual VOCs shared across
plant species activate a functionally connected glomerular subset
(which necessarily involves at least some of the female-specific
glomeruli), the output of which ultimately control oviposition
behavior. The chemical composition of that bouquet, however,
remains to be identified.

Moths Find Plants, but How Do the Plants
Impact the Moths?

While in the previous section we discussed the neural processing
of naturally occurring signals and its consequences for behavior,
in this section we highlight some plant cues and signals that in
turn, can influence moth behavior. From the plant prospective,
what matters is to attract efficient pollinators. In the case of D.
wrightti, as we mentioned, this has the un-intended consequence
of also attracting gravid females. This plant species can effectively
cope with this, as plants can tolerate high levels of defoliation,
quickly regrow after herbivory, reduce photosynthetic rates, and
redirect resources to storage in the roots upon herbivory (cited
in Reisenman et al., 2010). However, once moths probe flowers,
other gustatory sensory cues present in nectar appear to have
profound effects in guiding behavioral decisions.
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As mentioned before, plants often produce secondary
compounds (e.g., alkaloids, glycosides, and phenolic compounds)
to deter herbivores and pathogens (Karban and Baldwin, 1997).
Interestingly, these secondary compounds are also present in
floral nectar (Adler, 2000) and can be induced by herbivory
in a plant-species specific manner (Adler et al., 2006; Hare
and Walling, 2006; Kessler and Halitschke, 2009). It has
been suggested that the presence of these components in
nectar increases pollinator fidelity, repel nectar robbers,
and improve pollen transfer by intoxicating pollinators
(Adler, 2000).

In the case of D. wrightii, an obvious advantage for female
M. sexta is that visits to flowering plants provide both nectar
and oviposition resources. However, because of the limited
availability of the flowers (which bloom for only one evening)
and the effects of herbivory (which limits the number of
healthy host plants), female moths encounter resources that
are spatio-temporally patchy. The moth nervous system has
the ability to adjust its activity so that behavioral output
is maximally beneficial for survival within an often harsh
and patchy environment. This plasticity is accomplished by
the release of specific neuromodulators—including serotonin,
octopamine and dopamine—within restricted brain regions like
the AL, the lateral horn and the mushroom bodies. For example,
herbivory-induced damage to D. wrightii plants elicits high
concentrations of certain alkaloids in the flower nectar whichM.
sexta finds aversive. Tropane alkaloids (including scopolamine)
in the nectar of damaged D. wrightii increase more than 20-
fold in damaged plants (Dacks et al., 2012). Over time, moths
learn the association between the alkaloid content and the
floral and vegetative scent so that these damaged plants become
avoided. Dopamine release in the moth brain—including the ALs
and the mushroom bodies—has shown to be a critical signal
mediating aversive learning and signaling the presence of an
aversive stimulus. For instance, when the ALs of female moths
were injected with a dopamine receptor antagonist, moths could
no longer learn the association of the aversive nectar and the
flower scent. Furthermore, when dopamine was superfused on
to the AL, the neural ensemble showed enhanced responses
to the flower odor stimulus. Dopaminergic modulation of AL
circuits thus plays an important role in the memory formation of
repellent flower scents and the discrimination of larva-damaged
plants. Interestingly, the effects of alkaloids in moth preference
are shaped by both the plant species and the behavioral context.
For instance, females prefer to oviposit in tobacco plants which
have higher concentrations of nicotine in nectar (Adler et al.,
2006), but they remove less nectar from these plants (Kessler
and Baldwin, 2006). Thus, the nervous system can differentially
evaluate the same plant sensory cue (in this case, nicotine)
according to the behavioral context.

What are the effects of nectar secondary compounds on
insect behavior? In general, naturally-occurring concentrations
of secondary compounds do not deter nectar-feeding insects,
whether specialists or generalists. In generalist insects such as
bees, low concentrations of certain secondary compounds such
as nicotine and caffeine elicit feeding preference (Singaravelan
et al., 2005). This preference is not mediated by peripheral taste

receptors, but is probably due to the effect of these substances
in reward brain centers (Singaravelan et al., 2005; Kessler et al.,
2015). In contrast, prolonged exposure to high concentrations
of these compounds (e.g., such as those found in flowering
crops sprayed with neonicotinoid pesticides) can impair olfactory
learning andmemory (Williamson andWright, 2013). The effects
of these substances in learning and memory in herbivorous
insects which are exposed to natural concentrations of plant
secondary defenses have not been yet studied, but tobacco plants
which have been engineered to completely lack nicotine in nectar
havemore nectar removed per night (Kessler and Baldwin, 2006).
Unlike bees, taste receptors in the mouthparts of moths can
readily detect bitter compounds such as caffeine (Bernays et al.,
2002; Glendinning et al., 2006), which are commonly present
in their host plants. The effects of these substances on behavior,
however, remain to be investigated in the appropriate ecological
and behavioral context.

Summary and Conclusions

In the last couple of decades, research in the neuroscience field
has focused on a small number of “model” species offering
various advantages, at the expense of potentially creating a
bottleneck which limits or compromises our understanding of
how nervous systems operate (Brenowitz and Zakon, 2015).
Today, several genome project efforts, and increasingly available
tools that allow DNA editing, are bridging this gap. However,
an integrative approach that includes ecological and community
relationships, natural signals, neurons and behavior, has always
been and it will always remain key to understand the function of
nervous systems.

Here we used an exemplary specialized herbivorous insect, the
moth M. sexta, to review the function of the moth’s olfactory
system in a naturalistic context. While floral odors attract
moths for feeding and oviposition, volatiles released from larva-
damaged plants mediate oviposition repellence. Specific plant
volatiles are involved in mediating these behaviors, and are
processed in both sexually isomorphic and dimorphic neural
pathways according to the behavioral context (feeding and
oviposition). Furthermore, some of these volatiles also mediate
behavior in distant moth species, suggesting important roles
for certain plant volatiles and commonalities in their neural
processing. In addition, for the plant benefit, plant secondary
compounds can affect host-plant finding and behavior through
processes such as learning and memory.

While today we have a deeper understanding of how the
nervous system process information about behaviorally relevant
VOCs in M. sexta and other insect species, many issues, at
several levels of interactions, need to be addressed. For instance,
do different populations of host plants differ in their VOC
profile, and what are the behavioral consequences? Given that
M. sexta is found throughout a wide range in the American
continent, is there a common set of VOCs that guide oviposition
choice, despite that moths across the distribution range use
different host plant species? Is there a minimum VOC blend
that produces acceptance and egg lying? Would this blend suffice
to guide oviposition choice in different moth populations? Are
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FIGURE 8 | The response of many simultaneously recorded AL

neurons to VOC extracts and single components can be studied

using a multi-unit recording electrode coupled to

gas-chromatographic analysis (GC-MRA). (A) Plant extracts are injected

on the GC inlet; after leaving the GC column a Y-splitter divides the effluent

for simultaneous antenna stimulation and chemical identification of individual

components. (B) GC-MRA analysis showing a neuron with robust responses

to the larva-damaged VOCs responding selectively to only one

peak in the GC effluent (arrow, cis-3-hexen-1-ol). (C) Simultaneously recorded

(Continued)
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FIGURE 8 | Continued

responses of 4 units to stimulation (duration = 200ms, gray bars)

with the plant extracts indicated to the left. Shown are individual

spikes (tick marks) during repetitive stimulation (rows), and the

peri-event histograms calculated across trials (bottom). Note that

different units respond differently to different stimuli, and that the same

unit responds differentially to intact and larva-damaged extracts. (D)

Response indexes (or z-scores, color-coded, calculated as spiking rate

during stimulation—spiking rate pre-stimulation/SD) for six

simultaneously recorded neurons in response to stimulation with the

extracts indicated. The first two units showed stronger responses to

stimulation with larva-damaged plants. (E) The dissimilarity index (Riffell

et al., 2009a) indicates stronger AL neuronal ensemble responses to

larva-damaged plants.

populations in other regions as specialized in certain host plants
as the Southwest USA population? Do background odors affect
olfactory-guided oviposition choices? Do other other factors
such as temperature and humidity affect host plant choice? In
nature, do females actually avoid ovipositing on plants where
other larvae are already present, and if so, how do they achieve
this? An interesting possibility, given that M. sexta host plants
naturally produce alkaloids which can be readily detected by
moths (Bernays et al., 2002; Glendinning et al., 2006), is that
plants manipulate nicotine concentrations in nectar to their
benefit, as these substances could act as postingestive stimulants
and even have addictive properties, improving flower finding
and efficiency (Singaravelan et al., 2005; Kessler et al., 2015).
We know much about the “Neuroecology” of oviposition and
feeding behavior in adult insects, but do larvae make choices
within a plant, and how are these choices guided? Do larvae
prefer younger or older leaves, small or big? Importantly, a
comparative strategy has the power of help unraveling general
neural mechanisms and strategies that guide host plant choice.

We propose that all these issues by necessity need to be
investigated in an appropriate Neuroecology framework.

Finally, along with a deep understanding of the relationships
of organisms with their natural environment, we believe that
in the near future genomic tools now available to many insect
species will permit a deeper and more complete understanding of
how the insect nervous system produces adaptive behavior.
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Harmful insects include pests of crops and storage goods, and vectors of human and

animal diseases. Throughout their history, humans have been fighting them using diverse

methods. The fairly recent development of synthetic chemical insecticides promised

efficient crop and health protection at a relatively low cost. However, the negative effects

of those insecticides on human health and the environment, as well as the development

of insect resistance, have been fueling the search for alternative control tools. New

and promising alternative methods to fight harmful insects include the manipulation of

their behavior using synthetic versions of “semiochemicals”, which are natural volatile

and non-volatile substances involved in the intra- and/or inter-specific communication

between organisms. Synthetic semiochemicals can be used as trap baits to monitor the

presence of insects, so that insecticide spraying can be planned rationally (i.e., only when

and where insects are actually present). Other methods that use semiochemicals include

insect annihilation by mass trapping, attract-and- kill techniques, behavioral disruption,

and the use of repellents. In the last decades many investigations focused on the neural

bases of insect’s responses to semiochemicals. Those studies help understand how the

olfactory system detects and processes information about odors, which could lead to

the design of efficient control tools, including odor baits, repellents or ways to confound

insects. Here we review our current knowledge about the neural mechanisms controlling

olfactory responses to semiochemicals in harmful insects. We also discuss how this

neuroethology approach can be used to design or improve pest/vector management

strategies.

Keywords: crop pest, disease vector, integrated pest management, odor attractant, disruption of behavior, odor

repelllent, insect neuroethology

INTRODUCTION

Humans benefit from insects, mainly as pollinators of crops, but an important number of other
insects are pests of crops or damage storage goods, are vectors of serious human and animal
diseases, or are simply a nuisance. For centuries, humans have been fighting harmful insects,
and the use of synthetic or genetically modified plant-produced chemical insecticides has made
this fight much more efficient. However, the use and overuse of those chemicals has led to a
number of undesirable consequences, such as contamination of our environment, food and water,
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and insecticide resistance. In addition, the rising of the organic
agriculture movement demands insecticide-free food (van der
Goes van Naters and Carlson, 2006).

Chemicals other than insecticides can be used to fight
insects through the manipulation of specific olfactory behaviors,
profiting from the existence of natural compounds used for
communication between organisms, the semiochemicals (Pickett
et al., 1997). Pheromones are perhaps the most well-known class
of semiochemicals. Pheromones mediate interactions between
organisms of the same species, and include, sex, aggregation, and
alarm substances, while allelochemicals are semiochemicals that
mediate inter-specific interactions (see Dusenbery, 1992; Wyatt,
2003 for further details).

The potential use of semiochemicals to monitor, disrupt,
lure, repel, confuse, or mass-trap insect pests was rapidly
acknowledged and has fueled much research (Wyatt, 2003;
Witzgall et al., 2010) with the promise of clean, safe, and highly
specific pest and vector control tools. For instance, mating
disruption, in which large amounts of a synthetic sex pheromone
are released in a crop, has been used to eradicate insect pests
that became resistant to pesticides (Wyatt, 2003; Witzgall et al.,
2010). Semiochemicals can also be used for trapping insects in
integrated pest and vector control management strategies. Thus,
when trapping devices include insecticides, insects attracted to
a semiochemical also pick up lethal substances or pathogens (a
strategy known as “lure and kill”; Pickett et al., 1997; Wyatt,
2003).

In the last decades, many studies focused on the neural
mechanisms underlying behavioral responses to semiochemicals.
These investigations aid the design of odor-based strategies for
insect control, as they help understanding how the olfactory
system processes information about odors and also allow
generating predictions about the insect’s olfactory behavior
(e.g., Hildebrand, 1996; Guerenstein and Hildebrand, 2008).
Unfortunately, research in the fields of neuroethology and
insect control has been often segregated, which may hamper
the development of novel and efficient control tools and
strategies. In light of this, here we review our current knowledge
about the neural mechanisms controlling olfactory responses
to semiochemicals in harmful insects, and also discuss how
this neuroethology approach can be used to manipulate
insect behavior and therefore improve pest/vector management
strategies. We start by briefly summarizing the structure and
function of the insect olfactory system.

THE INSECT OLFACTORY SYSTEM

Olfactory receptor cells (ORCs) are the first neural elements in
the olfactory pathway and are housed in variable numbers in
hair-like, multi-porous structures known as olfactory sensilla.
Olfactory sensilla are located mainly on the antennae and
in some insects also in the mouthparts. After entering the
sensillum through its wall pores, odors diffuse in the aqueous
sensillum lymph (sometimes transported by odorant binding
proteins, Vogt and Riddiford, 1981; Tsuchihara et al., 2005;
Leal, 2013) and reach the dendrites of the ORCs. There,

odors interact with different classes of chemoreceptor proteins:
odorant receptors (ORs), ionotropic receptors (IRs), or gustatory
receptors (GRs; Vosshall et al., 1999; Larsson et al., 2004; Vosshall
and Stocker, 2007; Vosshall and Hansson, 2011; Suh et al.,
2014). Many ORCs respond to only one or a few related odor
compounds, particularly when tested at behaviorally relevant
and naturally-occurring concentrations, but others are more
broadly tuned (e.g., de Bruyne et al., 1999; Hansson et al., 1999;
Stranden et al., 2003; Yao et al., 2005; Hallem and Carlson,
2006; Martelli et al., 2013). In all cases their response spectra
depends on the odor tuning of the chemoreceptor protein/s
expressed (e.g., Hallem and Carlson, 2006; Andersson et al.,
2015). Each type of ORC usually expresses only one type
of OR, IR, or GR (e.g., Vosshall et al., 1999; Galizia and
Sachse, 2010). However, in some ORCs more than one OR,
IR, or GR types, and even different chemoreceptor protein
types (most commonly ORs and IRs), are co-expressed, and in
those cases odors interact with more than one chemoreceptor
protein type (e.g., Fishilevich and Vosshall, 2005; Abuin
et al., 2011; Rytz et al., 2013; Hussain et al., 2016; see
below).

Odorant receptors are usually expressed in ORCs within
single-walled (basiconic or trichoid) sensilla. They are part
of a heteromeric complex consisting of an OR-subunit which
binds the odor ligand (thus conferring odor specificity) and
the highly conserved OR co-receptor (ORCO). Experimental
evidence suggests alternative mechanisms of odor activation,
one in which OR-ORCO forms a non-selective ligand-activated
cation channel, and the other in which ORCO itself functions
as a cation channel (Sato et al., 2008; Wicher et al., 2008).
Although ORCO orthologs exist in many insect species, to date
there is no agreement on how ORCO functions during olfactory
transduction in vivo (Stengl and Funk, 2013).

ORCs that respond to compounds such as ammonia, short
chain carboxylic acids and amines are housed in double-walled
(grooved peg and coeloconic) sensilla (Pappenberger et al., 1996;
Diehl et al., 2003; Benton et al., 2009; Hussain et al., 2016) and
do not express ORs but instead IRs. The IRs form ionic channels
activated by ligands (Benton et al., 2009) and are expressed
with one or two broadly expressed co-receptors different from
ORCO (Abuin et al., 2011; Ai et al., 2013; Rytz et al., 2013). In
addition, the very volatile molecule CO2, which is of primordial
importance for the olfactory orientation of blood-sucking insects
and some herbivores (Guerenstein and Hildebrand, 2008), is
detected by two to three members of the GR family co-expressed
in a single ORC type (Suh et al., 2004; Jones et al., 2007; Kwon
et al., 2007; Lu et al., 2007; Kent et al., 2008; Wang et al., 2013).

The axons of the ORCs project to the first processing center
of olfactory information in the insect brain, the antennal lobe
(AL; e.g., Anton and Homberg, 1999). The AL, analogous
to the vertebrate olfactory bulb, is composed of distinct
spheroid structures called glomeruli (Anton and Homberg, 1999;
Fishilevich and Vosshall, 2005). Usually, the terminals of ORCs
expressing the same chemoreceptor protein converge onto a
single glomerulus (Vosshall et al., 2000; Guerenstein et al., 2004a;
Rytz et al., 2013; Suh et al., 2014; Hussain et al., 2016). Each
glomerulus also houses neurites of local interneurons (LNs) and
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of projection neurons (PNs). LNs are restricted to the AL and
have dendritic arborizations in several glomeruli; PNs usually
arborize in one glomerulus and have an axon that projects to
higher brain areas in the protocerebrum such as the lateral
horn, the inferior lateral PC, and the calyces of the ipsilateral
mushroom body (Homberg et al., 1988, 1989; Jefferis et al.,
2007; Galizia and Rössler, 2010; Tanaka et al., 2012; Roussel
et al., 2014). Neurons in these higher-order brain centers show
diverse responses and integrate information about different odor
compounds (e.g., Jefferis et al., 2007; Turner et al., 2008; Gupta
and Stopfer, 2012; Lei et al., 2013); neurons receiving input
from the mushroom body calyces are involved in mediating
learning and memory processes (e.g., Davis, 2004; Fahrbach,
2006; Liu et al., 2012). Further downstream, circuits in the lateral
accessory lobe and the ventral protocerebrum have been linked,
particularly in moths, to important aspects of olfactory behaviors
(e.g., Olberg, 1983; Iwano et al., 2010).

In the next sections we review current knowledge about
the neural and behavioral mechanisms underlying responses to
diverse classes of pheromones, host odors, and plant volatiles,
mechanisms of olfactory repellence, disruption of olfactory
behavior, and the effects of experience and learning in olfactory-
driven behaviors.

OLFACTORY ATTRACTION FOR

MONITORING AND TRAPPING

Use of Sex Pheromones
Pheromones are usually mixtures of several compounds. Thus,
the development of synthetic pheromone-blend attractants as
trap lures involves knowledge of the compound identities,
their concentrations, and their relative proportions. In several
sympatric moth species, females release sex pheromones of
overlapping chemical composition but with species-specific
compound ratios, suggesting that males use this information to
find conspecific females. For instance, different strains of the
European corn borer (Ostrinia nubilalis) are attracted to precise
pheromone blend ratios (Klun et al., 1973). Similarly, different
species of Yponomeuta moths, which feed on the same host and
share the same three pheromone constituents, are reproductively
isolated due to differential attraction to species-specific blend
ratios (Löfstedt et al., 1991). Similar findings were also reported
on aphids (Dewhirst et al., 2010) and plant bugs (Byers et al.,
2013). While the importance of ratios is crucial for the design of
trap lures, the neural mechanisms underlying this phenomenon
just began to be understood (e.g., Martin et al., 2013).

Sex pheromones can be used for monitoring and trapping
many insect species. While we review and discuss what is
known across different insect species, much is known about the
neurobiological bases of mate seeking and finding in the moth
Manduca sexta. Knowledge gained through studies in this insect
could be applied to other insect-pest species, particularly other
moths, as it is likely that similar neural mechanisms underlie
mate odor-guided seeking behavior.

In moths and cockroaches, information about the female sex
pheromone is processed by a small number of male-specific

AL glomeruli forming a distinct structure, the macroglomerular
complex (MGC; e.g., Boeckh and Boeckh, 1979; Hildebrand
et al., 1980). Although the MGC sub-system of moths is
distinctive and particularly large, the synaptic organization and
structure of its constituent glomeruli is akin to that of the
rest of the AL glomeruli. In some moth species, each MGC
glomerulus processes a cognate pheromone component (e.g.,
Heliothis virescens; Berg et al., 1998), but in other species multiple
components are encoded in the same MGC subcompartment
(e.g., Spodoptera littoralis; Anton and Hansson, 1995). In other
cases, pheromones and plant odorants are processed by the same
MGC neurons (e.g., Agrotis ipsilon; Rouyar et al., 2015). Given
this complexity, the use of simpler model systems (e.g., see next)
can be experimentally advantageous and help the discovery of
common, basic principles underlying the processing of complex
odor blends.

The MGC of M. sexta has two main glomeruli, the Cumulus
and the Toroid, each processing information about one of the
two major female sex pheromone blend components (Hansson
et al., 1991, 1992; Heinbockel et al., 1999). Because only these
two components (out of eight total) are required to elicit odor-
induced orientation behaviors in males (Tumlinson et al., 1989),
this provides a simple binary system to investigate the neural
mechanisms mediating pheromone processing, including blend
ratio processing.Whenmales are stimulated with the pheromone
blend, two distinct populations of ORCs are specifically activated
by those two essential components, one evoking excitatory
responses in Cumulus projection neurons (cPNs) and the other in
Toroid projection neurons (tPNs; Kaissling et al., 1989; Hansson
et al., 1992; Hildebrand, 1996; Heinbockel et al., 1999; Lei et al.,
2002). Additionally, recent findings suggest that cPNs and tPNs
correlate their synaptic output to signal the presence of the
pheromone blend (Lei et al., 2013; Martin et al., 2013). In
principle, the odor-evoked spiking activity of cPNs and tPNs
could serve to report the chemical identity and concentration of
each blend component. However, since their outputs converge
in the same regions in the protocerebrum (the delta region of
the lateral horn and the mushroom body calyces), the relative
timing of input spikes from cPNs and tPNs in postsynaptic
neurons may have a physiological effect, that is, coincident spikes
would evoke a stronger response in postsynaptic neurons than
sequential spikes, allowing the representation of an odor mixture
as a single odor object (see also Section Effects of Background
Odor).

Indeed, using simultaneous dual-electrode intracellular
recordings, Lei et al. (2002) showed inter- and intra-glomerular
spike synchrony among PNs in response to pheromone blend
stimulation. Odor-induced interglomerular synchrony in the
AL was also reported in cockroaches using voltage-sensitive-dye
imaging methods, suggesting that the synchrony code operates at
a broad spatial scale (Watanabe, 2012). Moreover, experiments
that simultaneously recorded neuronal activity across the
glomerular array inM. sexta showed that neurons with the most
similar odor response profiles produced the highest degree of
coincident spikes (Lei et al., 2004). These results support the
notion that PNs may use a correlative neural code. In addition,
local field potential oscillations in the mushroom bodies, which
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are thought to reflect evolving ensemble synchrony of PNs across
the entire array of AL glomeruli, were reported in many insect
species, including locusts, fruit flies, and moths (MacLeod and
Laurent, 1996; Ito et al., 2009; Tanaka et al., 2009). Further, it
has been shown that spike coincidence in M. sexta AL neurons
is modulated by the pheromone blend ratio. Behaviorally,
the moths respond best to the mixture of the two essential
pheromone components at the naturally occurring 1:2 ratio,
and deviations from this ratio deteriorate blend attractiveness
(Martin et al., 2013). By stimulating AL neurons with varying
blend ratios while simultaneously recording the activity of PN
pairs, it was shown that MGC-PNs produce peak correlations at
the natural 1:2 blend ratio, and those correlations significantly
deteriorate in response to stimulation with behaviorally
sub-optimal blend proportions (Martin et al., 2013). Such
stimulus-quality-affected correlations in the PN spikes were
also reported for glomeruli other than those of the MGC, in
experiments that manipulated the ratios of naturally-occurring
hostplant blends (Riffell et al., 2009a).

The mechanisms determining spike correlations are
unknown, but balanced inhibition may be involved. Upon
pheromonal stimulation, both PNs and LNs are activated, with
cPNs and tPNs excited by their cognate pheromone constituents
and reciprocally inhibited through GABAergic LNs (Lei et al.,
2002). LNs likely respond in a dose-dependent manner, allowing
the inhibitory effect exerted onto PNs to be modulated by the
relative proportion of the blend constituents. Moreover, the
degree of spike coincidence between PNs is positively correlated
with the strength of the inhibitory input onto those PNs (Lei
et al., 2002). Similarly, in the AL of cockroaches, GABAergic
LNs also mediate synchronization of PN outputs (Watanabe,
2012). Thus, balanced lateral inhibition is a plausible mechanism
by which stimulation with a pheromone blend of optimal ratio
can produce the highest degree of correlated spikes in PNs.
These ideas are yet to be experimentally confirmed, but have
already been explored to some extent in a modeling study
(Zavada et al., 2011). Given the diversity of LNs in the AL
(Wilson and Laurent, 2005; Seki and Kanzaki, 2008; Reisenman
et al., 2011), lateral inhibition may involve particular LN types.
Indeed, a recent study on the silkmoth B. mori revealed the
existence of both spiking and non-spiking LNs, and showed that
non-spiking LNs can inhibit PNs (Tabuchi et al., 2015). Some of
these effects may be species-specific, as spiking LNs in the AL of
the cockroach Periplaneta americana can inhibit PNs (Warren
and Kloppenburg, 2014), while non-spiking LNs (at least those
surveyed) do not (Husch et al., 2009).

If the observed spike correlations are meaningful, then the
correlated code should be read by postsynaptic neurons. Indeed,
although rare, some lateral horn protocerebral neurons, which
are known to receive direct input from AL neurons and thought
to mostly mediate innate behaviors (e.g., Homberg et al., 1989;
Anton and Homberg, 1999; Jefferis et al., 2007; Galizia and
Rössler, 2010; Roussel et al., 2014; Kohl et al., 2015), produce
the strongest response to the two-component pheromone blend
presented at the naturally occurring ratio (Lei et al., 2013).
Such correlation hypothesis is also supported by a recent study
in Drosophila melanogaster. The odor-evoked spikes of PNs

innervating a particular glomerulus (DA1) are highly correlated
and provide converging input to their target neurons in the
lateral horn (Jeanne and Wilson, 2015). Although the ligand
of DA1-PNs is a single pheromone compound (cis-vaccenyl
acetate), these experiments demonstrate that synchrony between
PNs (arborizing in the same glomerulus in this case) occur, and
could be related to coincident detection in post-synaptic neurons
(Jeanne and Wilson, 2015). The identity of other Drosophila
volatile pheromone compounds, and their processing circuits,
were recently reported, although it is not yet known which
mixtures are behaviorally significant in this species (Dweck et al.,
2015).

In summary, both behavioral and neurobiological data
indicate that not just the identity of the sex pheromone
constituents, but also the constituents’ ratios, are of paramount
importance in mediating natural behavior. The neural
mechanisms underlying the coding of ratios, particularly at
the higher brain level, are still not fully understood. Because
responses to sex pheromone mixtures are often species-specific,
those mixtures represent an effective way to control specific
species, which is much preferable to the use of insecticides as
these often affect non-target species.

Use of Other Pheromones
In this section we focus on aggregation and alarm pheromones,
since those are the only non-sex pheromone types that have been
used to manipulate olfactory behavior. We will briefly review
what is known for the major groups of harmful insects.

Aggregation pheromones promote conglomerates of
individuals and are ubiquitous among arthropods, including
many harmful species of beetles, moths, thrips, triatomines,
locusts, mosquitoes, sand flies, and ticks (Wertheim et al.,
2005; Sonenshine, 2006; Cook et al., 2007; Lorenzo Figueiras
et al., 2009). Often, the decay, fermentation and pathogenesis
associated with insect aggregations are the cause of important
economic damage to crops and goods (Wertheim et al., 2005;
van der Goes van Naters and Carlson, 2006). For instance, all
throughout North America pine forests have been succumbing
to massive bark beetle infestations that destroyed expanse forests
and increase the risks of mudslides and forest fires (Chapman
et al., 2012; Raffa et al., 2013). Beetle aggregation pheromones
have been used for monitoring and mass-trapping, and also
to recruit large number of insects on trap trees that are then
destroyed (see Cook et al., 2007 for a review). A recent study
used single-sensillum recordings to investigate the odor response
profiles of ORCs in both sexes of the brown spruce longhorn
beetle Tetropium fuscum. Interestingly, it was found that the
responses to aggregation pheromones and plant volatiles are not
completely segregated and can be synergized by the presence of
volatiles indicative of host stress (MacKay et al., 2015).

While in general aggregation pheromones attract both sexes
(Wertheim et al., 2005), in some species gravid females are
attracted to a pheromone that induces aggregated oviposition.
For instance, females of the sandfly Lutzomia longipalpis,
which transmit leshmaniasis, use an oviposition aggregation
pheromone which benefits the offspring of unrelated individuals
by preventing fungal contamination of larval food (Wertheim
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et al., 2005). Culex quinquefasciatus gravid females, which
are vectors of filariasis and West Nile Virus (among others),
are attracted to a pheromone released from maturing eggs
in conjunction with an indole compound derived from grass
infusions (Mboera et al., 2000; Logan and Birkett, 2007),
and these components evoke electrophysiological activity from
antennal ORCs (Mordue et al., 1992; Blackwell et al., 1993). In
other non-insect arthropods such as ticks, which transmit Lyme
disease, fecal components promote arrestment and aggregation,
and tarsi contact chemoreceptors respond to some of these
components (e.g., guanine) with extremely high sensitivity
(Grenacher et al., 2001; Sonenshine, 2006). Such information
about the most effective bioactive components can have
practical applications for tick control. For instance, aggregation
pheromones can be used together with an acaricide that when
applied to vegetation or livestock kills ticks upon contact
(Sonenshine, 2006).

Alarm pheromones inform or alert a conspecific about
impending danger; they are highly volatile, disperse quickly,
and do not persist long (see Napper and Pickett, 2008 for
a review). They are released by a variety of glands and
include compounds belonging to different chemical classes (e.g.,
terpenes, hydrocarbons, nitrogen compounds). In blood-sucking
insects, alarm pheromones could be used as repellents. Bed
bugs release alarm pheromones in response to injury and ant
attacks, causing conspecifics to disperse (Levinson et al., 1974a).
This alarm pheromone is species-specific to a certain extent,
and consists of two major components detected by antennal
sensilla (Levinson et al., 1974b; Reinhardt and Siva-Jothy, 2007;
Olson et al., 2009). When disturbed, adult triatomines release
an alarm pheromone mainly composed of isobutyric acid that
repels conspecifics (Guerenstein and Guerin, 2004; Manrique
et al., 2006; May-Concha et al., 2013; Minoli et al., 2013a,b),
which could be used as a triatomine monitoring tool (Minoli
et al., 2013b). Isobutyric acid is detected by ORCs in grooved
peg sensilla on the triatomine antenna (Guerenstein and Guerin,
2001), likely through the action of an IR (Guidobaldi et al., 2014).

Alarm signals are also conspicuously present in other
hemipterans of economic importance such as stink bugs.
Heteropteran alarm semiochemicals often have a six-carbon
skeleton (e.g., trans-2-hexenal) and have little species specificity
(Napper and Pickett, 2008). Insects of economic importance in
other orders that produce an alarm pheromone include thrips
and aphids. The alarm pheromone of thrips reduces oviposition
and causes larvae to fall from plants, and thus could be used
to pull insects away from crops (Pickett et al., 1997). When
aphids are attacked, they release an alarm pheromone (trans-ß-
farnesene; Bowers et al., 1972; Dewhirst et al., 2010; Vandermoten
et al., 2012) that causes dispersion of other nearby aphids,
including inter-specific responses across subfamilies (Napper and
Pickett, 2008). This and other alarm aphid compounds have been
used for controlling aphids in both greenhouse and field settings
(Pickett et al., 1997; Dewhirst et al., 2010; Vandermoten et al.,
2012).

Interestingly, sometimes a semiochemical can function as
an alarm or an aggregation pheromone, depending on its
concentration. This has been shown for trans-2-hexenal in

cockroaches (Napper and Pickett, 2008), and for isobutyric
acid in the blood-sucking triatomine bug Rhodnius prolixus
(Guerenstein and Guerin, 2004; Manrique et al., 2006; Minoli
et al., 2013a). Thus, not only the compound identity needs
to be considered in tools for insect control, but also its
concentration and behavioral context. While aggregation and
alarm pheromones could be used to manipulate the olfactory
behavior of harmful insects, we just started to understand
how these signals are processed, particularly at the peripheral
level. Control strategies can certainly benefit from a deeper
understanding of the neural mechanisms controlling these
olfactory-driven behaviors.

Use of Host Odors
Many insects that feed or oviposit on a host such as a plant
or a vertebrate are pests of crops or transmit human and/or
animal diseases. It is well-established that host odors, including
CO2, are a key cue for host detection and orientation (van der
Goes van Naters and Carlson, 2006; Guerenstein andHildebrand,
2008; McMeniman et al., 2014; van Breugel and Dickinson, 2014;
Reisenman and Riffell, 2015). Much work has been done on the
attraction of harmful insects toward natural and synthetic host
odors and its neurobiological bases (Guidobaldi et al., 2014 and
references therein), information that sometimes has been used to
develop odor baits for traps (e.g., Krockel et al., 2006; Ryelandt
et al., 2011; Mukabana et al., 2012; Guidobaldi and Guerenstein,
2013). Importantly, manipulation of host-seeking behavior offers
many opportunities to disrupt harmful insects. Insects usually
respond to specific mixtures of host odorants, even when
they include ubiquitous (including non-host) odorants (Bruce
and Pickett, 2011). Even when some constituents of those
odor mixtures are essential to evoke a behavioral response
(e.g., Geier et al., 1996; Guidobaldi and Guerenstein, 2013),
in some cases certain components could have redundant roles
and therefore, could be removed without decreasing attraction
(e.g., Cha et al., 2008). Moreover, key components could be
replaced without affecting attractiveness (Tasin et al., 2007). The
neurophysiological bases of this phenomenon are not clear, but
it is possible that in certain cases key odorants are detected
by broadly tuned ORCs (that is, the same ORC could be
involved in the detection of several behaviorally redundant key
odorants). Thus, studies on the physiological responses of ORCs
can have important implications for the design of attractive
odor baits. Indeed, ORCs detecting different constituents of a
natural odor mixture are sometimes co-localized in the same
sensilla (Stensmyr et al., 2003). This, along with the finding that
sometimes ORCs within a single sensillum interact (Nikonov
and Leal, 2002; Ochieng et al., 2002, Su et al., 2012), makes
possible the simultaneous detection and processing of mixture
components already at the peripheral level.

As a general rule, odorant identities in the AL are encoded in
spatial patterns of glomerular activation (Carlsson et al., 2002;
Hansson et al., 2003; Wang et al., 2003; Lei et al., 2004), with
some glomeruli narrowly tuned to certain odorants, including
hostplant volatiles. For instance, PNs in a specific glomerulus
of the M. sexta AL are extremely sensitive and narrowly tuned
to the plant volatile cis-3-hexenyl acetate (Reisenman et al.,
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2005). Moreover, other PNs in a female-specific glomerulus
can discriminate, with high sensitivity, the (+) and (−)
enantiomers of linalool (Reisenman et al., 2004). PNs in sexually
isomorphic glomeruli, in contrast, are equally responsive to both
enantiomers of linalool (Reisenman et al., 2004). Interestingly,
these neurophysiological findings served to predict behavioral
responses that were readily tested. Thus, later studies found that
the two enantiomers of linalool respectively mediate oviposition
attraction and repellence (Reisenman et al., 2010, 2013), and that
these two compounds are equally effective in mediating feeding
(Reisenman et al., 2010).

Different features of host odor blends are encoded in
glomerular activity patterns. For instance, the encoding of
odor mixture identity involves synchronous firing of PNs
throughout the activated glomeruli, which may serve to “bind”
the components of the odor mixture (Riffell et al., 2009a,b).
In addition, stimulation with an odor mixture can evoke a
glomerular activation pattern which is different from that evoked
by the summation of the activity patterns evoked by each
component (see below). The importance of ratios in the detection
of host odor mixtures has been shown in different insects
(e.g., Najar-Rodriguez et al., 2010; Guidobaldi and Guerenstein,
2016). In oriental fruit moths, for instance, particular ratios
within a synthetic plant odor mixture affected oviposition
attraction negatively. Corresponding neurophysiological studies
found that information about component ratios occurs non-
uniformly across AL glomeruli, and that further processing
takes place in higher-order brain centers (Najar-Rodriguez et al.,
2010).

As mentioned above, insects usually respond to specific host
odor mixtures (e.g., Geier et al., 1999a; Barrozo and Lazzari,
2004a; Krockel et al., 2006). For example, triatomines are
sensitive to various human compounds (e.g., CO2, lactic acid,
ammonia, carboxylic acids; Guerenstein and Lazzari, 2009), and
a mixture of ammonia, lactic acid, and pentanoic acid evokes
attraction, whereas there is low or no attraction to the single
constituents (Guidobaldi and Guerenstein, 2013). Furthermore,
in aphids, individual constituents of an otherwise attractive
blend can have repellent effects (Webster et al., 2010). Some
constituents of host odormixtures can act synergistically to evoke
attraction (e.g., Bosch et al., 2000; Barrozo and Lazzari, 2004a;
Smallegange et al., 2005; Piñero et al., 2008; Guidobaldi and
Guerenstein, 2013). In females of the oriental fruit moth Cydia
molesta, minute amounts of benzonitrile added to an unattractive
mixture resulted in a mixture that is as attractive as a natural
blend. At the AL level, this bioactive mixture evoked strong
activation and synergistic effects in an additional glomerulus
not activated by the unattractive mixture (Piñero et al., 2008).
Besides synergistic phenomena, additive effects in response to
odor mixtures are also found at the central level (e.g., Lei and
Vickers, 2008). Therefore, multi-component odor baits will likely
be more attractive than single odorants, as they may form specific
and reliable “odor objects” (e.g., Späthe et al., 2013, see Section
Effects of Background Odor). Interestingly, it has been proposed
that just a few (sometimes just three) key components of an odor
blend are sufficient for reliable host recognition, even when the
insects can detect a higher number of host odorants (Qiu et al.,

2007; Riffell et al., 2009a; Guerenstein and Lazzari, 2010; Bruce
and Pickett, 2011; Guidobaldi and Guerenstein, 2013).

CO2 is a food and/or oviposition host cue used by some
herbivorous and hematophagous insects (Guerenstein and
Hildebrand, 2008). Glomerulus-specific CO2 PNs in the AL of
M. sexta can follow high frequency CO2 pulses, suggesting that
these PNs report information about long-distance CO2 cues
(Guerenstein et al., 2004a). This idea is also supported by the
finding that nectar-rich flowers emit relatively high levels of CO2

(Guerenstein et al., 2004b). In fact, foraging moths use floral
CO2 as a long-distance cue to find those flowers (Thom et al.,
2004; Goyret et al., 2008). This and other examples (e.g., van
Breugel et al., 2015) again show that neurobiological studies can
predict behavior, and ultimately can inspire odor-based control
strategies (van der Goes van Naters and Carlson, 2006). The fact
that blood-sucking insects are proving difficult to control (Logan
and Birkett, 2007), and that they transmit an ever increasing
number of diseases to humans and animals, emphasizes that
further studies are needed to develop effective tools for insect
behavioral manipulation. It should be noted that any odor-based
control strategy should consider that different types of natural
odor stimuli (including background odors) often interact (e.g.,
Chaffiol et al., 2012, 2014, see also Section Effects of Background
Odor). In addition, it should be considered that the physiological
state of the insects (e.g., mating, feeding) as well as learning affects
their responses to odors (e.g., Barrozo et al., 2010; Saveer et al.,
2012; Reisenman, 2014; Matthews et al., 2016; Section Plasticity
in the Responses to Semiochemicals).

Combined Use of Pheromones and Plant

Volatiles
When insects detect a mate, their olfactory system is confronted
with not only sex pheromones, but also background odors such as
plant volatiles. In principle, sex pheromones admixed with green
leaf volatiles should be very attractive to phytophagous insects
because such mixture may indicate the presence of a calling mate
in a proper context. Therefore, at least in certain cases, it would be
important to include hostplant volatiles in sex pheromone traps.
For instance, in the case of the codling moth Cydia pomonella,
addition of plant volatiles [e.g., (E)-β-farnesene] to the sex
pheromone (codlemone) significantly increased the proportion
of males flying to the pheromone in wind tunnel experiments
(Schmera and Guerin, 2012; Trona et al., 2013). In addition, it
has been shown that females of the Egyptian cotton leafworm
S. littoralis exposed to cotton volatiles start calling earlier than
females exposed to non-host volatiles, and that mating pairs
exposed to these volatiles start mating earlier. Also, more males
reach (or arrive nearby) the pheromone source when hostplants,
rather than non-hosts, are present (Binyameen et al., 2013).

Integration of sex pheromone and plant volatile information
may occur at the peripheral level. For example, in the noctuid
moth Agrotis ipsilon pheromone ORCs can be directly excited by
plant volatiles (Rouyar et al., 2015). Moreover, in pheromone-
specific ORCs of Helicoverpa zea, stimulations with binary
mixtures of sex pheromone and single hostplant odorants [either
linalool or (Z)-3-hexenol] produce stronger responses than
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stimulation with the sex pheromone alone due to interactions
between ORCs (Ochieng et al., 2002). Mixtures containing
pheromone and plant odorants can also have a suppressive effect.
For instance, in S. littoralis, herbivore-induced plant odorants
can directly suppress the response of pheromone-specific ORCs
(Hatano et al., 2015). Direct suppression has also been observed
in Heliothis virescences males upon stimulation of pheromone-
specific ORCs with a sex pheromone component and a number of
plant volatiles (Pregitzer et al., 2012). Suppressive effects can also
be due to interactions between ORCs (Andersson et al., 2010).
Interestingly, in woodboring beetles (T. fuscum), some ORCs
respond specifically to their aggregation pheromone, although
other ORCs specifically respond to the aggregation pheromone
combined with at least one plant compound (MacKay et al.,
2015).

The olfactory sub-system dealing with the processing of
sex pheromone signals has traditionally been considered as
a specialized system different from the “main” olfactory
sub-system dealing with the processing of host/food odors.
This notion was strongly supported by the identification of
pheromone-specific ORCs (Bray and Amrein, 2003; Mitsuno
et al., 2008; Krieger et al., 2009; Grosse-Wilde et al., 2010;
Montagné et al., 2012; Zhang et al., 2015) which in some
insect species (particularly within Lepidoptera) project to a
small but distinct number of male-specific glomeruli (the
aforementioned MGC; Kanzaki and Shibuya, 1983; Christensen
and Hildebrand, 1987; Hansson et al., 1992, 1995, 2003; Berg
et al., 1998; Rospars and Hildebrand, 2000; Masante-Roca et al.,
2002; Sadek et al., 2002; Lei et al., 2004). In spite of this
anatomical and often functional separation, it is clear that the
two olfactory sub-systems also interact at the AL level. Both
suppressive and additive interactions between pheromone and
plant odorants have been reported in the MGC of different
Lepidoptera species. In some cases, suppressive effects were
observed (Chaffiol et al., 2012; Deisig et al., 2012), while in
others responses were enhanced (Namiki et al., 2008). The
responses of neurons in sexually isomorphic glomeruli can
also be affected by the presence of female pheromones in
several species, but showed more interspecific variations (Namiki
et al., 2008; Chaffiol et al., 2014). Moreover, in C. pomonella,
both response enhancement and suppression in response to
mixtures of pheromones and plant odors has been observed
in sexually dimorphic and isomorphic glomeruli, respectively
(Trona et al., 2013). Interactions between the two sub-systems
are not necessarily reciprocal or determined by spatial proximity
(Namiki et al., 2008; Reisenman et al., 2008; Trona et al., 2013).
Furthermore, additive effects for single and pulsed stimulations
with mixtures of pheromone and plant odors have been reported
(Chaffiol et al., 2014). Because in most cases ORCs that respond
to plant odorants do not respond to sex pheromones (and are
located in different sensilla), the responses of AL neurons to sex
pheromones in sexually isomorphic glomeruli likely result from
AL network interactions (Reisenman et al., 2008; Deisig et al.,
2012; Chaffiol et al., 2014). The processing of combined signals
(i.e., pheromone and non-pheromonal) in higher brain centers
is less understood, but it is likely that neurons in these centers
further contribute to this interaction.

All these results, both at the peripheral (ORC) and AL level
challenge the traditional idea that pheromone and hostplant
odor reception and processing are segregated. Thus, these results
indicate that olfactory neural circuits are perhaps far more
functionally diverse than previously thought. At the same time,
these findings highlight the idea that in order to develop efficient
tools to manipulate mate-finding behavior it is important to
consider the odor context of that signal (e.g., if appropriate for
the species, pheromonal baits could also include a host odor).

Visual cues play important roles in modulating the olfactory
behavior of insects (e.g., Green, 1986, 1993; Cardé and Gibson,
2010; Willis et al., 2011; Gaudry et al., 2012; McQuate, 2014; van
Breugel et al., 2015), and thus, visual cues are often added to
odor baits in traps (e.g., Green, 1994). As integration of visual
and olfactory stimuli at the CNS has already been documented
(e.g., Balkenius et al., 2009), further studies in higher brain
centers could help improve the development of multimodal baits.
Even when this integration of information is relevant for the
manipulation of olfactory behavior, it exceeds the aim of this
review, and will not be discussed here.

Effects of Background Odor
Odormixtures are thought to be represented in the insect brain as
single “odor objects,” so that the unique mixture identity prevails
over the information about its constituents (Lei and Vickers,
2008; Wilson and Sullivan, 2011; Stierle et al., 2013). When odor
baits (usually odor mixtures) are used in the field for insect
monitoring and control, they are necessarily presented against
an odorous dynamic background (another odor mixture/s).
Background odors can either be irrelevant, “mask” the target
odor (making it unrecognizable), or can enhance the response
to a target odor (Schroeder and Hilker, 2008). In principle, it
is conceivable that the bait (target) plus the background odor
are perceived as a single mixture, creating a new and emergent
“odor object” that can interfere with the identification of the
target odor. If that were the case, how do insects orient toward
natural odor sources such as hosts, mates, and oviposition sites?
In this section we review the importance of background odors in
shaping the responses to a target odor bait.

Detecting and discriminating a target odor mixture requires
binding its different components (e.g., Deisig et al., 2006; Riffell
et al., 2009b), and this “odor object” should be salient even in
the presence of background odors. How do nervous systems
accomplish this task? In rats, prolonged odor stimulation leads
to fast habituation of neurons in the olfactory cortex, so that
new odors evoke clear, distinct, responses. As a result, when
the two odors are present, the constant odor (background)
is filtered while the target odor evokes a neural response,
suggesting that animals can separate the target stimulus from its
background (Kadohisa and Wilson, 2006; Linster et al., 2007).
This idea is also supported by experiments in honeybees, in which
odorants presented simultaneously (simulating components of
a single odor source) were represented as a single object,
while odorants presented with an inter-stimulus delay were
represented separately (Szyszka et al., 2012; Stierle et al., 2013).
Although interglomerular inhibitory interactions contribute to
bind components into a single odor object (e.g., Deisig et al.,
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2006; Riffell et al., 2009b; Stierle et al., 2013), it has been shown
that asynchronous mixtures activate more inhibitory interactions
than synchronous mixtures (Stierle et al., 2013). How could
this target-background object separation happen in natural odor
plumes? Since insect ORCs can have short (<2ms) response
latencies, the thin filaments of target odors that intermingle
with those of background odors could be resolved temporally,
thus allowing target-background odor segregation (Szyszka et al.,
2014).

Convincing and exciting experiments in moths showed that
constant odor backgrounds that are chemically different from the
target odor do not affect the representation of the target odor,
whereas backgrounds that contain a constituent in common
with the target odor do (Riffell et al., 2014), a phenomenon
akin to the masking effect reported in mosquitoes and other
insects (Logan et al., 2008; Schroeder and Hilker, 2008, see
Section Odor Masking). Background odors with a constituent
in common with the target evoke a change in the balance of
excitation and inhibition in AL neurons with respect to the
response to the target odor alone, thus altering the representation
of the target odor (Riffell et al., 2014). Pre-exposure to this
type of background odors produces an exacerbated change in
the response to the target odor, resulting from neurons being
adapted to the common constituent (Riffell et al., 2014). Stierle
et al. (2013, see above) used a different insect species and
different experimental conditions, although also tested dissimilar
target- background odors presented simultaneously, and arrived
to different conclusions (Stierle et al., 2013). These authors found
that this mixture is represented as a single distinctive odor object,
while Riffell et al. (2014) reported efficient target-background
discrimination.

Still, there is an experimental situation that has not been tested
yet: similar target- background odors (or target and background
with a common blend constituent) presented asynchronously.
Because in nature background odor plumes can have a different
temporal structure than target odor plumes, insects could exploit
these temporal differences to segregate a target odor from its
background, even when these have common constituents (Stierle
et al., 2013; Szyszka, 2014; Rusch et al., 2016). Experience may
also help this segregation, as learning increases the distinction
between different scents (Fernandez et al., 2009; Riffell et al.,
2013). While in the work described synthetic blends were used,
it would be most informative to use complete natural blends
as targets since in principle, it should be easier to alter the
neural representation of a synthetic mixture consisting of just
a few constituents than that of a multi-component natural
odor. Somewhat related to this idea, it has been suggested that
redundant odor blends reduce uncertainty as they convey more
robust information (Wilson et al., 2015).

As mentioned above (Section Combined Use of Pheromones
and Plant Volatiles), plant odors could influence the response
to pheromones both at the peripheral and the AL levels.
Moreover, supression of attraction to the sex pheromone by
hervivore-induced plant volatiles has been reported in S. littoralis
(Hatano et al., 2015). However, H. virescens males can be
effectively attracted to the conspecific female sex pheromone
in a constant background of naturally-occurring hostplant

odors, including hervivore-induced plant volatiles (Badeke et al.,
2016). While these results parallel those reported by Riffell
et al. (2014), the attraction of H. virescens to the female
pheromone is impaired in a background of high and supra-
natural plant odor concentrations (Badeke et al., 2016). These
results not only further underlie the importance of using natural,
realistic stimuli, but also that additional studies are necessary to
fully understand the mechanisms underlying target/background
discrimination, as the chemical identity of the odors used, as
well as the species under study, could certainly influence the
results.

A particular constituent of the volatile background, CO2, also
affects the behavior of at least some insects (Guerenstein and
Hildebrand, 2008). Information about this odor cue is processed
as information about other odors, while the background level
of CO2 is simultaneously encoded (Guerenstein et al., 2004a).
In hematophagous insects this cue is used to detect and find
vertebrate hosts (e.g., Geier et al., 1999b; Barrozo and Lazzari,
2004b), while in moths it is used to detect and find oviposition
sites and nectar resources (Stange, 1997; Thom et al., 2004;
Goyret et al., 2008). While those CO2 sources evoke clear
responses from the CO2 ORCs at natural CO2 background
levels, higher CO2 background levels interfere with those
responses (Guerenstein and Hildebrand, 2008). In mosquitoes,
an elevated CO2 background impedes take-off and source
contact by masking the stimulus signal (Majeed et al., 2014).
Moreover, the oviposition behavior of Cactoblastis cactorum, a
moth particularly sensitive to CO2, is also affected by elevated
CO2 backgrounds (Stange, 1997) because ORCs stop firing at
such high CO2 levels (Stange et al., 1995). However, the behavior
and ORC responses of M. sexta moths are not affected by
moderate increases in CO2 background levels, but instead by
high-amplitude CO2 oscillations (Abrell et al., 2005). In addition,
certain background odorants can modulate the activity of CO2

ORCs (e.g., Guerenstein et al., 2004a) or even evoke a response
per se in those receptors (Turner et al., 2011), thus interfering
with CO2-mediated behaviors.

In conclusion, the odor background can affect responses to
target odors (e.g., Büchel et al., 2014). Thus, for example, efficient
odor baits developed in the laboratory could fail to attract insects
under field conditions, where different background odors are
present. Although more research is needed to understand its role
in insect behavior, the odor background should be taken into
account when planning an odor-based pest/vector management
strategy. In addition, it would be important to investigate the
feasibility of techniques to disrupt natural olfactory behavior
using masking (see Section Odor Masking) and/or background
odorants, as this could improve the methods currently used to
disrupt behavior using natural odorants (see Section Disruption
of Natural Olfactory Behavior).

OLFACTORY REPELLENCE

According to Barton-Browne (1977) a repellent is “a chemical
that acting in the vapor phase prevents an insect from reaching
a target to which it would otherwise be attracted.” A repellent
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has also been defined as a product causing the insect “to leave
the prospective host, with true behavioral repellency involving
avoidance of the source of the repellent material, whether placed
on the prospective host or near it” (Pickett et al., 2008). While
these definitions are based on behavioral effects, the mechanisms
of action of repellents are not considered. Repellents are used to
stop a pest from finding a valued resource; topical repellents are
usually applied onto the skin offering individual protection, while
spatial repellents volatilize into the air, creating a vector-free
space which provides protection for multiple individuals (Achee
et al., 2012). Typically, volatile repellents are used to protect
humans from insect (and other arthropod) bites, particularly
from arthropods which are vectors of diseases (Foster and Harris,
1997). Repellents have also been used to protect crops: for
example, the alarm pheromone of a number of aphids has been
used against these pests (Foster and Harris, 1997; Pickett et al.,
1997).

For centuries humans have used diverse parts of plants to
repel biting insects (Moore and Lenglet, 2004). Among these so-
called “botanical repellents,” various species of basil (Ocimum
spp.) have been historically used to repel mosquitoes. In addition,
oil extract from the leaves of neem (Azadirachta indica) has
also been used as a personal mosquito and sandfly repellent
(Yarnell and Abascal, 2004). Other botanical insect repellents
include the oil from leaves of citronella (Cymbopogon nardus),
palmarosa (C. martinii martinii), lemongrass (C. citratus), and
Eucaliptus (Eucalyptus spp.). The active components of these
botanical repellents are often unknown although citral, a major
ingredient in volatiles from lemongrass oil, and p-menthane-3,8-
diol, from lemon eucalyptus, have repellent effects on a variety
of mosquitoes (Yarnell and Abascal, 2004). Repellents can also be
derived from other natural sources such as insects (as in the case
of alarm pheromones or defense secretions), or may be purely
artificial (Foster and Harris, 1997).

The world’smost widely used synthetic topical insect repellent,
with broad effectiveness against many insects, is N,N-diethyl-
3-methylbenzamide, also known as N,N-diethyl-m-toluamide
(DEET;White, 2007; Syed et al., 2011). Other synthetic repellents
include Picaridin and IR3535 (or EBAAP, Ethyl Butyl-acetyl-
aminopropionate). A full understanding of the mechanism of
action of insect repellents and in particular, the identification
of their molecular targets, can help design safer and more
effective compounds. DEET appears to act both as a contact
chemo-repellent that stimulates insect gustatory receptor cells
that respond to aversive compounds (Lee et al., 2010), and as a
volatile chemo-repellent acting on the olfactory system.

The mode of action of volatile repellents is still under
debate and has been comprehensively reviewed recently (Leal,
2014); therefore, here we briefly summarize the most relevant
investigations. In D. melanogaster and in the mosquitoes Aedes
aegypti and Anopheles gambiae DEET appears to modulate the
responses of ORCs to attractive odors (Davis and Sokolove,
1976; Ditzen et al., 2008). This effect depends both on ORCO
(Ditzen et al., 2008) and on the molecular identity of the OR
in the OR-ORCO complex (Pellegrino et al., 2011). However, for
other repellents, it was proposed that DEET acts by just blocking
ORCO (Tsitoura et al., 2015). On the other hand, Syed and Leal

(2008) suggested that the mosquito C. quinquefasciatus can smell
DEET directly and that that stimulation results in avoidance even
in the absence of other odor cues. Similar results were reported
in triatomines, suggesting a common mode of action for the
repellent action of DEET (Zermoglio et al., 2015). Moreover,
other additional findings further support the hypothesis that
insects can smell DEET: (1) the existence of an ORC in D.
melanogaster which is sensitive to DEET, picaridin and IR3535
(Syed et al., 2011) and, (2) electroantennogram (EAG) and single
sensillum responses to DEET in A. aegypti (Stanczyk et al., 2010,
2013).

In an attempt to clarify some of these apparently contradictory
results, Bohbot and Dickens (2010) characterized the effects of
a number of repellents [DEET, 2-undecanone (2-U), IR3535
and Picaridin] on two OR-ORCO heteromers of A. aegypti
individually expressed in Xenopus oocytes. Their results suggest
that different mechanisms mediate the action of different
repellents. That is, repellents could be smelled directly (acting as
receptor agonists) or could inhibit the responses to odors (acting
as receptor antagonists; Bohbot and Dickens, 2010).

It is now well established that insects can smell DEET (Leal,
2014). Studies in mosquitos suggest that ORCO and the OR
pathway are necessary for the repellent effects of DEET as: (1)
wild-type A. aegypti avoid DEET whereas ORCO mutants do
not (DeGennaro et al., 2013) and, (2) in C. quinquefasciatus,
different repellents activate a particular OR (CquiOR136) in a
dose-dependent manner, whereas knockdown of this OR resulted
in loss of EAG and behavioral responses to DEET (Xu et al.,
2014). These results suggest that an OR is involved in the
direct detection of DEET (Xu et al., 2014). As the natural plant
repellent methyl jasmonate elicits responses in ORCs expressing
CquiOR136, it has been proposed that this OR is tuned to natural
repellents with long insect–plant evolutionary histories (Xu et al.,
2014).

In summary, different hypotheses have been suggested to
explain the mechanisms involved in the olfactory repellency of
DEET in blood-sucking insects. They include: (1) DEET may
silence ORs responsive to attractive odors, a hypothesis that
has now little support; (2) DEET is detected by one or a few
ORs; (3) DEET may act as a “confusant” by modulating the
activity of many ORs. Although it is possible that more than
one of these mechanisms act simultaneously, it is likely that
they are species-specific. Because all these proposed mechanisms
involve ORs, these are relevant candidate molecular targets for
the development of new repellents (Leal, 2014). Thus, based on
knowledge on the molecular receptors, more efficient and safer
volatile mosquito repellents could be developed. The need to
develop new repellents is emphasized by the finding that some
populations of A. aegypti are insensitive to DEET (Stanczyk
et al., 2010). Besides the repellent effects of DEET discussed
above, application of DEET on human skin results in an altered
host odor chemical profile due to a fixative effect of DEET, and
that effect could also contribute to repellency (Syed and Leal,
2008; Section Odor Masking). Finally, certain constituents of
non-host odors can act as arthropod repellents (e.g., interaction
between cattle flies and heifers: Birkett et al., 2004; interaction
between fruit flies and fruit: Linn et al., 2005; interaction between
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ticks and dogs: Borges et al., 2015), providing opportunities
for the development of natural, safer repellents. It should be
noted that the response to an attractive host odor blend can be
manipulated by adding non-host odorants (e.g., Linn et al., 2005),
and also by altering the proportions of one or more host odorants
(Section Odor Masking), causing either repellency (avoidance),
or masking (loss of attraction; Section Odor Masking).

DISRUPTION OF NATURAL OLFACTORY

BEHAVIOR

Mating Disruption
The most common behavior that has been disrupted using
semiochemicals is mating. This strategy has been used to
eradicate insects that became resistant to pesticides, including
pests of apples, peaches, cotton, and grapes (see Wyatt, 2003;
Witzgall et al., 2010). The basic idea of mating disruption
involves the broadcasting of a chemical signal similar to the
sex pheromones of the target species. The first registration of a
mating disruption product in the USA was for the pink bollworm
(Brooks et al., 1979); currently there aremore than 120 disruption
products registered in the US. Mating disruption usually involves
the release of large amounts of species-specific synthetic sex
pheromones (e.g.,Witzgall et al., 2010); these high concentrations
often “overload” the insects’ sensory system, interfering with the
detection of the usually lower amounts of pheromone released by
mating partners (Cardé, 1990, see below). Besides this traditional
approach (see below), new techniques and approaches are being
developed to improve efficacy. A new design, which is literally
an auto-confusion disruptionmethod, involves the application of
electrostatically charged wax powder (dubbed Entostat) onto the
cuticle of male moths. Because the powder can be loaded with
large quantities of female sex pheromone, male moths function
as mobile dispensers. Indeed, Entostat-exposed codling moth
males remained as attractive as a 0.1-mg pheromone lure for
up to 24 h in laboratory experiments (Huang et al., 2010). The
behavior of male moths that are normally attracted to natural
sources of pheromone was completely disrupted after treatment
with Entostat powder. Moreover, the males’ ability to orientate
to the pheromone lure remained significantly impaired 6 days
post-application, arguing that Entostat augments the effect of
sensory (peripheral) adaptation and CNS habituation (Huang
et al., 2010).

According to Miller and Gut (2015), mating disruption
methods can be broadly divided into two categories, i.e., non-
competitive and competitive. Non-competitive methods involve
interference with the sensory capabilities of males or females,
or hampering pheromone emission, and examples include
mating/calling suppression, camouflage, sensory imbalance, and
desensitization. Competitive methods do not involve changes on
the insects’ sensory capabilities or on pheromone emission and,
therefore, insects can respond equally well to other insects and
trap lures. Thus, several mechanisms can mediate pheromonal
mating disruption, including loss of sensitivity in ORCs (sensory
adaptation), loss of sensitivity at the CNS level (habituation),
camouflaging of the female’s odor trail, competition between

dispensers and natural pheromone, and unbalanced components
in the synthetic pheromone (Cardé, 1990). We next discuss
sensory adaptation and habituation.

Stimulation with high concentrations of pheromones
generally reduce the response sensitivity of pheromone ORCs
(i.e., ORCs adapt to the stimulus), a phenomenon which can be
quantified using EAG. For instance, in male oriental fruit moths,
the EAG amplitude decreased as animals approached high
emission-rate sources, and this reduction was correlated with
upwind flight cessation (Baker and Haynes, 1989). In another
moth species, long-lasting EAG adaptation after pheromone
pre-exposure occurred over a range of pheromone dosages and
lasted more than 10min (Stelinski et al., 2005). There appear
to be significant species-specific variations in the capability
of the olfactory system to adapt to pheromones. For instance,
Grapholita molesta moths have a three-fold greater level of
sensory adaptation after pre-exposure than Choristoneura
rosaceana (Trimble and Marshall, 2010), a finding which may
explain why G. molesta is readily more controllable using mating
disruption than C. rosaceana. The mechanisms underlying
sensory adaptation were investigated in the moth M. sexta.
After presentation of an adapting pheromone stimuli, and in
response to the pheromone test stimulus, type I trichoid sensilla
produced sensillar potentials of lower amplitude than those
from non-adapted sensilla, while the pheromone ORC spike
frequency of adapted sensilla was concomitantly lower (Dolzer
et al., 2003). Furthermore, pheromone stimuli lasting several
seconds strongly activated protein kinase C in pheromone ORCs,
while minute-long stimuli elevated cGMP concentrations. These
results indicate the existence of distinct intracellular signaling
mechanisms mediating short-term and long-term adaptation
(Dolzer et al., 2008).

In order to produce habituation in AL neurons and, therefore,
disrupt behavior, unnaturally high stimulus concentrations
and/or frequencies can be used. In AL PNs, pheromone
stimulation typically produces a burst of action potentials
followed by an after-hyperpolarization (AHP) inhibitory phase
(Christensen and Hildebrand, 1988; Lei et al., 2009). The AHP
is critical to enable PNs to resolve intermittent stimuli, which
is a universal feature of natural odor plumes (Murlis et al.,
1992; Lei et al., 2009). Within a certain range of stimulus
frequencies, PNs respond with a burst of action potentials
(followed by a short AHP) to each odor pulse, faithfully reporting
the temporal structure of the stimulus train. However, when
the pulsing rate exceeds the response range of PNs (>10Hz),
neurons can only respond with a single burst of action potentials
followed by a prolonged AHP (Christensen and Hildebrand,
1988; Lei and Hansson, 1999; Heinbockel et al., 2004). In
addition, the excitatory and inhibitory phases can be both
habituated by high stimulus concentrations. Increasing stimulus
concentrations decreases the delay to the onset of the excitatory
phase and increases firing rate eventually reaching saturation
(Heinbockel et al., 2004; Fujiwara et al., 2009), while also
decreases the delay to the onset of the inhibitory phase and
increases its duration. In the upper range of concentrations,
PNs only produce a brief (high-rate) burst that is followed by a
lengthy AHP, which is similar to the habituating pattern evoked
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by high frequency stimuli. Thus, under sustained stimulation
and high concentrations, PNs show responses which are not
likely linked to natural behaviors. Because PNs also receive input
from LNs, these may also contribute to PN habituation, as
observed in D. melanogaster (Seki et al., 2010). Because many
LNs are GABAergic and can therefore inhibit PNs (Hoskins et al.,
1986; Christensen et al., 1993; Wilson and Laurent, 2005; Seki
and Kanzaki, 2008), LN habituation would produce sustained
PN disinhibition, potentially interfering with triggering natural
behavior. Although the roles of LNs are still being investigated,
it is thought that they may render the response of some PNs
concentration-independent (e.g., Asahina et al., 2009; Olsen et al.,
2010). In summary, investigations on sensory adaptation and
habituation can be helpful to find the most effective chemicals
that can be used to disrupt mating.

Odor Masking
As mentioned above (Sections Use of Sex Pheromones and Use
of Host Odors), not just the identity of the constituents of an
odor mixture but also their proportions (ratios) are important
for attraction. For instance, humans are differentially attractive
to mosquitoes and this could be due to individual host odor
mixture variability (Logan et al., 2008 and references therein).
In some cases low attractiveness has been linked to low levels of
some odors. For example, in A. aegypti, addition of lactic acid
to the skin of formerly unattractive humans can increase their
attractiveness (Steib et al., 2001). Low or no-attractiveness to
a natural host odor blend could also result from higher-than-
normal concentrations of a natural constituent of the attractive
blend (e.g., Birkett et al., 2004; Logan et al., 2008, 2009), a
phenomenon attributed to blend repellency or masking (see also
Section Effects of Background Odor).

Comparisons of the odor profiles of individuals with different
attractiveness revealed that a few compounds are present in
higher relative amounts in less-attractive individuals, including
6-methyl-5-hepten-2-one (Logan et al., 2008, 2009). When low
and naturally occurring doses of this odor were added to naturally
attractive human odor, upwind flight and probing were reduced.
Although a repellent-blend effect can occur (Logan et al., 2009),
a small increase in the amount (ratio) of a particular compound
within the natural host odor mixture could also produce masking
of the target odor so that the host is no longer recognized as such
(Logan et al., 2008; see also Bruce and Pickett, 2011 for examples
in phytophagous insects).

Many semiochemicals can be used in conjunction with other
chemical tools in “push-pull” strategies. These strategies divert
insects away from a valuable resource (the “push” away from, for
example, a host) into an attractant (the “pull” component; Pickett
et al., 1997; Cook et al., 2007). Masking odors could be used in
push-pull control strategies to prevent host location (“pushing”
insects away from the hosts) while at the same time, attractive
odors could be used as baits in traps to “pull” the insects away
from hosts (Cook et al., 2007; Logan et al., 2008). Neuroethology
approaches could readily speed up the discovery of effective
masking odors for use in control strategies. For instance, one
strategy could be to test the degree of odor-object transformation
in the AL (i.e., the change in the spatio-temporal response pattern

of an ensemble of AL neurons) that is evoked by altered ratios of
different compounds within the natural host odor mixture.

Carbon dioxide is an important odor that mediates the
behavior of many harmful insects (Guerenstein and Hildebrand,
2008). Therefore, manipulation of the odors that modulate the
response of the CO2 receptors (Section Effects of Background
Odor; Turner et al., 2011), including inhibitory odorants that can
mask human scent (Tauxe et al., 2013), can profoundly impact
CO2-mediated behaviors. Moreover, large CO2 fluctuations can
“confuse” the insect’s detection of natural CO2 sources (Abrell
et al., 2005 and references therein), which may be used for
interfering with the behavior of CO2-sensing insects.

Odor Antagonism
As in many lepidopterans, Heliothine females release a sex
pheromone that attracts conspecific males. However, certain
compounds of the somewhat similar sex pheromone of a
sympatricHeliothine species make the former blend unattractive.
Indeed, the addition of such interspecific compounds to a species’
sex pheromone blend can eliminate attraction in conspecific
males, thus acting as antagonists (Vickers and Baker, 1997).
In the AL of both H. virescens and H. zea the two essential
components of their species-specific pheromone blends are
represented in two separate MGC glomeruli. Odorants that
antagonize attraction, when added to the respective pheromonal
blends, evoked excitatory activity in PNs restricted to a third
MGC glomerulus in both species (Vickers et al., 1998). Therefore,
attractive and antagonist odor blends are represented in distinct
combinations of MGC glomeruli, thus providing a combinatorial
code for sex pheromone discrimination in sympatric species.

While approaching a female, male moths also emit volatile
chemicals through specialized male structures such as the
hairpencils (Birch et al., 1990). It has been shown thatH. virescens
hairpencil volatiles have both aphrodisiac and repellent effects
on conspecific females and males, respectively. Interestingly, the
male ORCs that respond to a conspecific hairpencil compound

also respond to an interspecific sex pheromone antagonist
(Hillier et al., 2006). Antagonist compounds (including both
interspecific sex pheromone and conspecific hairpencil volatiles)
are certainly amongst the important chemicals that can be used
to manipulate harmful-insect behavior.

PLASTICITY IN THE RESPONSES TO

SEMIOCHEMICALS

Behavioral plasticity (including associative and non-associative
learning) affects chemosensory-guided behaviors in all insects.
For simplicity, we define learning as a permanent change in
behavior resulting from experience (Papaj, 2009). Associative
learning involves pairing of two stimuli in a way that the
response to one of the stimulus is altered as a consequence of
the pairing, which is typically evaluated in classical/Pavlovian
or operant/instrumental paradigms. For instance, a well-studied
case of classical learning involves the pairing of an appetitive
stimulus (e.g., sugar) that elicits a reflexive response (e.g.,
extension of the proboscis) with an odor; when an association

Frontiers in Physiology | www.frontiersin.org June 2016 | Volume 7 | Article 271 | 123

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Reisenman et al. Olfactory Neuroethology and Insect Control

between the two stimuli is formed, the sole presentation of
the odor stimulus elicits proboscis extension (Bitterman et al.,
1983). Behavioral habituation, a form of non-associative learning,
reduces responsiveness to stable and repetitive stimuli, which
can be important for detecting predators, food, and/or mate
odors in an irrelevant and/or even complex olfactory background
(Kadohisa and Wilson, 2006; Linster et al., 2007; Riffell et al.,
2014; see also Section Effects of Background Odor). Behavioral
sensitization is also a form of non-associative learning in which
repeated presentation of a stimulus can result in amplification of
responses to that and/or a related stimulus (Papaj, 2009).

Learning has profound effects on the chemosensory behavior
of insects, including harmful ones. This is true even in the
case of innate signals of prime biological relevance, such as sex
pheromones. In moths, the action of sex pheromones depends
on factors such as the presence of host-odors, sexual maturity,
and mating status (Barrozo et al., 2011; Chaffiol et al., 2012,
2014; Guerrieri et al., 2012). Furthermore, moths can be trained
to associate food with a sex pheromone (Hartlieb et al., 1999;
Hartlieb and Hansson, 1999). In other cases, recognition of
pheromones necessarily involves learning. In social insects, kin
and nest-mate pheromones are learned by young larvae inside
the nest, and maggot flies need to experience their own host-
marking pheromone before they can discriminate between an
occupied and an unoccupied fruit in which to lay eggs (Roitberg
and Prokopy, 1981). Furthermore, in phytophagous insects, this
kind of olfactory learning can promote the transition to new hosts
of agricultural importance (Prokopy and Papaj, 1988; Papaj and
Prokopy, 1989).

The way in which plasticity affects many different behaviors
in herbivorous insects has been recently reviewed (see Anderson
and Anton, 2014). In herbivorous insects, both larval feeding
and adult experience can affect olfactory-guided oviposition,
mate choice, and feeding (Riffell et al., 2008; Thöming et al.,
2013; Anderson and Anton, 2014; Carrasco et al., 2015). In
moths, plant volatiles can enhance male orientation toward
the conspecific female sex pheromone (Chaffiol et al., 2012,
2014; Guerrieri et al., 2012). The learning abilities of pest
insects should be particularly considered in control strategies.
For instance, a “trap crop” (which always represents a small
proportion of the cropping area) might be completely inefficient
if insects first find the profitable crop and prefer this over
the trap crop (Cook et al., 2007). Thus, the selection of
the most effective crop border plants is crucial, and this
can be achieved by screening plant cultivars coupled with
identification of behaviorally and electrophysiological bioactive
volatiles (Schröder et al., 2015). Other cognitive processes, such
as habituation, have important implications in the management
of pest insects (Section Mating Disruption). In diamondback
moths, exposure to non-hosts can increase oviposition preference
toward these plants, perhaps leading to host range expansion
(Zhang and Liu, 2006).

In the case of insects vectors of human and animal
diseases, learning and previous experience can have important
epidemiological implications for disease transmission (McCall
and Kelly, 2002). For instance, mosquito host choice is influenced
by prior foraging experience, which causes them to return to

less-defensive hosts and to hosts where feeding was more
successful (McCall and Kelly, 2002; Lyimo and Ferguson,
2009). Not only that, but variation in the physical and chemical
properties of blood can influence fitness and cause host feeding
preferences (see Lyimo and Ferguson, 2009 for details). Thus, it
has been suggested that pathogen transmission can be reduced
by altering host choice (Lyimo and Ferguson, 2009). Also,
mosquitoes tend to return to the same villages, houses, host
species, and oviposition sites (McCall and Kelly, 2002). Then,
it is not surprising that research in this area has expanded in
the last couple of years, and it is now clear that blood-sucking
insects can indeed learn and form new memories (Kaur et al.,
2003; Jhumur et al., 2006; Tomberlin et al., 2006; Bouyer et al.,
2007; Sanford and Tomberlin, 2011; Vinauger et al., 2011a,b,
2013, 2014; Chilaka et al., 2012; Sanford et al., 2013). Classical
and operant paradigms showed that blood-sucking insects can
associate stimuli of different modality (thermal, odor, gustatory,
visual) while searching for a host and selecting oviposition
sites. In A. aegypti, the association between odorants and a
thermal appetitive stimulus is odor-dependent (e.g., certain
odors can be readily learned, others are untrainable, etc).
Furthermore, associative learning can modify the aversive
deterrent effect of DEET in both kissing bugs and mosquitoes
(Stanczyk et al., 2013; Vinauger et al., 2014). Learning processes
also affect the responses to odors which are crucial for survival
(e.g., pheromones). In triatomine bugs, a brief exposure to
the alarm pheromone produces sensitization and increases
the tendency to respond, while long-term pre-exposure elicits
behavioral habituation (Minoli et al., 2013a). In blood sucking
insects, however, our knowledge on the neural mechanisms
underlying the effects of experience on chemosensory
responses is mostly restricted to the periphery, as we discuss
below.

In both blood-sucking and herbivorous insects the activity
of ORCs can be affected by experience (e.g., long-term odor
exposure and sensory adaptation to deterrents; see Section
Mating Disruption). Experience can also cause downregulation
of olfactory responses according to the feeding/mating status, and
the time of the day (e.g., Almaas et al., 1991; Fox et al., 2001;
Takken et al., 2001; Glendinning et al., 2009; Saveer et al., 2012;
Stanczyk et al., 2013; Anderson and Anton, 2014; Claudianos
et al., 2014; Reisenman, 2014). In general, associative learning
is not usually represented at this level, although recent work in
honeybees revealed that olfactory memories downregulate the
expression of specific ORs. Furthermore, these changes occurred
after conditioning and concomitantly, the population activity
of antennal ORCs (measured as changes in EAG responses)
decreased after learning (Claudianos et al., 2014). In mosquitoes,
a reduction in the EAG responses to DEET correlates well with a
post-exposure reduction in behavioral sensitivity to this repellent
(Stanczyk et al., 2013).

The mushroom bodies mediate behaviors affected by learning
and experience (e.g., Fahrbach et al., 1998; Zars et al., 2000;
Huetteroth et al., 2015). However, in fruit flies and honeybees,
learning already produces changes in glomerular volume and
in synaptic distribution and density (e.g., Winnington et al.,
1996; Devaud et al., 2001; Brown et al., 2002; Sachse et al.,

Frontiers in Physiology | www.frontiersin.org June 2016 | Volume 7 | Article 271 | 124

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Reisenman et al. Olfactory Neuroethology and Insect Control

2007; Arenas et al., 2012), and can modify neural representations
at the AL level (e.g., Faber et al., 1999; Chen et al., 2015),
including glomerulus-specific neural plasticity (Rath et al.,
2011). In moths, pre-exposure to the conspecific female sex
pheromone increases the response of male PNs (Anderson
et al., 2007), and associative learning with an appetitive cue
causes recruitment of additional responsive neurons (Daly et al.,
2001, 2004). Furthermore, learning of the scent of flowers
which are profitable but are not innately preferred increases
activity in AL neurons (Riffell, 2012; Riffell et al., 2013), and
serotonin and octopamine are both involved in this process
(Dacks et al., 2008, 2012). Experience might also have important
effects facilitating segregation between a target odor and its
odor background (see Section Effects of Background Odor),
by modifying the balance of excitation and inhibition in AL
neurons (Riffell et al., 2014; Szyszka, 2014; Chen et al., 2015).
Noctuid moths switch their olfactory preference from food odors
to egg-laying (e.g., cotton) odors following mating, and calcium
imaging experiments demonstrated that this switch is due to
changes in the representation of these odors across the AL
glomerular array (Saveer et al., 2012). The mechanisms involving
AL plasticity include modulation of the activity of ORCs by
inhibitory interneurons (Ignell et al., 2009; Chou et al., 2010;
Root et al., 2011), and neuromodulation by biogenic amines,
neuropeptides and hormones (Nässel and Homberg, 2006; Dacks
et al., 2008; Saveer et al., 2012).

In summary, experience and learning readily affect the
odor oriented behavior of harmful insects through many
neurophysiological mechanisms, which need to be considered in
control strategies that include baits, repellents, use of trap crops,
etc. Neurophysiological studies could help discover the most
effective control methods; e.g., through high through-output
screening of potential repellents that do not cause adaptation in
ORCs.

CONCLUSIONS

Odor sources are widely used to manipulate the behavior of
harmful insects. In recent decades, the neurobiological bases
underlying insect olfactory behavior started to be unraveled. The
insect olfactory system is able to encode the quality, quantity,
and temporal features of the odor stimuli. Information about
odor mixtures is also encoded, including the ratio between
their components and discrimination in complex backgrounds.
Moreover, responses to odors are modulated by the animal’s
internal and external state, and by experience and learning.
Natural odors are usually odor mixtures (against a “noisy”
background), and are represented as particular odor objects in
the AL. Those odor objects signify relevant odor sources such
as a host or a conspecific that, at least in some cases, could be

“mimicked” in a simplified way using synthetic compounds, e.g.,
a male moth can be lured into a trap using synthetic versions
containing few sex pheromone constituents. This facilitates the
development of relatively simple and long-lasting odor baits to
manipulate insect behavior. The simplified and optimal imitation
of a natural odor mixture is challenging because it requires

using only key mixture constituents, and this sometimes includes
minor components within the natural mixture. Insect behavior
can also be manipulated using repellents or “confusants.” The
studies mentioned in this work and others are helping us to
understand how the olfactory system processes information
about odors, making possible to design very efficient odor baits,
repellents, or ways to confound the insects. Moreover, those
studies also generate predictions about natural olfactory behavior
that are useful to devise odor-based strategies for insect control.
Clearly, the fields of neuroethology and insect control could
certainly benefit from reciprocal interactions, which need to be
fostered by all partners involved, including funding agencies.
Encouraging new steps are being taken in this direction such as a
recent initiative between different agencies on the beneficial and
antagonistic interactions between plants (including agricultural
plants) and their pathogens (including insects). We hope that
the information provided in this review will help find gaps
in the knowledge about the neural bases of olfactory behavior
that are worth filling, encourage related studies, and promote
the application of existing information in the development
of better methods to manipulate insect behavior for control
purposes.
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The oriental fruit fly, Bactrocera dorsalis (Diptera: Tephritidae), is one of the most

destructive pests throughout tropical and subtropical regions in Asia. This insect displays

remarkable changes during different developmental phases in olfactory behavior between

sexually immature and mated adults. The olfactory behavioral changes provide clues

to examine physiological and molecular bases of olfactory perception in this insect.

We comparatively analyzed behavioral and neuronal responses of B. dorsalis adults

to attractant semiochemicals, and the expression profiles of antenna chemosensory

genes. We found that some odorant-binding proteins (OBPs) were upregulated in mated

adults in association with their behavioral and neuronal responses. Ligand-binding

assays further showed that one of OBP83a orthologs, BdorOBP83a-2, binds with high

affinity to attractant semiochemicals. Functional analyses confirmed that the reduction

in BdorOBP83a-2 transcript abundance led to a decrease in neuronal and behavioral

responses to selected attractants. This study suggests that BdorOBP83a-2 mediates

behavioral responses to attractant semiochemicals and could be a potential efficient

target for pest control.

Keywords:Bactrocera dorsalis, olfactory, odorant binding proteins, functional analysis, attractive semiochemicals

INTRODUCTION

In insects, olfaction plays a key role in behavior such as host-seeking, mating, and oviposition.
At the molecular level, soluble binding proteins and membrane-bound receptors have crucial
functions in chemical signal transduction (Pelosi et al., 2006, 2014; Zhou, 2010; Leal, 2013;
Oppenheim et al., 2015). Odorant molecules penetrate into the sensilla via pore tubules and
diffuse through sensillar lymph tomembrane-bound receptor proteins. Activation of these proteins
generates action potentials in receptor neurons. Two families of soluble binding proteins, odorant
binding proteins (OBPs; Pelosi and Maida, 1995; Zhou, 2010) and chemosensory proteins (CSPs;
Pelosi et al., 2005, 2006), are involved in this process.

Various functional studies support a role of insect OBPs in olfactory perception. Expression
of moth pheromone receptors in heterologous systems (Grosse-Wilde et al., 2006, 2007; Forstner
et al., 2009; Chang et al., 2015) and studies in vivo using the Drosophila melanogaster “empty
neuron system” (Hallem et al., 2004; Syed et al., 2006) have demonstrated that the presence of
a corresponding pheromone-binding protein significantly enhances the sensitivity of insects to
pheromones. The OBP Lush with a mutation led to reduction in sensitivity of olfactory receptor
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neuron reception to the pheromone 11-cis-vaccenylacetate in
Drosophila (Xu et al., 2005; Laughlin et al., 2008). RNA
interference (RNAi) knockdown of OBPs lead to altered olfactory
behavior in Drosophila (Swarup et al., 2011) and decreased
electrophysiological responses in mosquito antennae (Biessmann
et al., 2010; Pelletier et al., 2010a,b). There are two different
hypotheses regarding the mechanisms of odor receptor (OR)
activation. Inmoths andmosquitoes, OBPs act as solubilizers and
carriers for the release of ligands onto ORs, thus contributing to
the sensitivity of the insect olfactory system (Syed et al., 2006;
Biessmann et al., 2010; Pelletier et al., 2010a). In D. melanogaster,
LUSH (DmelOBP76a) forms an OBP-odorant complex that
activates an OR, which is required for olfaction (Xu et al., 2005;
Laughlin et al., 2008).

Insect CSPs are highly expressed in the sensillar lymph
and exhibit binding activity toward odorants and pheromones
(Jacquin-Joly et al., 2001; Gu et al., 2012; Iovinella et al., 2013;
Zhang et al., 2014). CSPs of Locusta migratoria in antennae are
involved in the physiological shift from solitary to gregarious
phase (Guo et al., 2011), and an antenna-specific CSP of
Glossina morsitans morsitans is thought to be associated with host
searching behavior (Liu et al., 2012). However, there is no direct
evidence to confirm a role of CSPs in olfaction.

The oriental fruit fly, Bactrocera dorsalis (Diptera:
Tephritidae), is one of the most important pests throughout
tropical and subtropical regions in Asia (Drew and Hancock,
1994). This insect pest can damage over 117 species of fruits
and vegetables (Allwood et al., 1999), suggesting that it can
detect and recognize a wide range of odorants. B. dorsalis
exhibits remarkable developmental phases in olfactory behavior.
When male adults reach sexual maturity, they are strongly
attracted to and compulsively feed on methyl eugenol (4-allyl-
1,2-dimethoxybenzene; Tan and Nishida, 2012). During the
oviposition period, gravid females become more sensitive to a
wide variety of volatile compounds, which have been shown
to attract and/or stimulate oviposition (Jayanthi et al., 2014).
These changes in olfactory behavior provide clues to study the
physiological and molecular bases of olfactory perception in
this pest, and may offer the possibility to explore alternative
methods for pest control. Our previous transcriptome analysis
of B. dorsalis provided a set of chemosensory genes and their
expression profiles (Wu et al., 2015). Those antenna-specific or
antenna-predominant chemosensory genes could be involved
in recognition of specific ligands and contribute to olfactory
behavioral changes in B. dorsalis.

The objective of the present study is to determine if there
is a correlation between olfactory behavioral changes and
those OBPs that are specifically or predominantly expressed in
antennae. Specifically, we conducted behavioral assays, analyzed
electroantennogram (EAG) responses to selected plant volatiles,
and examined expression profiles of antenna-specific or antenna-
predominant chemosensory genes in sexually immature and
mated B. dorsalis adults. Using fluorescence competitive binding
assays and molecular docking (in silico), binding affinity of
selected OBPs to selected semiochemicals was alsomeasured. The
impact of the most abundant OBP, BdorOBP83a-2, on olfactory
behavior was studied through RNAi. Our results suggest a likely

involvement of antenna-specific or antenna-predominant OBPs
in olfaction, especially in regulating foraging and oviposition
behaviors.

MATERIALS AND METHODS

Insect Rearing and Collection
B. dorsalis used in this study was reared at the Institute for
Management of Invasive Alien Species, Zhongkai University of
Agriculture and Engineering, Guangzhou, China. Insects were
reared under a photoperiod of 14:10 h (L:D) at 28◦C and 70%
relative humidity (Jayanthi and Abraham, 2002).

Sexually immature individuals (2 days old) and mated
individuals (mated males and gravid females of 15 days old)
were collected and used for the analyses of olfactory behavioral
changes, olfactory sensitivity changes, and transcriptional
changes of olfactory genes that are potentially induced by mating
and gravidity. To obtain mated males and gravid females, 9
days old virgin adults of each sex were introduced into a 30 ×

30 × 30 cm cage for mating. Once copulating pairs were formed
for at least 60min, they were transferred to another cage and
maintained there until 15 days old.

Semiochemicals
All semiochemicals used to investigate olfactory behavioral
responses, EAG responses, and binding assays were purchased
from Sigma-Aldrich (St. Louis, MO, USA) and with more than
95% purity (Table S1).

Olfactory Behavioral Assays
Olfactory attraction was tested using a modified two-choice trap
system based on the body size of B. dorsalis (Figure S1; Faucher
et al., 2013). Odor traps were constructed from 250ml conical
flasks to which a silicone top containing 15ml centrifuge tube
(cut for 4.5 cm) was securely placed. Each trap contained a
cotton-foam plug to which either 0.2ml of 1% semiochemicals
dissolved in paraffin oil or paraffin oil alone were added.
Olfactory behavioral assays were conducted for 6 h in a dark
humidified room at 28◦C. Testing insects were starved for 4 h
(6:00–10:00) in insect rearing cages with only water. Thirty
insects per assay were then transferred to a new rearing cage.
A performance index (PI) was used to measure olfactory
attraction, which was calculated using the following formula:
Performance index (PI) = (flies in odor vial – flies in control
vial)/total of flies. Each trap assay was replicated five times.

Electroantennogram (EAG) Recording
EAG recordings (Syntech, Kirchzarten, Germany) were used
to investigate B. dorsalis antennal responses to different
semiochemicals according to standard protocols (Hayase et al.,
2009). Insects were again starved for 4 h (6:00–10:00) before
assays. The whole antennae of males and females were excised,
cut on both ends and attached to two electrodes with Spectra 360
conducting gel (Parker Lab., Inc., Hellendoorn, Netherlands).
Pure chemicals were dissolved in paraffin oil and tested at a final
concentration of 10−2 v/v. A 10µl aliquot of paraffin oil was used
as a control. The neuronal responses of antennae from five males
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and five females were tested in each treatment. Five stimulations
of each chemical were applied at intervals of 10 s on the antennae.
EAG signals were amplified, filtered, digitized, and analyzed with
an EAG Pro program (Syntech).

Olfactory Gene Expression Analysis
qRT-PCR was used to investigate the variation of the
transcription levels of olfactory genes in sexually immature
and mated adults. From each experiment, 100 whole antennae
for each gender were excised and immediately transferred to
a polypropylene tube cooled over liquid nitrogen. The frozen
antennae were crushed, and total RNA was extracted with
an RNeasy Mini kit (Qiagen), following the manufacturer’s
protocol. cDNA was synthesized from total RNA using a First
strand cDNA synthesis kit (Takara). Specific primer pairs for the
qRT-PCR were the same to those used in our previous study (Wu
et al., 2015). The α-tublin (α-TUB; GenBank Acc. GU269902) of
B. dorsalis was used for normalizing the target gene expression
(Shen et al., 2010). qRT-PCR analysis was conducted on a
LightCycler 480 system (Roche) with a SYBR Premix ExTaq
kit (Takara). Negative controls without template were included
in each experiment. To ensure reproducibility, each qRT-PCR
reaction was performed using technical triplicates and biological
triplicates. Relative gene expression data was estimated using the
2−11CT method (Livak and Schmittgen, 2001).

Bacterial Expression and Purification of
BdorOBPs and BdorCSP
The sequences of BdorOBPs and BdorCSPs encoding mature
proteins (without signal peptide) were amplified by PCR using
specific primers carrying a restriction site EcoRI or XhoI
(Table S2). PCR fragments were digested with both EcoRI
and XhoI enzymes and the released DNA fragments were
cloned into a PET-32a vector (Invitrogen), which were used
to transform BL21 (DE3) E. coli competent cells (Invitrogen).
A selected positive clone was grown overnight in 5mL liquid
LB/ampicillin medium overnight at 37◦C. Protein expression
was induced with 1mM IPTG for 3 h when the culture had
reached an OD600-value of 0.7–0.9. Cells were then harvested
by centrifugation and lysed by sonication. After sonication
and centrifugation, most recombinant proteins were present in
inclusion bodies. Protein extracts were dissolved in extraction
buffer (8M urea, 0.5M NaCl, 5mM Imidazole, 1mM β-
mercaptoethanol, and 20mMTris-HCl pH 7.4) and purified
using HisTrap affinity columns (GE Healthcare Biosciences,
Uppsala, Sweden). Renaturation of purified proteins were
accomplished by gradient dilution at 4◦C. His-tag was removed
by digestion with recombinant enterokinase (Novagen) and the
digested mixtures were passed through a HisTrap affinity column
to remove any undigested protein. At each step during protein
preparation and purification, protein extracts, and purified
proteins were examined on 15% SDS-PAGE.

Fluorescence Competitive Binding Assay
To measure the affinity of the recombinant proteins to the
fluorescent probe N-phenyl-1-naphthylamine (1-NPN), a 2 µM
solution of each target protein in 50mM Tris-HCl buffer, pH

7.4, was titrated with aliquots of 1mM 1-NPN in methanol to
final concentrations of 1–16 µM. The affinity of the proteins
to other ligands was measured in competitive binding assays,
where a solution of the protein and 1-NPN, both at the
concentration of 2 µM, was titrated with 1mM methanol
solution containing a competitor with concentrations in the
range of 5–50 µM. Fluorescence spectra were measured on
an F-7000 FL Fluorescence Spectrophotometer (Hitachi) in a
10mm light path quartz cuvette at 25◦C. All were excited at
337 nm with emission and excitation slit of both 10 nm. The
emission spectra were recorded between 350 and 500 nm. Data
analysis and plot binding curves were accomplished in the Prism
software, assuming that the target protein had a 100% activity
with a stoichiometry of 1:1 protein: ligand at saturation. All
measurements were performed in triplicates andmean values and
standard errors are calculated. The dissociation constants of the
competitors were calculated from the corresponding IC50-values
(the concentration of ligand halving the initial fluorescence value
of 1-NPN), by the equation: KD = [IC50]/1 + [1-NPN]/ K1-NPN,
where [1-NPN] is the free concentration of 1-NPN and K1-NPN is
the dissociation constant of the complex Protein/1-NPN.

Three-Dimensional Modeling and
Molecular Docking
Two different strategies were employed to predict three-
dimensional modeling of OBPs and CSP of B. dorsalis. Those
that have more than 30% homology with the OBP or CSP
templates in the Protein Database (http://www.rcsb.org/pdb)
were predicted using the on-line program SWISS MODEL (Guex
and Peitsch, 1997; Arnold et al., 2006; Guex et al., 2009),
while others <30% were generated using an online protein
threading (PHYRE 2; Kelley et al., 2015). The information
of the templates was shown in Tables S3, S4. Alignments
of BdorOBP83a-1, BdorOBP83a-2, BdorCSP3, BdorOBP84a-1,
BdorOBP84a-2, and BdorOBP56h with the template protein are
shown in Figure S2. Furthermore, rapid energy minimization
of protein molecules was carried out using discrete molecular
dynamics with an all-atom representation for each residue in the
protein in Chiron (http://troll.med.unc.edu/chiron/login.php;
Ramachandran et al., 2011). Molecular docking was performed
using “Docking server” (Bikadi and Hazai, 2009). All compounds
from previous studies were used for docking studies. Three-
dimensional structures of compounds were obtained fromNCBI.
Docking was performed 255 times with selected OBPs and
ligands. For each run, the 10 highest docking poses were saved
and were further processed for molecular dynamics simulations.
Free binding energies were calculated as previously described
(Okimoto et al., 2009).

Phylogenetic Analysis and Sequence
Alignment
Phylogenetic analyses of the newly identified B. dorsalis OBPs
were performed in conjunction with previously identified B.
dorsalis OBPs and OBPs from other species, including 31 OBPs
from B. dorsalis (Wu et al., 2015), 52 OBPs from D. melanogaster
(Hekmat-Scafe et al., 2002; Vieira et al., 2007; Vieira and Rozas,
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2011), 16 OBPs from Ceratitis capitata (Siciliano et al., 2014a),
15 OBPs from Rhagoletis pomonella (Schwarz et al., 2009), 9
OBPs from Rhagoletis suavis (Ramsdell et al., 2010), Obp83a
orthologs from G. m. morsitans (Liu et al., 2010; Macharia et al.,
2016),Musca domestica (Scott et al., 2014), and Calliphora stygia
(Leitch et al., 2015). After removal of signal peptide sequences,
OBP amino acid sequences were aligned using MAFFT v6.935b
(Katoh and Toh, 2010; Katoh and Standley, 2013) with the E-INS-
i strategy, BLOSUM62 matrix, 1000 maxiterate and offset 0. The
maximum-likelihood trees were constructed using FastTree 2.1.7
(Price et al., 2009, 2010) with 1000 bootstrap replications. The
phylogenetic tree was visualized in FigTree (http://tree.bio.ed.
ac.uk/software/figtree). For comparative purpose, the analyzed
sequences were aligned using the E-INS-I strategy inMAFFT and
visualized with Jalview 2.0.1 (Waterhouse et al., 2009).

RNA Interference and Bioassay
dsRNAs for BdorOBP83a-2 and Bdorβ-gal (Glyceraldehyde-3-
phosphate dehydrogenase) were synthesized through in vitro
transcription from PCR products generated using a MEGAscript
T7 transcription kit (Ambion). Briefly, the pMD18-T vector
containing the target-gene insert (constructed as described
above) was used as template for PCR amplification. PCR was
performed using two specific primers with a T7 promoter
sequence (5′-TAATACGACTCACTATAGGG-3′) at the 5′-end
of each primer (Table S5). Large-scale dsRNAs were purified
using a MEGAclear kit (Ambion) and precipitated with 5 M
ammonium acetate to yield 30–50 µg/µL dsRNA. Ten days
old adults were used for all injection experiments. Individuals
receiving injection were placed on a stereomicroscope and
surface-sterilized with 70% ethanol. One microgram of dsRNA
was injected into each individual at the suture between third
and fourth abdominal segments (100 ng/mg equivalent) using
an automatic microinjection apparatus (Nanoject II Auto-
Nanoliter). The injected insects were then transferred to new
rearing cages for continuous culture (at 25± 1◦C, 50% humidity)
until 15 days old.

Given that rapid degradation of dsRNA fragments has
been observed in insect hemolymph in other studies (Garbutt
et al., 2013), we performed a pre-assay for the stability
of dsRNA fragments under our conditions before starting
dsRNA microinjection experiment. In the pre-assay, peripheral
hemolymph was extracted from thoraxes of 10 days old adults
individually using a microsyringe. Hemolymph from individual
insects was combined into a precooled 50µl PCR tube containing
phenylthiourea to avoid melanization (Arakawa, 1995). The
BdorOBP83a-2 dsRNA (1 µg) and hemolymph (3 µl) mixture
was incubated at 25◦C for 0–3 h. A control was included by
mixing dsRNA with DEPC-water under the same conditions.
After incubation, dsRNA was re-extracted with 20 µl nuclease-
free water using an RNeasy Mini Kit (Qiagen, Valencia, CA)
according to the RNA Cleanup instruction. Re-extracted dsRNA
(8 µl) was separated on 1% agarose gels. Our ex vivo experiments
showed that dsRNA fragments were stable in adult hemolymph,
with a residence time of at least 3 h (Figure S3), indicating that
dsRNA is likely to be stable in B. dorsalis for RNAi testing.

For PCR analysis, 30 pairs of antennae from 15 days old male
and female adults, were excised and used for RNA isolation.
Detailed procedures for RNA isolation, cDNA synthesis, and
PCR amplification were the same as described previously. An
α-tubulin (α-TUB; GenBank Acc. GU269902) of B. dorsalis
was used as an internal reference. qRT-PCR primers used
for BdorOBP83a-2 and Bdorβ-gal genes were designed with
the Primer 3 program (http://primer3.ut.ee/) and the primer
sequences are listed in Table S6. Technical triplicates and three
biological replicates were carried out for each treatment.

EAG recordings were used to investigate any changes in
antennal responses to attractant compounds (methyl eugenol
and γ-octalactone) in water-treated, β-galactosidase-dsRNA-
injected, BdorOBP83a-2-dsRNA-injected adults (both male
and female). EAG responses were recorded for at least five
individuals of water-treated control, β-galactosidase-dsRNA-
injected control, and BdorOBP83a-2-dsRNA-injected insects.
Each EAG observation was recorded with 10 individuals of each
sex. Behavioral phenotypes of water-treated, β-galactosidase-
dsRNA-injected, BdorOBP83a-2-dsRNA-injected insects were
also assessed using a wind tunnel (Figure S4).

A fixed setting of 300ml/min air-flow was used during the
assays. Odor molecules pass through the glass tube from the odor
source to the other end of the pipe along with the air flow. In each
trial, one tested fly was placed in the opposite end of the odor
source as the starting point. The time needed for insects to reach
the odor source from the starting point was determined. The odor
source was made by dissolving the test chemicals into paraffin
oil at a final concentration of 10−2 v/v. Twenty microliters of
the resulting mixture were added onto an absorbent cotton ball,
which was used immediately as odor source. The wind tunnel
experiment was recorded with 10 individuals of each sex, and
performed in triplicates. Both EAG and wind tunnel experiments
were performed at 25◦C with relative humidity 90%.

Statistical Analysis
Statistical analyses were performed using Prism 6.0 (GraphPad
Software, CA, USA). Statistical significance levels were derived
through ANOVA and adjusted by a Tukey multiple comparison
test.

RESULTS AND DISCUSSION

OBP Gene Expression Levels and Changes
in Insect Olfactory Behavior
To determine olfactory behavioral changes in different stages of
B. dorsalis, we used traps with different attractants to measure
olfactory reactions in sexually immature and mated individuals
from both sexes. We conducted olfactory assays with attractants
that have been previously reported effective to B. dorsalis adults
(Table S1; Chiu, 1990; Hwang et al., 2002; Tan et al., 2010; Hu
et al., 2012; Tan and Nishida, 2012; Kamala Jayanthi et al., 2014;
Jayanthi et al., 2014; Pagadala Damodaram et al., 2014).We found
that immature males and females responded relatively weakly
to nearly all tested attractant compounds (left part of Figure 1,
Table S7). In contrast, both mated males and females responded
strongly to most of the tested attractant compounds (right part of
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FIGURE 1 | Olfactory behavior responses of sexually immature and mated males and females of B. dorsalis to selected attractant chemicals. Asterisks

indicate significant differences in performance index of males and females (*P < 0.05, **P < 0.01, ***P < 0.0001, unpaired two-tailed t-tests).

Figure 1). To some chemicals including E-coniferyl alcohol, γ-
octalactone, and benzothiazole, mated males and females reacted
differently. We also examined EAG responses on the same types
of insects with the same set of chemicals. The EAG data exhibited
similar differences between immature andmated flies as observed
in olfactory behavior except that immature insects responded
more strongly to the tested chemicals than what was observed
in olfactory response assays (Figure 2). Mated males and females

also responded differently to the attractants E-coniferyl alcohol
and γ-octalactone, but reacted similarly to benzothiazole.

Previous reports indicate that expression levels of olfactory
genes correlate with antennal odorant receptivity in the
mosquito Anopheles gambiae (Rinker et al., 2013a,b), the
tsetse fly G. m. morsitans (Liu et al., 2010, 2012), and
the beet armyworm Spodoptera exigua (Wan et al., 2015).
Here, we wanted to investigate whether expression levels of
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FIGURE 2 | EAG responses of sexually immature and mated males and females of B. dorsalis to selected chemicals. Asterisks indicate significant

differences in EAG responses of males and females (**P < 0.01, ***P < 0.0001, unpaired two-tailed t-tests).

olfactory genes could regulate both behavioral and neuronal
responses in B. dorsalis at different physiological status.
Previously, we determined the expression profiles of individual
genes (Wu et al., 2015). The following antenna-specific
or antenna-predominant olfaction genes, including 10 OBPs
(BdorOBPlush, BdorOBP19a, BdorOBP19d-1, BdorOBP28a,

BdorOBP56h, BdorOBP69a, BdorOBP83a-1, BdorOBP83a-2,
BdorOBP84a-1), one CSP (BdorCSP3), one ORco (BdorORCO),
and two SNMPs (BdorSNMP1-1 and BdorSNMP1-2), are
expressed exclusively or predominantly in antennae. At the
present study, we further determined if these antenna-specific
genes were differentially expressed in different developmental
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stages of male and female adults. We found that five OBP
genes were significantly upregulated in mated females during
oviposition compared with immature females, whereas only
one was significantly upregulated in mated males (Figure 3).
These observations suggested that the specific upregulation
of OBPs in mated adults might be involved in changes in
olfactory perception. However, CSPs and ORco genes were not
significantly upregulated in either mated females or males, and a
significant down-regulation of SNMP1-1 in females was observed
under our conditions (Figure 4). Expression of genes encoding
antenna-specific chemosensory proteins varies in different insect
species. In G. m. morsitans, antenna-specific CSPs (GmmCSP2),
the orthologs of BdorCSP3, are up-regulated during starvation
in female adults, and are thought to be linked to olfactory
perception of hosts (Liu et al., 2012). In A. gambiae, a subset
of OBP genes are upregulated post a blood feeding whereas
most other chemosensory genes are not affected or even down-
regulated (Rinker et al., 2013a); and such changes following
blood feeding are coincident with a switch from host-seeking to
oviposition behaviors. These observations suggest that different
mechanisms likely exist for chemosensory perception in different
insects under different conditions.

Olfactory behavior of most insects displays remarkable phase
changes associated with different physiological status, such as
sexually immature and mated adults. Typically, mated male
fruit flies are strongly attracted to and compulsively feed on
methyl eugenol, but sexually immature males showed a weak
behavioral response to methyl eugenol (Mitchell et al., 1985; Tan
and Nishida, 2012). In addition, various fruit volatiles attract
gravid females, which lay their eggs in host fruits (Cornelius
et al., 2000; Hwang et al., 2002; Siderhurst and Jang, 2006;
Jayanthi et al., 2012; Kamala Jayanthi et al., 2014; Pagadala
Damodaram et al., 2014). On the contrary, sexually immature
females showed limited responses to food-type attractants, such
as fermenting sugars, hydrolyzed protein, and yeast. In this study,
the expression level of BdorOBP83a-2 along with other antenna-
specific OBPs correlated with increased olfactory sensitivity,
indicating that specific OBPs were likely responsible for detection
of specific attractants.

Binding Assays of OBPs to Attractant
Semiochemicals
To determine the roles of specific OBPs in recognition of
attractants in B. dorsalis, recombinant proteins of selected

FIGURE 3 | Transcript abundance of selected OBP genes in the antennae of 1 day immature (1 dV), and 15 days old mated (15dM) males and females.

Asterisks indicate significant differences in transcript abundances (*P < 0.05, **P < 0.01, ***P < 0.0001, unpaired two-tailed t-tests).

FIGURE 4 | Transcript abundance of BdorCSP3, BdorOrco, BdorSNMP1-1, BdorSNMP1-2 in the antennae of 1 day immature (1 dV), and 15 days old

mated (15 dM) males and females. Asterisks indicate significant differences in transcript abundances (*P < 0.05, unpaired two-tailed t-tests).
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antenna-abundant OBPs and CSPs were obtained using a
prokaryotic expression system (Figure 5). Purified OBPs and
CSPs were used to determine binding affinity of each protein via

fluorescence competitive binding assays. Thirteen pure attractant
compounds were tested against each recombinant protein. Six
antenna-rich proteins (five OBPs and one CSP) exhibited high

FIGURE 5 | Recombinant BdorOBPs and a BdorCSP analyzed on SDS-PAGE. M, Molecular weight marker; 1, Total protein extract from non-induced pET32a

transformed BL21 (DE3) cells; 2, Protein extract from isolated inclusion body of pET32a transformed cells; 3, Supernatant of ultrasonated pET32a transformed cells;

4, Proteins purified through Ni-NTA columns; 5, Purified proteins with His-tag cleaved using recombinant enterrokinase; (A), BdorCSP3; (B), BdorOBP56h;

(C), BdorOBP83a-1; (D), BdorOBP83a-2; (E), BdorOBP84a-1; (F), BdorOBP84a-2.
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affinity to the fluorescent probe 1-NPN (Figure 6). Except for
BdorCSP3 and BdorOBP84a-2, all remaining OBPs could bind
to the tested compounds (Figure 6; Table S8). The binding
inability of BdorCSP3 and BdorOBP84a-2 might suggest that
other compounds could be ligands for these two proteins.
Alternatively they might be involved in functions other than
odor detection. Among the analyzed proteins, BdorOBP83a-1
and BdorOBP83a-2 showed higher affinity than the remaining
OBPs to all tested attractant chemicals, with BdorOBP83a-2
being the highest (Table S8). For BdorOBP83a-2, attractants
methyl eugenol and esters exhibited the lowest dissociation
constants (Figure 7; Table S8). The binding affinity decreased
in order for attractants methyl eugenol, γ-nonanoic lactone,
δ-octalactone, γ-undecalactone, and γ-octalactone. Overall, we
observed lower binding affinity with our recombinant proteins
and tested attractants. As shown in Figure 7, the highest binding
affinity was with BdorOBP83a-2, which reached approximately
40% of displacement in competitive binding assays. In other
studies, much higher affinity has been reported. For example,
competitive binding assays with a lepidopteran pheromone-
binding protein can reach nearly 100% displacement (Hooper

et al., 2009; Gu et al., 2013), and competitive binding assays
with an aphid OBP (OBP7) can reach about 80% displacement
with the alarm pheromone (E)-ss-farnesene (Sun et al., 2012).
The biological significance of the observed lower affinity with B.
doralis OBPs here remains to be determined. It could be due to
diverse binding mechanisms between different functional OBPs
and the corresponding compounds. Alternatively, BdorOBP83a-
2 may interact with high affinity with other odor chemicals not
yet identified.

Possible 3-dimensional structures of five OBPs and one
CSP were predicted through molecular simulation (Figure S5),
and the interactions between each of the six proteins and
thirteen compounds were tested through docking (Table S9).
Each protein displayed distinct spectra of binding affinity
with the tested chemicals. Among them, BdorOBP83a-1 and
BdorOBP83a-2 showed the highest affinity on average. Our
overall simulation and docking data were in agreement with
binding assays.

Phylogenetic analysis revealed that two OBP83a homologs,
BdorOBP83a-1 and BdorOBP83a-2, clustered together with
orthologous OBPs from other Dipterans (Figure S6), consistent

FIGURE 6 | Binding assays of recombinant OBPs and a CSP with the fluorescent probe 1-NPN. Data are means of three independent experiments.
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FIGURE 7 | Binding assays of recombinant OBPs and a CSP with selected ligands. Data are means of two independent experiments.
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FIGURE 8 | Effect of RNAi treatments on electrophysiological responses to methyl eugenol and γ-octalactone. (A) Upper part: BdorOBP83a-2 transcript

levels in water-treated (orange), β-galactosidase-dsRNA-injected (blue), and BdorOBP83a-2-dsRNA-injected the oriental fruit fly (lime); lower part: Bdorβ-gal transcript

levels in water-treated (orange), β-galactosidase-dsRNA-injected (blue), and BdorOBP83a-2-dsRNA-injected the oriental fruit fly (lime); (B) upper part: EAG responses

to methyl eugenol in water-treated (orange), β-galactosidase-dsRNA-injected (blue), and BdorOBP83a-2-dsRNA-injected; lower part: EAG responses to

γ-octalactone in water-treated (orange), β-galactosidase-dsRNA-injected (blue), and BdorOBP83a-2-dsRNA-injected; EAG traces recorded from antennae of

water-treated, β-galactosidase-dsRNA-injected, and BdorOBP83a-2-dsRNA-injected male and female challenged with methyl eugenol (C,D) and γ-octalactone (E,F).

MA, male antennae; FA, female antennae. Different lowercase letters above each bar denote significant differences between samples (p < 0.05).
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FIGURE 9 | Effect of RNAi treatments on olfactory behavior to the attractants methyl eugenol and γ-octalactone. Olfactory behavior to methyl eugenol in

non-treated (purple), water-treated (orange), β-galactosidase-dsRNA-injected (blue), and BdorOBP83a-2-dsRNA-injected (green) in males (A) and females (B); and to

γ-octalactone in males (C) and females (D) (**P < 0.01, ***P < 0.0001).

with exceptional conservation in function among OBP83a
orthologs from different species (Figure S7). OBP83a orthologs,
which were exclusively expressed in antennae, have been
reported to play crucial roles in olfactory perception, such as in
starved females in host seeking of G. m. morsitans (Liu et al.,
2010), and pheromone components detection in C. capitata
(Siciliano et al., 2014a,b). These results correspond well to its
specific tissue distribution within antennae which could give a
functional implication that BdorOBP83a-1 and BdorOBP83a-2
would share a relatively conserved physiological function with its
orthologs.

Roles of BdorOBP83a-2 in Attractant
Perception
Since BdorOBP83a-2 was upregulated in both mated males and
females, and exhibited the highest ligand-binding affinity, we
further analyzed its potential role in olfactory perception via
RNAi. Microinjection of BdorOBP83a-2 dsRNA inhibited
approximately 50% expression of the gene in antennae

based on qPCR analysis (Figure 8A). Males and females
with BdorOBP83a-2 knocked down were examined for
possible impact on olfactory behavior changes. As shown in
Figures 8B(upper part),C,D, knockdown of BdorOBP83a-2
resulted in 60–70% reduction of EAG response activity to methyl
eugenol. Similarly, knockdown of BdorOBP83a-2 resulted in
approximately 40% reduction of EAG response activity to
γ-octalatone (lower part of Figures 8B,E,F). In comparison,
knockdown of olfactory-unrelated control genes resulted in
no significant changes in EAG response activities. Males and
females with BdorOBP83a-2 knocked down were also used
for olfactory behavior analysis. Flight time to reach the odor
source for insects with BdorOBP83a-2 knocked down increased
30–50% with methyl eugenol as attractant. Knockdown of
control genes resulted in no apparent changes in flight time
(Figures 9A,B). Our data strongly suggest that BdorOBP83a-2
contributes to the changes observed in chemosensory and
behavioral function. Our observation is consistent with reports
that knockdown of a single OBP gene led to a significant
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decrease in the sensitivity of C. quinquefasciatus and A. gambiae
adults to major oviposition attractants (Biessmann et al., 2010;
Pelletier et al., 2010a). Mutations in a single OBP gene can also
cause significant changes in odorant perception and courtship
behavior of Drosophila adults (Xu et al., 2005; Laughlin et al.,
2008).

CONCLUSIONS

We have comparatively analyzed olfactory attraction and EAG
responses to semiochemicals in sexually immature and mated
males and females. The expression of antenna-predominant
OBPs was upregulated in the mated flies, and this increase
may be related to the need for an increased ability to detect
some key volatiles. Our ligand-binding assays demonstrated
that OBP83a homologs exhibited the highest affinity to
the attractant semiochemicals. Reduction in BdorOBP83a-2
transcript abundance led to a decrease in neuronal responses
to representative attractants as well as behavioral responses.
Together, these results suggest that BdorOBP83a-2 is likely
to participate in mediating responses of B. dorsalis adults to
attractant semiochemicals.
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Odorant binding proteins (OBPs) are proposed to be directly required for odorant

discrimination and represent potential interesting targets for pest control. In the

notoriously agricultural pest Adelphocoris lineolatus, our previous functional investigation

of highly expressed antennal OBPs clearly supported this viewpoint, whereas the findings

of the current study by characterizing of AlinOBP11 rather indicated that OBP in

hemipterous plant bugs might fulfill a different and tantalizing physiological role. The

phylogenetic analysis uncovered that AlinOBP11 together with several homologous

bug OBP proteins are potential orthologs, implying they could exhibit a conserved

function. Next, the results of expression profiles solidly showed that AlinOBP11 was

predominantly expressed at adult mouthparts, the most important gustatory organ of

Hemiptera mirid bug. Finally, a rigorously selective binding profile was observed in the

fluorescence competitive binding assay, in which recombinant AlinOBP11 displayed

much stronger binding abilities to non-volatile secondary metabolite compounds than

the volatile odorants. These results reflect that AlinOBP11, even its orthologous proteins

across bug species, could be associated with a distinctively conserved physiological role

such as a crucial carrier for non-volatiles host secondary metabolites in gustatory system.

Keywords: Adelphocoris lineolatus, odorant binding protein, expression profiles, phylogenetic analysis,

Fluorescence competitive binding assay

INTRODUCTION

Smell is undoubtedly the most important sensory for insects survival and reproduction (Li and
Liberles, 2015; Groot et al., 2016). Olfactory system that can sensitively and selectively detect
biologically active odorants attracts great attention from researchers who attempt to explore
alternative environment-friendly pest management strategy. In insect olfactory signal transduction
pathway, several classes of membrane-bound proteins such as odorant receptor (ORs), ionotropic
receptors (IRs), and sensory neuron membrane proteins (SNMPs) have been proven to play
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central roles in facilitating the conversion of the chemical
message to an electrical signal, while the carrier proteins like
odorant binding proteins (OBPs) or chemosensory proteins
(CSPs) are proposed to bind, deliver and even recognize
specific pheromones and odorants to their relevant receptors
(Jacquin-Joly and Merlin, 2004; Leal, 2013). For decades, various
functional studies toward important olfactory protein families
such as OBPs or ORs actually lead to a quick discovering of some
high-efficiency pest repellents or attractants (Tanaka et al., 2009;
Sun Y. F. et al., 2012; Sun L. et al., 2013). For instance, in the
alfalfa plant bug, A. lineolatus, behavioral active compounds were
successfully screened via ligand binding assay of an antennae
highly expressed AlinOBP10 (Sun L. et al., 2013). Synthetic
compounds targeting OBP3 or OBP7 which was proven to be
responsible for (E)-ß-farnesene perception elicited significantly
behavioral responses in aphids (Sun Y. F. et al., 2012).

Insect OBPs which were first identified in antennal sensillum
of silk moth, Antheraea polyphemus (Vogt and Riddiford, 1981)
belong to the superfamily of small acidic soluble carrier proteins
and could be recognized by six highly conserved cysteines (Leal
et al., 1999; Sandler et al., 2000; Tegoni et al., 2004; Pelosi et al.,
2014). Studies of both immunocytochemical localization and
in situ hybridization revealed that OBPs were synthesized by
non-neuronal auxiliary cells (trichogen and tormogen cells) and
secreted into the sensillum lymph with a very high concentration
(up to 10mM) (Steinbrecht et al., 1995; Hekmat-Scafe et al.,
1997; Michael, 2000; De Santis et al., 2006; Sun Y. P. et al., 2013;
Sun et al., 2014a). So far, various investigations elucidated that
antennal sensillum enriched OBPs indeed played essential roles
in recognition of physiologically relevant odorants (Jacquin-
Joly et al., 2000; Pophof, 2004; Große-Wilde et al., 2006; He
et al., 2010). For example, one subclass of OBP families named
pheromone binding proteins, PBPs, was highly abundant in
long trichoid sensilla and showed significantly specific binding
affinities to insect sex pheromones (Vogt and Riddiford, 1981;
Krieger et al., 1996; Leal et al., 1999; Klusák et al., 2003; Pophof,
2004; Große-Wilde et al., 2006; De Santis et al., 2006). Sensilla
basiconica expressed OBPs were proposed to be involved in
terpenoids or other plant volatiles detection (Feng and Prestwich,
1997). Meanwhile, in two Lepidopteran species, the cotton
leafworm Spodoptera littoralis (Poivet et al., 2012) and the
diamondback moth Plutella xylostella (Zhu et al., 2016), OBPs
were even demonstrated to be associated with the interesting
behavior why larvae are attracted by conspecific moth sex
pheromone.

However, the functions of insect OBPs may be more
complicated and could not be restrict within olfactory cue
recognition. In Drosophila melanogaster, most OBPs were
detected in both gustatory and olfactory sensilla and some
numbers were even expressed exclusively in taste organs (Galindo
and Smith, 2001). Jeong et al. (2013) proposed that feeding
behavior of D. melanogaster can be suppressed by a gustatory
organ expressed OBP49a responding to bitter compounds.
Two OBP genes, Obp57d and Obp57e in D. sechellia have
been demonstrated to be involved in the evolution of taste
perception and host-plant preference (Matsuo et al., 2007).
Particularly, expressions of Aedes aegypti OBP22 in antennae

and reproductive organs indicated its multiple functions (Li
et al., 2008). Likewise, physiological roles of male reproductive
organs expressed orthologous OBP10 in two sibling moth species
has been proposed to act as a specific carrier for female
oviposition deterrents that could helpHelicoverpa offspring avoid
cannibalism (Sun Y. L. et al., 2012).

The alfalfa plant bug, A. lineolatus, a typical polyphagous
insect pest outbreaks frequently in cotton field since the
transgenic Bacillus thuringiensis cotton largely cultivation in
China (Lu et al., 2010). Worse still, flight behavior enable it to
migrate among different host plants (Lu et al., 2009), and many
other important crops like alfalfa (Medicago sativa L.), green bean
(Phaseolus vulgaris), and tea plant (Camellia sinensis) suffer from
its serious destroy (Lu and Wu, 2008). Evidence suggested that
this bug heavily relies on chemical cues for host plant location
and migration (Lu and Wu, 2008). Thus, studies aiming at the
physiological and molecular basis of insect chemosensation may
help explore an alternatively effective pest control method.

Previously, 14 OBP transcripts of A. lineolatus were
identified (Gu et al., 2011a) and functional studies of several
antennae highly expressed OBPs such as AlinOBP1, AlinOBP5,
AlinOBP10, and AlinOBP13 indicated their potential olfactory
roles (Gu et al., 2011b; Sun L. et al., 2013; Wang et al., 2013;
Sun et al., 2014a). Subsequently, Hull et al. (2014) identified
33 putative OBP transcripts in the tarnished plant bug, Lygus
lineolaris, and suggested that several OBP genes included
LylinOBP19 can be expressed in gustatory organs, implying they
may be related to taste compound detected. However, whether
OBPs could express at taste organs and fulfill potential gustatory
functions in A. lineolatus remains largely unknown. In the
current study, we mainly focus our attention on AlinOBP11, a
putative orthologous OBP gene of LylinOBP19 in A. lineolatus
and our current results of tissue distribution pattern, ligand
binding assay, and phylogenetic analysis would provide detail
cues for its functional discussion.

MATERIALS AND METHODS

Insect Rearing and Tissue Collection
A. lineolatus adults were collected from alfalfa fields at
the Langfang Experimental Station of Chinese Academy of
Agricultural Sciences, Hebei Province, China. The laboratory
colony was established in plastic containers (20 × 13 × 8 cm),
which were maintained at 29 ± 1◦C, 60 ± 5% relative humidity,
and 14 h light:10 h dark cycle. The adults and newly emerged
nymphs were reared on green beans and 10% honey. Different
tissues fromA. lineolatus adults of both sexes including antennae,
mouthparts, heads (without antennae andmouthparts), thoraxes,
abdomens, legs, and wings were collected for qRT-PCR. Each
tissue was collected from three biological pools and all the
specimens were immediately stored in−80◦C for further process.

RNA Isolation and cDNA Synthesis
Total RNA of each sample was isolated using the Trizol reagent
(Invitrogen, Carlsbad, CA, USA), and the first-strand cDNA was
synthesized by FastQuant RT-kit with gDNA Eraser (TianGen,
Beijing, China) according to the manufacturer’s instructions.
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qRT-PCR
qRT-PCR assay regarding different developmental stages and
tissues were carried out using an ABI 7500 Real-Time PCR
System (Applied Biosystems, Carlsbad, CA). Two house-keeping
genes Alinβ-actin (GenBank No.GQ477013) and AlinElongation
factor (GenBank No.AEY99651) were used as endogenous
controls to normalize the target gene expression and correct
for sample-to-sample variation. Taqman primers of Alinβ-
actin and AlinOBP11 cited Gu et al. (2011a) and primers of
AlinElongation factor were designed using Primer Express 3.0
(Applied Biosystems) and listed in Table S1. For the qRT-PCR
reaction, the cDNA was diluted to concentration of 200 ng /µL.
Each reaction was performed in a 25µL mixture of 12.5µL
of Premix Ex Taq (TaKaRa), 1µL of each primer (10mM),
0.5µL probe (10mM), 0.5µL of Rox Reference Dye II, 1µL of
sample cDNA (200 ng), and 8.5µL of sterilized H2O. Negative
controls were non-template reactions (H2O instead of cDNA).
The reaction cycling parameters were as follows: 95◦C for 10 s, 40
cycles at 95◦C for 20 s, 60◦C for 34 s. For the data reproducibility,
qRT-PCR reaction for each sample was performed in three
technical replicates and three biological replicates. Since our
preliminary experiment demonstrated that the amplification
efficiency between targeted genes and reference gene was similar
(data not shown), the comparative 2−11CT method was used to
calculate the relative quantification between tissues (Livak and
Schmittgen, 2001).

The comparative analyses of target gene among different
tissues and developmental stages were determined using a one-
way nested analysis of variance (ANOVA), followed by Tukey’s
honestly significance difference (HSD) test using the software
SPSS Statistics 18.0 (SPSS Inc., Chicago, IL, USA).

Phylogenetic Construction and Selective
Pressure Analysis
The 92 OBP sequences of five mirid bug species (GenBank
accession numbers and references can be seen in Table S2) were
used to infer the evolutionary history with the software MEGA
6.0 with a p-distance model and a pairwise deletion of gaps
(Tamura et al., 2013). The bootstrap support of tree branches
was assessed by re-sampling amino acid positions 1000 times.
Estimation of the non synonymous (dN) to synonymous (dS)
substitution rate (ω) was performed by the maximum likelihood
method (Anisimova et al., 2001) using the Codeml program in
the PAML 4.6 package (Yang, 1997).

Western Blot Assay
The polyclonal antiserum against the recombinant AlinOBP11
was produced by injecting robust adult rabbits subcutaneously
and intramuscularly with the highly purified recombinant
protein. Recombinant protein was emulsified with an equal
volume of Freund’s complete adjuvant (Sigma, St. Louis,
MO, USA) for the first time injection (500µg) and then
with incomplete adjuvant for the three additional injections
(300mg each time). The interval between each injection was
approximately half a month, and blood was collected 7 days after
the last injection and centrifuged at 6000 rpm for 20min. The
serum was purified based on a MAb Trap kit (GE Healthcare)

following the manufacturer’s instructions. The rabbits were
maintained in large cages at room temperature, and all of the
operations were performed according to ethical guidelines to
minimize the pain and discomfort of the animals.

Crude extracts from different tissues of female and male
adult bugs included the antennae, mouthparts, legs, wings, and
bodies (without aforesaid parts) were separated on 15% SDS-
PAGE, respectively. Samples were transferred to a polyvinylidene
fluoride membrane (PVDF, Millipore, Carrigtwohill, Ireland) at
the condition of 200mA for 50min, and then membrane was
blocked using 5% dry skimmed milk (BD Biosciences, San Jose,
CA, USA) in phosphate-buffered saline (PBS) containing 0.1%
Tween-20 (PBST) for 2 h at room temperature. After washing
three times with PBST (10min each time), the blockedmembrane
was incubated with purified rabbit anti-AlinOBP11antiserum
(dilution 1:2000) for 1 h. Three times washing with PBST again,
the membrane was incubated with anti-rabbit IgG horseradish
peroxidase (HRP) conjugate and HRP-streptavidin complex
(Promega, Madison, WI, USA) at a dilution of 1:10000 for
1 h. The membrane was then incubated with the western blot
substrates of the enhanced chemiluminescence western blot
kit (CoWinbiotech, China), and the bands were visualized by
exposing to X-OMATBT films (Kodak, New York, USA).

Fluorescence Competitive Binding Assay
The recombinant protein expression and purification was
performed according to our previous protocols (Sun L. et al.,
2013; Sun et al., 2014a). Briefly, the plasmid containing
AlinOBP11 gene was constructed and transformed into
Escherichia coli BL21 (DE3) competent cells for recombinant
protein expression, and the protein was largely induced with
1mM isopropyl ß-D-1-thiogalactopyranoside (IPTG) at 37◦C
for 3–6 h. The purification was performed using two rounds
of Ni ion affinity chromatography (GE-Healthcare), and the
His-tag was removed with recombinant enterokinase (Novagen).
The highly purified proteins were desalted through extensive
dialysis, and then the size and purity of the recombinant proteins
were verified by 15% SDS-PAGE.

For the ligand binding assays, 45 compounds include 41
volatiles and four non-volatiles were selected based on previously
reported isolation from A. lineolatus host plants (Meisner et al.,
1977; Halloin, 1982; Aldrich, 1988; Loughrin et al., 1995; Röse
and Tumlinson, 2004; Millar, 2005). The binding assay was
performed on an F-380 fluorescence spectrophotometer (Tianjin,
China) at room temperature (25◦C) with a 1-cm light path
quartz cuvette and 10-nm slits for both excitation and emission.
The excitation wavelength was 337 nm, and the emission
spectrum was recorded between 390 and 460 nm. Firstly, the
constant of AlinOBP11 with the fluorescent probe N-phenyl-
1-naphthylamine (1-NPN) was measured, a final concentration
of 2µM protein solution in 50mM Tris-HCl (pH 7.4) was
titrated with aliquots of 1mM 1-NPN dissolved in methanol
to final concentrations ranging from 1 to 16µM. Then the
affinities of other ligands were tested through competitive
binding assays using 1-NPN as the fluorescent reporter at a
concentration of 2µM, and the concentration of each competitor
ranged from 2 to 30µM. The fluorescence intensities at the
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maximum fluorescence emission between 390 and 460 nm were
plotted against the free ligand concentration to determine
the binding constants. The bound chemical was evaluated
based on its fluorescence intensity with the assumption that
the protein was 100% active with a stoichiometry of 1:1
(protein: ligand) saturation. The binding curves were linearized
using a Scatchard plot, and the dissociation constants of
the competitors were calculated from the corresponding IC50

values based on the following equation: Ki= [IC50] / (1+
[1-NPN]/K1−NPN), where [1-NPN] is the free concentration of
1-NPN and K1−NPN is the dissociation constant of the complex
protein/1-NPN.

RESULTS

Phylogenetic Tree Construction and
Selective Pressure Analysis
A phylogenetic tree of 92 OBPs was constructed using the
neighbor-joining method to analyze evolutional relationships
between AlinOBP11 and other OBPs of different mirid species.
Figure 1 revealed a divergent OBP repertoire. AlinOBP11 and
four other OBPs i.e., AlucOBP36, AfasOBP11, AsutOBP11,
and LylinOBP19 from each bug species clustered into one
same clade with bootstrap support value up to 74 (Figure 1A).
Sequence alignment analysis showed AlinOBP11 has 94, 95, 94,
and 60% identity to AsutOBP11, AlucOBP36, AfasOBP11, and
LylinOBP19, respectively (Figures 1B,C). These results reflect
AlinOBP11 and these four OBPs form a clear orthologous group
across bug species.

To evaluate potential selective pressure acting on this OBP11
orthologous cluster, we calculated the ratio of non synonymous
to synonymous substitutions (dN/dS or ω) of this cluster with
branch models using PAML and compared the log likelihoods
(lnL) for the one ratio model M0 (assuming one ω ratio for all
branches) and the free ratio model M1 (assuming one ω ratio
for each branch) in likelihood ratio tests. The results uncovered
that the one ratio model (M0) could not be rejected (p >

0.01) and all branches shared a normalized ω ratio of 0.2954
(Figure 1A), implying that purifying selection was acting on
this cluster and AlinOBP11 would share a relatively conserved
physiological function with its orthologous genes (Qiao et al.,
2009; Zhou et al., 2010; Vandermoten et al., 2011).

Specific Tissue and Developmental
Expression Profiles of AlinOBP11
The results of our western blot assay showed that clear protein
bands could be found at mouthparts, legs, antennae as well as
other tissues, which seems that AlinOBP11 can be ubiquitously
expressed at adult tissues of both sexes (Figure 2). To compare
the expression levels of AlinOBP11 among different tissues,
we then conducted the qRT-PCR assay. Interestingly, unlike
previously reported uniformly antennae predominant expressed
AlinOBPs (Gu et al., 2011a; Sun L. et al., 2013; Sun et al.,
2014a), our current results revealed that AlinOBP11 was strongly
expressed at mouthparts, and slightly expressed at legs, antennae,
and other tissues (Figure 3). Meanwhile, AlinOBP11 transcript
abundance varied among different developmental instars and

FIGURE 1 | Sequence alignment and phylogeny of AlinOBP11 with other OBPs identified in five bug species. (A) Neighbor-joining phylogenetic tree was

constructed used MEGA 6.0 with a p-distance model and a pairwise deletion of gaps; The non-synonymous (dN) to synonymous (dS) substitution rate (ω) of OBP11

orthologs was labeled beside its cluster. (B) Sequence alignment was performed using the program ClustalX 2.1 with default gap penalty parameters of gap opening

10 and extension 0.2, and was edited using the GeneDoc 2.7.0 software. (C) The percent identity matrix of OBP11 orthologs is calculated using Vector NTI 10.0.
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FIGURE 2 | SDS-PAGE and AlinOBP11 expression profiles among

different adult tissues of both sexes assessed by western blot

analysis. The results showed that AlinOBP11 was detected at both male and

female adult mouthparts, legs, antennae, and weakly or even undetectably at

other tissues.

significantly higher expression level was observed in adult bugs
(Figure 3).

In vitro Expression and Purification of
AlinOBP11
The recombinant AlinOBP11 was successfully expressed using
a bacterial system. Induced targeted recombinant appeared at
both supernatant and insoluble inclusion bodies and the former
was selected to be purified using two rounds of Ni ion affinity
chromatography (GE Healthcare, Little Chalfont, UK). The
finally purified AlinOBP11 recombinant protein on the sodium
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE)
analysis displayed a single band (Figure S1).

Ligand-Binding of Recombinant AlinOBP11
Before the ligand-binding analysis, we measured the binding
affinities of fluorescence probe 1-NPN with purified AlinOBP11.
The results showed AlinOBP11 could solidly bind to 1-NPN with
binding affinity of 5.86 ± 0.47µM (Figure 4A). Consequently,
the binding properties of AlinOBP11 to compounds with
different functional groups were analyzed and the results
suggested it had a relatively narrow binding profile. Notably,
all the tested non-volatile compounds showed strong binding

abilities to AlinOBP11, and quercetin was the best ligand (Ki =

2.63 ± 0.23µM), followed by gossypol (Ki = 3.43 ± 0.32µM),
rutin hydrate (Ki = 7.78 ± 1.23µM), and (−)-catechin (Ki

= 15.26 ± 0.70µM). Additionally, the tested host volatiles
such as aliphatic alcohols, aldehydes, ketones, esters, aromatics
could hardly bind to recombinant AlinOBP11, except of three
terpenoids α-phellandrene, nerolidol, and trans, trans-farnesol,
which can bind to AlinOBP11 and their binding constant Ki was
20.07 ± 0.41, 20.76 ± 0.55, and 19.26 ± 1.78µM, respectively
(Figures 4B,C; Table 1).

DISCUSSION

Insect OBPs may serve as important molecular target for
designing and screening new effectively behavioral blocking
agents used in the application of eco-friendly pest management
strategies as they are considered to be strongly expressed in
antennal sensillum lymph and are involved in olfactory cues
discrimination, binding and transduction (Qiao et al., 2009;
He et al., 2011; Sun Y. F. et al., 2012; Pelosi et al., 2013,
2014; Sun L. et al., 2013; Sun et al., 2014a). However, a
plenty of studies suggested that OBPs’ expression patterns are
not restricted in olfactory organs and thus their physiological
functions would be more complex and diversified (Park et al.,
2000; Foret and Maleszka, 2006; Li et al., 2008; Sun Y. F.
et al., 2012; Yuan et al., 2015). To confirm whether OBPs
in the Hemiptera mirid bug species could fulfill putative
gustatory function, in the present study we especially focus on
a putative non-olfactory organ biased OBP gene, the OBP11 in
A. lineolatus.

Previously, Gu et al. identified 14 putative OBP genes from the
antennal cDNA library of A. lineolatus and suggested AlinOBP11
was strongly expressed at adult legs of both sexes (Gu et al.,
2011a). Subsequently, a large number of potential OBP genes
were identified in the tarnished plant bug, L. lineolaris and the
green plant bug, Apolygus lucorum via transcriptome strategy,
and more OBP transcripts were found to be expressed at
gustatory organs such as legs and mouthparts (Hull et al., 2014;
Yuan et al., 2015). Therefore, we firstly re-confirmed the tissue
expression profiles of AlinOBP11 after taking mouthparts into
account, the most important gustatory organs of Hemiptera
species. The results of our western blot analysis revealed that
clear single bands could be seen at mouthparts, legs as well
as antennae of both male and female adult bugs (Figure 2).
Interestingly, we found that relative mRNA level of AlinOBP11
was extraordinarily higher at adult mouthparts of both sexes
than that of previous reported legs and other tissues (Figure 3).
In addition, higher expression level was also observed in adult
bugs than different instars of nymph (Figure 3). If we considered
the tissue distribution patterns of all the 14 identified OBP
genes, according to the inference that mRNA expression is
indicative of physiological function of its encoded protein, a
putative functional subdivision of different OBP genes in the
same species of A. lineolatus would occur and the mouthparts-
biased AlinOBP11 could be separated from other OBPs such
as AlinOBP1, 10, 13 which have been demonstrated strongly
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FIGURE 3 | The relative transcript levels of AlinOBP11 at different developmental stages and adult tissues of both sexes analyzed by qRT-PCR. All data

were normalized to endogenous house-keeping genes Alinβ-actin (GenBank No. GQ477013) and relative fold changes are normalized to transcript level of the first

instar nymph or abdomen. The error bars represents the standard errors, and the different letters a, b, c, and d indicate significant differences (p < 0.05) among

different samples. The similar results were obtained with AlinElongation factor (GenBank No. AEY99651) as internal control (Figure S2).

FIGURE 4 | Fluorescence competitive binding assay. (A) Binding curve and relative Scatchard plot of 1-NPN to AlinOBP11. The dissociation constant of the

AlinOBP11/1-NPN complex was calculated as 5.86 ± 0.47µM. (B) Competitive binding curves of selected host plant compounds to AlinOBP11. (C) The reverse

values of the dissociation constants (Ki) measured with putative ligands of AlinOBP11. A mixture of the recombinant AlinOBP11 protein and

N-phenyl-1-naphthylamine (1-NPN) in 50mM Tris-Hcl buffer (pH 7.4) both at the concentration of 2 µM was titrated with 1mM solutions of each competing ligand to

the final concentration range of 2 to 30 µM. Fluorescence intensities are reported as percent of the values in the absence of competitor. Data are represented as

means of three independent experiments.
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TABLE 1 | Binding affinities of all of the selected compounds to the

recombinant AlinOBP11 protein.

Ligand CAS Number AlinOBP11

IC50 (µM) Ki (µM)

GENERAL ODORANTS

2-Hexanol 626-93-7 u.d. u.d.

Pentanol 71-41-0 u.d. u.d.

Valeraldehyde 110-62-3 u.d. u.d.

Hexanal 66-25-1 u.d. u.d.

Heptanal 111-71-7 u.d. u.d.

Octanal 124-13-0 u.d. u.d.

Nonanal 124-19-6 u.d. u.d.

2-Hexanone 591-78-6 u.d. u.d.

2-Heptanone 110-43-0 u.d. u.d.

2-Octanone 111-13-7 u.d. u.d.

3-Hexanone 589-38-8 u.d. u.d.

6-Methyl-5-hepten-2-one 110-93-0 u.d. u.d.

Amyl acetate 628-637-7 u.d. u.d.

Nonyl acetate 1143-13-5 u.d. u.d.

Undecane 1120-21-4 u.d. u.d.

Indole 120-72-9 u.d. u.d.

Benzaldehyde 100-52-7 u.d. u.d.

3,4-Dimethyl-benzaldehyde 5973-71-7 u.d. u.d.

Acetophenone 98-86-2 u.d. u.d.

Methyl salicylate 119-36-8 u.d. u.d.

GREEN LEAF VOLATILES

1-Hexanol 111-27-3 u.d. u.d.

cis-3-Hexen-1-ol 928-96-1 u.d. u.d.

trans-2-Hexenal 6278-26-3 u.d. u.d.

cis-3-hexenyl acetate 3681-71-8 u.d. u.d.

TERPENOIDS

E-β-Ocimene 3016-19-1 u.d. u.d.

Limonene 5989-27-5 u.d. u.d.

α-Phellandrene 99-83-2 26.16 ± 0.52 20.07 ± 0.41

β-Pinene 18172-67-3 u.d. u.d.

(+)-α-Pinene 7785-70-8 u.d. u.d.

β-Ionone 79-77-6 u.d. u.d.

Myrcene 123-35-3 u.d. u.d.

Nerolidol 7212-44-4 27.23 ± 0.71 20.76 ± 0.55

β-Caryophyllene 87-44-5 u.d. u.d.

α-Humulene 6753-98-6 u.d. u.d.

trans-β-Farnesene 18794-84-8 u.d. u.d.

trans,trans-Farnesol 106-28-5 25.21 ± 2.36 19.26 ± 1.78

PUTATIVE SEX PHEROMONES

Hexyl butyrate 2639-63-6 u.d. u.d.

Hexyl hexanoate 6378-65-0 u.d. u.d.

Butyl butyrate 109-21-7 u.d. u.d.

Ethyl butyrate 105-54-4 u.d. u.d.

trans-2-hexenyl butyrate 53398-83-7 u.d. u.d.

HOST PLANT SECONDARY METABOLITES

(−)-Catechin 18829-704 19.26 ± 0.93 15.26 ± 0.70

Rutin hydrate 207671-50-9 9.89 ± 1.61 7.78 ± 1.23

Quercetin 117-39-5 3.36 ± 0.30 2.63 ± 0.23

Gossypol 303-45-7 4.45 ± 0.34 3.43 ± 0.32

U.d. means that the IC50 value exceeds 30µM and thus that the binding affinities (Ki) of

the candidate competitive ligand were not calculated in this study.

expressed at antennae sensillum and fulfilled vital roles in
bug olfactory cue perception (Gu et al., 2011b; Sun L. et al.,
2013; Sun et al., 2014a). Indeed, unlike the antennae which are
equipped with various olfactory sensilla (Chinta et al., 1997;
Sun et al., 2014b), mouthparts of Hemiptera bug species consist
of piercing-sucking stylets and labium, the former is used to
eject saliva for food ingestion and is considered to be directly
related to oviposition behavior (Romani et al., 2005), while
the latter has 11–12 uniporous gustatory sensilla which are
responsible for assessing the suitability of food substrates (Ave
et al., 1978; Hatfield and Frazier, 1980). Our current results
of tissue expression pattern merely confirmed that AlinOBP11
was preferentially expressed at A. lineolatus adult mouthparts.
Although it is not known whether AlinOBP11 was expressed in
stylets or the gustatory sensillum of labium, we can conceivably
speculate that this provocatively specific expression profile would
benefit the alfalfa plant bugs, to a great extent, in many
importantly behavioral performances such as egg laying, host
plants selection, and even of toxic substances avoidance.

Our fluorescence competition assay provides further insight
into understanding of physiological roles of AlinOBP11. The
results clearly showed that recombinant AlinOBP11 protein
displayed preferential binding abilities to tested non-volatile host
plant secondary metabolites than all the volatile compounds
(Figures 4B,C; Table 1). These results correspond well to its
specific tissue distribution within mouthparts which could give
a functional implication that AlinOBP11 could function as
carrier in gustatory system for non-volatile compounds detection
when plant bugs begin to search suitable food substrates by
using the mouthparts to rub or tap on plant surfaces or insert
plant tissues. Additionally, plant secondary compounds play key
roles in the long-term evolution of plant-herbivore interactions
(Elsayed, 2011; Mithöfer and Boland, 2012), and the content
level variation of quercetin, gossypol, and rutin hydrate, three
AlinOBP11 best ligands, over the course of host plant maturation
have been demonstrated to be involved in herbivore defense.
In particular, gossypol and rutin hydrate were proposed to
increase the resistance of cotton plants in response to mirid
bug feeding, while the content of quercetin in cotton tended to
perform a negatively correlation between their interactions (Lin
et al., 2011). Thus, A. lineolatus might employ the mouthparts-
biased expressed AlinOBP11 to perceive and discriminate these
functional different non-volatile secondary metabolites; however,
this speculation still needs to be supported by more evidences.

Gene duplication was pointed to be the main mechanism
underlying the fast expansion and functional evolution of
chemosensory genes (Zhou et al., 2010; Zhang and Löfstedt,
2013); nevertheless, physiological functions of putative orthologs
also attract great interest. In aphid species, the distribution
of orthologous OBP genes may reflect their life styles and
host relationships. As an example, homologous OBP3 proteins
of different aphid species were proved to be associated with
recognition of alarm pheromone (E)-ß-farnesene (Qiao et al.,
2009; Vandermoten et al., 2011; Sun Y. F. et al., 2012). We re-
constructed the phylogenetic trees used reported OBPs of several
bug species (Figure 1) and the results clearly suggest AlinOBP11
and AsutOBP11, AlucOBP36, AfasOBP11, and LylinOBP19 fall
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into the same clade and support they are potential orthologs
across bug species which was consistent with Hull’s assumption
(Hull et al., 2014). Selective pressure assess by calculation of
dN/dS or ω = 0.295 (Figure 1) also indicates that genes in
this cluster are under purifying selection and would perform
conserved functions (Qiao et al., 2009; Zhou et al., 2010;
Vandermoten et al., 2011). Meanwhile, we found the AlinOBP11
was predominately expressed at mouthparts similar to tissue
expression profiles of previous reported LylinOBP19 (Hull et al.,
2014) and our further studies of AfasOBP11 and AsutOBP11
(data not shown here). However, Hua et al. (2012) suggested
that AlucOBP36 (named as AlucOBP3 in their study) was
antennae-biased expressed. This could be explained by different
genetic relationships and evolutionary processes of these bugs.
A. lineolatus, A. suturalis, and A. fasciaticollis belong to the same
genus Adelphocoris, while A. lucorum belongs to the other genus
Apolygus. Notably, the in vitro functional studies of antennae
expressed AlucOBP36 resembled our results of AlinOBP11,
which also showed better binding abilities to non-volatile host
plant secondary compounds of rutin hydrate, but not to quercetin
and gossypol (Hua et al., 2012), and this could be attributed to the
mutations of several amino acids in these two proteins’ binding
pockets.

In conclusion, this study characterizes a mouthparts enriched
OBP11 protein in A. lineolatus which preferentially binds
to non-volatile plant secondary compounds; to our current
knowledge, AlinOBP11 represents the first physiological function
of mouthparts highly expressed OBP in Hemiptera species.
As putative orthologous genes probably exhibited conserved
physiological function, orthologous OBP11 could be involved in
mirid bug feeding behaviors and serve as potential molecular
targets for the development of eco-friendly pest management
strategies against mirid bugs’ outbreaks.
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Figure S1 | SDS-PAGE analyses of AlinOBP11 expression and purification.

Protein markers are shown in the left side; −, crude bacterial extract before

induction with IPTG; + crude bacterial extracts after induction with IPTG; Sup,
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PET/AlinOBP11; P/His-tag, purified AlinOBP11 protein with His-tag; P, finally

purified AlinOBP11 protein obtained after two rounds of purification.

Figure S2 | The relative transcript levels of AlinOBP11 at different

developmental stages and adult tissues of both sexes evaluated by

qRT-PCR with AlinElongation factor (GenBank No.AEY99651) as internal

control. The results clearly showed AlinOBP11 was strongly expressed at adult

mouthparts.

Table S1 | The primers used in this article.

Table S2 | The protein names, GenBank accession numbers, and
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Like their diurnal relatives,Megalopta genalis use visual information to control flight. Unlike

their diurnal relatives, however, they do this at extremely low light intensities. Although

Megalopta has developed optical specializations to increase visual sensitivity, theoretical

studies suggest that this enhanced sensitivity does not enable them to capture enough

light to use visual information to reliably control flight in the rainforest at night. It has

been proposed that Megalopta gain extra sensitivity by summing visual information over

time. While enhancing the reliability of vision, this strategy would decrease the accuracy

with which they can detect image motion—a crucial cue for flight control. Here, we

test this temporal summation hypothesis by investigating how Megalopta’s flight control

and landing precision is affected by light intensity and compare our findings with the

results of similar experiments performed on the diurnal bumblebee Bombus terrestris, to

explore the extent to which Megalopta’s adaptations to dim light affect their precision.

We find that, unlike Bombus, light intensity does not affect flight and landing precision in

Megalopta. Overall, we find little evidence that Megalopta uses a temporal summation

strategy in dim light, while we find strong support for the use of this strategy in Bombus.

Keywords: flight control, light intensity, neural summation, Megalopta, Bombus

INTRODUCTION

As light intensities fall, visual information becomes increasingly unreliable and nocturnal animals
compensate for this by having eyes that are extremely sensitive to light (Warrant, 2008a,b).
Many nocturnal insects, for example, possess superposition compound eyes, a design that greatly
increases light capture compared to the apposition compound eye, which is better suited to fast
vision in bright environments and is therefore more typical of diurnal insects (Land, 1981).
Nonetheless, the nocturnal neotropical sweat bee Megalopta genalis, which relies heavily on visual
information to control flight (Baird et al., 2011) and locate its nest stick (Warrant et al., 2004) in dim
light, possesses apposition compound eyes. So how are these insects able to see at night?Megalopta
elevate their photon capture by having unusually wide, light-sensitive rhabdoms, and very large
facet lenses (Warrant et al., 2004; Greiner et al., 2004a). Although this increases the sensitivity of
their eyes quite significantly, theoretical calculations indicate that it does not allow them to capture
enough light to reliably control flight and to locate a small nest stick under the dense rainforest
canopy at night (Warrant et al., 2004; Greiner et al., 2004a). Anatomical investigations suggest
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thatMegaloptamost likely enhances visual reliability in dim light
by neurally summing visual information in the spatial domain
(Greiner et al., 2004b). In addition, theoretical analyses also
suggest that they may also sum this information in the temporal
domain (Theobald et al., 2006), although neither possibility has
been tested behaviorally.

While improving the reliability of visual information,
temporal neural summation comes at the cost of decreasing
sensitivity to image motion (Sponberg et al., 2015), a crucial
requirement for flight control and landing in many flying insects
(for a review, see: Taylor and Krapp, 2007). To maintain the
precision of flight control in dim light despite a loss of temporal
resolution, the insect would need to reduce the overall speed of
imagemotion by flying slower as light levels decline. This strategy
has been observed in hornets (Spiewok and Schmolz, 2006),
honeybees (Menzel, 1981), and bumblebees (Reber et al., 2015).
Interestingly, Megalopta does not seem to change ground speed
in response to decreasing light intensities but instead appears
to sacrifice flight performance: when returning to their nest in
dim light, they fly with significantly more convoluted trajectories
than when returning in brighter light, sometimes even making
unsuccessful approach and landing attempts (Theobald et al.,
2007). One explanation for the increased tortuosity in their flight
paths is that the bees are losing temporal resolution without
making any compensatory decreases in speed, something that
would likely limit the precision with which Megalopta could
control its flight and land. IfMegalopta does indeed use temporal
summation to enhance visual reliability in dim light without
flying slower, we would expect flight control and landing accuracy
to be significantly compromised as light levels fall. But is this
the case? Here, we aim to answer this question by investigating
experimentally the effect of light intensity on position control and
landing inMegalopta and compare this with similar experiments
performed on the diurnal bumblebee, Bombus terrestris, which
most likely uses temporal summation in dim light (Reber et al.,
2015).

MATERIALS AND METHODS

Animals
M. genalis create nests (otherwise referred to as nest sticks) by
burrowing holes and tunnels into dead, broken branches, lianas
and vines [typically 30–50mm in diameter (Eickwort, 1969)],
in the rainforest understory. The entrance holes to these nest
tunnels are∼5mm in diameter (Eickwort, 1969).Megalopta nest
sticks were collected and transferred to an experimental site in the
rainforest of Barro Colorado Island in Panama. The experiments
were conducted in March and April 2013 (with the exception of
the natural nest stick landings, which were performed in 2009,
see below for details). A light meter (IL1700, International Light,
USA) placed at the experimental location (2m from the nest
stick) recorded light intensity (illuminance in lux) at 1 s intervals
using an electronic data logger built in-house. The time stamp
of the light meter recordings was then carefully matched to the
time stamp of the recordings from the camera. Trajectories of
Megalopta returning to the nest in both experimental conditions

(see below for details) were filmed under infrared illumination at
25 fps (using a Sony Handycam HDR-HC5E, Sony Corporation,
Japan) during their normal foraging times, approximately 40min
both before sunrise and after sunset. The light intensities at which
the flights were filmed depended on when the bees returned
and were therefore not under experimental control. In some
cases, more than one bee inhabited the nest stick so that two or
more individual flights were recorded per session. Because we
could not identify the individual bees, we therefore report the
approximate number of individuals included in the data set as
well as the absolute number of nest sticks.

B. terrestris experiments used a commercial hive (Koppert,
UK) and were performed at Lund University in an indoor flight
cage (2.3m long × 2m wide × 2m high) during their peak
activity period (between 08:00 and 14:00) at light intensities
of either 19 or 190 lux. Bees returning to the nest were
recorded in 30min sessions interspersed with 30min control
periods to allow for habituation to the test condition and
light intensity. For both experimental conditions (see below for
details) only the first 10 flights to the nest were recorded in
each session because they often occurred in quick succession—
we could thus be confident that they represented 10 different
individuals. Otherwise, experiments were conducted as for
Megalopta.

For both species, different individuals were used for the two
different experiments (described below).

Statistics
Non-parametric Wilcoxon rank sum tests (z statistic) and
Spearman’s rank-order correlations at the 5% significance level
were used for all statistical comparisons. The rs statistic of the
correlation test indicates the strength and sign of the relationship
between -1 (perfect negative correlation), 0 (no correlation),
and 1 (perfect positive correlation). Values are reported as the

median and 25–75% interquartile range (iqr). Linear regression
analyses were performed using the “fitlm” function in Matlab
2015a (Mathworks), which provided the F-statistic vs. constant
model value and associated P-value.

The Effect of Light Intensity on Flight
Control
The experimental apparatus consisted of a clear acrylic tunnel,
14 cm wide × 14.5 cm high × 50 cm long, mounted 65 cm above
the ground (Figure 1A). The nest was placed at an opening in
one end of the tunnel at least 2 days before recording began
to ensure that the bees were accustomed to flying along the
tunnel to exit and enter their nest. The tunnel remained in this
position for the duration of the experiment. After 2 days of
habituation to the tunnel, all of the bees that flew made direct
trajectories through the tunnel to the nest. The nest entrance
was covered with a 5 cm diameter white disk (which had a low
contrast against the sandblasted Perspex back wall) having a
central 1 cm diameter hole aligned with the entrance hole of
the nest. The walls of the tunnel were lined with a pattern
composed of randomly distributed black and white 3 × 3 cm
squares. The top panel of the tunnel was sandblasted. Flights to
the nest were recorded at 25Hz using a camera (Sony Handycam
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FIGURE 1 | The experimental apparatus. (A) The experimental tunnel used

to investigate the effect of light intensity on flight control in Megalopta and

Bombus. Flights from the tunnel entrance to the nest were recorded using a

camera mounted underneath the tunnel. (B) The experimental apparatus used

to investigate the effect of light intensity on landing in Megalopta and Bombus.

Approaches to and landings on the disk were recorded using a camera

mounted to the side.

HDR-HC5E, Sony Corporation, Japan) mounted beneath the
tunnel. The trajectories were analyzed over the first 25 cm of the
tunnel to avoid including landing maneuvers at the nest. Fifty-
one flights from 19 individuals from 11 nest sticks were recorded
for Megalopta and 51 flights (23 flights at 19 lux and 28 flights
at 190 lux) from approximately 20 individuals were recorded for
Bombus.

Ground speed was calculated as the average of the two-
dimensional distance traveled between successive frames divided
by the time step between the frames (0.04 s). Accuracy of
position control was calculated by finding the average lateral
distance from the midline of the tunnel as well as the variance
in lateral position (the iqr of lateral positions) for each
flight.

The Effect of Light Intensity on Landing
In these experiments, the flights of bees landing on either
patterned disks or natural nest sticks (Megalopta only) were
recorded (Figure 1B). Black-and-white concentric ring or radial
patterns (Megalopta only) were printed on paper and attached
to plastic disks, 10 cm in diameter with a 1 cm diameter hole at
the center. The radial pattern provided strong expansion cues
for bees approaching the disk while these cues were minimized

in the sector pattern. In these experiments, the entrance to the
nest was not placed in a tunnel but was surrounded by clear
space. The disks were fitted over the nest entrance such that
bees returning to their nest would have to approach and land on
them. A camera mounted to the side of the disks, parallel to the
trajectories of the bees, recorded the landings. Leg extension was
defined as the moment when the bees began to extend their front
or middle legs prior to making contact with the disk (depending
on which came first). Time to contact (TC) was calculated as the
time between leg extension and contact with the disk. Sixty-one
landings (27 for the ring pattern, 34 for the radial pattern) from
10 individuals from four nest sticks were recorded forMegalopta,
58 landings from approximately 20 individuals were recorded for
Bombus.

The natural nest stick landings forMegalopta were performed
in March and April 2009. In these experiments, light intensity
measurements (recorded in cd/m2) were made every 5min
using a Kodak 18% gray card reflecting incident downwelling
daylight and a light meter (IL1700, International Light, USA),
at a location about 2m from the nest (as for the other
Megalopta measurements). The nest sticks sticks were between
30 and 50mm in diameter with a ∼5mm diameter hole that
has approximately 72% contrast with the surrounding wood
(Warrant et al., 2004). For the purpose of consistency and ease of
comparison, these light intensity measurements were exchanged
for careful intensity measurements in lux that were taken under
similar conditions and at the same time of year for identical pre-
and post-sunset times in later years. It is important to note that
we performed statistical tests using both units and they both
indicated that light intensity had no significant effect on landing
precision in this experiment.

RESULTS

Changes in Light Intensity Affect Flight
Control in Bombus But not in Megalopta
To investigate the effect of light intensity on flight control
in Megalopta and Bombus, we recorded the trajectories of
bees flying through an experimental tunnel at different light
intensities. Flights of Megalopta were recorded over a range of
light intensities between 0.0014 and 40.4 lux (this could not be
experimentally controlled as it was determined by when the bees
chose to return to their nest after a foraging trip). Despite the four
log units of difference, light intensity did not have a strong effect
on ground speed (rs = 0.24, P = 0.09, n = 51; Figure 2A) nor
the absolute lateral position (rs = −0.06, P = 0.69; Figure 2B).
There is a suggestion, however, that the within-flight variance of
lateral position is weakly affected by light intensity (rs = 0.26,
p = 0.06; Figure 2C). This result is also reflected in the linear
regression analyses of the data and the statistical comparison with
a constant relationship between the variables (details of these
analyses are provided in each subplot of Figure 2). In contrast
to Megalopta, the ground speed of Bombus flying at higher light
intensities of 190 or 19 lux (the bumblebees were reluctant to
fly in lower light intensities) was significantly affected by light
intensity (rs = 0.46, P < 0.001, n = 50; Figure 2A), although
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FIGURE 2 | The effect of light intensity on flight control in Megalopta

and Bombus. The effect of light intensity on ground speed (A), median lateral

position (B), and variance (inter-quartile range) in lateral position (C) of

Megalopta (blue stars; 51 flights, 19 individuals, 15 nests—different symbols

indicate data from different nests) and Bombus [box plots; 23 flights (19 lux),

28 flights (190 lux), ∼20 individuals] flying along an experimental tunnel

(140mm wide) at different light intensities. The boxes indicate the 25–75%

quartile of the data, the red line indicates the median and the whiskers show

the extent of the data. Gray lines indicate a linear regression analysis of the

Megalopta data; details of the analysis and the statistical comparison (F-value)

against a constant model are provided in each plot.

the absolute lateral position (rs = 0.07, P = 0.63; Figure 2B)
and the variance in lateral position was not (rs = 0.05, p = 0.76;
Figure 2C).

Changes in Light Intensity Affect Landing
Control in Bombus But not in Megalopta
To investigate the effect of light intensity on the precision of
landing (measured in terms of the timing of the leg extension
response), we recorded the final stage of return flights to the
nest in Megalopta and Bombus under different light intensities.
Megalopta landings on a concentric ring pattern (which provides
strong visual expansion cues) were recorded over a range of light
intensities between 0.0018 and 3.58 lux (once again, this was not
under experimental control but rather determined by when the
bees returned to their nest after a foraging trip). Over this range,
light intensity did not affect the time between leg extension and

FIGURE 3 | The effect of light intensity on the timing of leg extension

when landing in Megalopta and Bombus. (A) The effect of light intensity on

the time between leg extension and contact (TC) with a concentric ring pattern

(inset) in Megalopta (blue stars, 27 landings, 10 individuals, 4 nests—different

symbols indicate data from different nests) and Bombus [box plots, details as

in Figure 1; 21 landings (19 lux), 37 landings (190 lux), ∼20 individuals]. (B)

The effect of visual expansion cues on TC in Megalopta [ring pattern (inset): 27

landings, radial pattern (inset): 34 landings]. Box plot details as in Figure 1

indicate the distance between the lower and upper quartile values, red lines

indicate the median, whiskers indicate the entire spread of the data and red

crosses indicate outliers. (C) The effect of light intensity on TC for a natural

nest stick (inset) in Megalopta (23 landings, 4 individuals, 2 nests—different

symbols indicate data from different nests). Gray lines indicate a linear

regression analysis of the Megalopta data; details of the analysis and the

statistical comparison (F-value) against a constant model are provided in each

plot.

contact with the surface, TC (rs = −0.02, P = 0.91, n = 27;
see also details of the linear regression analysis in Figure 3A). In
contrast, a single order of magnitude change in light intensity
from 190 to 19 lux was sufficient to significantly affect TC in
Bombus landing on the same pattern (rs = 0.4, p = 0.0016,
n = 58; Figure 3A). Because only light intensity varied in
this experiment, this result suggests that visual information is
important for initiating the leg extension response in Bombus but
that it may not play such an important role inMegalopta.
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To examine if visual cues are used to regulate the timing of
the leg extension response in Megalopta, we compared TC for a
concentric ring pattern, which provides strong visual expansion
cues, with TC for a radial pattern, which provides only weak
expansion cues over a similar range of light intensities (0.00094–
19.94 lux). If the bees use visual expansion cues to initiate a
leg extension, we expect that it will be initiated later (that is,
TC will be reduced) for the radial pattern because the bees will
receive little information about the distance to the surface. A
TC lower than that obtained for the ring pattern (which we
assume to represent optimal timing for landing) would indicate
that landing has become less precise. Our results showed that TC
was affected by the visual pattern (Wilcoxon rank sum, z = 3.3,
P < 0.0001, n = 61; see also details of the linear regression
analysis in Figure 3B), with leg extension occurring earlier for
the ring compared to the radial pattern (ring: 200 [80]ms;
radial: 120 [80]ms, median [iqr]). This decrease in TC for the
radial pattern indicates thatMegalopta becomes less precise when
visual expansion cues are removed, suggesting that these cues are
important for coordinating the timing of leg extension during
landing.

To investigate if TC in Megalopta is robust to light
intensity under more natural conditions, we filmed landings on
unmodified nest over a range of light intensities between 0.0007
and 0.95 lux. Again, we found no effect of light intensity on TC
(rs = −0.05, p = 0.81, Figure 3C), although the average of
116 [46] ms is lower than the value of 200 [80]ms recorded for
the much larger ring pattern, suggesting that the size and visual
saliency of the landing surface is another factor that affects the
timing of leg extension inMegalopta.

DISCUSSION

In this study, we investigate the effect of light intensity on flight
control and landing in a nocturnal (Megalopta) and diurnal
(Bombus) bee species. Overall, we find that flight control and
landing precision in Megalopta is not strongly affected by light
intensity, even over a five orders of magnitude decrease from
twilight down to illumination levels approaching starlight. In
contrast, ground speed and landing precision in Bombus decrease
significantly over just a single order of magnitude decrease in
light intensity, from illumination levels similar to an overcast day
to those experienced just before twilight.

The finding that light intensity does not have a strong effect
on ground speed in Megalopta is consistent with previous
findings (Theobald et al., 2007), despite the large methodological
differences between analysing natural return flights in the earlier
study and analysing flights in an experimental tunnel in the
present study. Does this lack of dependence of ground speed
on light intensity come at the cost of flight performance in
Megalopta? Surprisingly, we found that flight accuracy, at least
in terms of positioning between the walls of a tunnel, does
not worsen even over a five orders of magnitude decrease in
light intensity. Despite the increased sensitivity afforded by
their optical specializations (Greiner et al., 2004a), the ability to
maintain the same level of flight control precision over such a
broad range of intensities strongly suggests that Megalopta rely

on neural summation strategies to improve visual reliability in
dim light. The lack of a change in ground speed in combination
with a negligible effect on precision makes it unlikely that
Megalopta rely heavily on temporal neural summation strategies
to control flight in dim light but that they more likely rely heavily
on spatial summation strategies to do this.

In contrast to Megalopta, we observe a strong effect of light
intensity on flight control in Bombus, even over a single log
unit change in light intensity. These findings are consistent
with previous work (Reber et al., 2015) and suggest that, as
light intensities fall, Bombus use neural temporal summation
to improve visual reliability and that they compensate for the
subsequent loss of temporal resolution by flying more slowly, as
hornets (Spiewok and Schmolz, 2006) and honeybees (Menzel,
1981) also appear to do. This compensatory decrease in ground
speed allows them to obtain enough visual information to
continue to control their position accurately.

To date, all investigations into the effect of light intensity on
flight control in insects have focussed primarily on how light
intensity affects ground speed. However, insects must control
more than their speed to be able to fly safely in dim light.
One of the most challenging behaviors that flying insects must
perform is landing. To orchestrate a safe and efficient landing,
flying insects need to determine the moment when they will
contact the surface so that they can extend their legs in time.
One cue that stimulates this leg extension response in tethered
flies is the apparent rate of image expansion generated by the
surface, which is used to measure the relative distance to the
surface and the TC (Goodman, 1960; Wehrhahn et al., 1981;
Borst, 1986; Borst and Bahde, 1986)—once this apparent rate of
expansion reaches a certain threshold value, the leg extension
reflex is initiated. To investigate if changes in light intensity
affect landing precision in Megalopta and Bombus, we analyzed
the effect of light intensity on the timing of the leg extension
reflex.

As with the other parameters of flight control discussed above,
the timing of the leg extension reflex is not affected by light
intensity in Megalopta, while in Bombus precision is clearly lost
and they extend their legs much later (i.e., closer to the nest)
when light intensity decreases. One possible explanation for the
lack of observeable effect of light intensity on TC in Megalopta
is that the leg extension response is not mediated by visual cues.
However, when we tested the effect of removing expansion cues
from the landing surface, we find thatMegalopta extend their legs
later, suggesting that visual cues do indeed play an important
role in the control of landing and that the neural summation
mechanisms they employ do not affect their ability to measure
the rate of expansion of optic flow cues generated by the landing
surface, despite a four orders of magnitude decrease in light
intensity (note that the bees in the tunnel experiments flew over
five orders of magnitude difference in light intensity while in the
landing experiments the flights were distributed over four orders
of magnitude).

Although our results show that the timing of the leg extension
response in Megalopta is not affected by light intensity, the
patterns that we used in the experiment were not representative
of the natural landing surface of an unmodified nest stick, for
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which the only strong contrast cues are provided by the edge
of the stick and the dark entrance. Although the timing of
the leg extension was reduced for landings at the nest stick in
comparison to landings on the disk, suggesting that the size and
visual saliency of the landing surface might be an important cue,
we find no effect of light intensity in this situation either. This
result further supports our finding that flight control and landing
precision in Megalopta is extraordinarily robust to large changes
in light intensity.

Considered together, the results of this study reveal that
the visual control of flight and landing in Megalopta is not
affected by large changes in light intensity, even at intensities
similar to a moonless clear night sky (∼10−3 lux, according to
our own measurements). Under similar experimental conditions
(but under much brighter limiting light levels), Bombus fly
more slowly and the time between leg extension and landing
decreases—elevating their risk of colliding with the landing
surface (an event that was frequently observed at low light
levels)—even for a decline in light intensity of just a single order
of magnitude. These findings suggest that the neural summation
strategies employed by these two species are fundamentally
different. The reduction in ground speed and landing precision
observed in Bombus as light levels fall strongly supports
the hypothesis that they rely on neural temporal summation
mechanisms to obtain enough visual information to see in dim
light. In contrast, Megalopta do not fly more slowly and nor
does their flight accuracy appear to suffer, even over a very
large range of light intensities. This strongly implies that their
temporal resolution does not vary with light intensity and that
spatial summation is instead employed to ensure sufficient visual
reliability to control flight at night. At first glance, these findings
appear to contradict those of Theobald et al. (2007), who showed
that flight trajectories become more tortuous as light intensity

decreases, suggesting a loss of precision. Our results suggest,
however, that the apparent loss of accuracy is not due to a
decrease in the accuracy of flight control per se but rather to
a decrease in the ability of Megalopta to accurately locate the
nest stick due to increased spatial summation (as evidenced by
the shorter time between leg extension and landing at a natural
nest, Figure 2C). Nonetheless, these bees could use coarser spatial
landmarks in the rainforest to systematically home in on the
general vicinity of their nest stick, thus eventually allowing them
to locate it.

Here, we show that the neural summation strategies of
Megalopta are adequate for the fine control of flight and landing
while also enabling them to navigate over large distances back to
their nest across a broad range of light intensities, which change
rapidly and somewhat unpredictably in their equatorial habitat
(Endler, 1993). An improved understanding of how Megalopta
increase their visual sensitivity without sacrificing flight precision
will not only be important for understanding how animals use
neural adaptations to optimize sensory information when signal-
to-noise ratios are low but also for the development of artificial
visual guidance systems that are effective in dim light.
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Cubomedusae all have a similar set of six eyes on each of their four rhopalia. Still, there is a

great variation in activity patterns with some species being strictly day active while others

are strictly night active. Here we have examined the visual ecology of the medusa of the

night active Copula sivickisi from Okinawa using optics, morphology, electrophysiology,

and behavioral experiments. We found the lenses of both the upper and the lower lens

eyes to be image forming but under-focused, resulting in low spatial resolution in the order

of 10–15◦. The photoreceptor physiology is similar in the two lens eyes and they have

a single opsin peaking around 460 nm and low temporal resolution with a flicker fusion

frequency (fff) of 2.5 Hz indicating adaptions to vision in low light intensities. Further,

the outer segments have fluid filled swellings, which may concentrate the light in the

photoreceptor membrane by total internal reflections, and thus enhance the signal to

noise ratio in the eyes. Finally our behavioral experiments confirmed that the animals use

vision when hunting. When they are active at night they seek out high prey-concentration

by visual attraction to areas with abundant bioluminescent flashes triggered by their prey.

Keywords: cubozoa, night active, eyes, spectral sensitivity, foraging

INTRODUCTION

Within Cnidaria a small group, the cubozoans, have diverged to evolve an elaborate visual apparatus
along with an according expansion of their nervous systems (Satterlie, 1979; Garm et al., 2007).
The cubomedusae, or box jellyfish, all possess a similar set of 24 eyes distributed on four sensory
structures called rhopalia. Each rhopalium holds eyes of four morphologically distinct types, the
upper lens eye, the lower lens eye, the pit eyes, and the slit eyes, and offer a clear example of special
purpose eyes (Yamasu and Yoshida, 1976; Pearse and Pearse, 1978; Matsumoto, 1995; Nilsson
et al., 2005; Garm et al., 2008). The optics have been investigated only in two species, Tripedalia
cystophora and Chiropsella bronzie. In these species, the lens eyes provide low spatial resolution in
the order of 10◦ or worse (Nilsson et al., 2005; O’Connor et al., 2009). This does not allow visually
guided hunting for prey. Instead they use vision to seek out habitats with high prey densities. This
is best understood for the Caribbean species, T. cystophora, which feed on copepods accumulating
in light shafts between the mangrove prop roots (Buskey, 2003; Garm et al., 2011). They avoid the
dark roots but are attracted to the light shafts where the positively phototactic copepods gather.
Once in the right habitat they hunt passively with extended and trailing tentacles and the actual
prey capture is no different from the typical scypho- and hydromedusa which rely on the prey
accidentally contacting a tentacle.
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The small eyes (pupil diameter <100 µm) of T. cystophora
agree with their diurnal activity pattern: they are only found
hunting between the prop roots during the day and rest on
the bottom at night (Garm et al., 2012). Still, in all other
examined species it seems to be different. Several species are
found actively swimming both day and night, but unfortunately
most of the data originates from tank experiments which might
induce artificial behaviors (Yatsu, 1917; Satterlie, 1979). In one
case, the Australian Chironex fleckeri, individuals have been
tagged in the wild, and the tracking revealed that this species
has great variations between individuals but at least some were
just as active during dark hours as during the day (Gordon and
Seymour, 2009). Whether they hunt and capture prey during the
night is still unknown though. Interestingly, one species, Copula
sivickisi, from the Indo Pacific is strictly night active and sits
inactive and attached to the substrate during the day (Garm
et al., 2012). This species is predominantly associated with coral
reefs where it hunts a variety of planktonic crustaceans in the
surface waters at night. Like T. cystophora they have internal
fertilization and mating happens in the dark only (Hartwick,
1991; Lewis and Long, 2005; Garm et al., 2012, 2015). Despite
the strictly nocturnal behavior, they still have the same set of
small eyes (Figure 1) as the day active T. cystophora. How they
locate each other or prey items in the dark is unknown and could
in principle be governed by random swimming and accidental
encounters. But this would be rather inefficient, unless prey, and
mate densities are very high. In a recent paper we suggested
an alternative method (Garm et al., 2012). At least at Okinawa,
Japan, C. sivickisi are co-localized with the bioluminescent
dinoflagellate Pyrocystis noctilucawhich is constantly triggered to
emit light by encounters with a variety of planktonic crustaceans
(Garm et al., 2012). We hypothesized that the medusa of C.
sivickisi are attracted by the flashes of blue light and thereby
aggregate in areas with high prey densities.

Here we test the hypothesis that C. sivickisi locate areas
of high prey densities using the bioluminescent signals
from P. noctiluca. We focused on the lens eyes since
they are the only image forming eyes and examined their
optics and used electroretinograms (ERGs) to investigate their
receptor physiology, including spectral sensitivity and temporal
resolution. Further, we conducted behavioral experiments to test
if they are attracted by the flashes emitted by P. noctiluca. All the
results clearly support the hypothesis.

MATERIALS AND METHODS

Experimental Organisms
Medusa of C. sivickisi were collected using light traps in the
harbor at Akajima, Okinawa, Japan, and brought back to Akajima
Marine Science Laboratory (AMSL) where they were kept in 40–
80 l tanks with seawater at 29◦C and 33 psu, and fed Artemia
or copepods daily. The traps attracted medusae of both sexes
and all sizes (1.5–8mm in diameter). The electrophysiological
experiments on the temporal resolution was carried out at
AMSL using 10 adult animals of both sexes, but for spectral
sensitivity measurements, 15 juvenile medusae were brought
back to University of Copenhagen and raised to mature size

during 4–5 weeks. They were raised in a 50 l tank at 29◦C and
33 psu and fed SELCO enriched Artemia daily. Circulation in the
tank was created by aeration and half the water was exchanged
every other week. The behavioral experiments were conducted at
AMSL using adult males and females (bell diameter 8–10mm)
within 3 days of capture. The dinoflagellate, P. noctiluca, was
caught at nighttime in the harbor using a 100 µm plankton
net. After manually sorting them from the rest of the plankton
samples they were kept in a 60 l tank under natural light
conditions at AMSL.

Anatomical Model
As a basis for our analyses of visual optics, a geometrically
accurate model was made of the two lens eyes and their position
in the rhopalium. The model was based on histological sections
as well as fresh rhopalia photographed from the front, the side
and from above. The shape of excised fresh lenses, together with
histological sections, were used to determine the position and
dimensions of all optically relevant structures. The model was
based on five rhopalia from five fully-grown medusae.

Focal-Length Measurements in the Lens
Eyes
Fresh lenses from the lens eyes were excised from the eye by
tearing the retinal cup with two needles, one on either side
of the lens. Roughly 50% of the attempts delivered seemingly
intact lenses. The isolated lenses were placed in seawater on
a microscope slide and covered by a cover-slip, which was
supported to form a 1mm deep cavity. The lens was arranged
such that the longest axis was perpendicular to the incoming
light, as would be the case in an intact eye. The microscope
condenser was removed and a pinhole of 0.5mm was placed
10 cm below the preparation. Images were then taken through a
high numeric aperture objective (x50), focusing first at the lens
equator and then at every 10 µm to a distance well below the
depth of best focus. Measurements were performed on five lenses
from lower lens eyes and three lenses from upper lens eyes.

Electrophysiology
For measurements of the dynamic range and spectral sensitivity,
extracellular ERG recordings were obtained from seven lower
lens eyes and seven upper lens eyes originating form 11 adult
individuals of both sexes. A maximum of two rhopalia were used
per animal and only one eye from each rhopalium. Rhopalia
were dissected from the animals by cutting the rhopalial stalk
and afterwards they were transfered to a petri dish in the
electrophysiological setup containing seawater (29◦C, salinity
33 psu). A custommade glass suction electrode was placed on the
edge of either the upper or the lower lens eye and suction was
applied until a slight migration of pigment into the electrode was
observed. The diameter of the electrode tip was 1–3 µm resulting
in an impedance of 2–5MOhm. Recordings were amplified 1000
times and filtered (0.1Hz high pass, 1000Hz low pass, and 50Hz
notch filter) via a differential AC amplifier (1700, A-Msystems
Inc., WA) and recorded using a custom made program for
Labview (Labview 8.5, National Instruments, TX). The light
stimulus was provided by an ultra-bright white LED (Luxeon III
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FIGURE 1 | The visual system of Copula sivickisi. (A) An adult male fishing with outstretched tentacles. Framed area indicates location of one of the rhopalia. (B)

Close up of a rhopalium showing four of the six eyes. Note the large crystal (Cr) distally. (C) Resting medusae lying upside down but the rhopalia still orient with the

upper lens eye pointing straight upwards due to the heavy crystal. (D) Close up of framed area in (C) showing upright rhopalium, arrowhead indicates upper lens eye.

(E) Medusa laying on the side still having upright rhopalia. (F) Close up of framed area in (E) showing upright rhopalium, arrowhead indicates upper lens eye. (G) TEM

micrograph of photoreceptors in the lower lens eye. The outer segments (OS) are modified cilia, and the photoreceptors also contain screening pigment (Pg). Note

apparent holes in the outer segments. (H) Close up of OS showing the cilia projecting densely packed microvilli. LLE, lower lens eye; SE, slit eye; ULE, upper lens eye.

star, Philips, San Jose, CA) placed in a Linos microbench system
(Linos, Goettingen, Germany). The microbench was equipped
with a series of neutral density filters and interference color
filters (half width= 12 nm, CVI laser, Bensheim, Germany). The
stimulus was presented to the eye using a 1mm light guide close
to the pupil to create a close to even illumination of the entire
visual field.

The experimental protocol started with 15 min of dark
adaptation. Then an intensity series was presented covering four
log units in steps of 0.3 or 0.7 log units starting at the low intensity
end (1.1 × 101W/sr/m2). This was followed by an equal quanta

(6 × 1018 photons/s/sr/m2) spectral series covering 410–680 nm
in 20 steps and the protocol ended with a 2nd intensity series
to ensure that the sensitivity had not changed during the
experiment. Each stimulus lasted 25ms and the stimuli were
presented with 1 1/2min in between. Only data from eyes lasting
a full protocol, where the 2nd intensity series differed<15% from
the 1st, were used for the analysis. This similarity between the
two V-log I curves also shows that the initial dark adaptation,
stimulus duration, and inter stimulus times were long enough
to avoid a change in adaptational state during the experiments.
The data were analyzed manually in the program Igor Pro 6.12A
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(Wavematrics, Lake Oswego, Oregon). The spectral data were
transformed by the V-log I curve to obtain the relative sensitivity
(see Coates et al., 2006 for details on this procedure).

The temporal resolution of the lens eyes was examined using
flicker fusion frequency (fff) experiments. Five upper lens eyes
and five lower lens eyes were presented with a sinusoidal stimulus
for 10 s covering the frequency spectrum 0.5–20Hz in 0.5Hz
steps while recording the ERG as described above. Initially,
the eyes were adapted for 10min to the mid intensity of the
stimulus, which was followed by the sinusoidal stimuli starting
at the low frequency end with 2min at mid intensity between.
A full protocol thus lasted 90min. The recordings were analyzed
using a fast forward fourier transformation on what equals five
stimulus cycles. The returned value at the principle frequency was
normalized and used to create an fff curve.

Behavioral Experiments
Nine fully grown medusae were placed in a 20 l tank with
seawater at 29◦C and 33 psu and without circulation. The
experiment was conducted within the natural activity period
of the medusae at 10 p.m. and the medusae had last been
fed the night before. The tank was kept in a fully darkened
room and the animals were left for 30min to adjust to the
tank. A similar tank next to the medusa tank with the same
conditions held ∼300 P. noctiluca caught between 24 and
48 h prior to the experiments. The two tanks were separated
by 0.5 cm to minimize possible transfer of vibrations. After
the 30min, aeration was started in the P. noctiluca tank and
continued for 2min. The bubbling had a frequency of 2–3Hz
and triggered the bioluminescence immediately. The behavioral
response to the bioluminescence was recorded using a Sony
handycam (Sony DCR-HC44) under infrared light (IR-65LED,
Loligo Systems, Denmark; peak wavelength = 850 nm, intensity
at surface = 27.5W/m2/sr). The video was analyzed in a custom
made program for Matlab 2013b (Mathwork, Inc., Natick, MA,
USA) which tracked the position of the medusae from 2min
before the onset of the bioluminescence to 2min after with a
2 s time resolution. In a further analysis of the video recording
the tank was divided in four equally sized horizontal sectors (#1
closest to the bioluminescence, #4 the furthest away) and it was
noted in which sector each of the medusae were positioned again
with a time resolution of 2 s.

RESULTS

Morphology
In C. sivickisi the rhopalia carry the six eyes, as typical for
cubozoans (Figures 1A,B). The rhopalia hang in the rhopalial
niche suspended on a flexible stalk. Along with the heavy crystal
in the distal end, this results in the rhopalium always keeping the
same vertical orientation with the upper lens eye pointing straight
upwards (Figures 1C–F). The sections of the lens eyes show
that they have the same structure with a thin cornea, a slightly
elliptic lens, a thin vitreous space, upright ciliary photoreceptors
also holding the brown screening pigment, and retinal associated
neurons (Figure 1G). The lens cells appear dead and devoid of
organelles in the center while the peripheral cells facing the retina

have nuclei and other organelles. The photoreceptors of the two
lens eyes are very similar and have outer segments of 40–70 µm
depending on the area of the retina, with the central ones being
the longest. The outer segments form dense layers of microvilli
arising from a single cilium (Figures 1G,H). Interestingly, the
outer segments in both lens eyes have large empty swellings along
the central axis appearing like holes in the retina (Figure 1G).

Optics
Isolated fresh lenses were slightly ellipsoidic with the longer axes
in the pupil plane (Figures 2A,B). Using a compoundmicroscope
to project parallel light through the lens we determined the
focusing properties of the lens by measuring the width of the
beam as a function of distance behind the lens. Lenses from
both the upper and lower eyes brought light to a focus at a
surprisingly short distance—approximately 100µm. At the plane
of best focus, the beam was converged to a diameter of 15–20%
of the lens diameter. To account for the variation in eye size
and lens size (about ± 25%) we normalized all measurements
to units of lens diameter and plotted the beam profile in an
anatomical model of the eye (Figures 2A–E). This demonstrated
that the plane of best focus is at the base of the retina in
both the upper and lower lens eyes. Even though the f-number
(focal ratio) is lower than that found in the related jellyfish T.
cystophora, we estimate that the spatial resolution will be roughly
the same, i.e., 10–20◦ in both upper and lower lens eyes (compare
Figures 2A,B,F–H).

Dynamic Range
The electrophysiologically recorded dynamic range was very
similar in the upper and lower lens eyes, and flashes of light with
varying intensity resulted in graded impulse responses typically
biphasic (Figure 3A). The dynamic range covered at least four
log units from 1.1 × 10 to 1.1 × 105 W/m2/sr (Figures 3A, 4A).
It might well be broader tough, since the V-Log I curves showed
no sign of saturation in the high intensity end (Figure 4A).

Spectral Sensitivity
The spectral sensitivity curves were also very similar in the two
lens eyes. They had a single peak in the deep blue part of the
visual spectrum around 460 nm (Figure 5). Using the least square
of the mean method to fit the spectral sensitivity curve of the
lens eyes to theoretical absorption curves of opsins (Govardovskii
et al., 2000), returned the best match in both lens eyes to a single
opsin peaking at 458 nm (Figure 5). In contrast to linear models
where the R2 is commonly used, the goodness of fit for non-linear
models is best described by Akaike’s Information Criterion (AIC).
The AIC for the opsin fit was−53.7 and−35.9 for the upper and
lower lens eye, respectively. Note that more negative values reflect
a better model fit.

Temporal Resolution
The temporal resolution of the two lens eyes was tested using
two different methods, a direct and an indirect. In the indirect
method the width at half height of the impulse response was
measured, indicating a difference between the two eyes. The
upper lens eye showed a decreasing half width with increasing
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FIGURE 2 | Geometrical model and optics of the lens eyes. (A,B) Frontal view of anatomical models of the lower (A) and upper (B) lens eye of C. sivickisi. Red

line indicates average beam width of a distant point light source, broken red lines indicate maximum and minimum beam width (N = 5 in A and N = 3 in B). (C,D)

Examples of the appearance of beam cross-sections behind a lens of the upper lens eye photographed at the lens equator and at the focal plane. (E) The average

beam profilers from (A,B) plotted in the sagittal plane of the rhopalium. The yellow field highlights beam width for a point source and thus the blur spot in the retina. (F)

Optical model of the lower lens eye of Chiropsella bronzie for comparison (modified from O’Connor et al., 2009). (G,H) Optical models of the lower and upper lens

eyes of Tripedalia cystophora respectively (modified from Nilsson et al., 2005).

light intensity of the 25ms flashes, and at the highest intensity the
half width was 29± 0.5ms (mean± SEM; Figure 4B). The lower
lens eye was slower at all tested intensities and had a minimal
half width of 42 ± 4 ms (mean ± SEM; Figure 4B). The flicker
fusion frequency (fff) experiments provided stable responses
to the sinusoidal stimulus throughout the entire stimulation
period (Figure 3B). Interestingly, when measuring the temporal
resolution with this direct method the difference between the
upper and lower lens eyes disappeared. Both eyes were very
slow and showed a close to linear decline in the response to
a sinusoidal flicker going from 0.5 to 2.5Hz (Figures 3B, 4C).

Above 2.5Hz no response was seen and the fff is thus ∼2.5Hz

for both eyes. At low frequencies, <1.5Hz the response peak
preceded the stimulus peak putatively due to build in temporal
filters. The same is seen for T. cystophora (O’Connor et al.,
2010).

Response to Bioluminescence from
Pyrocystis noctiluca
When the tank holding the nine medusae was kept in darkness,
the medusae displayed what we consider to be a natural foraging
behavior, swimming slowly with their tentacles fully or partly
extended near the surface. They did not distribute evenly but
preferred the ends of the tank over the middle part (Figures 6A,
7), which is a natural consequence of random exploratory
behavior. Importantly, they spent the same amount of time in the
two ends (two-sided unpaired student t-test, p= 0.88). There was
a marked change in behavior soon after the aeration was turned
on and the bioluminescence initiated (Figure 6B). Somemedusae
swam directly to the end of the tank toward the bioluminescence
and stayed there throughout the 2min. Others took 10–20 s
before swimming toward the light but all medusae spend most
of the 2min in zone 1 close closest to the bioluminescence
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FIGURE 3 | Examples of ERGs. (A) Recordings from an upper lens eye showing the graded impulse response to 25ms flashes of light (red line) covering four log

units. Note also the longer time to peak with declining light intensity. (B) Recording from a lower lens eye showing the responses to 1, 2, and 3Hz sinusoidal light

stimuli (red traces). Note that the response peaks before max intensity at 1Hz.

FIGURE 4 | Physiology of the lens eyes. Upper lens eye (ULE) in blue and lower lens eye (LLE) in red. (A) V-log I curve showing a dynamic range of about four log

units from ∼10 to 1 × 105 W/sr/m2. (B) The half width of the impulse response decrease with increasing intensity. At max intensity the half width was 29ms for ULE

and 42ms for LLE. (C) Both lens eyes are very slow and had flicker fusion frequencies (fff) of about 2.5Hz. All curves are showing mean ± S.E.M. N = 7, except for

(C) where N = 5.

flashes (Figure 6B). In the 2min with bioluminescence the
medusae spent significantly more time in zone 1 than any of
the other zones of the tank (two-sided unpaired student t-test,
p > 0.0001). They also spent significantly more time in zone 1
during activation of the bioluminescence than in darkness and
less time in zone 4 (two-sided unpaired student t-test, p = 0.027
and 0.028, respectively). At the end of the 2min, two medusae
started mating (Figure 6B, parallel blue and green trace).

DISCUSSION

Our results show that the lenses of both lens eyes of C. sivickisi
form under-focused images on the retinae, generating poor

spatial resolution with large blur spots in the range of 10–20◦

depending on retinal location. Further, the eyes are color-blind,

having a single opsin with peak sensitivity in the blue part of the

spectrum close to 460 nm. Both lens eyes have very low temporal
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FIGURE 5 | Spectral sensitivity of the lens eye. (A) The spectral sensitivity curve of the upper lens eye (blue line) has a single peak in the deep blue part of the

spectrum and has a good match with the absorption curve of a 458 nm opsin (red line, AIC = −53.7). (B) Similar to the upper lens eye the spectral sensitivity of the

lower lens eye (blue line) peaks in the deep blue part of the spectrum and had a best match with a single opsin peaking a 458 nm (red line, AIC = −35.9). The curves

are showing mean ± S.E.M., N = 7.

resolution with fff ’s around 2.5Hz. We also show that under dark
conditions the medusae are attracted to bioluminescent flashes
produced by the dinoflagellate P. noctiluca, which is occurring
in high densities in their natural habitat. In conclusion all data
support our hypothesis, that the medusae use vision to find
parts of the habitat where hunting will be most successful. They
are unlikely, however, to use vision to directly spot or pursue
individual prey items due to their low spatial resolution.

Low Intensity Vision for Spotting
Bioluminescence
So far C. sivickisi is the only cubomedusa known to be strictly
night active (Garm et al., 2012). Still, they have a visual system
similar to all other examined cubomedusae. Our morphological
data show that the lens eyes of C. sivickisi are structurally
similar to other box jellyfish eyes (Claus, 1878; Berger, 1900;
Yamasu and Yoshida, 1976; Pearse and Pearse, 1978; Nilsson
et al., 2005). Fully grown, the upper and lower lens eyes have
a diameter of about 150 and 200 µm, respectively. In general,
small eyes with pupils in the order of 100 µm provide only low
spatial resolution, especially at the low light intensities present
at night. But our results also point to several features, both in
the morphology and in the physiology, which will enhance the
photon capture. The outer segments are relatively long and have
very dense membrane stacking when compared to other box
jellyfish (Laska and Hündgen, 1982; Martin, 2004; O’Connor
et al., 2010). Assuming that this implies more photopigment, it
will enhance the photon capture, and can thus be interpreted
as adaptation for a nocturnal life-style. If there is more opsin
per photoreceptor cell it will also result in additional dark noise,
which will set a limit to the dimmest stimulus that can be
discriminated from noise (Barlow, 1956).

The photon capture is further optimized by a long integration
time shown by the very low temporal resolution with flicker
fusion frequencies of about 2.5 Hz. Such long integration time
is typically found in night active or deep sea animals and are
adaptations for vision in low light intensities (Warrant, 2004;
Warrant and Locket, 2004). The long integration times has
the obvious disadvantage of causing motion blur of objects

moving across the visual field. The large acceptance angles of the
photoreceptors, estimated to be 10–20◦, will also enhance photon
capture but reduce the ability to spot individual bioluminescent
flashes. This supports the notion that the lens eye ofC. sivickisi are
tuned for finding the direction toward the densest population of
bioluminescent organisms rather than guiding behavior toward
single bioluminescent flashes. Detection of bioluminescence is
further supported by the spectral sensitivity of the lens eyes
peaking close to 460 nm which is a fairly good match with
the peak emission of 473–478 nm from P. noctiluca (Hastings
and Morin, 1991). Further, the flashes typically have a duration
between 100 and 200ms which is slightly faster than the temporal
resolution we find for both lens eye and this ensures a maximum
photon capture from each flash (Hastings and Morin, 1991).

The slight mismatch between the spectral sensitivity of the
photoreceptors and the P. noctiluca emission is probably hinting
at another important visual task for the medusae. At dawn the
medusae come to a rest and anchor themselves to the underside
of stony corals (Garm et al., 2012). This means that they have
to seek out the coral in the morning light and having a spectral
sensitivity in the deep blue part of the spectrum will optimize the
contrast between the reef structures and the surrounding ocean
water. Clear ocean water peaks at about 450 nm (McFarland
and Munz, 1975) whereas coral reef structures, though varying,
typically reflect very little blue light and much more in the green
and red part of the spectrum (Schalles et al., 2000; Hochberg
et al., 2004). The peak sensitivity at about 460 nm could thus be
seen as a compromise allowing both habitat recognition and prey
detection.

Retinal Cavities for Noise Reduction
As mentioned above, dark noise is a major problem for vision
at low light intensities. Interestingly, the retinal structure with a
large fraction (about 50%) of empty spaces found in C. sivickisi
might be a unique way to minimize this problem. In the closely
related diurnal species T. cystophora the lens eyes have very
similar shapes and sizes, but there is much less empty space in
the retina (<10–15%; Nilsson et al., 2005). There is a possibility
that the retinal cavities are part of the adaptation to a nocturnal
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FIGURE 6 | Swim trajectories from behavioral experiments. (A) In

darkness the medusae swim in most of the tank but had a preference for the

corners of the tank. (B) When the dinoflagellate Pyrocystis noctiluca is emitting

bioluminescent light to the left of the tank the medusae spend most of the time

in the left side of the tank. Each trace represents 2min with 2 s time resolution

and each color represents a single medusa (N = 9). It is the same nine

medusae in (A,B) and timewise the trajectories from (A) continues in (B). See

also Figure 7. Note the parallel run of the blue and green trance in the bottom

left where a mating started. * indicates start of trajectory, • end.

life-style. The longitudinal structure of the empty spaces will
concentrate light to the microvillar sections between the spaces,
because these have a higher refractive index and will trap some
light by total internal reflections. This will boost absorption in
the photopigment. The spaces will also reduce the microvillar
volume of the retina, and if thismeans fewer rhodopsinmolecules
it will lead to less thermal noise. We thus hypothesize that
the pronounced cavities in the C. sivickisi retina is yet another
adaptation for a nocturnal life style, providing both a better signal
and less noise. However, without modeling the ray path in the
retina and measuring both density and thermal instability of the
rhodopsin, it is not possible to assess to which degree the retinal
spaces will improve the signal to noise ratio.

Visually Guided Hunting in C. sivickisi
Like many other cnidarian medusae, the medusa of C. sivickisi is
a predator feeding for a large part on pelagic crustaceans (Larson,
1976; Mackie, 1980; Buskey, 2003; Colin et al., 2003; Garm
et al., 2012). While most medusae behave as plankton organisms

FIGURE 7 | Distribution of the medusae in darkness (black bars) and

with bioluminescence (light blue bars). The tank was divided into four

zones with zone 1 closest to the tank with P. noctiluca and zone 4 the furthest

away. In darkness the medusae spend most time at the ends of the tank but

with no significant difference between zone 1 and zone 4. When the

bioluminescence of the algae is activated the medusae spend most of the time

in zone 1. Asterisks indicate significant difference at the 0.05 level. Bars are

means ± S.E.M., N = 9.

following the currents, cubomedusae are agile swimmers actively
choosing their location. Even though a higher number of test
animals than used here would be needed to understand the
full details of the hunting behavior of C. sivickisi, the statistical
significance of our results show that they use vision to place
themselves in areas with maximum prey density. This they do
using the bioluminescence emitted when their crustacean prey
contact the dinoflagellate P. noctiluca which can be present in
high densities in the habitat. The observed mating during the
experiments indicates that the results could be influenced by
a group effect (tendency to aggregate). Since the medusae in
general displayed natural behavior (including mating) in the tank
and since they are also found in close vicinity to conspecifics
when hunting in the natural habitat we trust that even though
a group effect might have been present it has not resulted in
unnatural behavior during the experiments.

The hunting behavior of C. sivickisi is similar to the diurnal
box jellyfish T. cystophora, which is visually attracted to light
shafts produced by gaps in the mangrove canopy. These light
shafts also attract their crustacean prey, and when these occur
in large numbers, their light scattering effect makes the light
shafts much more visible. The role of vision in C. sivickisi and
T. cystophora is not to spot individual prey animals, which is
typically implied by the term “visually guided predation.” But
both species are clearly engaged in visually guided foraging, and
it may be the passive mode of prey capture in medusae that
have prevented the evolution of high resolution vision in box
jellyfish. In principle terms, the foraging mode of C. sivickisi
and T. cystophora is an important example of a visual task
that may drive evolution from low resolution to high resolution
vision. It can be seen, therefore, as an important intermediate
between simple low resolution vision for habitat selection and
the high resolution vision which putatively drove the evolution of
large eyes and brains in vertebrates, cephalopods and arthropods
(Nilsson, 2009, 2013).
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The recent development of the olfactory conditioning of the sting extension response

(SER) has provided new insights into the mechanisms of aversive learning in honeybees.

Until now, very little information has been gained concerning US detection and

perception. In the initial version of SER conditioning, bees learned to associate an

odor CS with an electric shock US. Recently, we proposed a modified version of SER

conditioning, in which thermal stimulation with a heated probe is used as US. This

procedure has the advantage of allowing topical US applications virtually everywhere on

the honeybee body. In this study, we made use of this possibility and mapped thermal

responsiveness on the honeybee body, by measuring workers’ SER after applying heat

on 41 different structures. We then show that bees can learn the CS-US association

even when the heat US is applied on body structures that are not prominent sensory

organs, here the vertex (back of the head) and the ventral abdomen. Next, we used

a neuropharmalogical approach to evaluate the potential role of a recently described

Transient Receptor Potential (TRP) channel, HsTRPA, on peripheral heat detection by

bees. First, we applied HsTRPA activators to assess if such activation is sufficient for

triggering SER. Second, we injected HsTRPA inhibitors to ask whether interfering with

this TRP channel affects SER triggered by heat. These experiments suggest that HsTRPA

may be involved in heat detection by bees, and represent a potential peripheral detection

system in thermal SER conditioning.

Keywords: insects, thermoreception, nociception, aversive learning, AmHsTRPA

INTRODUCTION

In associative learning, animals associate sensory stimuli or their own behavioral responses with
particular outcomes, possessing a positive or negative hedonic value for the animal. In classical
(or Pavlovian) learning, an initially neutral stimulus such as an odor, sound or color (conditioned
stimulus–CS) is associated with a salient appetitive or aversive outcome, like the presence of
food or of a noxious stimulus (unconditioned stimulus—US; Pavlov, 1927). Learning success
critically depends on the salience of the involved stimuli for the animal, especially on the subjective
intensity of the US (Rescorla, 1988; Hammer, 1993; Scheiner et al., 2005). Understanding Pavlovian
conditioning therefore implies a careful analysis of how a particular US is detected at the sensory
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level and how its information is processed within the animal
brain.

In honeybees, both appetitive and aversive conditioning can
be studied in laboratory conditions thanks to two dedicated
protocols (Giurfa and Sandoz, 2012; Tedjakumala and Giurfa,
2013). The conditioning of the proboscis extension response
(PER), in which bees associate an odor CS with a sucrose US,
is a well-established assay that mimics the final part of bees’
foraging behavior, when they experience a floral aroma together
with nectar. It has been used for decades for unraveling the
neural mechanisms of appetitive learning (Bitterman et al., 1983;
Menzel, 1999; Giurfa and Sandoz, 2012). In this paradigm, data
are already available about how the sucrose US is detected and
processed in the bee brain. Sucrose is detected by dedicated
sugar receptors (AmGr1) on gustatory neurons within specific
sensilla on the bees’ antennae, mouthparts and tarsi (de Brito
Sanchez, 2011; Jung et al., 2015). These neurons project to the
subesophageal ganglion, where they are thought to directly or
indirectly contact a single octopaminergic neuron, VUM-mx1
(ventral unpaired median neuron 1 of the maxillary neuromere),
which represents the appetitive reinforcement in the bee brain
(Hammer, 1993). It converges at multiple sites with the olfactory
pathway, allowing the formation of the odor-sucrose association
(Menzel, 1999, 2012).

By contrast, very little information is yet available concerning
US detection and perception in aversive conditioning. The most
influential aversive learning paradigm is based on the bees’ sting
extension response (SER). This response represents the final
stage of bees’ aggressive response to the presence of a potential
intruder in front of the hive (Breed et al., 2004), classically
elicited by many sensory stimuli (dark colors, moving objects,
etc., Free, 1961) and by honeybees’ alarm pheromones (Free,
1987). In fixed bee in the laboratory, SER is triggered by noxious
stimuli, such as an electric shock (Núñez et al., 1983) or a
strong tactile contact (Zhang and Nieh, 2015). In the initial
version of the aversive conditioning, bees learned to associate
an odor CS with an electric shock US (Vergoz et al., 2007;
Roussel et al., 2009). As the electric shock is an unnatural
stimulus for bees, a recent study proposed a modified version
of SER conditioning, in which the electric shock is replaced
by a thermal stimulation with a heated probe as US (Junca
et al., 2014). Heat is a natural stimulus for bees and temperature
variations play an important role in the life of honeybees. At
the colony level, bees strictly regulate the hives’ temperature, as
deviations from normal brood temperature results in increased
mortality as well as in morphological and behavioral defects
(Himmer, 1927; Koeniger, 1978; Tautz et al., 2003; Groh et al.,
2004; Jones et al., 2005). High temperatures are critical, and in
summer, when temperatures rise above the thermal optimum of
the hive (∼34◦C), workers stand at the hive entrance and fan their
wings to decrease in-hive temperature. Foragers also bring water
inside the hive, thereby cooling air temperature (Lindauer, 1954).
At the individual level, bees strictly avoid temperatures above
44◦C and respond with a sting extension to heat stimulations
(Junca et al., 2014). They thus perceive a high temperature as an
aversive stimulus, and can associate an odorant with such a heat
stimulus.

Changing the nature of the aversive reinforcement has opened
new possibilities for studying US detection and processing.
Contrary to the electric shock, which requires using EEG gel and
does not easily allow topical applications, the heated probe can be
used for precisely stimulating particular parts of the bees’ body.
In the appetitive modality, US perception varies according to
which structure is stimulated with sucrose: mouthparts, antennae
and foreleg tarsi (Marshall, 1935; Scheiner et al., 2004; de
Brito Sanchez et al., 2008). Several studies have dissected the
differential contributions of these potential USs in appetitive
olfactory learning (Bitterman et al., 1983; Sandoz et al., 2002;
Scheiner et al., 2005; Wright et al., 2007; de Brito Sanchez et al.,
2008). First, these studies showed that all three locations support
some level of conditioning, although sucrose solution applied to
the proboscis leads to higher acquisition success compared to
antennal or tarsal USs. This effect is thought to be related to the
mouthparts’ higher sensitivity to sucrose compared for instance
to the tarsi (de Brito Sanchez et al., 2008). In addition, the location
of the sucrose US can have an effect on the duration of memory
retention and the types of memories produced (Wright et al.,
2007). PER conditioning with an antenna-only US supports,
shorter memory retention (<24 h) than when bees receive the US
on the mouthparts (>96 h; Wright et al., 2007). Thus, different
US locations may support different learning and/or retention
performances. Sucrose detection is limited to a few structures
on the bee body, which have evolved to arbor gustatory sensory
organs involved in appetitive behaviors. In aversive learning, by
contrast, bees learn to associate an odor with a noxious stimulus,
potentially leading to an injury. Contrary to the detection of
food stimuli, animals must be able to avoid injuries on their
whole body. Until now, we showed that thermal stimulation of
the antennae, mouthparts and foreleg tarsi all trigger SER and
can act as aversive US, yielding a similar learning success (Junca
et al., 2014). In the present study, we asked if in bees, the aversive
thermal US must be detected by dedicated sensory organs to act
as US (as in appetitive conditioning) or if thermal detection is a
more general sensory ability and heat applied anywhere on their
body may act as US.

The use of heat as USmay also allow searching for the involved
peripheral receptors. In the animal kingdom, a wide range of
receptors belonging to very different families have been shown to
be responsible for temperature detection, from cold to extreme
heat (Clapham et al., 2001). Among them, Transient Receptor
Potential (TRP) channels seem to be especially important
(Montell et al., 1985; Clapham, 2003; Voets et al., 2005). In
invertebrates, Drosophila possesses several types of TRP channels
involved in high temperature detection. Among them, members
of the TRPA subfamily are essential for responding to heat,
like Painless and dTRPA1 (Tracey et al., 2003; Hamada et al.,
2008; Kwon et al., 2010; Neely et al., 2011). Unfortunately,
no TRPA1 receptor is known in honeybees and AmPain is
poorly described (Matsuura et al., 2009). However, honey bees
express HsTRPA, a Hymenoptera-specific non-selective cationic
channel belonging to the TRPA subfamily and activated by
temperatures above 34◦C (honeybee gene: AmHsTRPA, Kohno
et al., 2010). When expressed in a heterologous system, this
channel’s current response increases rather monotonically with
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increasing temperature without showing any maximum at least
until 42◦C (it was not tested for higher temperatures). Such
response is reminiscent of the SER probability increase observed
from room temperature until 65◦C in worker bees (Junca et al.,
2014). To this day, HsTRPA thus represents the best candidate
for thermal detection involved in aversive thermal conditioning.
This TRP channel is a joint thermal and chemical sensor,
being also triggered by exogenous activators like AITC (allyl
isothiocyanate), CA (cinnamaldehyde) and camphor (Kohno
et al., 2010). Two exogenous inhibitors, Ruthenium Red (RuR)
and menthol have also been isolated (Kohno et al., 2010). The
existence of both activators and inhibitors for this receptor
provides us with the opportunity to test whether HsTRPA
is necessary and/or sufficient for thermal detection assessed
through SER.

In this study, we first mapped thermal responsiveness all over
the honeybee body, by measuring workers’ SER after applying
heat on 41 different structures. We, then, assessed the aversive
olfactory conditioning performances of bees when applying the
thermal US on body structures that are not prominent sensory
interfaces, the vertex (back of the head) and the ventral abdomen.
We next used a neuropharmalogical approach to evaluate the
role of HsTRPA for heat detection. First, we performed topical
applications of HsTRPA activators on the bee to assess if it
is sufficient for triggering SER. Second, we injected HsTRPA
inhibitors to ask whether interfering with this TRP channel
affects SER triggered by heat.

MATERIALS AND METHODS

Animals
Experiments were performed on honey bees caught on the
landing platform of several hives on the CNRS campus of Gif-
sur-Yvette, France. After chilling on ice, bees were harnessed in
individual holders so that both sting- and proboscis extension
could be clearly monitored in the same harnessed position. Bees
were fed with 5µl of sucrose solution (50% w/w) every morning
to standardize satiety levels and were conserved in a dark and
humid box between experiments.

Stimulations
Thermal stimulations were provided for 1 s by means of a
pointed copper cylinder (widest diameter: 6mm; length: 13mm),
mounted onto the end of a minute soldering iron running at
low voltage (HQ-Power, PS1503S). Temperature at the end of the
cylinder was controlled using a contact thermometer (Voltcraft,
Dot-150). Sucrose stimulations were provided for 1 sec with a
soaked toothpick to the bees’ antennae.

Thermal Sensitivity Map of the Bee Body
We first aimed at determining whether noxious thermal
stimulation of the bees’ different body parts triggers a SER and
if thermal sensitivity varies among them. Thermal stimulations
(65◦C for 1 s) were applied on 41 different areas of the bees’
body (see Figure 1A). Although, bees’ encounters with such
a high temperature would be very rare in natural conditions,

this stimulation was chosen in order to study bees’ thermal
nociceptive system. Recent studies in Drosophila have shown
that insects possess a nociceptive system which quickly and
strongly responds to potentially deadly temperatures and allows
them to avoid such stimuli (Tracey et al., 2003; Neely et al.,
2011). Our previous work already showed that a short (1 s)
stimulation at this temperature triggers clear SER responses when
applied on the antennae, the mouthparts or the forelegs of the
bees, without inducing any long-lasting effect on bees (Junca
et al., 2014). Eleven median unpaired structures were tested:
labrum, clypeus, back of the head, mesoscotum, mesosternum,
1-2, 3-4 sternites, 5-6 sternites, 1-2 tergites, 3-4 tergites, 5-6
tergites. Fifteen paired body parts were also tested on the left
or right side independently: antenna flagellum, antenna scape,
compound eye, mandible, proximal forewing, distal forewing,
protarsus, protibia, profemur, mesotarsus, mesotibia, mesofemur,
metatarsus, metatibia, metafemur. To avoid any fatigue of the
bees, only four structures were tested per bee. In addition to
thermal stimulations, tactile controls were applied on the same
structures to verify that sting extension was a consequence of
thermal stimulation. Tactile stimulations were performed with a
duplicate copper probe which remained at ambient temperature.
For each bee, the order of stimulation of the different structures,
as well as whether each stimulation was performed with the
heated or with the control probe, were determined randomly
prior to starting the experiment. The eight stimulations were
performed at 10min intervals. In this experiment, two groups of
20 bees were tested each day.

SER Conditioning with a Thermal US on
the Vertex and the Ventral Abdomen
To assess whether or not bees are able to perform aversive
olfactory conditioning with a thermal US on body parts that do
not correspond to sensory organs, SER conditioning experiments
were carried out with a thermal stimulus (65◦C) on 3-4 sternites
or on the back of the head as reinforcement. In a differential
aversive conditioning procedure, one odorant (the CS+) was
associated with a thermal reinforcement (the US), while another
odorant was presented without reinforcement (the CS−).
The odor CSs were 2-octanone and nonanal (Sigma Aldrich,
Deisenhofen, Germany). Five microliters of pure odorant were
applied onto a 1 cm2 piece of filter paper which was transferred
into a 20ml syringe (Terumo, Guyancourt, France) allowing
odorant delivery to the antennae. Half of the honeybees received
thermal reinforcement when 2-octanone (odor A) was presented
and no reinforcement when nonanal (odor B) was presented,
while the reversed contingency was used for the other half of the
bees. Both groups were conditioned along 16 trials (8 reinforced
and 8 non-reinforced) in which odorants were presented in
a pseudo-random sequence (e.g., ABBABAAB) starting with
odorant A or B in a balanced way across animals. The inter-
trial interval (ITI) was 10min. Each conditioning trial lasted
36 s. The bee was placed in the stimulation site in front of
the air extractor, and left for 18 s before being exposed to the
odorant paired with the US. Each odorant (CS+ or CS−) was
delivered manually for 4 s. The thermal stimulus started 3 s after
odorant onset and finished with the odorant (1 s temperature
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FIGURE 1 | Impact of thermal stimulation of 41 structures of the honeybee body on sting extension responses (SER). (A) Map of the bee body showing

the names of the tested structures. Gray areas were not accessible in our holding setups and were thus not tested. (B) Percentage of SER observed for thermal

stimulations on the 41 different body parts using a heated copper probe (n = 555, four structures tested per bee). As control, tactile stimulations with an unheated

probe were given. Prox, proximal; dist, distal; L, Left; R, Right.
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stimulation). The bee was then left in the setup for 14 s and
was then removed. The temperature of 65◦C was chosen for the
US because this stimulation induced a high rate of SER in the
previous experiments. One group of 16 bees was tested daily.

HsTRPA Involvement in Thermal Sting
Extension Response
We investigated the putative involvement of the
thermal/chemical sensor HsTRPA in heat sensitivity as measured
by sting extension. To this end, we evaluated the effects of known
HsTRPA activators and inhibitors. We focused on the SER
triggered by thermal stimulation on the mouthparts, as this is
the US commonly used for aversive thermal conditioning (Junca
et al., 2014; Cholé et al., 2015).

In a first experiment, we asked if topical application of a
chemical HsTRPA activator on the mouthparts directly triggers
SER, as a thermal stimulation does. Kohno et al. (2010) isolated
three exogenous molecules able to activate this channel: allyl
isothiocyanate (AITC), cynnalmaldehyde (CA), and camphor
(Sigma Aldrich, Deisenhofen, Germany). These compounds
were applied with a soaked toothpick at two concentrations
per drug in distilled water: AITC (1mM and 100mM), CA
(1mM and 100mM), camphor (3 and 300mM). As controls,
thermal stimulation (65◦C) as above and a toothpick soaked with
distilled water (vehicle) were applied to themouthparts. Activator
solutions and controls were provided in a randomized order
with a 10min interval. Two groups of 18 bees divided in three
subgroups for each activator were tested each day.

We also evaluated the effect of injections of HsTRPA
inhibitors on SER triggered by heat. A small hole was pricked
into the cornea of the median ocellus to allow the insertion
of a 1µl microsyringe (Hamilton company, Reno, Nevada,
USA). Different groups of bees were injected with 1µl Ringer
solution, menthol in Ringer, or ruthenium red (RuR) in Ringer
(Sigma Aldrich, Deisenhofen, Germany). Two concentrations
were tested for each drug: menthol (0.5 and 5mM), RuR (0.1 and
1mM). One hour after the injections (Kohno et al., 2010), bees
received a thermal stimulation (65◦C) and a tactile control on the
mouthparts, in a randomized order for each bee. Stimulations
were performed at 10min intervals. In a further experiment,
bees were injected with the highest inhibitor concentrations
(RuR 5mM or menthol 1mM) or Ringer and were then
subjected to a thermal responsiveness experiment (Junca et al.,
2014). One hour after inhibitor injection, bees received a
succession of six stimulations of increasing temperature (from
ambient temperature ∼25 to 75◦C), in steps of 10◦C. Thermal
stimulations alternated with tactile controls, provided as above
with an identical unheated probe. Stimulations were applied
during 1 s and the bees’ SER was noted.

We also verified that the application of HsTRPA inhibitors did
not have any non-specific deleterious effects on bees’ behavioral
responsiveness. We thus chose to assess their potential effect
on bees’ PER responses to sucrose. After injections with the
inhibitors (RuR 5mM, menthol 1mM) or Ringer, we performed
a typical sucrose responsiveness protocol as described in Scheiner
et al. (2004). Bees were presented sucrose solutions of increasing
concentration, following an exponential progression (0, 0.1, 0.3,

1, 3, 10, 30% w/w). Sucrose stimulations were alternated with
water controls. Sucrose and water stimulations were provided
with a soaked toothpick to the bees’ two antennae simultaneously,
and the PER (extension or not of the proboscis) was noted.

Each trial lasted 38 s. One bee at a time was placed in the
setup, and left for 20 s before stimulus application started. The
stimulation lasted for 1 s. The bee was then left in the setup for
17 s before being removed. For a given bee, all stimulations were
performed at 10min intervals.

Statistical Analysis
All recorded data were dichotomous, with a sting or proboscis
extension being recorded as 1 and a non-extension as 0. When
comparing the responses of the same bees to thermal and
tactile stimulations on the different structures composing the
heat sensory map, pairwise McNemar comparisons were used.
Differences in thermal or in tactile responses among body
structures were assessed using a Chi2 test. When comparing
responses to thermal or tactile stimuli across wider areas
(lateralization, core/periphery, body parts), Chi2 tests were used.
For pairwise comparisons, as body parts were composed of three
structures (head, thorax, abdomen), each structure was involved
in two comparisons. A Bonferroni correction for multiple
comparisons was thus applied, and the significance threshold
was αcorr = 0.05/2 = 0.025. When analyzing within group the
effect of topical applications of HsTRPA activators, McNemar
tests were used to compare drug application to water control.
To compare between groups the responses of bees injected
with HsTRPA inhibitors or vehicle, Fisher’s exact test were
used. As three groups were involved, the significance threshold
was corrected for multiple comparisons as αcorr = 0.025. To
analyze thermal and sucrose responsiveness curves or aversive
conditioning curves, we used repeated measure ANOVAs with
stimulus (thermal vs. tactile, sucrose vs. water or CS+ vs. CS−)
and trial as repeated factors. For aversive conditioning, following
standard procedures, only bees which responded to the US at
least three times in the course of acquisition were kept for
analysis (vertex: 2%; 3-4 sternites: 29%). To test the effect of
inhibitors on thermal and sucrose responsiveness, thermal, or
sucrose response curves were compared using repeated measure
ANOVAs with drug as a between-group factor. Monte Carlo
studies have shown that it is permissible to use ANOVA on
dichotomous data only under controlled conditions, which are
met in these experiments (Lunney, 1970). Statistical tests were
performed with STATISTICA 5.5 (Statsoft, Tulsa, USA).

RESULTS

Thermosensory Map of the Bee Body
Assessed by Sting Extension
We first aimed to map the heat sensitivity of the different
parts of the honeybee body, by applying a heated probe and
measuring sting extension responses (SER). Heat was applied for
1 s, and heat stimulations were alternated with tactile controls in
a pseudo-randomized order. In total, 41 different structures were
tested (Figure 1A, four structures tested per bee, n = 555 bees).
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FIGURE 2 | Tactile and heat sensitivity maps obtained by measuring

sting extension responses. The maps represent the percentage of SER

observed after tactile (A) or thermal (B) stimulation of each structure of the bee

body, using a color scale from light red (0–10% of SER) to dark red (>50% of

SER). Gray areas were not accessible in our holding setups and were thus not

tested (NT). Sting extensions are mainly due to thermal input as seen from the

comparison of both maps.

Figure 1B presents the percentage of responses obtained for each
structure to heat and to the tactile control. The proportion of
SER to heat stimulation varied among tested structures (Chi2

test: Chi2 = 235.7, P < 0.001, 40 df, from 13.9% SER for
the left distal wing to 92.5% SER for the dorsal part of the
head (vertex)). Likewise, responses to tactile control stimulations
varied according to the tested structure (Chi2 test: Chi2 = 104.8,
P < 0.001), from 0% SER (right mandible and right distal wing)
to 32% SER (vertex). Overall, 38 out of the 41 tested structures
exhibited significantly higher responses to heat than to the tactile
control (McNemar test: Chi2 > 4.17, p < 0.05; exceptions: left
distal wing, 5.6 sternites, 5.6 tergites: Chi2 < 1.78, NS).

Figure 2 presents the same data on a schematic individual,
using a color scale from light red (0–10% of SER) to dark
red (>50% of SER). This map shows strong variations in the
responses of the different body parts to heat stimulations, more
so than for tactile stimulations. To evaluate this observation
statistically, we next analyzed the responses of different body
parts according to their localization (Figure 3). First, we
asked whether bees’ tactile and heat sensitivities are lateralized
(Figure 3A). We found that responses to tactile and to heat
stimuli were identical between the bees’ left and right appendages
(tactile: Chi2 = 0.10, 1 df, NS; temperature: Chi2 = 0.04, 1 df,
NS). Second, we asked if a difference in sensitivity exists between
the honeybees’ body and its different appendages (Figure 3B).
We found that SER were significantly more frequent when
stimulating the body than when stimulating the appendages, both
for thermal stimulation (Chi2 = 10.1, 1 df, p < 0.01) and
for tactile stimulation (Chi2 = 35.4, 1 df, p < 0.001). Lastly,
we examined tactile and heat sensitivity according to the bees’
antero-posterior axis (Figure 3C). A significant heterogeneity
appeared among body parts (head, thorax, abdomen) in the bees’
responses to thermal stimuli (Chi2 = 14.4, 2 df, p < 0.001) but
not to tactile stimuli (Chi2 = 5.40, 2 df, NS). Thermal responses

were highest for the head (56.8% SER) and lowest for the
abdomen (40.4% SER), and all body parts differed from the others
(head/thorax: Chi2 = 5.99, p < αcorr = 0.025; head/abdomen:
Chi2 = 15.9, p < αcorr = 0.025; thorax/abdomen: Chi2 = 6.39,
p < αcorr = 0.025). We thus conclude that although the whole
honeybee body is sensitive to thermal stimuli, differences in
thermal sensitivity appear among body parts.

Thermal Aversive Reinforcement on Main
Body Structures
If honey bees are able to detect heat on their whole body and
to respond with a SER, one may then wonder whether such
stimulations may also act as an aversive reinforcement in a
conditioning procedure. Our previous work showed that heat
application on the antennae, themouthparts or the front legsmay
operate as aversive reinforcement in olfactory SER conditioning
(Junca et al., 2014). These structures are however all known
sensory organs, acting as interfaces between the animal and its
environment. Here, we chose two structures, the rear part of the
head (vertex) and the ventral abdomen (3-4 sternites), which
are not dedicated sensory structures, and asked whether 65◦C
stimulations of these structures can act as reinforcement in a
differential olfactory conditioning procedure. In this protocol,
bees had to differentiate between an odor associated with the
thermal stimulation (CS+) and an explicitly non-reinforced odor
(CS−).

Bees learned the task efficiently in both situations (Figure 4).
When the vertex was stimulated (Figure 4A, n = 37), bees’ SER
to the CS+ increased significantly (from 6 to 54%, ANOVA for
repeated measurements—RM-ANOVA, F(7, 238) = 4.13, p <

0.001), while their responses to the CS- remained low and stable
(F(7,238) = 0.27, NS). Consequently, bees’ responses to the CS+
and CS− developed differently in the course of training (stimulus
× trial interaction: F(7, 238) = 3.89, p < 0.001). When the 3-4
sternites were stimulated (Figure 4B, n = 57), bees’ SER to the
CS+ increased along trials (from 9 to 49%, F(7, 392) = 5.99, p <

0.001) while responses to the CS− did not change throughout the
experiment (F(7, 392) = 1.81, NS). Accordingly, bees’ responses to
the CS+ and CS− developed differently in the course of training
(stimulus × trial interaction: F(7, 392) = 7.66, p < 0.001). These
results, obtained on the vertex and the ventral abdomen, suggest
a general ability of bees to associate odorants (CS) with thermal
stimulations on their body (US).

Impact on SER of Topical Applications of
HsTRPA Activators
The previous experiments showed that bees perceive a heat
stimulus on their whole body and can use this information in
the context of aversive conditioning. But how does heat detection
take place at the peripheral level? We focused on HsTRPA,
so far the only well-described thermal receptor in the honey
bee. As a previous study isolated chemical activators of this
receptor in vitro (Kohno et al., 2010), we first wondered if
topical application of these chemicals is sufficient for triggering
a SER. We thus evaluated the effect caused by the application
on the bees’ mouthparts of a toothpick soaked with AITC (allyl

Frontiers in Physiology | www.frontiersin.org November 2015 | Volume 6 | Article 316 | 180

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Junca and Sandoz Heat Detection and Learning in Bees

FIGURE 3 | Tactile and heat sensitivity according to the location of the structures. (A) Bilateral symmetry: responses of left (green) or right (magenta)

structures were pooled and compared. Stimulations on both sides induced similar SER rates. (B) Body/appendages: data were pooled for all appendages (green:

antennae, mouthparts, legs, wings) and for main body parts (magenta). Body structures responded significantly more than appendages to both tactile and heat

stimulations. (C) Heat sensitivity according to the antero-posterior axis: data were pooled separately for head (blue), thorax (green), and abdomen (magenta). A

gradient of thermal response intensity was found from head to abdomen. Different letters indicate significant differences in Chi2 tests.

isothiocyanate), CA (cinnamaldehyde) or camphor, in three
groups of animals. We focused here on the mouthparts because
thermal stimulation of this structure is routinely used in our
aversive conditioning experiments (Junca et al., 2014; Junca et al.
in preparation). As controls, identical stimulations with a water-
soaked toothpick (solvent control) and a heated copper probe
(65◦C, positive control) were applied. Stimulations were given at
10min intervals in a randomized order. Two concentrations of
each drug were tested.

At the lower concentrations (Figure 5A; 1mM AITC, n = 39;
1mMCA, n = 39; 3mM camphor, n = 41), no effect of the drugs
was observed. As expected, honey bees exhibited high SER to the
heated probe and low responses to the water control stimulation,
with a clear difference between both stimulations (Mc Nemar
test, Chi2 > 24.04, p < αcorr = 0.025). However, drugs generally
induced low response rates, which were not statistically higher
than the water control (Mc Nemar test, Chi2 < 3.20, NS). At
the 100 times higher concentrations (Figure 5B; 100mM AITC,
n = 37; 100mM CA, n = 36; 300mM camphor, n = 36), one
of the three drugs was effective in triggering SER. As above, in all
groups, thermal stimulation led to strong responses but the water
control did not (Mc Nemar test, Chi2 > 24.04, p < 0.025). While
CA and camphor application did not elicit any clear response

(Mc Nemar test, Chi2 < 1.50, NS), AITC induced 32% SER,
which was significantly higher than the water control (Mc Nemar
test, Chi2 = 8.10, p < 0.025). We thus conclude that only one
HsTRPA activator was effective when applied topically on the
bees’ mouthparts, and only at a very high concentration.

Impact of HsTRPA Inhibitors on Heat
Sensitivity
We then asked whether HsTRPA is necessary for bees to detect
heat and respond with a sting extension. We focused here on
SER triggered by thermal stimulation on the mouthparts, the US
commonly used for aversive thermal conditioning (Junca et al.,
2014; Cholé et al., 2015). Two chemical inhibitors of HsTRPA
have been identified in vitro (Kohno et al., 2010), menthol and
ruthenium red (RuR). If drug injections provoke a decrease in
SER triggered by heat, it would position HsTRPA as a good
candidate for high temperature detection. To test this hypothesis,
three groups of bees received an injection of 1µl menthol, RuR,
or Ringer (vehicle) as a control, in the median ocellus. After
1 h, bees were then subjected to a thermal stimulation (65◦C)
to the mouthparts and a tactile control at 10min intervals in a
randomized order. Two concentrations of each drug were tested.
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FIGURE 4 | Thermal aversive conditioning with US application on the head and the abdomen. Differential olfactory SER conditioning with a US consisting in

thermal stimulation of (A) the rear of the head (vertex) or (B) the ventral abdomen (3-4 sternites). In both cases, honey bees managed to differentiate between the

CS+ (red dots) and the CS− (white dots) along the 8 trials (***p < 0.001).

FIGURE 5 | Effect of topical application of HsTRPA activators on sting extension responses. The bees’ mouthparts were stimulated with AITC (allyl

isothiocyanate), CA (cinnamaldehyde) or camphor at two concentrations, (A) 1–3mM or (B) 100–300mM (all drugs in green). A thermal stimulation (red) or a water

control (white) were used as controls. Only 100mM AITC led to significant SER compared to the water control (*p < αcorr = 0.025).

When the lower concentrations of inhibitors were tested
(Figure 6A; 0.5mM menthol, n = 40; 0.1mM RuR, n = 39;
Ringer n = 43), no effect was observed. In all three groups,
honey bees exhibited high SER to the heated probe and low
responses to the tactile control, with a clear difference between
these stimulations (Mc Nemar test, Chi2 > 20.0, p < 0.001).
No difference was observed among groups in SER to the thermal
stimulation (Chi2 = 1.13, 2 df, NS) or to the tactile control
(Chi2 = 1.86, 2 df, NS). At the 10 times higher concentration
(Figure 6B; 5mM menthol, n = 64; 1mM RuR, n = 61; Ringer
n = 62), both drugs were effective in blocking SER. Although,
in all three groups responses induced by thermal stimuli were
still significantly higher than responses to tactile controls (Mc
Nemar test, Chi2 > 26.0, p < 0.001), SER to the heat stimulus
was different among groups (Chi2 = 17.4, 2 df, p < 0.001). In
particular, responses to heat were lower in both drug-injected
groups compared to the Ringer control group (Fisher’s exact test,
RuR: Chi2 = 8.95, p < αcorr = 0.025; menthol: Chi2 = 17.3, p <

0.025). RuR- and menthol-injected groups displayed comparable
rates of SER to the thermal stimulus (Fisher’s exact test, Chi2

= 1.5, NS). No difference appeared among groups in SER to the
tactile stimulus (Chi2 = 0.14, 2 df, NS).

Thus, HsTRPA inhibitors appear to inhibit SER to heat. We
next aimed to confirm and expand this result by characterizing

the impact of HsTRPA inhibitors on thermal sensitivity along an
increasing temperature gradient, as usually tested for measuring
bees’ aversive responsiveness (Junca et al., 2014; Junca et al.
in preparation). Bees were thus injected with the higher dose
of each inhibitor or with Ringer, as above, but were then
subjected to a series of thermal stimulations at increasing
temperatures on the mouthparts alternated with tactile controls
(Figures 7A–C). All stimulations were applied at 10min
intervals.

Bees’ SER increased significantly with increasing temperature
in all three groups (RM-ANOVA, trial effect: Ringer: n = 40,
F(5, 195) = 21.6, p < 0.001; RuR: n = 38, F(5, 185) = 10.8, p <

0.001; menthol: n = 40, F(5, 195) = 9.84, p < 0.001). By contrast,
responses to alternated tactile stimuli did not increase, and even
decreased in the Ringer group, throughout the experiment (RM-
ANOVA: ringer: F(5, 195) = 2.46, p < 0.05; RuR: F(5, 185) = 1.22,
NS; menthol: F(5, 195) = 1.05, NS). Accordingly, in all three
groups, responses to the temperature stimulus evolved differently
from those triggered by tactile controls (RM-ANOVA, stimulus
× trial interaction: Ringer: F(5, 195) = 24.6, p < 0.001; RuR:
F(5, 185) = 10.2, p < 0.001; menthol: F(5, 195) = 9.17, p <

0.001]. However, responses to heat were significantly different
in the three groups (Figure 7D, RM-ANOVA, stimulus effect:
F(2, 115) = 5.47, p < 0.01; stimulus× trial interaction: F(10, 575) =
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FIGURE 6 | Impact of HsTRPA inhibitors on SER to thermal stimulations. Bees were injected in the median ocellus with menthol, ruthenium red (RuR) or Ringer

as control. Sting extensions were recorded in response to 1 sec thermal stimulation (65◦C; red) and tactile stimulation (white). (A) At low concentration (0.5mM

menthol and 0.1mM RuR), no effect of the inhibitors appeared. (B) At 10 times higher concentrations (5mM menthol and 1mM RuR) both drugs significantly inhibited

SER responses to heat. Different letters indicate significant differences among groups (p < αcorr = 0.025).

FIGURE 7 | Effect of HsTRPA inhibitors on thermal responsiveness. Different groups of bees were injected with Ringer as control (A) or with an HsTRPA

inhibitor, either menthol (5mM; B) or ruthenium red (RuR, 1mM; C) SER was measured in response to increasing temperatures (red) alternated with tactile controls

(white). (D) Comparison of thermal response curves among the three groups (Ringer: gray circles; menthol: light blue triangles; RuR: orange squares). Both inhibitors

decreased heat responsiveness (*p < 0.05; ***p < 0.001).

2.03, p < 0.05). In particular, weaker responses were observed in
the RuR- and menthol-injected groups compared to the Ringer
control (RM-ANOVA, stimulus × trial interaction, Ringer/RuR:
F(5, 380) = 2.59, p < 0.05; Ringer/menthol: F(5, 390) = 2.78,
p < 0.05). No difference appeared between the groups injected
with HsTRPA inhibitors (RuR/menthol: F(5, 380) = 0.73, NS).
Lastly, no difference appeared among groups in the responses to
the tactile controls (RM-ANOVA, stimulus effect: F(2, 115) = 1.29,
NS; stimulus× trial interaction: F(10, 575) = 0.74, NS).

The previous experiment confirmed that HsTRPA inhibitors
affect thermal responsiveness measured by means of SER. Most
probably, this result is due to the effect of the inhibitors
on HsTRPA receptors. However, theoretically, it could also
be due to a non-specific detrimental effect of the drugs on
the bees’ physiological state, even though no such effect was
apparent by simple observation. In the next experiment, we
thus checked the possible effect of HsTRPA inhibitors in
another context and another hedonic modality—the appetitive
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modality. To this end, we measured bees’ PER in a typical
sucrose responsiveness protocol (Scheiner et al., 2004). After
Ringer or HsTRPA inhibitor injections as above, bees were
thus subjected to a series of stimulations on the antennae with
sucrose solutions at increasing concentrations alternated with
water controls (Figures 8A–C). All stimulations were applied at
10min intervals.

Bees’ PER increased significantly with increasing sucrose
concentrations in all three groups (RM-ANOVA, trial effect:
Ringer: n = 39, F(6, 228) = 21.9, p < 0.001; RuR: n = 38,
F(6, 234) = 24.1, p < 0.001; menthol: n = 40, F(6, 222) =

21.9, p < 0.001). Responses to the control water stimulations
remained stable for Ringer and menthol but slightly increased
for RuR (ringer: F(6, 228) = 1.63, NS; RuR: F(6, 234) = 2.20,
p < 0.05; menthol: F(6, 222) = 1.45, NS). In all groups, sucrose
responses evolved differently from responses to water controls
(RM-ANOVA, stimulus × trial interaction: Ringer: F(6, 228) =

8.03, p < 0.001; RuR: F(6, 234) = 6.50, p < 0.001; menthol:
F(6, 222) = 10.0, p < 0.001). However, responses evolved similarly
in the three groups both for sucrose stimulations (Figure 8D;
RM-ANOVA, stimulus effect: F(2, 114) = 1.44, NS; stimulus ×
trial interaction: F(12, 684) = 0.68, NS) and for the water controls
(stimulus effect: F(2, 114) = 0.85, NS; stimulus× trial interaction,
F(12, 684) = 0.68, NS). We conclude that HsTRPA inhibitors have
no effect on bees’ PER responses to sucrose, suggesting that their
effect on heat-evoked SER is not due to a general behavioral
impairment.

DISCUSSION

Our study provides the first heat sensitivity map of the
honeybee, measured using heat-induced SER. This map reveals
that responses are symmetrical between body sides, that body
structures are more sensitive than the appendages and it shows
a gradual decrease in thermal sensitivity from the head to the
abdomen. We then demonstrated that heat application does
not need to be located on specific structures (mouthparts,
antennae or protarsi) to serve as an aversive US in SER
conditioning. Indeed, bees learned successfully when the US
was provided on the vertex or on the ventral abdomen (3-4
sternites). Lastly, we observed that HsTRPA activators (AITC,
CA, camphor) applied topically on the bees’ mouthparts did
not easily induce SER (only AITC at the higher dose) whereas
inhibitor injections (RuR, menthol) significantly decreased SER
to heat. This impact of HsTRPA inhibitors was specific of SER
to heat, since no effect was observed on PER responses to
sucrose.

Thermal Body Map
We observed that bees’ heat sensitivity, as measured by the
induced SER, varied among body structures. Control tactile
stimulations also led to variations in responses among body
structures but on a much smaller scale compared to heat-
triggered responses. Thus, most of the observed SER were
due to heat application. The map showed clearly that heat
detection is a general phenomenon and is not restricted to a
few dedicated sensory structures, like the antennae, mouthparts

or tarsi (Junca et al., 2014). A possible explanation for this
observation may originate from the high temperature (65◦C)
used for thermal stimulation, which may have induced activation
of nociceptive pathways responsible for preserving the animals’
physical integrity. Such system should be differentiated from
fine-tuned thermosensory pathways which detect temperatures
in the physiological range and employ dedicated thermosensitive
sensilla (coelocapitular sensilla) on the bee antenna (Lacher,
1964; Yokohari et al., 1982; Yokohari, 1983). The existence of
nociceptive pathways in insects has been recently demonstrated
in Drosophila larvae, in which the detection and avoidance
of noxious heat, bright light, or strong mechanical stimuli
is operated by class IV multidendritic neurons that express
a range of nocisensor proteins (Im and Galko, 2012). These
neurons extend their dendrites within the derma and are
widely distributed along the body surface (Hwang et al.,
2007). Although, strongly remodeled, they survive through
metamorphosis and may play a similar role in adults (Kuo et al.,
2005; Shimono et al., 2009). The wide field heat sensitivity we
have found in this study would fit with the existence of an
analogous neuron family in honeybees. To this day, however,
they have not yet been described. Alternately, thermosensation
may also involve some of the many sensory hairs present on
the bee body. Only a few structures of the bee body did not
elicit more SER when they were thermally stimulated than
with the tactile control: the tip of the abdomen and the distal
part of the forewings. A possible lack of nociceptive neurons
in the wings may explain this observation. At the tip of the
abdomen, it would seem rather unlikely that nocisensor neurons
are utterly absent. Rather, the proximity between the heat
stimulus and the sting chamber might have prevented any
sting extension, the animal attempting to avoid any internal
injuries.

Responses to heat were compared among body parts. First,
we did not find any lateralization bias on the paired appendages.
The opposite would have been surprising. Indeed, organisms
expressing such an asymmetrical perception would suffer from
obvious disadvantages (Corballis, 1998). The physical world
is indifferent to left and right, and any lateralized deficit
might leave an animal vulnerable to attacks on one side or
unable to attack prey or competitors appearing on one side
(Vallortigara and Rogers, 2005). Second, peripheral structures
appeared less sensitive than body structures. This difference
was mostly due to a lower sensitivity of appendages to tactile
stimuli, which could be related to the fact that appendages
are more likely to come in contact with mechanical substrates
than the body. Lastly, we observed a gradient of decreasing
thermal responsiveness from the head to the abdomen. The
brain located in the head capsule contains neuropils essential
for processing and integrating information from many sensory
modalities (gustatory, olfactory, visual, tactile, etc) as well as
for motor control, navigation, learning, and memory processes
among others (Menzel, 1999, 2012). Therefore, physical integrity
of the head is crucial for bees to be able to assess their
environment and exhibit adapted behaviors, and noxious
simulations located close to the head should trigger stronger
responses.
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FIGURE 8 | Effect of HsTRPA inhibitors on sucrose responsiveness. Different groups of bees were injected with Ringer as control (A) or with a HsTRPA inhibitor,

either (B) menthol (5mM) or (C) Ruthenium red (RuR, 1mM). Proboscis extension responses (PER) were measured in response to sucrose solutions at increasing

concentrations (blue) alternated with water controls (white). (D) Comparison of sucrose response curves among the three groups (Ringer: gray circles; menthol: light

blue triangles; RuR: orange squares). Inhibitor injections did not impact sucrose responsiveness (NS: Non Significant; ***p < 0.001).

SER Learning on the Vertex and the Ventral
Abdomen
In a previous study, we demonstrated that thermal SER
conditioning is successful with a heat US on the mouthparts, the
antennae and the tarsi of the forelegs (Junca et al., 2014). Such
structures are well known sensory organs (Hammer, 1993; de
Brito Sanchez et al., 2008; Giurfa and Sandoz, 2012; Jung et al.,
2015). We show here that heat stimulation on body structures
that are not dedicated sensory organs (vertex, ventral abdomen)
can also act as US in SER conditioning. This observation
supports our current putative neural model of thermal aversive
conditioning in honeybees (Figure 9). Associative learning relies
on the convergence of CS and US information at one or
several locations in the brain. The olfactory (CS) pathway is
well known in bees (Menzel, 1999; Giurfa, 2007; Sandoz, 2011):
axons of olfactory receptor neurons (ORN) located on each
antenna project to the antennal lobes (AL) where they synapse
with approximately 4000 local interneurons (not shown) and
800 projection neurons (PN). Projection neurons then convey
processed information to higher-order brain structures, the
mushroom bodies (MB) and the lateral horn (not shown). For
aversive learning, the US pathway is mostly unknown, but our
results may provide some new clues. Except for the case in
which an antenna heat US is used (Junca et al., 2014), and for
which thermo-sensory neurons from the antenna are thought to
project to the antennal lobe (Yokohari, 1983; Nishino et al., 2009),
all other heat stimulations probably rely on thermal detection
by the above-mentioned putative multidendritic neurons. It is
unlikely that this information also projects to the antennal lobe.

Rather, it can be expected from neuroanatomical work in other
insects (for instance on the mechanosensory system, Pflüger
et al., 1988; Newland and Burrows, 1997) that such putative
thermo-sensitive/nociceptive neurons would first project to
the respective ganglia of the ventral nerve cord, i.e., to sub-
esophageal, thoracic or abdominal ganglia depending on the
location of the stimulation (SEG, TG, and AG in Figure 9). From
there, information could be conveyed by ascending interneurons
toward the brain, possibly to a thermal/nociceptive integration
center (TNC in Figure 9), as suggested by several observations.
In the Asian bee Apis cerana, immediate early gene (Acks)
expression mapping showed that exposure to a high temperature
(46◦C) induces neural activity in several brain regions: within
the mushroom body, intrinsic neurons (class I and II Kenyon
cells), and in a region of the protocerebrum located between the
dorsal and the optic lobe (Ugajin et al., 2012). Thus, stimulation
with a high temperature presumably induces activity in one
thermo-sensitive center and in the mushroom bodies, a well-
known multimodal integration and association center of the
bee brain. Our working hypothesis is that neurons from the
putative thermo-sensory center could then activate aversive
reinforcement circuits, which would converge with the olfactory
pathway and induce learning-associated plasticity, in particular
in the mushroom bodies. Previous work on SER conditioning
indicated that dopaminergic neurons (dopN in Figure 9) are
involved in aversive reinforcement, because pharmacological
blockade of dopamine receptors disrupts aversive learning
(Vergoz et al., 2007). Dopamine neurotransmission is also
necessary for aversive learning in other insects (Drosophila,
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FIGURE 9 | Working model of aversive olfactory conditioning of SER

using a thermal US. Putative pathways involved in (A) the expression of SER

after thermal stimulation, (B) the acquired SER after learning a CS-US

association, are shown. (A) At the periphery, stimulation of the different

structures with a high temperature is thought to activate thermosensitive

neurons (possibly class IV multidendritic neurons), which would first project to

the respective relays on the ventral nerve cord, the subesophageal ganglion

(SEG), thoracic ganglia (TG), or abdominal ganglia (AG). As a second step,

interneurons would project to a thermal/nociceptive center (TNC) in the brain.

Antennal thermal stimulation induces activity in the antennal lobe (AL) but

possibly also activates the TNC. Activation of this center would stimulate

premotor descending neurons (DN) which would in turn trigger stinging motor

patterns in the terminal abdominal ganglion (TAG), producing SER (Ogawa et

al., 1995). (B) Olfactory learning: odorants are detected on the antenna by

olfactory receptor neurons (ORNs) projecting to the AL. Then information is

prominently conveyed to the mushroom bodies (MB) by projection neurons

(PN). Activation of dopaminergic neurons (dopN) by the TNC would inform the

olfactory pathway of the aversive thermal reinforcement. Associative plasticity

at the level of MB extrinsic neurons (EN) feeding onto the sting premotor

descending neurons would allow the CS to elicit SER after learning.

Schwarzel et al., 2003; Schroll et al., 2006; crickets, Unoki
et al., 2005). The bee brain contains a complex arrangement of
many dopamine-immunoreactive neurons (Schäfer and Rehder,
1989; Schürmann et al., 1989). Among dopamine neurons, three
clusters are especially interesting as they contain processes that
project to themushroom body calyces and lobes (especially the α-
lobe), and may thus provide aversive reinforcement information
(Tedjakumala and Giurfa, 2013). Co-activation of CS and US
pathways could modify the strength of synapses between the
specific Kenyon cells representing the learned odorant and
mushroom body extrinsic neurons (EN in Figure 9) feeding
onto the sting extension premotor system. After learning,
presentation of the odor CS alone would trigger SER thanks

to this modification. Further work is needed to confirm the
different putative elements of this working model. The present
study started this task by evaluating potential receptors detecting
temperature at the periphery (see below).

Putative Involvement of HsTRPA in Heat
Perception
We assessed the possible involvement of HsTRPA in heat-
triggered SER using topical applications of activators and
injections of inhibitors. We observed that topical application of
HsTRPA activators is not sufficient for triggering SER, except
when a very high concentration (100mM) of AITC was used as
stimulus. This result might appear surprising since all three tested
drugs were potent activators of the channel in vitro (Kohno et al.,
2010). However, if thermosensation is carried out by a similar
class of class IV multidendritic neurons as in Drosophila (Im and
Galko, 2012), it is likely that the thermal channels are located in
the epidermis, i.e., below the cuticle, so that direct contact of the
activators with the channel is not possible, or at least difficult.
Heat could diffuse through the cuticle to activate the channel,
but chemical activators would not. In our view, therefore, this
result does not invalidate a potential role of HsTRPA in thermal
sensitivity and nociception in bees. Concerning the SER increase
observed with AITC stimulation, we cannot be sure at this stage
that it is not related to a possible aversive gustatory effect of this
compound when presented to themouthparts, because AITCwas
found to inhibit PER responses when added to sucrose solution
(Kohno et al., 2010). However, in the same study, the effect of
AITC was reversed by RuR, suggesting a possible involvement
of HsTRPA. Until now no SER in response to bitter or repellent
gustatory stimuli has been reported. It will be necessary to test
the effect on SER of AITC application on other locations of the
bee body, while also checking if known aversive gustatory stimuli
(salt or bitter compounds) can trigger SER when applied on the
mouthparts. This will be addressed in more details in the future.

Injections of HsTRPA inhibitors produced significant
blocking of SER in response to heat. This effect is similar to the
reversal of the suppression of PER by heat in previous work
(Kohno et al., 2010). In this study, heating a sucrose solution to
70◦C was found to decrease bees’ PER to sucrose, compared to
an unheated solution. Both RuR and menthol restored normal
PER responses in the presence of the heated sucrose solution,
presumably by blocking HsTRPA activity (Kohno et al., 2010).
The effective inhibitor concentrations in our study were about 10
times higher than the concentrations that significantly modified
bees’ warmth (36.5◦C) avoidance in a thermal gradient (0.1mM
RuR and 0.5mM menthol, Kohno et al., 2010). It is possible
that inhibition of the highly-sensitive stinging response requires
higher inhibitor concentrations (i.e., more general blocking
of HsTRPA channels) than a fine-tuned behavior like warmth
avoidance. Alternately, the mode of injection performed in the
two studies (ocellar injection in the present study, injection
between the antennae in Kohno et al., 2010) might be involved.
Performing both experiments in the same conditions may
clarify this question. As a control for the effect of the drugs on
thermally-induced SER, we tested the effective concentrations
on bees’ PER to sucrose and found that neither RuR nor menthol
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had any effect. If indeed both compounds act on HsTRPA, as we
suppose, such a result could have been expected since responses
to sucrose are mediated by dedicated gustatory receptors, mostly
AmGr1 (Jung et al., 2015). This confirms, however, that RuR and
menthol did not reduce SER to heat through a non-specific effect
on bees’ general responsiveness to stimuli, but rather specifically
inhibited their responses to heat.

For the moment, we need to remain cautious about
the involvement of HsTRPA in bees’ heat sensitivity, as
a neuropharmalogical approach alone is not sufficient for
demonstrating the role of this TRP channel per se. Indeed,
the chemical activators and inhibitors we have used are also
known to be inhibitors/activators of other members of the TRP
family in other species. For instance, in mammals, menthol
is able to activate TRPM8 (cold, Behrendt et al., 2004), while
RuR is a non-specific inhibitor of TRPM8 (Story et al., 2003)
and all four TRPV channels (fine temperature deviation to
extreme heat, Clapham et al., 2001; Clapham, 2003). It would
thus be especially important in the future to use a technique
for blocking HsTRPA more specifically, for instance using RNA
interference (Farooqui et al., 2003; Louis et al., 2012), especially
because bees express other TRP channels. In invertebrates,
channels belonging to the TRPA subfamily are more specifically
involved in thermal detection (Matsuura et al., 2009). Most
prominently, TRPA1 and Painless have been well described in
Drosophila and were shown to be crucial for thermal nociception
(Tracey et al., 2003; Hamada et al., 2008; Kohno et al., 2010;
Neely et al., 2011). In addition, Pyrexia, another TRP channel,
plays a significant part in heat detection and tolerance in this
species (Lee et al., 2005). The honeybee genome, as that of
other Hymenoptera, does not contain any TRPA1 channel. It is

thought thatHsTRPA, which has evolved from the duplication of
an ancestral hygrosensor (Wtrw), has gained thermoresponsive
properties, which may have resulted in the loss of TRPA1 in
Hymenoptera (Matsuura et al., 2009). Consequently, HsTRPA
is considered as a prominent thermosensor in bees and our
results suggest it is involved in heat sensitivity leading to SER.
However, homologs of the Drosophila genes painless and pyrexia
have been described in the honey bee genome, and named
AmPain and AmPyr respectively (Matsuura et al., 2009). It would
thus be important to evaluate next the possible involvement
of these two channels in heat sensitivity and thermal aversive
conditioning. Thanks to the thermal sensitivity map we have
established, future studies will be able to compare the relative
sensitivity of the different body parts with the expression
patterns of AmHsTRPA, AmPain and AmPyr in the bee body. In
addition, SER triggered by heat stimulation, coupled to the use
of RNA interference will allow testing the involvement of each
channel.

In conclusion, this study constitutes a first step for
understanding heat perception and aversive SER conditioning in
honey bees. Our current results suggest that a RuR- andmenthol-
sensitive thermal receptor, possibly HsTRPA, is involved in heat
sensitivity leading to sting extension and may represent the
peripheral US detector in our aversive conditioning protocol.
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Jewel beetles of the genus Melanophila possess a pair of metathoracic infrared (IR)

organs. These organs are used for forest fire detection because Melanophila larvae

can only develop in fire killed trees. Several reports in the literature and a modeling of

a historic oil tank fire suggest that beetles may be able to detect large fires by means of

their IR organs from distances of more than 100 km. In contrast, the highest sensitivity

of the IR organs, so far determined by behavioral and physiological experiments,

allows a detection of large fires from distances up to 12 km only. Sensitivity thresholds,

however, have always been determined in non-flying beetles. Therefore, the complete

micromechanical environment of the IR organs in flying beetles has not been taken into

consideration. Because the so-called photomechanic sensilla housed in the IR organs

respond bimodally to mechanical as well as to IR stimuli, it is proposed that flying

beetles make use of muscular energy coupled out of the flight motor to considerably

increase the sensitivity of their IR sensilla during intermittent search flight sequences.

In a search flight the beetle performs signal scanning with wing beat frequency while

the inputs of the IR organs on both body sides are compared. By this procedure the

detection of weak IR signals could be possible even if the signals are hidden in the

thermal noise. If this proposed mechanism really exists in Melanophila beetles, their IR

organs could even compete with cooled IR quantum detectors. The theoretical concept

of an active amplification mechanism in a photon receptor innervated by highly sensitive

mechanoreceptors is presented in this article.

Keywords: Melanophila, pyrophilous insect, infrared receptor, photomechanic receptor, fire detection, active

amplification

INTRODUCTION

With 13 recent species jewel beetles of the genusMelanophilamainly can be found in the boreal and
temperate forests of the holarctic zone (Bellamy, 2008). According to the current state of knowledge,
males and females approach forest fires because their larvae can only develop in wood of freshly
burnt trees (Linsley, 1943; Apel, 1988, 1989, 1991). As an adaptation to the pyrophilous way of
life the 1 cm long black beetles (Figure 1A) are equipped with special antennal smoke receptors
(Schütz et al., 1999) and one pair of metathoracic IR organs (Evans, 1964; Vondran et al., 1995;
Schmitz et al., 1997). An IR organ consists of a little array of dome-shaped sensilla which is situated
at the bottom of a little pit (Figures 1B, 2A,B). The inner spherule of each sensillum is innervated
by a ciliary mechanosensitive cell (Figure 2C; Vondran et al., 1995; Schmitz et al., 2007). Thus, the
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IR sensilla do not only respond to IR radiation but also to
mechanical stimuli. A bimodality has already been demonstrated
by electrophysiological experiments: single sensilla respond to
weak vibratory stimuli with distinct action potentials (see Figure
3C in Schmitz and Bleckmann, 1998).

There are several hints in the literature that beetles are not
only able to detect forest fires but also fires and heat sources of
anthropogenic origin from distances of 30 km, 60 km, and even
more than 100 km (Van Dyke, 1926; Linsley, 1943; Linsley and

FIGURE 1 | (A) Melanophila cuspidata dorsally glued to a needle flying in front

of a wind tunnel. Red box encircles area shown in (B). (B) Boundary between

meso- and metathorax. Cx, coxa; EPI, episternite; VE, ventrite with IR organ

(IR) close to the boundary to the mesothorax.

FIGURE 2 | (A) IR organ of Melanophila cuspidata. About 40 sensilla are inside the pit organ. Sensilla belong to a more basic type because wax glands (WG) are still

intergrated into the domes of the IR sensilla (inset shows single sensillum). On the left a not fully differentiated sensillum can be seen which still has a bristle. (B) IR

organ of Melanophila acuminata. The pit organ contains more than 80 sensilla of a more specialized type (wax glands clearly separated from the domes, see lower

part of the image). Image modified after Schmitz et al. (2007). (C) General scheme of a Melanophila sensillum. d, dendrite; St, stalk. Image modified after Schmitz

et al. (2007). (D) Air dried sensillum opened up in the center with a focused ion beam (FIB). WG, wax gland; St, stalk.

Hurd, 1957). Currently it seems not very likely that beetles use
the smell of smoke to detect fires from greater distances. It could
not be demonstrated that Melanophila beetles could be lured
by the smell of smoke (Evans, 1964) or that beetles resting at
temperatures of 25◦C could be aroused by smoke (unpublished
data). A recent study, however, shows that beetles can be attracted
by certain volatiles emitted by burning or smoldering wood
(Paczkowski et al., 2013). In the study crawling beetles were
tested in a two arm olfactometer at a temperature of 30◦C.
No information about the sex and mating state of the beetles
is provided in this study. So these data are more likely suited
to show that beetles (e.g., mated females?), once having landed
on a burnt tree, can detect a suitable spot for oviposition by
olfactory cues. Evaluations of satellite images very often yielded
the result that the large smoke plume from a forest fire initially
is driven away from the fire by the wind in a narrow angle over
distances of many kilometers and finally gradually ascends to
higher altitudes. So only beetles inside the smoke plume have a
chance to become aware of the fire by olfactory cues. In contrast,
beetles that are already close to the fire but outside the smoke
plume most probably can see the plume but are not able to smell
the smoke. Also the light of the flames—generally only visible
at night—may not play an important role, because Melanophila
beetles, as nearly all jewel beetles, are diurnal (Evans et al., 2007).

All threshold sensitivities published so far were measured in
non-flying beetles (highest sensitivity 60 µW/cm2, see Table 1).
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TABLE 1 | Sensitivity thresholds of biological and technical IR sensors.

Threshold Source/Explanation

Melanophila Behavioral

experiments

60µW/cm2 Evans, Ecology (1966); Determined

by behavioral experiments with

non-flying beetles

Pyroelectric sensor (room

temperature) (DIAS 256 LTI)

8.4µW/cm2 Sensorarray DIAS Infrared,

Dresden

Rattlesnake Crotalus atrox 3.3 µW/cm2 Ebert and Westhoff, JCP A (2006)

Microbolometer (room

temperature)

2.3µW/cm2 Sensorarray Information provided

by Dr. N. Hess, DIAS Infrared

GmbH, Dresden. Compiled after:

annual SPIE-Conferences “Infrared

Technology,” Orlando, USA,

1999–2011

Cooled quantum detector

(AIM HgCdTe)

79 nW/cm2 Sensorarray AIM Infrarotmodule

GmbH, Heilbronn AIM Data Sheet

2nd-3rd-Generation

Melanophila

Coalinga-Simulation

40 nW/cm2 Schmitz and Bousack, PLoS ONE

(2012)

Cryogenic cooled quantum

detector (Hamamatsu

P5274 Serie)

250 pW/cm2 High sensitivity single element

quantum detector Hamamatsu

MCT photoconductive detectors

Data sheet P2748/P5274 series

Theoretical calculations, however, show that these sensitivities
only allow a detection of a large fire from a distance of about 12
km (Evans, 1966; Schmitz and Bleckmann, 1998).

The results of a simulation of a huge man-made fire provide
further evidence thatMelanophila beetles might be able to detect
IR radiation emitted by remote fires from much larger distances
(Schmitz and Bousack, 2012). In this study a big oil-tank fire was
modeled that burnt in 1925 for 3 days in Coalinga (California)
and attracted “untold numbers” of Melanophila consputa. This
event has also been documented in the entomological literature
(Van Dyke, 1926). The site of the fire in the woodless Central
Valley of California suggests that most beetles detected the fire
by IR radiation from distances of 130 km. This would imply a
threshold sensitivity of only 40 nW/cm2 (Table 1), corresponding
to an energy at a single sensillum of 1.3×10−17 J. If the threshold
of the Melanophila IR organ should really be in this range, the
biological IR receptor would be two orders of magnitude more
sensitive than all current uncooled technical IR sensors and
would be able to compete with much more expensive cooled
quantum detectors (cf. Table 1).

However, a sensitivity three orders of magnitude higher
than the highest sensitivity ever published (Table 1) is only
explainable by active amplification mechanisms. Until now,
active amplification of very weak input signals has only be
reported in the context of hearing: in the cochlear amplifier in
the inner ear of vertebrates (Hudspeth, 1989, 1997; Gillespie
and Müller, 2009), in antennal ears of mosquitoes and the fly
Drosophila (Göpfert and Robert, 2001, 2003; Göpfert et al.,
2005, 2006; Mhatre, 2015) and recently discovered also in the
tympanal ears of a tree cricket (Mhatre and Robert, 2013).
An amplification of 1000-fold can be achieved by electromotile
outer hair cells in the mammalian cochlea (Robles and Ruggero,
2001; Ashmore et al., 2010). Like hair cells and scolopidia in

FIGURE 3 | (A) Morphology of the pleural region of the metathorax in beetles

shown here for the rhinoceros beetle Oryctes rhinoceros (after Darwin and

Pringle, 1959). The episternite with the fulcrum and the apodem of the basalar

muscle (ApoB) are connected by a posterior hinge (red arrow) to the ventrite.

In the region of the sternopleural suture (SPS, green) a hinge membrane allows

movement of the episternite against the ventrite (Pringle, 1957). (B)

Dorsoventrally oriented section through episternite and ventrite in the anterior

region (indicated by red line in A) in the buprestid beetle Chrysobothris solieri.

(C) Corresponding section about 150µm in posterior direction.

vertebrate and insect ears, respectively, the mechanosensitive
sensory cells that innervate the IR sensilla in Melanophila
are ciliary mechanoreceptors. Therefore, the search for active
amplification mechanisms appears highly challenging.

MORPHOLOGICAL PREREQUISITES

Starting point for the development of the concept was the
consideration that the IR organs are situated on the metathorax
just below the wing hinges (fulcra) of the alae (Figures 1A,
4A,B). Thus, the IR organs are located at a site strongly
subjected to vibrations during flight. Additionally, a detail so
far not understood was considered: the sphere of a sensillum
is attached by a little stalk to the outer cuticular dome
(Figures 2C,D). These stalks are missing in the photomechanic
IR sensilla of pyrophilous Aradus bugs which are quite similar
to the Melanophila IR sensilla but are not enclosed in a pit
organ (Schmitz et al., 2010). By this constellation, vibrations
of the spheres in flying Melanophila beetles can be proposed
to affect the receptor potentials of the mechanosensory cells.
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To realize genuine amplification, however, a mechanism has
to be implemented permitting a precise regulation of the
depolarization amplitude. The morphological prerequisites for
such a regulation mechanism were found in the two hitherto
investigated species Melanophila acuminata and M. cuspidata.
The structural preadaptation for the evolution of an adjustable
beat mechanism most probably was a special feature of
the metathoracic pleural region in beetles: the sternopleural
suture (SPS, Figures 3A–C). Episternite and ventrite are tightly
connected only by a posterior hinge and thus can be moved
against each other—especially at their anterior edges (Pringle,
1957). Amongst other purposes this mechanism mainly serves
for lifting the fulcrum during flight. When the basalar muscle
contracts, the episternite is pulled against the ventrite and the
leading edge of the wing is pronated during the downstroke
(Darwin and Pringle, 1959). The opposing edges of the episternite
and the ventrite are formed in a manner so that the episternite
can glide over the ventrite (as in the non IR-sensitive jewel beetle
Chrysobothris solieri, closely related to the Melanophila-species,
Figures 3B,C).

It turned out that in IR-sensitive Melanophila-species
especially the morphology of the opposing anterior edges of
episternite and ventrite has been modified. The slim ventral edge
of the episternite can be beaten in a trench on the dorsal edge of

the ventrite, thus a kind of impact edge is realized (Figures 4D,
5A–C). According to the current conception beating of the two
sclerites against one another is accomplished by contractions
of the basalar muscle, which extends from the dorsal apodeme
(ApoB; shown in Figure 4B) posteriorly to the basal region of
the ventrite. By regulating the power of the muscle contractions
during a search flight sequence (see below), the vibrations of the
spheres caused by the proposed mechanism can be controlled.
Therefore, also the magnitude of receptor depolarizations could
be regulated.

In this context it is of great importance that the IR sensilla are
innervated by ciliary mechanoreceptors. Specialized arthropod
mechanoreceptors innervated by ciliary mechanosensory cells
are the most sensitive receptors known. This could be shown
for trichobothria in spiders, where energies of 1.5 × 10−19 J to
2.5 × 10−20 J are still sufficient for a suprathreshold stimulation
of the receptors (Humphrey et al., 2003; Barth, 2004) and also for
filiform hairs in insects (Thurm, 1982). Filiform hairs in crickets
serving for detection of faint airflows can already generate an
action potential if energies are still in the range of kBT (kB:
Boltzmann constant; T: temperature), i.e., about 4 × 10−21 J
(Shimozawa et al., 2003).

At the threshold, these ultrasensitive mechanoreceptors
already work within the range of thermal noise of Brownian

FIGURE 4 | (A) Outer and (B) inner view of the pleural metathorax of Melanophila cuspidata. The ventral anterior region of the episternite is developed as impact edge

which can be beaten in a furrow of the ventrite. In (B) the apodeme of the basalar muscle (ApoB) is shown which is connected to the fulcrum (tissue removed). Red

arrow points to posterior hinge shown in (C). (C) Section through hinge in dorso-ventral direction, outside on the left). (D) Dorso-ventral section through the pleural

metathorax (indicated in A by red line). By contraction of the basalar muscle the edge of the episternite is beaten in the dorsal furrow of the ventrite (red arrow).

Vibrations caused by the beats most probably are conducted to the IR sensilla. AS, air sac below IR organ; SPS, sternopleural suture.
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molecular motion and therewith close to the physical limit
(Barth, 2004). It can be concluded that for a subthreshold
depolarization of the mechanosensitive sensory cell innervating
the IR sensilla most probably vibration amplitudes of the spheres
of less than one nanometer are already sufficient.

In the two Melanophila species investigated so far,
M. acuminata and M. cuspidata, morphological differences
were found. It appears that the IR detection system (i.e., IR-organ
plus the structures used for the proposed beat mechanism)
in M. cuspidata is more ancient and relatively simple: IR
organs contain less sensilla into which the wax glands are fully
integrated (Figure 2A). So an unrestrained vibration of the
sphere most probably may be somewhat hampered and less
precise. An explanation could be that M. cuspidata is distributed
in the Mediterranean region where fires are more frequent
than in northern Europe (San-Miguel and Camia, 2009). Thus,
the necessity to detect fires also from very large distances
seems not to be predominant. In contrast, M. acuminata is
distributed in the boreal forests of the northern hemisphere
(in Europe northern distribution up to Fennoscandia; Horion,
1955), where forest fires are less frequent. Accordingly, a higher
evolutionary pressure with respect to the sensitivity of the
IR organs can be proposed. In M. acuminata, the IR organs
contain significantly more IR sensilla from which wax glands

are clearly separated (Figures 2B–D). It can be concluded
that unobstructed vibrations of the spheres are possibles.
Furthermore, an additional damping system obviously has
developed. This system may allow a precise “fine tuning” of the
depolarizations of the IR sensilla caused by the beat mechanism.
By a system of at least two muscles of hitherto unknown origin a
damping cushion of about 300µm lengths can be brought down
into the inner trench of the ventrite (Figures 5A–D). Thus, at
a given contraction power of the basalar muscle a very precise
adjustment of the beat intensity and consequently of the evoked
pre-depolarizations could be adjusted. Despite intense search
in two further specimens such a damping cushion could not be
found in the MediterraneanM. cuspidata (cf. Figure 4).

HOW IT COULD WORK

According to the present idea how Melanophila beetles may
be able to become aware of a fire from large distances,
beetles use a combination of visual cues (view of a big cloud
against the horizon) and IR radiation. To make sure that
a smoke plume and not a cloud bank is approached over
distances of many kilometers a zone of IR emission has to
exist at the base of the cloud above tree top level. IR sensitive
Melanophila beetles, therefore, will conduct search flights for fire

FIGURE 5 | (A) Top view (SEM micrograph) onto the furrow at the dorsal edge of the ventrite in Melanophila acuminata (all tissue removed). Light-blue area indicates

region in which the proposed damping cushion (pad) can be brought into contact with the ventrite. (B) Section through region marked with red line in (A) showing the

beating edge of the episternite and the narrow furrow in the ventrite. Same orientation as in Figure 4A. (C) Section through region marked in (A) with red line: here the

damping pad (P) with its musculature is shown. (D) Section through the pad about 150µm posteriorly. Pad becomes smaller toward its posterior end. After about

300µm the pad is not longer present.
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detection. While doing so, beetles especially examine potential
smoke plumes in view of additional IR emission. By the beat
mechanism a cyclic depolarization of the IR sensilla with wing
beat frequency appears possible (Figures 6A,B). In beetles, the
basalar muscle serves as a well-developed direct wing depressor,
which, together with the indirect dorso-longitudinal muscles
(main muscle for propulsion), is used for wing downstroke.
In principle the basalar muscle can be classified as a steering
muscle (Nachtigall, 2003). By adjusting the contraction power
of the basalar muscle, the wing inclination angle during the
downstroke of the wing (pronation) and in this way propulsion

FIGURE 6 | Schematic depiction of the proposed beating mechanism.

(A) Coupling in muscular energy (blue double arrows) from the flight motor

results in vibration of the cuticular spheres. This in turn causes the stimulation

of the mechanoreceptive sensory cells by which the spheres are innervated.

By sensory feedback the sensory cells can be systematically depolarized with

wing beat frequency. In contrast, energy for active amplification in hearing

organs is generated by molecular motors of the sensory cells itself (green

double arrows at the sensory cells). (B) In non-flying beetles the receptor

potential of the IR sensilla is set at about −70mV. Slight fluctuations are

caused by thermal and mechanical noise. When the beetles take off, IR

sensilla become depolarized by the beating mechanism: (1) by increasing beat

intensity, the beetle is able to release action potentials in the absence of IR

radiation. (2) by tuning the beat intensity and—in Melanophila acuminate—by

additional fine tuning of the damping system, depolarization can be adjusted in

a way that the generator potentials of most sensilla remain just below the

threshold. (3) in turn IR radiation superimposed to the thermal noise at the

peaks of the receptor potentials causes the generation of (additional) action

potentials in exposed sensilla.

and buoyancy is adjusted. During a supposed search flight
sequence, which may last for a few seconds only, the beetles
could tune the contractions of the basalar muscles exactly so
that the peak amplitudes of the oscillatory receptor potential
almost reach the spike-triggering threshold. At the same time
a slight reduction in propulsion and buoyancy would not be
disadvantageous. To tune the IR organs to maximal sensitivity
in anticipation of arriving IR radiation, the beetles should
be able to adjust the intensity of the beat mechanism and
therewith the probability of impulse generation by sensory
feedback. As a result only a certain, most probably very
low, percentage of sensilla in both organs generate action
potentials.

With respect to symmetry the inputs of both IR organs
could be permanently compared by central comparator neurons.
Such central units enable acoustically communicating insects
to approach, e.g., a sound source by paired hearing organs
(von Helversen and von Helversen, 1995; Stumpner and von
Helversen, 2001). A mechanical prestimulation of only a few
sensilla in the Melanophila IR organ could be explainable
by the fact that the sensilla show minute differences in
their dimensions (cf. Figures 2A,B). In case of an oscillatory
mechanical stimulation with constant intensity some sensilla
will already generate first action potentials whereas most
others will remain just below the threshold. At the peak of
a given subthreshold depolarization additional IR radiation
will slightly increase the height of the amplitude (Figure 6B).
This will result in a few more spiking sensilla in the organ
exposed to IR radiation. The asymmetry in the inputs of both
organs immediately could be detected by comparator neurons.
Therewith the beetle gets information about the spatial direction
from which IR radiation arrives. This information could be
combined with visual cues (e.g., a smoke plume) and the beetle
should be able to directly approach a fire.

Based on theoretical considerations it seems essential that
the vibrations of the spheres caused by the proposed beat
mechanism have to be strongly damped. By appropriate damping
an uncontrolled soaring up of the system can be suppressed and
it can be ensured that the spheres all are in a defined initial state
before the next impact impulse arrives. Ideally a creeping case
(i.e., damping so strong that no oscillation can arise) or at least
an aperiodic limit case (i.e., strong damping ensures oscillation
of the sphere with only one zero crossing) has to be proposed.
In this way beat impulses of constant intensity will always cause
monotonic depolarization amplitudes. Most probably damping
is realized by a slender margin of fluid surrounding each sphere
(Figure 2C). This margin with a thickness of about 0.3µm
consists of the apical extensions of the two outer enveloping
cells (Vondran et al., 1995). By this specific feature a fluidic
damping system is build. Subthreshold depolarizations of the
receptors most probably are already evoked by sub-nanometer
vibrations of the spheres. The necessary small scale dislocation
of water is allowed by compensatory air sacs below the IR organ
(Figure 4D, AS).

Provided that the cuticular apparatus (i.e., mainly the spheres)
is able to convert the energies of absorbed IR photons effectively
into mechanical energy (so-called photomechanic mechanism
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of IR reception, Schmitz and Bleckmann, 1998) it could be
possible that the sensitivity threshold of a Melanophila IR organ
is about thousand fold lower (analogous to the mammalian
cochlear amplifier) than the hitherto published lowest threshold
of 60µW/cm2.

CLOSING REMARKS

Among biological IR sensory systems it is a unique feature
of Melanophila beetles that IR sensilla serve as photon
receptors although they are innervated by mechanosensitive
neurons. The cuticular apparatus absorbs incoming IR radiation
and transforms photon energy into a micromechanical event
measured by a dedicated mechanoreceptor. In principle this
constellation provides the possibility of active amplification of

faint mechanical input signals. As mentioned in the Introduction
active amplification has been shown in the context of hearing: for
the hair cells in the cochlear amplifier in vertebrates (Hudspeth,
1997; LeMasurier and Gillespie, 2005; Fettiplace and Hackney,
2006; Ashmore et al., 2010) but also for the chordotonal organs
in the ears of certain flies (Göpfert and Robert, 2001; Göpfert
et al., 2005; Nadrowski et al., 2008) and a tree cricket (Mhatre
and Robert, 2013). In hearing, however, the energy required for
amplification is expended by the sensory cells themselves whereas
in the proposed active IR receptors in Melanophila beetles the
energy originates from the flight motor. Thus, in principle, the
proposed mechanism to achieve a high sensitivity in a receptor
for electromagnetic radiation is new. We further suggest that
three different mechanisms are involved: (i) as proposed active

signal amplification, (ii) active sensing which means that activity

of the sensor system already starts in anticipation of a stimulus
(Nelson and MacIver, 2006), and (iii) stochastic resonance:
noise—in this case self-generated—is used for better signal
detection (Harmer et al., 2002; Moss et al., 2004; McDonnell and
Abbott, 2009).

The proposed beat mechanism, however, shows some marked
differences compared to the mechanisms mentioned. No energy
used for target analysis is emitted into the surrounding
(difference to conventional active sensing), muscular energy is
used for signal amplification (fundamental difference to the
cellular molecular motors of the sensory cells in ears) and
the crucial part of the “noise” is produced by self-generated
oscillations. For the purpose of ultrasensitive stimulus detection
the probability of action potential generation can be adjusted
by altering the overall noise amplitude (difference to stochastic
resonance that only works at an optimal noise intensity, which
can hardly be influenced by the sensor system).

If the proposed high sensitivity of the IR organ could be
demonstrated, the biological IR sensor would advance into
the sensitivity gap currently existing between relatively cheap
uncooled thermal IR sensors and expensive cooled quantum
detectors requiring much more effort during operation and also
more costly service (see Table 1). Thus, the demonstration of the
postulated amplification mechanism would also be of technical
interest for the development of new active IR sensors.
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Intraspecific acoustic communication requires filtering processes and feature detectors in

the auditory pathway of the receiver for the recognition of species-specific signals. Insects

like acoustically communicating crickets allow describing and analysing the mechanisms

underlying auditory processing at the behavioral and neural level. Female crickets

approach male calling song, their phonotactic behavior is tuned to the characteristic

features of the song, such as the carrier frequency and the temporal pattern of sound

pulses. Data from behavioral experiments and from neural recordings at different stages

of processing in the auditory pathway lead to a concept of serially arranged filtering

mechanisms. These encompass a filter for the carrier frequency at the level of the hearing

organ, and the pulse duration through phasic onset responses of afferents and reciprocal

inhibition of thoracic interneurons. Further, processing by a delay line and coincidence

detector circuit in the brain leads to feature detecting neurons that specifically respond

to the species-specific pulse rate, and match the characteristics of the phonotactic

response. This same circuit may also control the response to the species-specific chirp

pattern. Based on these serial filters and the feature detecting mechanism, female

phonotactic behavior is shaped and tuned to the characteristic properties of male calling

song.

Keywords: feature detection, calling song, onset activity, reciprocal inhibition, delay line, coincidence detector,

post-inhibitory rebound, modulation

INTRODUCTION

Inmany species of insects, intraspecific signaling systems have evolved to allowmate attraction over
long distances, including systems based on sex pheromones in moths and butterflies (Jacobsen,
1972), light patterns in fireflies (Carlson and Copeland, 1985; Lewis and Cratsley, 2008) and
acoustic signals in orthoptera and hemiptera (Busnel, 1963; Alexander, 1967; Hedwig, 2014). These
specialized communication systems are shaped by evolution so that both the signal generation and
recognition processes are selective to a species-specific pattern. As intraspecific communication is
crucial for the animals’ mating success it requires reliable performance at the sender and the receiver
side. The species-specific signals emitted by a sender require matched detection and recognition
mechanisms by the receiver. Signal generation and signal recognition processes in insects are
implemented in rather simple nervous systems and therefore provide a chance to unravel the
underlying neural mechanisms at a cellular level.
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The acoustic behavior of crickets is an established model
system to analyse the neurobiological basis of auditory
processing. Females approach singing males by phonotaxis,
using only acoustic cues for pattern recognition and subsequent
orientation. Considerable research in this field is aimed to
understand how the temporal pattern of male calling song
is recognized by the female nervous system (Popov et al.,
1974; Hoy, 1978; Huber, 1978). As outlined in different
hypothesis (review by Kostarakos and Hedwig, 2015), for pattern
recognition to occur single neurons or networks of neurons
should selectively respond to the species-specific characteristics
of a signaling pattern. These are known as “feature detector”
neurons or networks (Bullock, 1961; Hoy, 1978). Revealing the
cellular and network mechanisms that lead to the selectivity
of these neurons provides the opportunity to understand
how a sensory system has been shaped during evolution
to specifically process behaviorally relevant stimuli (Konishi,
1991).

In crickets, phonotaxis toward a species-specific calling song
requires that its salient features are reliably detected, processed,
and transformed into an appropriate motor response by the
nervous system. Here a framework is outlined that calling song
pattern recognition is organized in a set of serial filters, with each
filter selectively responding to a particular characteristic of the
song. At each level of auditory processing, a different feature
of the calling song is extracted from the overall original signal
leading eventually to the very specific activity of feature-detecting
neurons in the brain.

This outline for song pattern recognition is mainly based
on data in the sister species of G. bimaculatus and G.
campestris, which have similar sound patterns and auditory
preferences (Thorson et al., 1982). It however should
provide a framework for different species of crickets as well
as for the processing of communication signals in other
specialized sensory pathways. Note, that data regarding auditory
thresholds and tuning may slightly vary in papers cited, as
different experimental procedures and recording methods
were used.

THE MALE CALLING SONG AND THE
FEMALE AUDITORY CHALLENGE

Only male crickets sing, which they achieve by the rhythmic
opening and closing of their elevated front wings, with sound
generated only on the closing movements. Males of different
species produce different species-specific patterns of sound
pulses in the contexts of mate attraction, courtship and rivalry
behavior (Alexander, 1962; Otte, 1992). During calling song
in Gryllus bimaculatus (Figures 1A,B), sound pulses are 15–
20ms long, separated by 15–20ms silent intervals; and grouped
into chirps of 3–5 pulses, which are repeated at a rate of 3–
4 chirps/s (Doherty, 1985). Sound pulses rise to a maximum
intensity of about 100 dB Sound Pressure Level (SPL) within
a few milliseconds, and have a carrier frequency of around
4.8 kHz. Thus, the typical calling song of G. bimaculatus is
characterized by four features: carrier frequency, pulse duration,

FIGURE 1 | Sound pattern of a male G. bimaculatus calling song in the

temporal (A) and frequency domain (B). Chirps with four sound pulses are

repeated at a rate of 3 per second. The main carrier frequency of the sound is

around 4.8 kHz, with corresponding higher harmonics. (C) Tuning of female

phonotactic behavior toward different temporal patterns of sound pulses as

revealed in trackball experiments (Hedwig and Poulet, 2005). Test patterns of

chirps with different pulse durations and intervals are vertically arranged. Each

pattern was presented for 30 s from the left and right hand side while the

cricket’s phonotactic steering toward the stimulus was recorded.

pulse repetition rate, and chirp structure, which is given by
the number of pulses per chirp and the interchirp interval.
In male-male interactions, variable short rivalry songs are
generated with chirps comprising 6–12 pulses. When courting
a female, males generate single sound pulses at the chirp
rate of the calling song, but with carrier frequencies of 11–
16 kHz (Libersat et al., 1994). As compared to the more
episodic courtship and rivalry song, which are accompanied
by other sensory signals, e.g., antennal contact, and emitted in
close male-female and male-male encounters, the stereotypic
calling song is a long distance communication signal which
may be emitted continuously for many hours to attract
females.

Sexually-receptive females walk or fly toward a singing
male, using only the male’s acoustic cues as guidance for
their phonotactic orientation. The tuning of their phonotactic
behavior matches the temporal pattern of the male calling song
(Figure 1C). They prefer pulse patterns similar to calling song,
and are not attracted by short pulses repeated at a high repetition
rate or by long pulses repeated at a lower rate (Thorson et al.,
1982; Hedwig, 2006). Female G. bimaculatus and G. campestris
therefore show a band-pass tuning of their phonotactic behavior
based on pulse duration and pulse interval. Sound pulses also
need to be at the species’ typical carrier frequency to be
attractive.
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SERIAL FILTER PROCESSES UNDERLYING
CALLING SONG RECOGNITION

Current data indicate that the properties of the peripheral and
central auditory pathway are specifically adapted to process
the male calling song. This process is organized in a set of
serially arranged filter mechanisms (Figure 2) that finally leads
to a highly selective response of feature detecting brain neurons
and the tuned phonotactic behavior. First, at the level of the
hearing organ a peripheral filter is selective for the song carrier
frequency; second is a neural filter mechanism of phasic afferent
and interneuronal activity which enhances the response to the
onset of sound pulses; and third is a neural network in the
brain with a delay line and coincidence detector feeding into
feature detecting neurons which are tuned to a specific pulse
repetition rate. The detection of the species-specific pulse rate
may also control the phonotactic steering responses to the
chirp pattern. All these filters together contribute to and shape
the band-pass tuning of the cricket phonotactic orientation
behavior.

Processing of the Calling Song Carrier
Frequency
In all auditory systems, frequency processing starts at the
biophysical level. Due to the mechanical filtering properties of
the peripheral transduction mechanism, frequency components
are separated and forwarded to spatially distinct structures of
the hearing organ in a frequency-specific way as revealed in
the ears of moths, locusts, and cicada (Windmill et al., 2005,
2007; Sueur et al., 2006). Oscillations of these structures then
drive the activity of afferent neurons in the hearing organs. In
the field cricket G. bimaculatus the carrier frequencies of calling
songs cover a range of 4.3–5.2 kHz (Kostarakos et al., 2009), and
courtship songs are in the range of 11–16 kHz (Libersat et al.,
1994). The biophysics of the peripheral auditory system allows
for selective responses at the level of the auditory afferents to
these low and high frequency components of the communication
signals (Oldfield et al., 1986). The afferent activity is then carried
forward to the central nervous system where it sets the limits
for the subsequent frequency tuning of central interneurons, and
finally the categorical phonotactic responses (Wyttenbach et al.,
1996; Figures 2, 3).

The Peripheral Auditory System: Tuning of Tympanic

Membrane Vibrations
The peripheral auditory system in crickets is characterized by
a small frontal and a large posterior tympanic membrane,
which are located on the tibia of each front leg. The hearing
organ is positioned behind the posterior tympanum where a
row of 40–60 auditory afferents is arranged in a structure
known as the crista acustica. The organ is attached to the
auditory trachea (Michel, 1974), which extends from the front
tibia to the first thoracic segment where it ends with a lateral
opening at the auditory spiracle (Nocke, 1972; Huber and
Thorson, 1985). Sound enters the auditory system via the
spiracles of the auditory trachea, and also via the posterior
tympanic membrane in the tibia. For directional coding, the
efficiency of the different sound pathways depends on the carrier
frequency and the angle of incidence (Michelsen et al., 1994;
Seagraves and Hedwig, 2014). The peripheral auditory pathway
also provides the essential step of frequency filtering. Movements
of the posterior tympanal membrane are necessary for hearing
in crickets (Kleindienst et al., 1983) and mirror the frequency
tuning of the auditory system. Laser vibrometry measurements of
the mechanical oscillations of the posterior tympanic membrane
in G. bimaculatus (Larsen, 1981) revealed the best response
at 5.3 kHz (Figure 3A); the velocity response drops toward
2 kHz and decreases toward 14 kHz. Like in other species of
crickets (Johnstone et al., 1970; Paton et al., 1977), these data
indicate that the mechanical response of the peripheral auditory
system matches the calling song carrier frequency (Figure 1B).
Since these early measurements, the oscillation properties of
tympanic membranes in field cricket have not been studied
any further; using more recent laser technology refined tuning
curves may be recorded or even active hearing mechanisms
like those in tree crickets (Mhatre and Robert, 2013) may be
revealed.

Frequency Tuning of Auditory Afferents
The biophysical and neurophysiological basis for frequency
tuning of the auditory afferents are not yet resolved in detail. They
may depend on the opening state of the spiracles (Kostarakos
et al., 2009), the properties of the tracheal tubes, and also on
intrinsic properties of the sensory neurons. The 40–60 afferent
neurons are linearly arranged over a distance of 300µm in
the tonotopically organized crista acustica, in which sensory

FIGURE 2 | Schematic diagram of serial filter processes in the cricket auditory pathway. At each stage, the response specificity is enhanced. Left to right:

frequency tuning of the tympanic membrane response is based on biophysical filter mechanisms in the hearing organ; the detection of sound pulses is supported by

the phasic-tonic response properties of auditory afferents and by reciprocal inhibition at the level of thoracic interneurons; the pulse rate is processed in the brain by a

delay line coincidence detecting circuit, driving feature detector neurons that preferentially respond to the species-specific pulse rate. In addition, the feature detection

circuit may modulate a reactive non-selective steering pathway at the time scale of the chirp rate (not shown). Finally, phonotactic walking behavior is tuned to sound

pulses of the calling song carrier frequency presented at the species-specific pulse duration and pulse interval.
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FIGURE 3 | Frequency tuning at different processing stages in the

auditory pathway of field crickets. (A) Vibration velocity amplitude of the

posterior tympanic membrane in G. bimaculatus as measured with laser

vibrometry at a constant sound amplitude of 94 dB SPL while acoustic

spiracles were blocked. Redrawn from Larsen (1981). Inset shows the

posterior tympanal membrane in the tibia. (B) Frequency tuning of the auditory

organ. Threshold of the summed activity of the tympanal nerve in

G. campestris. Redrawn on a linear frequency scale, after Nocke (1972). Inset

shows the recording site of the auditory nerve in the femur. (C) Threshold for

frequency tuning of AN1 spike activity in G. bimaculatus. Data pooled and

redrawn from Rheinlaender et al. (1976); Schildberger et al. (1989), and

Horseman and Huber (1994). Inset shows structure of AN1. (D) Frequency

tuning of phonotactic behavior in G. bimaculatus based on auditory steering

responses of tethered females walking on a trackball system. Calling song

pattern presented at 75 dB SPL with varying carrier frequency. Data based on

seven tests. Inset shows sound pattern and cricket on a trackball.

neurons responding to low frequencies are located proximally
and neurons responding to high frequencies are located distally
(Oldfield et al., 1986). The sensory neurons are positioned
right on the surface of the anterior branch of the auditory
trachea while their dendrites project into a attachment cells
of systematically varying size, which are linked to the lateral
cuticle of the tibia (Michel, 1974). The auditory sensory neurons

may be activated in a frequency-specific way by sound-induced
traveling waves in the auditory trachea, mechanically stimulating
the dendrites and opening mechanically gated ion channels.
Frequency-specific traveling waves within the auditory trachea
of bushcrickets have recently been described (Montealegre-Z
et al., 2012; Udayashankar et al., 2012); the waves preferably elicit
oscillations of the auditory trachea in a tonotopically arranged
gradient along the crista acustica and appear to establish the
tuning of the auditory afferents.

At the afferent population level, the summed activity of the
auditory nerve in G. campestris, shows the lowest threshold
for hearing to be around 50 dB SPL for sound pulses of 4.0–
4.5 kHz, i.e., in the range of male calling song (Figure 3B; Nocke,
1972). The hearing threshold sharply increases toward 2 kHz,
but toward higher frequencies, a secondary broad-threshold
minimum at 65 dB SPL occurs for sound of 7–9 kHz. The
system becomes increasingly less sensitive toward 10–12 kHz, but
sensitivity subsequently increases, with the threshold dropping
to 60 dB SPL at 14 kHz. Overall, in the range of 4–6 kHz the
threshold curve corresponds well with the velocity response of
the tympanic membrane (Figure 3A). The summed activity of
the auditory nerve comprises the response of many auditory
afferents, each of which has a lowest threshold of around 45 dB
SPL (Esch et al., 1980; Oldfield et al., 1986). The tuning of the
individual auditory afferents shows a discontinuous distribution
of best frequencies, with about 75% of afferents responding to
the carrier frequency of male calling song (Zaretsky and Eibl,
1978; Esch et al., 1980; Imaizumi and Pollack, 1999), and with the
remaining to high frequencies that represent the male courtship
song with dominant frequencies of 11–16 kHz (Libersat et al.,
1994) and ultrasound sonar calls of echolocating bats above
20 kHz. This discontinuous distribution of best frequencies may
reflect the frequencies of the most behaviorally relevant sounds
for females, as they must respond with positive phonotaxis to the
signals of conspecific males and with negative phonotaxis to the
calls of predatory bats (Wyttenbach et al., 1996; Imaizumi and
Pollack, 1999).

The activity of the auditory afferents is carried toward the
prothoracic ganglion where their axons terminate in the anterior
ventral neuropil (Eibl and Huber, 1979; Wohlers and Huber,
1985). Axonal arborizations are tonotopically arranged with
afferents tuned to calling song projecting more medially, and
afferents tuned to sounds of higher frequencies projecting more
laterally (Imaizumi and Pollack, 2005). In Teleogryllus oceanicus,
and likely also in G. bimaculatus, the bifurcating axons of
afferents tuned to calling song project more posteriorly. They
may connect to descending interneurons like the DN1 neurons,
which forward signals in the frequency range of the calling song
to the posterior thoracic ganglia (Esch et al., 1980; Wohlers and
Huber, 1982; Imaizumi and Pollack, 2005). Details of auditory
processing in these ganglia are, however still not well analyzed.

Tuning of Thoracic Interneurons
In the prothoracic ganglion, afferents make synaptic contact to
bilateral pairs of local (ON1, ON2), descending (DN1), ascending
(AN1, AN2), and T-shaped (TN1) auditory interneurons
(Wohlers and Huber, 1982; Imaizumi and Pollack, 2005). The

Frontiers in Physiology | www.frontiersin.org February 2016 | Volume 7 | Article 46 | 201

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Hedwig A Framework for Song Pattern Recognition

FIGURE 4 | (A) Arrangement of auditory afferents (yellow) and the mirror

image ON1 neurons in the prothoracic ganglion, redrawn from Wohlers and

Huber (1985). (B) Phasic-tonic response of the auditory afferents as revealed

by a summed recording of the tympanal nerve in the distal femur. Stimulation

with a 1000ms pulse demonstrates the phasic synchronized onset response

of the auditory afferents, which adapts to a tonic activity level. The phasic

response is clearly revealed by averaging the rectified neural signal. (C)

Acoustic stimulation with the species-specific pulse pattern shows the phasic

onset and representation of the pulse pattern in the summed afferent activity.

Modified from Nabatiyan et al. (2003).

local omega shaped ON1 neurons (see Figure 4A) respond most
strongly to the carrier frequency of the calling song, but also
respond to the high frequency components of courtship songs
or bat calls (Marsat and Pollack, 2004). The two pairs of bilateral
ascending interneurons forward information from the thoracic
auditory neuropil toward the brain. AN1 (Figure 3C) is tuned to
the male calling song (Rheinlaender et al., 1976; Schildberger et
al., 1989; Horseman and Huber, 1994). It has its lowest threshold

of about 43 dB SPL at around 5 kHz, and matches the best tuning
of both the posterior tympanal membrane and the auditory
nerve. The threshold of AN1 increases sharply to 80 dB SPL from
2 to 5 kHz and increases gradually to 80 dB SPL from 5 to 12 kHz
(Figure 3C). AN1 is the only neuron that carries information
about the calling song toward the brain. Schildberger and Hörner
(1988) provided an experimental proof for the close link of AN1
activity and phonotaxis. Manipulation of the AN1 spike activity
by intracellular current injection in phonotactic walking crickets
changed the female’s walking direction and performance. AN2
and TN1, the only other interneurons with an ascending axon,
are tuned to high frequencies and do not reliably copy the calling
song pattern (Wohlers and Huber, 1982). The tuning to high
frequency sounds may relate to courtship song or the calls of
bats (Libersat et al., 1994). Therefore, high frequency signals
alone are not sufficient to reliably indicate a courting male or an
echolocating bat.

Frequency Tuning of the Phonotactic Behavior in G.

bimaculatus
The frequency tuning of the auditory pathway closely
corresponds to the frequency tuning of female phonotactic
behavior (Figure 3D). If female G. bimaculatus crickets walking
on a trackball (Hedwig and Poulet, 2005) are exposed to 75 dB
SPL calling song patterns with systematic alteration of the
carrier frequency, phonotactic steering toward the sound source
is strongest at 4.5–5.0 kHz. From this maximum response,
phonotactic behavior decreases sharply toward 3 kHz and
becomes gradually weaker toward 12 kHz. There is a good match
between the frequency tuning of phonotactic behavior and the
tuning of AN1, which was also established by direct comparison
of AN1 activity and lateral steering (Kostarakos et al., 2008). A
similar match has also been indicated for the carrier frequency
and the tuning of the AN1 interneuron in Teleogryllus commodus
(Hill, 1974).

Neural Representation of Sound Pulses
Patterns of sound pulses and silent intervals are a characteristic
element of cricket songs. Sensory processing at the level of
auditory afferents and first order interneurons may therefore be
adapted to respond specifically to the temporal structure of the
sounds and to represent it in patterns of neural activity.

Phasic-Tonic Responses of Auditory Afferents
The primary auditory neurons are scolopidial mechanoreceptors
(Michel, 1974), and show phasic-tonic response characteristics
(Nocke, 1972; Oldfield et al., 1986; Nabatiyan et al., 2003). They
project into the prothoracic ganglion and activate first order
interneurons like ON1 (Figure 4A). When stimulated with a
1000ms sound pulse at the carrier frequency of calling song
(Figure 4B), summed recordings from the auditory nerve show
a salient response of the afferents to the onset of the pulse.
It is best revealed by averaging the rectified (i.e., the negative
signal components have been made positive) nerve recording;
this procedure preserves the tonic activity component, which
otherwise is lost when the signal is directly processed. The
phasic onset of the auditory nerve is in the range of twice the
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FIGURE 5 | (A) Diagram of the reciprocal inhibitory connection between ON1

neurons. (B) Intracellularly recorded activity of an ON1 neuron in response to a

1000ms acoustic stimulus presented simultaneously to both ears. Averaging

the instantaneous spike rate of ON1 reveals a pronounced phasic onset

response to the pulse, followed by a reduced spike rate after the onset

response (arrow) with a subsequent tonic activity level. (C) During acoustic

stimulation with the species-specific pulse pattern, ON1 activity mirrors the

temporal pattern of the signal in its spike activity and the instantaneous spike

rate.

amplitude of the subsequent tonic response. The onset response
rapidly decays within 10–20ms and then gradually to the lower
level of the tonic response. Intracellular recordings from single
auditory afferents showed a high spike-rate activity at the sound
onset (Oldfield et al., 1986). During stimulation with a repetitive
pulse pattern corresponding to the G. bimaculatus calling song
(Figure 4C), the phasic component of the afferent activity reliably
encodes the sound pulses, generating a peak response at the
beginning of each pulse, even for pulse repetition rates higher
than the pulse rate of the calling song (Nabatiyan et al., 2003).

Thus, the phasic-tonic response properties of the population
of auditory afferents allow the temporal structure of the pulse
pattern to be forwarded reliably to the central nervous system.
Based on the spike response of single afferents in T. oceanicus,
Marsat and Pollack (2004) calculated the information transfer
rates as bits/s transmitted by the spike patterns at different
amplitude modulation frequencies. The information transfer rate
of the afferents broadly represented a spectrum of amplitude-
modulated sounds up to 150Hz. Therefore, the response range of
the afferents is not specifically tuned to the species-specific pulse
pattern of the calling song; the filtering for the temporal pattern
rather must be achieved in the central nervous system.

Sharpening Sound Onset Responses by Reciprocal

Inhibition in Thoracic ON1 Neurons
The time course of the afferent response is mirrored in the
response pattern of the local ON1 neurons (Figures 4A, 5A),
a bilateral pair of first order interneurons (Casaday and Hoy,
1977; Popov et al., 1978; Wohlers and Huber, 1978, 1982). Each
ON1 neuron receives synaptic input from the auditory afferents
of the ear ipsilateral to its dendritic field while its axon projects
to the contralateral side. As the auditory phasic onset response
sums across all afferents tuned to the calling song (Ronacher
and Römer, 1985; Pollack and Faulkes, 1998), the onset of sound
pulses also leads to a pronounced phasic response in these
interneurons.

The bilateral pair of ON1 neurons is coupled by reciprocal
inhibition (Figure 5A; Selverston et al., 1985), which has been
suggested to contribute to temporal filtering of the species-
specific pulse pattern (Wiese and Eilts, 1985; Wiese and Eilts-
Grimm, 1985) and may play an important role for their auditory
response properties. When a 1000ms acoustic stimulus at 75 dB
SPL and 4.8 kHz is presented from the anterior, the ON1
neurons generate a transient onset response with a burst of
spikes reaching instantaneous spike rates in excess of 300 AP/s.
Thereafter, they rapidly stabilize to a tonic spike rate of about
150 AP/s (Figure 5B). At first sight, the time course of this
response appears to be similar to the summed afferent response
(Figure 4B). However, immediately following the phasic onset
response of ON1, a pronounced drop in spike rate occurs, by
about 50 AP/s (arrow Figure 5B), which transiently reduces
the neuron’s activity even below the subsequent level of tonic
activity. This transient drop therefore enhances/sharpens the
phasic onset activity relative to the tonic response. The fast
drop in ON1 spike activity is not typical for the decline of a
phasic response and it is not expected by the time course of
the afferent activity. This peculiar feature may rather indicate
that the neural representation of the onset of sound pulses
becomes more salient at the level of ON1 neurons due to their
reciprocal inhibitory connection. Upon simultaneous acoustic
stimulation of both ears each ON1 neuron will be driven by
afferent activity and also by the inhibition from the contralateral
ON1. Due to synaptic delay and conduction time between the
neurons the inhibition reaches an ON1 just after its initial peak
spiking response (Selverston et al., 1985; Wiese and Eilts, 1985;
see also Römer et al., 1981 for similar processing in locusts).
Without substantially changing its phasic onset response, the
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reciprocal inhibition will have its greatest impact immediately
after the onset activity and then during the tonic activity. The
reciprocal inhibition, if strong enough, thereby can enhance
the representation of pulse-like acoustic signals in ON1. This
can be demonstrated directly: the onset response of an ON1 to
sound becomes less pronounced when the contralateral hearing
organ is removed and the contralateral inhibition abolished.
Recording ON1, while presenting calling song like pulse patterns,
reveals that the phasic onset response reliably mirrors each sound
pulse with a burst of spikes (Figure 5C). Thus, following the
phasic onset response of the auditory afferents, which drives the
excitation of ON1, the reciprocal inhibition between the ON1
neurons can act as a mechanism that further sharpens the onset
response to sound, and thereby provides an additional way to
represent sequences of short sound pulses.

Selective Attention to the Louder Signal
Another mechanism on a slower time scale that supports reliable
coding of sound pulses is described as “selective attention”
(Pollack, 1988). Continuous repetitive acoustic stimulation elicits
spike activity in ON1, which causes a gradual increase in its
cytosolic calcium concentration and subsequently triggers a
hyperpolarizing potassium current (Sobel and Tank, 1994; Baden
and Hedwig, 2007). This leads to a suppression of the ON1
neuron’s spike response to low amplitude sound pulses e.g., 60 dB
SPL, when they are interspersed with a louder signal of 80 dB
SPL (Pollack, 1988). Due to the build-up of hyperpolarization,
the response to the low intensity sound signal gradually becomes
subthreshold and the ON1 spike pattern is dominated by its
response to the louder signal. In a non-competitive situation
with only one signal source, the mechanisms will suppress any
non-specific background noise and will enhance the neural
representation of the sound pattern. In a situation of competing
signalers the selective attention mechanism will ensure that
when a female approaches a singing male the signal from this
loudest/nearest male will dominate the spike pattern of its central
auditory pathway. Behavioral experiments (Simmons, 1988;
Harrison et al., 2013) indicate that females orient preferentially
to the calls of louder males.

The Detection of Pulse Periods by a Delay
Line and Coincidence Detector Circuit in
the Brain
As the simple opening and closing movements of the wings
underlying sound production do not allow for a complex
amplitude modulation, it is the temporal pattern of the signals
that convey the male cricket’s message, similar to the pulses in
Morse code. Detecting the specific temporal sequence of sound
pulses, i.e., the pulse period and the chirp pattern, is not achieved
at the level of the auditory afferents, and so requires more
complex processing in the central nervous system. Only the
bilateral pair of AN1 interneurons forwards auditory signals in
the range of calling song to the brain; another pair of neurons
(AN2) responds to high frequency signals. AN1 is not tuned to
the temporal pattern of the calling song (Wohlers and Huber,
1982; Schildberger, 1984b) and reliably responds to different
temporal patterns of sound pulses, although, the spike rate of

the response decreases at high pulse repetition rates. Therefore,
besides some pre-filtering that occurs at the thoracic level, the
final processing and selective detection of the species-specific
pulse ratemust occur in the brain. Furthermore, crickets in which
the connectives to the brain have been severed do not show any
positive or negative phonotactic responses (Pollack and Hoy,
1981).

Circuit Structure
Several different mechanisms have been proposed to underlie the
processing of the species-specific pulse rates, such as internal
templates, band-pass filtering, resonant networks, and delay
line coincidence detection (Hoy, 1978; Schildberger, 1984b;
Weber and Thorson, 1989; Bush and Schul, 2006; Kostarakos
and Hedwig, 2015). Current data provide strong support for
a circuit comprising a delay line and a coincidence detector
(Figure 6A; Schöneich et al., 2015), a similar circuit design was
originally proposed for directional auditory processing (Jeffress,
1948) and outlined as a concept of resonant networks by Reiss
(1964). Corresponding to the delay line coincidence detection
concept the response to sound pulses is split into two parallel
pathways. The activity in one pathway is directly forwarded to the
coincidence detector whereas the activity in the parallel pathway
is delayed by the species-specific pulse period before reaching
the detector. Consequently, a single sound pulse will only weakly
activate the coincidence detector, but when the pulse-interval of
the stimulus pattern corresponds to the internal delay, the direct
input, and the delayed input from the previous pulse coincide and
the response of the detector will be significantly enhanced. The
delay in the cricket brain cannot be achieved by axonal delay-
lines as proposed for binaural processing by Jeffress (1948) and
which in owls allow only microsecond delays (Carr, 1993). As
processing of communication signals in the cricket brain requires
delays of about 40ms the delay rather needs to be based on an
inhibitory mechanism.

The axonal projections of AN1 (Figures 3C, 6B) terminate
in the frontal protocerebrum and form a ring-like arborization.
A set of four local auditory interneurons (LN2–LN5) closely
match this arborization pattern and form a similarly-shaped ring-
like auditory neuropil in the brain (Figure 6B; Kostarakos and
Hedwig, 2012); the structure of LN5 (Schöneich et al., 2015) is
similar to LN2. Like AN1, these local neurons are also tuned
to the carrier frequency of calling song (Schöneich et al., 2015).
The response properties of these neurons together constitute a
delay line coincidence detection circuit as outlined in Figure 6C.
This conclusion is supported by increasing latencies for auditory
processing in the circuit and very specific synaptic responses of
the neurons (Schöneich et al., 2015). Together these indicate one
particular flow of activity in the circuit and allow only one most
parsimonious interpretation for the function of the local circuitry
(Figures 6D,E), which matches a previous hypothesis on pattern
recognition (Weber and Thorson, 1989).

Functional Properties of the Delay Line Coincidence

Detector Circuit
A delay line coincidence detector requires two parallel pathways;
a direct pathway and a delayed pathway. In the cricket brain,
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FIGURE 6 | Feature detection in the cricket brain. (A) Delay line

coincidence detector circuitry proposed for feature detection of the

species-specific pulse rate, after Weber and Thorson (1989). (B) Axonal

arborizations of AN1 and local auditory brain neurons LN2–LN4 in the anterior

protocerebrum, neurons are labeled as “B-LI” neurons in Kostarakos and

Hedwig (2012). (C) Proposed feature detecting circuitry in the brain with the

ascending neuron AN1, the delay line neurons LN2 and LN5, the coincidence

detecting neuron LN3 and the feature detector neuron LN4. The coincidence

detector neuron integrates activity directly forwarded from AN1 and delayed

activity forwarded via the delay line with the non-spiking neuron LN5. (D) In

response to a single sound pulse, AN1 generates a burst of spikes, which

directly drives the activity of the coincidence detector neuron LN3. AN1 also

activates the delay line via LN2, which tightly follows the activity of AN1, and

subsequently inhibits the non-spiking interneuron LN5. At the end of a sound

pulse, when released from inhibition, LN5 generates a post-inhibitory rebound,

which reaches its maximum amplitude after about 40ms and elicits a delayed

gradual depolarization in the coincidence detector neuron LN3 (blue arrow). In

response to the first sound pulse, the response of the feature detector neuron

LN4 is dominated by the inhibition via LN2, and shows minor excitation via

LN3. (E) In response to a second sound pulse presented at the

species-specific pulse interval, the coincidence detector integrates the delayed

response from LN5 (blue arrow) and the direct response from AN1. The

second response of the coincidence detector LN3 is boosted, now its

excitatory input to LN4 overcomes the inhibition, causing the feature detector

neuron to spike (arrow). (A,C–E) from Schöneich et al. (2015); (B) modified

after Kostarakos and Hedwig (2012).

the direct pathway is based on the connection between AN1
and the coincidence detector neuron, LN3 (Figure 6C). The
delayed pathway appears to be set up via two neurons, an
inhibitory neuron, LN2, which closely follows the activity of
AN1, and a non-spiking interneuron, LN5 (Schöneich et al.,
2015), which is inhibited for the 20ms duration of a single sound
pulse. At the end of a sound pulse, and so release of inhibition

from LN2, neuron LN5 generates an excitatory post-inhibitory
rebound response which reaches its maximum about 40ms after
the end of the sound pulse, corresponding to the duration
of the pulse period (Figure 6D). This post-inhibitory rebound
response can also be induced experimentally by applying a
hyperpolarizing current pulse, and is produced upon the offset
of the current pulse, i.e., when the hyperpolarization is removed.
The post-inhibitory rebound has the same amplitude for stimulus
intensities in the range of 50–80 dB SPL and thus provides
a mechanism for intensity-independent auditory processing,
which is a fundamental property of pattern recognition processes.
The rebound response is also independent of stimulus duration,
in the range of 10 to about 50ms. For a delay line coincidence
detector network, a coincidence detecting neuron should only
respond when the direct and delayed pathways coincide, and
one of the local brain neurons, LN3 exhibits response properties
characteristic of a coincidence detector. Intracellular recordings
of its synaptic activity indicate that the direct input to this
neuron is provided by AN1, and the delayed input, based on
the post-inhibitory rebound by the non-spiking interneuron,
LN5. The response of LN3 to a single sound pulse is low
(Figure 6D). However, if two pulses are presented at the species-
specific pulse period of about 40ms, its synaptic input and spike
activity considerably increase, by a factor of 2.3 (Figure 6E).
At lower pulse rates the direct and the delayed excitation to
the coincidence detector are out of sync, and at higher pulse
rates AN1 spike activity does not properly represent the sound
pulses (see Schöneich et al., 2015 for details). Therefore, from
the properties of this network, the neural circuitry responds best
to the species-specific pulse rate (Figure 6E). The final element
in this circuitry is the LN4 neuron. Its spike response to single
sound pulses is subthreshold (Figure 6D) but it responds with 1–
2 spikes if a second pulse arrives at the right interval (Figure 6E).
This neuron integrates excitatory and inhibitory inputs, and its
tuning toward different temporal patterns becomes more specific
than the response of the coincidence detector neuron. This is due
to the inhibition that suppresses spiking responses toward single
sound pulses, and allows only sound pulses with the right interval
to elicit spikes. Therefore, the LN4 is selectively only activated by
the species-specific pulse pattern and acts like a feature detector
for calling song. The neuron shows a band-pass tuning curve
in its spike activity that very closely matches the tuning of
female phonotactic behavior (Kostarakos and Hedwig, 2012).
The evidence demonstrates that processing of the pulse rate
occurs within the local network of ring-like brain neurons, which
form a close association with the arborizations of AN1. This
neural network may therefore represent the filter mechanism
or feature detector circuit for the pulse pattern of calling song
in crickets like G. bimaculatus. The auditory activity of other
neurons in the brain with band-pass tuning curves similar to
LN4 may be a consequence of this early processing mechanism
(Schildberger, 1984b; Zorovic̀ and Hedwig, 2011).

Interestingly, the overall auditory response within the circuit
i.e., the number of spikes elicited per chirp, decreases at different
levels of processing from AN1 to LN4 by about 90% (Kostarakos
and Hedwig, 2012). This points toward sparse coding of the
stimulus pattern (Olshausen and Field, 2004), which shifts the
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representation of the stimulus features from a temporal code
to a neuron-specific place code. Sparse coding appears to be
an efficient way for simple nervous systems to ensure a robust
representation of stimulus patterns.

PROCESSING AT THE CHIRP LEVEL:
INSIGHTS FROM PATTERN RECOGNITION
AND AUDITORY STEERING

In addition to the pulse pattern of calling song, in many species of
crickets (Alexander, 1962; Otte, 1992) sound pulses are grouped
into chirps, which in G. bimaculatus are repeated at a rate of 3–
4/s. In phonotactic experiments, females tolerate a range of chirp
periods and respond even when chirps are presented only at a
rate of 1/s (Doherty, 1985). The chirp pattern may require an
additional filter mechanism on a longer time scale than the pulse
repetition rate (Grobe et al., 2012). Some insights into possible
mechanisms of processing at the chirp time scale can be derived
from female phonotactic steering responses. When exposed to
an attractive calling song signal presented from above, female
crickets will have no directional cue and cannot orient toward
the sound source. However, when a non-attractive sound pattern
is additionally interleaved and presented from the side, a female
will steer toward the non-attractive pattern. This indicates that
steering is under control of the pattern recognition process and
that pattern recognition and phonotactic steering are organized
in a serial manner (Doherty, 1991); a pattern apparently has been
recognized before the steering process is permitted.

More details can be revealed with a trackball system that
measures the fast steering responses during phonotaxis. Female
G. bimaculatuswill not orient to non-attractive sounds like chirps
with long sound pulses or oval-shaped amplitude-modulated
sound signals presented at the natural chirp rate, whereas
they readily respond toward the species-specific pulse pattern
(Figures 7A,B). The females however, do steer to non-attractive
chirps when these are interspersed into an ongoing calling song
(Poulet and Hedwig, 2005), or in some animals even when
presented just after single normal chirps, interspersed into a
sequence of non-attractive chirps (Figure 7C). The readiness to
orient toward non-attractive chirps gradually decays over several
seconds after listening to a sequence of calling song (Poulet and
Hedwig, 2005). This steering response to non-attractive patterns
indicates that a modulation process on a longer time scale is
initiated which modulates the auditory motor response when the
species-specific pattern is processed.

Once female G. bimaculatus have been exposed to the calling
song, they no longer evaluate the complete temporal pattern of
chirps during phonotaxis, but instead steer to the first sound
pulse of a chirp. They even rapidly orient toward individual
sound pulses, when these are presented in a split-song paradigm,
with alternating pulses on the left and the right hand side of
the animals’ length axis; the steering responses occur with a
latency of only 55–60ms (Hedwig and Poulet, 2004, 2005). As
the recognition for the pulse rate requires at least two sound
pulses (see above) the pattern recognition network can not
directly provide the commands for phonotactic steering. The

FIGURE 7 | Modulation of steering and pattern selectivity during

phonotaxis. (A) Female crickets do not steer toward an oval-shaped

amplitude-modulated chirp, but respond to the normal chirp pattern when

walking on a trackball. Each pattern is presented for 30 s from the left and right

hand side. (B) Quantitative analysis of phonotactic steering in four animals

demonstrates the relative attractiveness of both patterns. (C) When a single

normal chirp pattern is interspersed into a sequence of non-attractive

oval-shaped amplitude-modulated chirps; this female transiently steers toward

the non-attractive pattern, indicating that processing a normal chirp modulates

the subsequent processing of acoustic signals. Steering responses averaged

over 15 trials.

sparse coding at the level of the feature detector neuron LN4
(Kostarakos and Hedwig, 2012; Schöneich et al., 2015) further
makes it difficult to envisage how its spike pattern might drive
rapid auditory steering responses. Steering may rather involve a
form of low level reactive processing which however is controlled
and modulated on a longer time scale by the pattern recognition
process in the brain (Poulet and Hedwig, 2005). The time-scale
of this modulatory process is sufficient to explain phonotactic
processing at the chirp level and could be the basis for trade-
off phenomena of different song parameters as observed before
(Stout et al., 1983; Doherty, 1985). A modulatory effect on
phonotactic steering will be useful under natural conditions and
will allow females to pursue their phonotactic approach to a
calling male, even when the signal is temporally degraded due to
diffraction or obstacles.

A specific neural circuitry for temporal filtering on the time
scale of the chirp rate may not be required; processing at the
chirp level may rather emerge from the modulatory properties
of the pulse processing network. The upper limit for tolerated
chirp periods could be set by the time constant of the gradually
decreasing modulation effect and its lower limit may be reached
when the pulse rate filter becomes ineffective, as very short
chirp intervals will lead to an adaptation of the network and
prevent its recovery. Whether the modulatory effect occurs
within the thoracic ganglia or within the brain is unknown. The
more posterior projection pattern of auditory afferents tuned
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to the calling song may point toward a thoracic pathway that
nonetheless will be under descending control from the pattern
recognition process in the brain. Processing at the level of the
thoracic ganglia could provide an advantage because the auditory
signals for steering could be directly forwarded to the walking
motor control system with a short latency, avoiding a long loop
via the brain.

DISCUSSION: FRAMEWORK AND OPEN
QUESTIONS

“Deciphering the brain’s codes” (Konishi, 1991) is a central
ongoing topic in neuroscience. In relation to sensory pattern
recognition, ideas of a “single central integrator” (Barlow, 1961;
Bullock, 1961), or “feature detectors” (Hoy, 1978) that represent
complex sensory input at the highest level have been central,
and have shaped our thinking and concepts (Martin, 1994).
Experimental approaches aiming to identify such higher order
feature detecting neurons and their response properties have
fostered an understanding of the way that sensory systems
operate when processing behaviorally relevant stimuli (Konishi,
1991). Even simple acoustic communication signals require
a combination of sensory filters for a selective behavioral
response. These sensory filters, such as for the amplitude,
duration, or frequency of a signal, could be arranged in
parallel, to finally feed into a feature detector similar to the
combination-sensitive neurons in vertebrate auditory processing
(Bullock, 1961; Rauschecker and Tian, 2006). Alternatively,
pattern recognition may be broken down into a sequential
process of autonomous stages (Barlow, 1961). The latter may
be more specific, and adaptive in “simple” insect nervous
systems, in which the capacity for neural processing is more
restricted (Wehner, 1987). Auditory feature detection underlying
cricket mate attraction points toward such a sequential solution.
Otherwise, in the insect CNS and brain also multimodal neurons
integrate information from different sensory pathways (Pearson
et al., 1980; Schildberger, 1984a) a process which at a higher level
of behavioral control may be essential for selecting and initiating
adaptive motor responses (Wessnitzer and Webb, 2006).

In G. bimaculatus the problem of recognizing the conspecific
calling song can be described as a sequence of filter processes that
gradually sharpen the neuronal responses to be more selective,
which eventually lead to a species-specific phonotactic motor
response (Figure 2). In this sequence, only the final stage of
signal processingmay be regarded as a “feature detector,” whereas
the lower levels provide “filtering processes.” An important
functional difference between the filtering processes and the
feature detector is that only the feature detector activity should
be coupled to a behavioral decision that may be initiated once
the detector is activated; none of the preceding filter processes
should have such an impact. Several filtering steps contribute to
calling song feature detection in the cricket brain, with a similar
organization of sensory processing in other sensory systems.

Processing of Sound Frequency
The conserved frequency tuning at different levels of the
auditory pathway demonstrates that peripheral biomechanical

filtering provides the essential basis for the tuning of phonotactic
behavior. The frequency selectivity of female phonotactic
behavior is already determined at the level of the hearing organ,
and the tuning of the hearing organ defines the tuning of the
auditory afferents. The detailed basis of frequency tuning in the
cricket hearing organ is however not yet revealed. Auditory filter
mechanisms, which tune hearing organs to the frequencies of the
communication signal, are found in many other species, which
depend on acoustic signals for mate attraction (grasshoppers:
Meyer and Elsner, 1996, 1997), predator avoidance (moths:
Schiolten et al., 1981; Fullard, 1984), and host detection (parasitic
flies: Robert et al., 1992; Oshinsky and Hoy, 2002). These systems
represent examples of a peripheral “matched filter,” which limits
the information received by the nervous system, but simplifies
the way it can be processed (Wehner, 1987).

Comparing the tuning curve of AN1 with the tuning of the
auditory nerve may suggest that some additional central neural
processing may sharpen the response of AN1 or rather that AN1
is selectively activated by the low frequency afferents. The data
nonetheless indicate that the best mechanical response of the
auditory organ drives the tuning of the majority of auditory
afferents and finally the tuning of the AN1 interneuron, which
matches phonotaxis (Kostarakos et al., 2008) and is crucial
for phonotaxis as it provides the auditory information to the
brain (Schildberger and Hörner, 1988). The response of the
AN1 neuron subsequently determines the frequency tuning of
brain neurons in the delay line coincidence detector network
(Schöneich et al., 2015) and the tuning of the behavioral response.
Like in other insect auditory systems the frequency filter in
crickets is already established at the most peripheral level and
provides the first filter in the calling song recognition process.

Onset Responses to Sound Pulses
Phasic responses of afferents and interneurons are a common
feature of insect mechanoreceptive neurons (Field andMatheson,
1998). In auditory sensory neurons, they enhance the response
to the onset of sound pulses (Nabatiyan et al., 2003) and are
therefore suited to reliably code the timing of song patterns
(Machens et al., 2003). The pool of afferent neurons with
synchronously activated spike patterns (Ronacher and Römer,
1985) provides the nervous system with a robust temporal
representation of regularly repeated communication signals. The
prevalence of phasic responses in auditory neurons may indicate
that evolution has shaped the call of male crickets into a series
of regularly-repeated sound pulses in order to exploit the phasic
response of the auditory afferents of females. This is in-keeping
with the concept of sensory exploitation; as communication
signals may evolve by the signaler exploiting pre-existing sensory
biases in receivers (Ryan and Rand, 1993).

Reciprocal inhibition at the level of thoracic ON1 neurons
enhances and sharpens the response to the onset of sound, and
thereby is suited to especially represent short sound pulses in the
activity pattern of the neurons. The dynamics of spike activity
in ON1 at sound onset is in agreement with the reciprocal
inhibition functioning as a temporal filter (Wiese and Eilts, 1985;
Wiese and Eilts-Grimm, 1985). Based on the time constants of
the transmission delay between the neurons, these authors had
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suggested that the tuning of the cricket auditory pathway to the
calling song pattern may be due to the reciprocal inhibition,
which follows the intervals of the sound pattern. However, such
a filter had not yet been clearly demonstrated experimentally,
as cricket auditory systems have rarely been analyzed under
symmetrical stimulus conditions, like during phonotaxis when
the auditory signal arrives from the front. As the strength
of the inhibitory coupling may vary in different animals, the
significance of this bilateral processing mechanism remains to
be substantiated; it certainly is not the pattern recognition
mechanism for the calling song. However, the mechanism may
contribute to the enhanced information transfer, i.e., the number
of bits coded by the spike patterns, in ON1 neurons for species-
specific pulse rates as described in T. oceanicus (Marsat and
Pollack, 2004). The excitatory and inhibitory inputs to ON1
neurons depend on the directionality of the ears, therefore
processing at the level of the ON1 neurons may form a type of
spatially selective filter for the crickets’ communication signal
(Marsat and Pollack, 2004). This filter mechanism would be
especially important whenever the insects face a frontal signal
source, such as during the approach of a singing male. As a
spatially selective filter, it should play a crucial part in hyper-acute
auditory orientation that allows females to steer to signal sources
which are just 1–2 degree off their length axis (Schöneich and
Hedwig, 2010).

The combination of the phasic-tonic response properties of
the auditory afferents and the onset-enhancing mechanisms
of some first order interneurons allow for an efficient neural
representation of the cricket’s acoustic communication pulses.
Together, they can be regarded an important filtering step for
the processing of calling song pulses which occurs at the thoracic
level. To what degree this processing at the level of the ON1
also influences auditory activity ascending to the brain will need
further elucidation.

Detecting Pulse Rate—A Feature Detector
of Calling Song
The recordings from brain neurons provide strong support for
a circuit comprising a delay line and a coincidence detector
(Schöneich et al., 2015), as outlined in a general concept of
resonant network design (Reiss, 1964; Weber and Thorson, 1989;
for a discussion of concepts for cricket pattern recognition such
as internal templates, band-pass filtering, resonant networks
see Kostarakos and Hedwig, 2015). Based on the initial filter
processes, the delay line coincidence detection circuitry in the
brain allows a feature detecting neuron (LN4) to selectively
respond to the pulse rate of the calling song. It provides a robust
description of the pulse-rate filter at a circuit and cellular level.
The pulse rate tuning of the LN4 neuron matches the band-
pass tuning of phonotactic behavior, as well as its frequency
dependence (Kostarakos and Hedwig, 2015; Schöneich et al.,
2015). The neuron therefore is a higher order neuron that can be
classified as a feature detector for the cricket’s calling song (Hoy,
1978).

The function of this circuitry depends on two essential
processes: generation of a delay line via a post-inhibitory
rebound and coincidence detection. A computational model

for temporal selectivity in the acoustically communicating
fish Pollimyrus adspersus based on a post-inhibitory rebound
mechanisms, shows that temporal selectivity of the network
can be tuned by the delayed time course of the post-
inhibitory and by the subsequent excitatory input that coincides
with the intrinsic rebound excitation (Crawford, 1997; Large
and Crawford, 2002). By systematic changing the timing
of the post-inhibitory rebound, this model network allows
to tune output neurons to different click rates of the fish
communication signal. Post-inhibitory rebound also occurs in
the mouse auditory pathway where neurons in the superior
olivary nucleus generate a pronounced post-inhibitory rebound
underlying their selectivity for periodic low frequency amplitude
modulations of sound signals (Felix et al., 2011). Post-inhibitory
rebound is furthermore widely involved in precisely timed
auditory processing (Koch and Grothe, 2003; Kopp-Scheinpflug
et al., 2011). Delay lines and coincidence detectors covering
time scales of many milliseconds are also implicated in the
processing of echolocating signals in bats where they lead to
topographic maps for echo delays (Suga, 1990; Kössl et al.,
2014). In general they may represent a fundamental neural
mechanism for processing the temporal structure of sound
signals.

The feature detecting circuits are present at both sides of
the protocerebrum and are coupled via local bilateral projecting
neurons (Kostarakos and Hedwig, 2012), two bilateral song
recognizers had been proposed by Pollack (1986). If and how
the bilateral circuits interact, is not yet resolved; in acoustically
communicating grasshoppers the auditory information from
both sides is added in support of pattern recognition (von
Helversen and von Helversen, 1995).

The field cricket G. bimaculatus may only need an auditory
feature detecting mechanism for the pulse pattern of the calling
song as rivalry and courtship signals are embedded in more
complex close up encounters of mates. As the timing of sound
pulses during calling and rivalry song is quite similar, the
discussed filter mechanisms likely are also activated during
rivalry song; whereas the high pitch courtship signals may require
a different line of processing. The modulatory component in the
auditory pathway, which allows for transient steering to non-
attractive signals, may provide the basis for temporal filtering at
the chirp level. For females, it will be sufficient to employ one
neural circuit for pulse rate recognition and use a modulatory
effect based on the pattern recognition process to also control
responses at the time scale of the chirps.

Control of Phonotactic Behavior
Female phonotaxis gradually develops and appears with sexual
maturation 6–7 days after the last molt in G. bimaculatus (Loher
et al., 1993) and 10–13 days in G. assimilis (Pacheco et al.,
2013); it is strongly reduced after mating and upon female
contact to males (Cade, 1979; Loher et al., 1993); and in T.
oceanicus it may even depend on social experience of the larvae
(Bailey and Zuk, 2009). The quality and strength of phonotaxis
varies among females. Only 25–50% perform phonotaxis reliable
under experimental conditions (Weber et al., 1981) and the
probability that a female shows phonotaxis changes over time
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(Bailey, 2011). The physiological background for the maturation
and variation in the strength of phonotaxis over periods of
days is not yet resolved; however juvenile hormone may not
play a role (Loher et al., 1992). Understanding the physiological
background and moreover having neurochemical tools available
to control phonotactic behavior would be a decisive advance for
the neurophysiological analysis.

On a short time scale females steer to non-attractive patterns
which are interspersed into calling song (Doherty, 1991; Poulet
and Hedwig, 2005). This change in phonotactic behavior will
be adaptive under natural conditions, when the acoustic signal
quality transiently deteriorates (Forrest, 1994) and needs to be
considered when interpreting behavioral data.

The location of the delay line coincidence detector circuit
in the anterior protocerebrum raises a central question of
how the pulse rate recognition circuit may finally initiate the
phonotactic motor response. The central control mechanisms
for phonotaxis is likely embedded in more general brain control
architecture for insect behavior involving the central body
complex (Strausfeld, 1999; Wessnitzer and Webb, 2006). Cricket
auditory behavior is controlled by the circadian clock; medulla
bilateral neurons project toward the neuropil dorsal to the central
body and the stalk of the mushroom body (Yukizane et al.,
2002). Neuropil areas in the vicinity of the central complex and
the mushroom bodies are implicated in the control of singing
(Huber, 1962; Otto, 1971; Hedwig, 2006; see Hoffmann et al.,
2007 for grasshoppers). In flies and cockroaches the central body
complex is involved in the control of walking (Strausfeld, 1999;
Strauss, 2002; Bender et al., 2010). Like in some other insects in
crickets it provides a compass like map for spatial orientation to
polarized light (Sakura et al., 2008); yet so far we do not know
to what degree it may contribute to auditory orientation during
phonotaxis. The dendrites of local and descending auditory
responsive brain neurons are found in the lateral accessory
lobes, which generally are implicated in the control of insect
motor activity and are regarded as a pre-motor region of the
insect brain (Zorovic̀ and Hedwig, 2011). Ipsilateral descending
brain neurons controlling walking have also been identified
in the dorsal protocerebrum (Böhm and Schildberger, 1992).
However, recordings of descending brain neurons during robust
phonotactic walking are still lacking; so far the reported auditory
responses of such interneurons (Staudacher and Schildberger,
1998; Zorovic̀ and Hedwig, 2013) are not sufficient to identify
neural commands as required for fast and precise phonotactic
steering.

The modulatory effect of pattern recognition on phonotactic
steering may control auditory-motor integration at the level
of thoracic networks involving posteriorly branching auditory
afferents and DN1 interneurons which are tuned to the cricket
calling song (Imaizumi and Pollack, 2005; Poulet and Hedwig,
2005). In such a scenario precise descending motor commands
would not be required and direct reflex-like responses to auditory
signals could be integrated into the walking motor pattern at
the thoracic level once the modulation kicks in. How auditory
steering is incorporated into the walking motor output adds
another complexity to signal processing, which we just begin

to understand at the behavioral level using high speed video
recordings (Baden and Hedwig, 2008; Witney and Hedwig, 2011;
Petrou and Webb, 2012).

Animals with specialized behavior provide model systems
to analyse adapted neural processing. Particularly, insects with
their “simple” nervous systems allow a detailed study of neural
mechanisms at the level of identified neurons, to unravel how
the system is designed to process relevant stimuli. This review
focussed on data in the cricketsG. campestris andG. bimaculatus.
From this a comprehensive picture starts to emerge outlining
the functional properties and neural basis of auditory signal
processing. Pattern recognition is based on a sequence of filter
mechanisms in the auditory pathway, which selectively respond
to a characteristic property of the calling song and gradually
sharpen the response of a neural feature detector in the brain.
Based on these findings a most interesting comparative approach
could reveal the filter and feature detecting mechanisms in
other species, which signal with different pulse patterns for mate
attraction (Alexander, 1962). Will these species use functional
similar filter mechanisms and a neural circuit in the brain as a
feature detector network, and in which way will the properties
of the component neurons and the networks be adapted to
the species-specific signals? Computational approaches based
on Gabor filters have addressed this question and predict
different temporal filter properties (Hennig et al., 2014; Ronacher
et al., 2015). However, physiological experiments are required
to reveal the actual species-specific adaptations in the neuronal
mechanisms for pattern recognition that have been adapted and
shaped during evolution.
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For many animals processing of tactile information is a crucial task in behavioral contexts

like exploration, foraging, and stimulus avoidance. The leech, having infrequent access

to food, developed an energy efficient reaction to tactile stimuli, avoiding unnecessary

muscle movements: The local bend behavior moves only a small part of the body

wall away from an object touching the skin, while the rest of the animal remains

stationary. Amazingly, the precision of this localized behavioral response is similar to

the spatial discrimination threshold of the human fingertip, although the leech skin

is innervated by an order of magnitude fewer mechanoreceptors and each midbody

ganglion contains only 400 individually identified neurons in total. Prior studies suggested

that this behavior is controlled by a three-layered feed-forward network, consisting

of four mechanoreceptors (P cells), approximately 20 interneurons and 10 individually

characterizedmotor neurons, all of which encode tactile stimulus location by overlapping,

symmetrical tuning curves. Additionally, encoding of mechanical force was attributed to

three types of mechanoreceptors reacting to distinct intensity ranges: T cells for touch,

P cells for pressure, and N cells for strong, noxious skin stimulation. In this study, we

provide evidences that tactile stimulus encoding in the leech is more complex than

previously thought. Combined electrophysiological, anatomical, and voltage sensitive

dye approaches indicate that P and T cells both play a major role in tactile information

processing resulting in local bending. Our results indicate that tactile encoding neither

relies on distinct force intensity ranges of different cell types, nor location encoding is

restricted to spike count tuning. Instead, we propose that P and T cells form a mixed

type population, which simultaneously employs temporal response features and spike

counts for multiplexed encoding of touch location and force intensity. This hypothesis is

supported by our finding that previously identified local bend interneurons receive input

from both P and T cells. Some of these interneurons seem to integrate mechanoreceptor

inputs, while others appear to use temporal response cues, presumably acting as

coincidence detectors. Further voltage sensitive dye studies can test these hypotheses

how a tiny nervous system performs highly precise stimulus processing.

Keywords: mechanoreception, somatosensory system, touch, pressure, skin stimulation, voltage sensitive dye,

local bend, hirudo
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INTRODUCTION

A simple neuronal system produces a basic behavior with a
surprisingly high precision: The leech bends away locally from
a light touch (Stuart, 1970; Kristan, 1982; Lockery and Sejnowski,
1992; Lewis and Kristan, 1998a; Zoccolan et al., 2002; Baca
et al., 2005; Thomson and Kristan, 2006) with a spatial precision
of approximately 1mm (Baca et al., 2005); similar to that
of the human fingertip (Johnson, 2001). The different leech
mechanoreceptor types show similar spiking patterns to primate
and human mechanoreceptor types (Lewis and Kristan, 1998b;
Baca et al., 2005; Johansson and Flanagan, 2009; Smith and
Lewin, 2009), and mechanoreceptor responses were shown to
depend on common stimulus properties like touch location,
mechanical force, duration, and speed (leech: Carlton and
McVean, 1995; Zoccolan et al., 2002; Baca et al., 2005; Pirschel
and Kretzberg, 2016; primate reviews: Johansson and Flanagan,
2009; Abraira and Ginty, 2013; Saal and Bensmaia, 2014).
However, the number of mechanoreceptor cells in the leech skin
is an order of magnitude lower than in the human fingertip,
which is innervated by more than 200 mechanoreceptors per
cm2 (Vallbo and Johansson, 1984). Nevertheless, the complex
innervation structure of the leech skin enables the highly accurate
and reproducible local bend response to avoid being stimulated
with minimal muscle movement. Hence, the small and simple
neuronal system of the leech raises a fundamental computational
question on sensory processing: How can such a precise behavior
be performed with a nervous system consisting of so few cells?

The leech nervous system is a rigorously segmented, highly

repetitive ventral nerve cord with one ganglion per segment.
Each ganglion contains about 400 neurons of approximately
200 types (Kristan et al., 2005). The leech local bend behavior
was suggested to be controlled by a three-layered feed-forward
network consisting of mechanoreceptors, interneurons, and
motor neurons (Kristan, 1982; Lockery and Kristan, 1990b; Lewis
and Kristan, 1998a; Kristan et al., 2005), which are found in each
segment of the animal.

The input layer of the local bend network consists of
mechanoreceptors. The three types of leech mechanoreceptors
were classically associated with tactile stimuli of distinct
intensities, resulting in the names of these neurons: T cells
for light touch, P cells for stronger pressure, and N cells for
noxious, very strong squeeze (Nicholls and Baylor, 1968). In
computational terms, these distinct functions refer to a labeled
line code. Moreover, spike patterns in response to tactile skin
stimulation differ characteristically between receptor types. T
cells produce transient, fast adapting responses to stimulus
on- and offset, while P cells respond with sustained, regular
spiking throughout the stimulation and N cells produce only
few spikes separated by long interspike intervals (Nicholls and
Baylor, 1968; Carlton and McVean, 1995; Lewis and Kristan,
1998b; Pirschel and Kretzberg, 2016). In each segment the
total population of mechanoreceptors consists of only 14 cells
(6 T, 4 P, 4 N) innervating the skin at different depths with
their processes (Blackshaw, 1981; Blackshaw et al., 1982) and
sending information about tactile stimuli toward their cell
bodies in the segmental ganglion. Skin regions innervated by

several cells lead to widely overlapping receptive fields between
mechanoreceptors. For example, tactile stimulation applied to
the ventral midline cause spike responses in two P, two T, and
two N cells (see Figure 1A bottom for a sketch of overlapping
receptive fields at ventral midline). In all mechanoreceptors the
inhomogeneous distribution of dendritic branches and nerve
endings in the skin (Blackshaw, 1981; Blackshaw et al., 1982)
cause spatially structured receptive fields. Stimulation close to the
most densely innervated receptive field center triggers highest
spike counts and shortest spike latencies (Nicholls and Baylor,
1968; Thomson and Kristan, 2006; Pirschel and Kretzberg, 2016).

Since P cell responses were found to influence muscle
movements more strongly than T cells, previous studies assumed
that P cells elicit the local bend reflex (Kristan, 1982; Lewis
and Kristan, 1998b; Zoccolan et al., 2002). Therefore, a prior
study aiming at the identification of interneurons involved in
the local bend network was limited to neurons responding
to presynaptic P cell spikes (Lockery and Kristan, 1990b).
Based on a huge number of double recordings this study
identified one unpaired and eight paired interneurons to be
involved in the local bend network. Most of these interneurons
responded with postsynaptic potentials to spikes from all four
P cells suggesting very extended receptive fields. Substantial
lateral synaptic connections between interneurons were not
found in this study except for electrical connections between
the pair of interneurons of the same type (Lockery and
Kristan, 1990b). In contrast, identified motor neurons were
found to be laterally connected. In addition to inhibiting
longitudinal muscles, inhibitory motor neurons also suppress
excitatory motor neurons, which cause contraction of the
antagonistic muscles (Granzow and Kristan, 1986; Lockery and
Kristan, 1990a; Kristan et al., 2005; Baca et al., 2008). This
antagonistic inhibition leads to a stronger bending movement to
one side.

Based on these results, Lewis and Kristan (1998a) developed
a computational model of the local bend network. The model
consists of three layers of cells with evenly spaced cosine shaped
tuning curves, implementing a population vector paradigm as
optimal decoding scheme from one layer to the next. Using the
spike rates of the four P cells as input, this model predicted
the behaviorally observed direction of local bending. While
the cell numbers of the input and output layers were fixed
to 4 P cells and 10 motor neurons, the number of the much
less-known interneurons was varied, revealing that the number
of 17 previously identified local bend interneurons (Lockery
and Kristan, 1990b) was compatible with the modeled network
structure.

Despite the elegant plainness of this model, recent results
require to revise the hypothesized structure and computations
of the local bend network. Stimulus-estimation studies revealed
that latency differences between two P cell responses carry
more information about tactile stimulus position on the skin
than spike counts (Thomson and Kristan, 2006; Pirschel and
Kretzberg, 2016). Hence, temporal response features might
play an important role in the network. Moreover, latency
differences between T cell pairs allowed an even more exact
estimation of stimulus location (Pirschel and Kretzberg, 2016).
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FIGURE 1 | The body-wall preparation with receptive fields of mechanoreceptors and standard ganglion map. (A, top) Photograph of the body-wall

preparation with the ganglion (sketch in B), which is pulled slightly posterior for better access through a hole in the skin. The gray bar indicates the main area used for

tactile stimulation. The center of the preparation between the two dark stripes on the skin, called the ventral midline, was defined as 0◦. The skin was touched at the

third annulus of segment 10, identified by the sensilla positions. Touch locations to the left were denoted as negative numbers of degrees (left end of the preparation:

−180◦) and to the right as positive numbers (right end: +180◦). The black stripes are located approximately at −90◦ and +90◦. (A, bottom) Receptive fields of all

mechanoreceptors responding to tactile stimulation at the ventral midline are shown in a sketch of the body wall preparation: Left and right Tv cells (dashed blue

ovals), left and right Pv cells (red), and left and right N cells (green). (B) Sketch of the leech ganglion with cell body positions of bilateral mechanoreceptor pairs of Pv
(red), Tv (blue), N (green), corresponding to the receptive fields shown in (A), and of interneurons 157, 159 (magenta), 162 (yellow). Electrodes (symbolized by black

pointed angles) were used for intracellular recordings of up to 3 neurons (combinations of Tv, Pv, N, 157, 159, and 162; the electrode positions shown here refer to

the data shown in Figures 5A,B), while the skin was stimulated mechanically (see section Methods).

Therefore, P cell spikes might not be the only relevant input
to the network, but the role of T cells—and maybe also N
cells—in the network should be reconsidered. Another aspect
not covered by the classical local bend model is the fact that
the behavioral response to a tactile stimulus depends on a
combination of stimulus properties like location, mechanical
force intensity and duration (Baca et al., 2005), as well as
velocity (Carlton and McVean, 1995). On the mechanoreceptor
level, the finding that several response features, including
spike count and latency, depend on more than one stimulus
property leads to the fundamental question how complex
stimuli are encoded by the nervous system. For example,
stimulus location and mechanical force intensity influence
the neuronal responses of the mechanoreceptor types in an
ambiguous way. A mechanoreceptor response with a high
spike count and a short response latency could be elicited
either by a relatively weak stimulus close to the cell’s receptive
field center, or by a stronger stimulus at a less preferred
position (Pirschel and Kretzberg, 2016). How does the leech
distinguish between these stimuli based on such ambiguous
responses?

Our hypothesis is that a population of interneurons
solves this task by means of multiplexing, simultaneous
encoding of different stimulus properties with different
response features. The population of T and P cells provides
multiplexed information about combinations of e.g., stimulus
location and intensity by encoding them simultaneously

with temporal and spike count features (Pirschel and
Kretzberg, 2016). The first aim of this study is to investigate
if interneurons respond specifically to one mechanoreceptor
type—indicating a labeled line code, as it was classically
assumed for intensity encoding—or if they integrate inputs
from multiple receptor types. The second question is, which
mechanoreceptor response features determine interneuron
responses. Are all of them integrators as it was assumed in
the spike rate-based computational network model (Lewis and
Kristan, 1998a), or are some of them specialized for temporal
processing?

In the first part of this study, responses of all three types of
mechanoreceptors (T, P, and N cells) to tactile skin stimulation
are revisited. Our recent results (Pirschel and Kretzberg, 2016)
are extended by adding N cell responses and the analysis of
two-dimensional tuning to combinations of different stimulus
locations and intensities. In the second part, intracellular
electrophysiology, anatomical studies and voltage sensitive
dye recordings are performed as complementary experimental
approaches to study interneurons on the next network layer. In
particular, we aim to identify interneurons responding to input
from P and/or T cells and to find out which mechanoreceptor
response features determine their postsynaptic responses. In
this way, we try to identify general computational principles
of sensory information processing, which are not limited to
the leech, but could be implemented also by other sensory
systems.
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METHODS

Animals and Preparations
All experiments were performed on adult, hermaphrodite
medicinal leeches (Hirudo verbana), weighing 1–2 g. According
to German regulations, no ethics approval is needed for the work
on these invertebrates. Leeches were obtained from Biebertaler
Leech Breeding Farm (Biebertal, Germany) and were kept in
tanks with Ocean Sea Salt 1:1000 diluted with purified water.
Animals were kept at room temperature and anesthetized with
ice-cold saline (Muller and Scott, 1981) before and during
dissection. Experiments were performed at room temperature.

For the body-wall preparation (Figure 1A; detailed
description is given in Pirschel and Kretzberg, 2016), segments
9–11 were dissected and innervations of segment 10 remained
unscathed, while the ganglion was accessible through a hole in
the skin (Figure 1A). The middle annulus of the 10th segment,
which was identified by the location of the sensilla (Blackshaw
et al., 1982), was used for the skin stimulation.

Voltage sensitive dye (VSD) experiments (section Voltage
Sensitive Dye Experiments and Analysis) and cell fills (section
Dye Injection and Cell Labeling) were performed on isolated
ganglia dissected from segment 10.

Tactile Stimulation and Intracellular
Electrophysiology
In the skin preparation, the skin was stimulated by the Dual-
Mode Lever Arm System (Aurora Scientific, Ontario, Canada,
Model 300B; poker tip size: 1mm2; see Baca et al., 2005; Thomson
and Kristan, 2006; Pirschel and Kretzberg, 2016). The stimulus
was applied as an instantaneous step function of 200ms length.
At stimulus onset, the poker moved down at very high speed,
reached the desired pressure within 2ms, fluctuated slightly
for less than 10ms and stayed at a constant position, until
moving up at very high speed again. Poker speed and duration
of skin indentation were the same in all experiments. Touch
locations were set relative to the ventral midline (set as 0◦) of
the preparation: Locations to the left are denoted as negative
and to the right as positive numbers of degrees (Figure 1A). The
stimulus was varied in mechanical force intensity (5–200mN)
and location (−20◦ to +20◦, relative to the ventral midline,
in 5◦ steps) (see Lewis and Kristan, 1998b; Baca et al., 2005;
Pirschel and Kretzberg, 2016). Other parameters like shape or
indentation depth were not varied. All combinations of stimulus
properties force intensity and location were presented 8–15 times
in pseudo-randomized order.

While stimulating the skin mechanically, intracellular
recordings from one to three cells at the same time were
performed with sharp glass micropipettes (resistances between
20 and 40M�) filled with 3 M potassium acetate (for detailed
description of the experimental rig, see Pirschel and Kretzberg,
2016). Varied combinations of the three types of mechanosensory
cells (Tv and Pv, N) and three types of interneurons (157, 159,
and 162) were obtained. Numbers of preparations used for
analyses are given in the figure legends. Mechanosensory cell
types were easily identifiable based on their electrical properties
(Nicholls and Baylor, 1968). In tactily stimulated preparations,

the receptive field of recorded mechanoreceptors was confirmed
prior to experiments, yielding the standard map shown in
Figure 1B. In most ganglia, cell bodies of Tv and Pv (the
mechanoreceptors with ventral receptive fields) were located
most laterally. But since in particular T cells sometimes switch
their positions, we specify in this manuscript subtypes of T and P
cells only for experiments with attached skin. The interneurons
(INs) were identified according to the results and descriptions by
Lockery and Kristan (1990b).

To physiologically identify synaptic connections, intracellular
double recordings of INs and a simultaneous recording of
a mechanosensory cell were obtained, while stimulating the
mechanosensory cell by constant current pulses of 1.5 nA, lasting
50 ms.

Dye Injection and Cell Labeling
To study cell morphologies and putative points of contact,
interneurons, and mechanosensory cells were filled in isolated
ganglia by means of sharp glass electrodes (20–40 M�)
with 10mM Alexa-dyes (Alexa Fluor 488/546/633, Invitrogen,
Karlsruhe, Germany) and/or 2% Neurobiotin (Vector Labs,
Peterborough, UK) solved and backfilled with 200 mM KCl.
Cells were iontophotoretically injected either with positive
(Neurobiotin) or negative (Alexa) currents (2–4 nA, 500ms,
1 Hz, 30–60 min). Neurobiotin-filled samples were allowed
to settle for 1 h after injection before further processing. All
samples were fixated in 4% PFA (Sigma, Munich, Germany)
for 1 h and rinsed 6 × 10 min in 0.1M PBS. Neurobiotin-
filled samples were afterwards incubated in 1:1000 Streptavidin
DyLight 488 (Vector Labs)/PBS/0.5% Triton-X overnight at 4◦C.
Samples were rinsed afterwards (6 × 10 min) in PBS and
embedded with VectaShield (Vector Labs) on a microscope slide
for high resolution microscopy. Fluorescent image acquisition
and analysis were performed as previously described (Meyer

et al., 2014). Briefly, filled cells were scanned with a Leica TCS
SP2 (Leica, Nussloch, Germany) Confocal Microscope with an
HCX PL APO 40.0 × 1.25 OIL UV objective to obtain confocal
stacks with a voxel dimension of 0.366 × 0.366 × 0.200 µm.
The scanned sequential images were trimmed for the desired z-
depth and a maximal projection of the images was calculated
with ImageJ (NIH, Bethesda, MD). Channel overlay and gentle
adjustment of contrast and brightness were done with Photoshop
CS3 (Adobe, San Jose, CA). An animation of the confocal stack
underlying Figure 6B is provided in the Supplemental Material.

Voltage Sensitive Dye Experiments and
Analysis
Voltage sensitive dye (VSD) recording was performed in isolated
leech midbody ganglia simultaneously to a double intracellular
recording from a P and a T cell. Both mechanosensory cells
were stimulated with intracellular current injection, while the
activities of all visible cells on the ventral side of the ganglion were
monitored through a microscope [Zeiss Examiner.D1, objective
plan-apochromat 20 x/1.0 DIC (UV)] with a CCD camera
(Photometrics QuantEM:512SC), using bath-applied VF2.1.CL
dye (λmax = 522 nm, λem = 535 nm, see Miller et al., 2012).
Imaging was performed with a temporal sampling frequency of
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94 Hz and a spatial resolution of 64 × 128 pixels. Prior to the
recording, a snap shot was taken with the full spatial resolution
of the camera, 512 × 512 pixels (Figure 2A), based on which
regions of interest (ROIs) representing individual cell bodies
were selected manually (Fathiazar et al., 2016; see Figure 7B for
an example). In this manuscript, data from one representative
VSD recording is presented. Similar results were obtained in
seven additional preparations.

Electrical stimulation, consisting of 10ms long pulses of 2 nA
(T cell) or 3 nA (P cell), was designed to mimic these cells’
spiking patterns in response to tactile stimulation of 70mN in the
ventral midline of the skin in a semi-intact preparation (Pirschel
and Kretzberg, 2016). Four different stimulus conditions were
compared (see Figure 7): In the PT-stimulated condition, both
sensory cells were electrically stimulated in a pattern that

FIGURE 2 | VSD data analysis method. (A) Snapshot of a ganglion with full

resolution. The red circle indicates the cell body of the P cell, which was

stimulated by intracellular current injection into the soma during the

experiment. (B) Time course of the electrical P cell stimulation, applied through

an intracellular electrode (top red trace) and corresponding single VSD

response of the P cell (red spikes) in comparison to a single P cell response to

control condition (not stimulated, gray) and baseline (averaged P cell

responses to 7 traces of control condition, black). The activity map (colored

line below) indicates for each recording frame in how many of 7 response

traces the activity differed significantly from control condition. (C) Histogram of

filtered differences between P cell responses to control condition (7 traces with

110 frames each) and baseline. Black vertical lines indicate thresholds of the

p < 0.05 criterion for activity differing significantly from baseline. (D) Histogram

of filtered differences between P cell responses to stimulated condition (7

traces with 110 frames each) and baseline. Black vertical lines indicate the

significance thresholds determined in (C), showing that the activity differs

significantly from baseline more often than in control condition. The activity

map in (B) depicts in which frames the significant deviations from baseline

occurred, indicating consistent activation during current stimulation.

reproduces natural responses to tactile stimulation. In the P-
stimulated and the T-stimulated condition only one of the cells
was stimulated, while the other cell remained unstimulated.
In control condition, both cells were not stimulated. In our
experiments, responses to 7 repetitions of each condition (trials)
were recorded.

For data analysis, 55 ROIs corresponding to visible cell bodies
were drawn over the first frame of the VSD recording presented
in this manuscript. VSD signals of the cells were extracted by
averaging and normalizing the brightness of the pixels in the
corresponding ROIs. Movement and bleaching artifacts were
corrected as described in Fathiazar and Kretzberg (2015). For
each cell, baseline (black line in Figure 2B) was calculated as
an average of the seven trials of control condition. Baseline was
subtracted from all VSD signals obtained for all four stimulus
conditions. To reduce the noise level, the difference signal was
filtered with a moving average filter of three frames window
size.

Statistical analysis to identify stimulus-activated cells was
performed as described in Fathiazar et al. (2016). In short,
the histogram of the filtered VSD difference signals in control
conditions was calculated for each cell. Applying a statistical
significance level of α = 0.05 on this histogram, we defined
the thresholds of activity differing significantly from baseline
(black vertical lines in Figure 2C), indicating very strong
de- or hyperpolarization of the cell’s membrane potential.
These thresholds (quantiles 2.5 and 97.5% of control response
distribution) were applied to the filtered VSD difference
signals obtained for the three conditions of mechanoreceptor
stimulation (Figure 2D: P-stimulated condition) to discriminate
which individual cells were activated at each time frame
(activation map of the P cell in Figure 2B). The activation maps
I(i,j) in Figures 7C–F show the pooled activity for all seven trials
of each condition, where I(i,j)ǫ{0, ...,7} and iǫ{1, ...,55} indicates
the cell number (chosen by the sequence of cells’ activations
after stimulus onset, not corresponding to the cell numbers in
the standard ganglion map shown e.g., in Lockery and Kristan,
1990b) and jǫ{1, ...,110} is the frame (referring to times 0.16 <

t < 1.36 in s). I(i,j) has the value of 0 (shown in dark blue) if
the cell i in frame j was not activated in any of the seven trials.
If cell i was found to be activated in all the trials in frame j, I(i,j)
has the value of seven (shown in yellow). A cell i was classified
as a “stimulus-activated” cell for a specific stimulus condition
(PT-, P-, or T-stimulated), if at least six of the seven trials revealed
significantly increased or decreased activity compared to baseline
in at least one time frame in the period 0.53 < t < 0.87 s (from
stimulus onset to offset plus five frames).

RESULTS

Encoding of Tactile Information by
Mechanoreceptors
The three types of leech mechanoreceptors were classically
associated with tactile stimuli of different intensities, as reflected
in their notation: T cells for light touch, P cells for stronger
pressure, and N cells for noxious, very hard mechanical
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stimulation (Nicholls and Baylor, 1968). However, simultaneous
recordings of different mechanoreceptor types responding to
skin stimulation revealed a different picture: Both T and P
cells responded reliably to a large range of stimulus intensities,
from very light touch (5mN) to strong pressure (200mN), and
even N cell responses started at a moderate touch intensity of
50mN (Figure 3). These strongly overlapping sensitivity ranges
clearly contradicted the classical idea of a labeled line code
with different cell types, signaling the presence of stimuli in
distinct force intensity ranges. Instead, this finding suggested that
the tiny population of leech mechanoreceptors (6 T cells, 4 P
cells, 4 N cells in each ganglion) uses a different strategy for
encoding the intensity of tactile stimuli. As shown in Figure 3A,
response patterns to tactile stimulation at the ventral midline
differed considerably between cell types, in accordance with
many previous publications (Nicholls and Baylor, 1968; Carlton
and McVean, 1995; Lewis and Kristan, 1998b; Pirschel and
Kretzberg, 2016). Tv cells typically produced transient, rapidly
adapting responses, both at stimulus onset and offset, while Pv
cells usually responded with sustained sequences of regularly
occurring spikes within the entire duration of tactile stimulation.
N cells were not very active when the skin was stimulated
with relatively weak pressure, leading to responses consisting
of only one or two spikes. Despite these differences in spike
timing patterns, all three types of mechanoreceptors shared
similar dependencies of standard response features on stimulus
intensity. All cells responded to increasing pressure intensity
with increasing spikes counts and decreasing response latencies,
both of which saturated for high intensities (100–200mN) in
T and P cell responses. In a preceding study (Pirschel and
Kretzberg, 2016), we showed for the intensity range of 5–100mN
that summed spike counts of mechanoreceptor pairs yielded
the best estimation performance for stimulus intensity. In
particular the sustained Pv cell responses allowed a reliable
estimation.

When stimulus location was varied, Pv and Tv cells showed
the same effects as were reported in previous studies (Thomson
and Kristan, 2006; Pirschel and Kretzberg, 2016). Spike rates
decreased and latencies increased with increasing distance from
the center of the cell’s receptive field (Figures 4A,C,D). A similar
tendency was also visible for N cell responses (Figure 4B),
although the low spike counts (between 0 and 2 spikes in 200ms),
induced by the range of stimulus intensities applied in this study,
made results more difficult to interpret. In Pirschel and Kretzberg
(2016) it was shown that for a tactile stimulation with 50mN,
the latency differences between pairs of mechanoreceptors, in
particular the fast responses of Tv cells, led to the best location-
estimation performance. Here, we extended the analysis of Pv
and Tv cell responses by varying combinations of stimulus
location and force intensity, while keeping velocity and all other
stimulus parameters constant across experiments. Stimuli of all
intensities yielded similar dependencies of spike counts and
latencies on stimulus location, with higher mechanical force
triggering more and earlier spikes, resulting in virtually parallel
curves for both response features (Figures 4C,D). For Tv cells
similar response characteristics of spike counts and latencies were
found even for strong pressure stimuli of 100mN (Figure 4D),

FIGURE 3 | Influences of stimulus intensity on mechanoreceptor

responses. (A) Example responses of an intracellular triple recording of a left

Tv cell (blue), a left Pv cell (red), and a right N cell (green) responding to a

tactile stimulus of 10mN (left) and 100mN (right) applied for 200ms at 0◦

(ventral midline). (B) Spike count and (C) response latency (mean and STD) for

Tv cells (blue), Pv cells (red) and N cells (green) responding to tactile stimuli

with intensities of 5–200mN applied at 0◦. Stronger pressure intensities

(> 100 mN) were tested with fewer cells (see legend).

giving further evidence against a labeled line coding of stimulus
intensities.

Since Tv cells also responded to the offset of a constant tactile
stimulation (Figures 3A, 4A, 5A–C), stimulus force intensity and
location dependencies of these off-responses were also analyzed
(Figure 4E). Only strong pressure stimuli (100mN) close to the
receptive field center triggered large numbers of off spikes in
Tv cells. These off response spike counts decreased steeply with
distance (Figure 4E left, Supplementary Figure 1C). For light
and moderate tactile stimulation, off-response spike counts were
lower then spike counts at stimulus onset. These off-response
spike counts depended mainly on stimulus intensity, while
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FIGURE 4 | Influences of stimulus location on mechanoreceptor

responses. (A) Example responses of an intracellular triple recording of a left

Tv cell (blue), a left Pv cell (red), and a right N cell (green) responding to a

tactile stimulus of 50mN for 200ms at locations −20◦ (left) and +20◦ (right).

Ventral midline is defined as 0◦, stimulus locations to the right as positive and

to the left as negative numbers of degrees. (B) Example for the dependency of

N cell spike count and response latency on stimulus location. Spike count and

response latency (mean and STD) are shown for one representative double

recording of two N cells with 15 repeated stimulus presentations and a

stimulus intensity of 100mN. (C) Dependency of spike count and response

latency (mean and STD) of Pv cells (N = 10, each 8–10 stimulus presentations;

pooled responses of left and right cells) on stimulus location. Responses at

different locations [displayed as distance from receptive field center in (◦)] are

(Continued)

FIGURE 4 | Continued

shown for three stimulus intensities of 10mN (yellow), 20mN (orange), and

50mN (red). (D) Dependency of spike count and latency (Mean and STD) of Tv
cells (N = 10, each 8–10 repeated stimulus presentations; pooled responses

of left and right cells) on stimulus location. Responses at different locations

[displayed as distance from receptive field center in (◦)] are shown for four

stimulus intensities of 10mN (dashed-cyan), 20mN (dashed blue), 50mN

(solid-cyan), and 100mN (solid-blue) (N = 8 cells). (E) Dependency of off-spike

count and off-spike latency (Mean and STD) of Tv cells on stimulus location

(same recordings and figure conventions as in D). Linear fits for the stimulus

response curves shown in (D,E) are provided in the Supplementary Material.

stimulus location had virtually no effect, resulting in the parallel
flat curves shown in the left panel of Figure 4E. Consequently,
linear regression revealed shallower decreases and smaller y-
intercepts of spike counts at stimulus offset (Supplementary
Figure 1C) than at stimulus onset (Supplementary Figure 1A,
see also Table 1 in Supplementary Material for comparison).
In contrast, the latency of off-responses triggered by moderate
and high mechanical force depended almost exclusively on
stimulus location (Figure 4E right panel, Supplementary Figure
1D). The virtually identical off latency response curves obtained
for intensities between 20 and 100mN rose at least as steeply
with increasing distance from the center of the receptive field
as for the latencies observed at stimulus onset (Supplementary
Figures 1B,D, Supplementary Table 1) and showed similarly low
variability (Figures 4D,E right panels). Only very soft touch
stimuli of 10 mN, which often failed to trigger off-responses at
all, caused highly variable off response latencies, which were not
approximated well by linear regression (Supplementary Figure
1D). In conclusion, these results suggest that T cell responses
occurring at the offset of skin stimulation could play an additional

role for tactile encoding.

Interneurons Involved in Tactile
Information Processing
After studying the encoding of tactile stimulus properties at the
mechanoreceptor level, the main questions arising from these
results are: Which mechanoreceptors provide input to which of
the cells at the next network level? And which mechanoreceptor
response features shape the responses of which interneurons
involved in processing tactile information?

To tackle these questions, we performed a combination
of three experimental approaches: Simultaneous intracellular
double recordings from a mechanoreceptor and an interneuron,
anatomical examination revealing potential contact points,
and voltage sensitive dye recordings providing access
to mechanoreceptor-induced responses of many cells
simultaneously.

In the first step, responses of three different interneurons
were characterized by the classical electrophysiological approach:
Intracellular double and triple recordings of mechanoreceptor(s)
and an interneuron (Figure 5). The three interneurons 157, 159,
and 162 (see Figure 1B for cell body positions in the ganglion)
were previously identified as members of the local bend network
according to the criteria that they responded to presynaptic P

Frontiers in Physiology | www.frontiersin.org October 2016 | Volume 7 | Article 506 | 219

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Kretzberg et al. Leech Tactile Stimulus Encoding

FIGURE 5 | Simultaneous, intracellular recordings of three different interneurons and ipsilateral mechanoreceptors. (A–C) Example responses of

mechanoreceptors and three types of interneurons to tactile skin stimulation for 200 ms at 0◦ (ventral midline). (A) Triple recording of left Tv cell (blue), right Pv cell

(red), and left cell 157 (magenta) responding to a tactile stimulus of 70 mN. (B) Double recording of left Tv cell (blue) and left cell 159 (magenta) responding to a tactile

stimulus of 50mN. (C) Triple recording of left Tv cell (blue), a left N cell (green), and left cell 162 (yellow) responding to a tactile stimulus of 70 mN. (D–F) Responses of

the same interneurons of types (D) cell 157, (E) cell 159, (F) cell 162 to constant current injection of 1.5 nA for 50 ms (upper trace) applied intracellularly to the

ipsilateral Tv cell, which responded reproducibly with regular spike patterns (see spike probability in 5 ms bins) in the same double or triple recording as shown in the

corresponding upper panel (A–C). Cell responses were averaged over 20–50 repetitions.

cell stimulation and influenced the activity of motor neuron 3
(Lockery and Kristan, 1990b). Here, our recordings showed that
these three interneuron types also receive synaptic input from
an ipsilateral Tv cell. Intracellular injection of a constant current
step reproducibly triggered rhythmic spike patterns in Tv cells,
which elicited clear excitatory postsynaptic potentials (EPSPs) in
all three types of interneurons (Figures 5D–F).

Additionally, intracellular recordings of interneurons 157,
159, and 162 during tactile stimulation provided direct evidence
that these cell types are involved in the processing of tactile
information (Figures 5A–C). The recordings revealed their
distinctly different response characteristics: Cell 157 displayed a
sustained graded response, resembling integrated EPSPs lasting
for the entire duration of stimulation (Figure 5A), while the
other two cell types responded more transiently. Cell 159
produced large EPSPs both at tactile stimulus on- and offset
(Figure 5B). Cell 162 responded mainly with a very large EPSP at
stimulus onset, sometimes triggering a single postsynaptic spike
(Figure 5C).

The second step of the network analyses provided anatomical
evidence for network connections (Figure 6). Simultaneous dye
injections into T cells and interneurons revealed cell morphology
and prospective points of contacts. Potential locations of

contacts with a T cell (cyan) were found for all three types
of interneurons 157 (magenta, arrowheads in Figure 6B), 159
(magenta, arrowheads in Figure 6C), and 162 (yellow, arrows
in Figure 6B). Interestingly, the triple staining of T, 157, and
162 (see also stack animation in Supplementary Material)
additionally identified putative contacts of interneurons 157
and 162 suggesting potential lateral network connections at the
interneuron level (circles in Figure 6B). However, since the study
by Lockery and Kristan (1990b) did not find synaptic responses in
double recordings of this cell pair, additional electrophysiological
tests are needed.

Neurobiotin injection into a T cell (Figure 6D) led to staining
of five additional cell bodies suggesting electrical coupling. For
one of them, the location of the cell body matched the location
of cell 159 (labeled c in Figure 6D), fitted very well with the
electrophysiological finding of this cell type’s responses following
the time course of T cell responses (Figures 5B,E). Judging from
the cell body location one of the other cells could be cell 212
(labeled d in Figure 6D), which was also identified as local bend
interneuron by Lockery and Kristan (1990b). Two more cells
were stained in the posterior-lateral package of the ganglion. By
location these cells could be numbers 61 and 62 (b and a in
Figure 6D) in the standard ganglionmap (Figure 1B). At a larger
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FIGURE 6 | Morphological connections of T cells and interneurons. (A)

Dye injections (Alexa Fluor 488/546/633) were performed to reveal the

morphology and putative cell-cell contact zones of a T cell (cyan), interneuron

157 (magenta), and 162 (yellow). Z-depth 70 µm. (B) Magnification of the area

indicated in (A) (white box) shows putative contacts between T cell and

interneuron 157 (arrowheads), T cell and interneuron 162 (arrows), and

interneuron 157 and 162 (circles). Z-depth 10 µm. See Supplementary

Material for an animation of the confocal image stack underlying this figure.

(C) Visualized morphology of an Alexa-dye injected T cell (cyan) and a

Neurobiotin injected interneuron 159 (magenta). Arrowheads indicate putative

contacts. Z-depth 30 µm. (D) Neurobiotin (cyan) was injected into a T cell

(indicated by asterisk) to reveal electrically coupled cells. Putative cell types: (a)

and (b) interneurons 62 and 61, (c) 159, (d) 212, and (e) unknown. Z-depth

110 µm. Confocal microscope transmission image overlayed with 40%

transparency for cell location identification. In all panels letters A and P indicate

anterior to posterior direction of the ganglion.

distance from the T cell an additional cell body (e in Figure 6D)
was also clearly stained, but remained to be identified.

The third step of our analyses aimed to identify interneurons
involved in tactile processing using voltage sensitive dye (VSD)
recordings. In these experiments, intracellular double recordings
of a T and a P cell were performed, while the activity of the ventral
side of the ganglion was imaged. After VSD bath application,
graded de- and hyperpolarization of all neurons could be
estimated based on the emitted light of the corresponding
pixels in the camera image (Miller et al., 2012). Individual
spikes could only be identified in VSD traces of some cell
types with large and slow spikes, otherwise the temporal
resolution of the camera (94Hz at a spatial resolution of 64

× 128 pixels) and the signal to noise ratio were too low.
In the recording shown in Figure 7, 55 ROIs representing
individual cell bodies were selected for analysis (Figure 7B). Four
different conditions of electrical stimulation were used during
VSD recordings: (1) Control condition without stimulation
(Figure 7C), used to determine baseline spontaneous network
activity, (2) PT-stimulated condition (Figures 7D,G) with short
current pulses injected into the cell bodies of the T cell
and the P cell, which elicited spike trains reproducing typical
mechanoreceptor responses to a touch stimulation (Pirschel and
Kretzberg, 2016), (3) P-stimulated condition (Figures 7E,H) with
the same spike train elicited in the P cell as in the PT-stimulated
condition, while the T cell remained unstimulated, and the
corresponding (4) T-stimulated condition (Figures 7F,I) with
only T cell stimulation.

For the statistical analysis to identify interneurons activated
by mechanoreceptor responses the control condition was used to
calculate the normal range of spontaneous activity for each cell.
The upper and the lower thresholds of this range were defined
as percentiles 2.5 and 97.5% of the empirically determined
distribution of VSD values (leading to a significance level of α

= 0.05, see Section Methods, Figure 2C, and Fathiazar et al.,
2016) These thresholds were applied to the same cell’s responses
during the three different stimulated conditions to find if and
when the cell was more de- or hyperpolarized than during
control condition (see Figure 2). Figures 7D–F show for each
cell at each time frame how many of the seven trials deviated
significantly from baseline, with a color code ranging from dark
blue (no deviations from baseline) to yellow (deviation from
baseline in this time frame in all seven stimulus presentations).
In Figure 7 cells were numbered according to the timing of
their first activation (significant deviation from baseline in at
least six of seven stimulus presentations) after stimulus onset in
the PT-stimulated condition (Figure 7D). Hence, cell numbers
in Figure 7 differ from the cell identity numbers used in the
standard ganglion map, e.g., in Figure 1B and in Lockery and
Kristan (1990b). In Figure 7 cell number 1 is the stimulated T
cell, cell number 2 the stimulated P cell. Cells showing consistent
deviations from the baseline during stimulation in at least six out
of seven presentations were classified as stimulus-activated (see
Section voltage sensitive dye experiments and analysis). These
cells are indicated by colored borders in Figures 7G–I.

Comparison of different stimulation conditions revealed that
electrical stimulation of T and P cell together (Figure 7D) as
well as activation of P cell alone (Figure 7E) activated 22 of
the 55 analyzed cells, while T cell stimulation alone elicited
significant activation only in 10 cells. However, populations
of activated cells were not identical for PT-stimulated and
for P-stimulated conditions. One cell (number 24, magenta
in Figure 7G) reached activation threshold exclusively when it
received input from both the P and the T cell. Since it was located
in the posterior package and was not activated by P cell input
alone, this cell did not correspond to any of the known local
bend interneurons (Lockery and Kristan, 1990b). In addition
to the T cell (number 1) itself one cell (number 18, blue in
Figures 7G,I), putatively interneuron 161, needed T cell but no P
cell stimulation for activation. Interestingly, three cells [numbers
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FIGURE 7 | Identification of interneurons involved in the processing of tactile stimuli based on VSD recordings. (A) High resolution image of VSD labeled

cells in the leech ganglion. For typical positions of the cell bodies located on the ventral surface of the ganglion, refer to Figure 1B. Intracellular electrodes (symbolized

by white pointed angles) were used for electrical stimulation of a T cell (Electrode #1) and a P cell (Electrode #2). (B) One frame of the VSD recorded ganglion with

superimposed blue cell borders showing all 55 ROIs used for analysis. White numbers refer to the order of cells’ activation determined in (D), not to the cell identity

numbers commonly used in the standard ganglion map. (C) Activity map of all 55 recorded cells in response to control condition (no stimulation). The color of each

pixel indicates in how many of the seven control trials the activity of a specific cell (row) at a specific recording frame (column) deviated significantly from baseline.

Colors range from dark blue (0 deviations) to yellow (7 deviations). The absence of bright colors indicates that no consistent deviation from baseline occurred for any of

the cells. Cell numbers correspond to (B,D). (D) Activity map in response to intracellular current stimulation of a P cell and a T cell (stimulus time courses shown above

in red and blue). Cells were sorted and numbered by the timing of the first occurrence of consistent significant deviation (>5 of 7 trials) from baseline in this condition

after stimulus onset (T cell is #1, P cell is #2). Cells not activated by the PT-stimulated condition remained in random order. For cell body locations see (B). (E,F)

Activity maps in response to intracellular current stimulation of only the P cell (E) or the T cell (F). Cell numbers correspond to (B,D). (G–I) Cells activated by the

specific stimulus conditions, P and T cell stimulation (G), only P cell stimulation (H), and only T cell stimulation (I). A cell was defined as stimulus activated, if its activity

deviated significantly from baseline in more than 5 of 7 trials, in at least one time frame after stimulus onset (see Methods). Red ROIs show cells activated only during

P stimulated condition, yellow ROIs during P and PT conditions, blue during T and PT conditions, magenta only during PT condition, cyan during all three conditions.

Frontiers in Physiology | www.frontiersin.org October 2016 | Volume 7 | Article 506 | 222

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Kretzberg et al. Leech Tactile Stimulus Encoding

26, 32, 42 (Figure 7H red), cell types remained to be identified]
showed significant activity during P cell stimulation, but not in
response to the combined PT-stimulated condition. This finding
could indicate nonlinear interaction of inputs from different
mechanoreceptors or inhibition by the T cell.

According to our classification criterion, eight cells responded
with consistent significant activation to all three stimulated
conditions (cyan borders in Figures 7G–I). Some of them were
easy to identify by soma positions and sizes and by their
characteristic response patterns: Both Retzius cells (numbers 6
and 13 in Figure 7) and both AP cells (numbers 4 and 8 in
Figure 7) could be identified unambiguously across different
preparations. The fastest postsynaptic responding cell, marked
with number 3, could be the ipsilateral interneuron 162 (compare
Figures 5, 6). The cell labeled with number 10 could putatively
be interneuron 212 (compare Figure 6D and the ganglion
map in Figure 1B). Cells labeled 12 and 17, which also were
activated in all three stimulated conditions, still remained to be
identified.

Some of the interneurons identified by the study of Lockery
and Kristan (1990b) could correspond to the cells activated by
PT- and P-stimulated conditions (cyan borders in Figures 7G,H).
In particular, judging by position, the cells labeled with numbers
11 and 20 could correspond to the interneurons 157 and
159 analyzed in this study. These cells were not found in
the map of the activated cells in the T-stimulated condition
shown in Figure 7I even though the connection to a T cell was
demonstrated both electrophysiologically (Figure 5) as well as
anatomically (Figure 6). However, this discrepancy seemed to
be due to the very strict criterion for the classification of T-
condition activated cells requiring precisely timed and strong
deviation from baseline activity in at least six of the seven
trials. Since interneuron response amplitudes were small and
VSD signal-to-noise ratio was low this criterion provided a
conservative estimate of cells showing very clear responses.
When this criterion was relaxed by a lower significance level
or a lower number of significant trials used as threshold, more
cells, including the interneurons under study, were classified
as activated (results not shown). In future studies, network
activation patterns obtained for varied classification criteria
need to be compared across different preparations to reveal all
members in the network and the interaction of different types of
mechanosensory inputs.

DISCUSSION

After more than 30 years of research on the local bend reflex
of the leech (Kristan, 1982), the perspective on the neuronal
network controlling this seemingly simple behavior still gains
complexity. In line with other recent findings (Gaudry and
Kristan, 2009; Palmer et al., 2014; Baljon and Wagenaar, 2015;
Pirschel and Kretzberg, 2016) the results of this study indicate
that the model of the local bend network needs to be revised
regarding the input signals provided by mechanoreceptors and
the computation performed by interneurons.

Encoding of Tactile Information by
Mechanoreceptors
On the level of mechanoreceptors our results suggest that
three dogmata of leech tactile information processing should be
revised:

Contrary to the common belief (and the cell’s names), the
three types of mechanoreceptors—touch, pressure and noxious
cells—do not implement a labeled line code for tactile stimulus
intensities. The ranges of constant pressure intensities encoded
by these cell types overlapped quite substantially, with longer
stimulus durations leading to higher spike counts (Pirschel and
Kretzberg, 2016). T and P cells both reacted to the entire range
of tested intensities from very light touch (5mN) to moderate
pressure (200mN) with increasing spike counts and decreasing
response latencies. In both cell types N cells generated spikes
in response to moderate stimulus intensities. Even though the
relatively weak tactile stimuli used in this study were clearly not
in the optimal range for N cell stimulation, they elicited weak
but reliable N cell responses. Indeed, a large range of intensities
triggered spikes in all three cell types and also N cells might
contribute to the local bend network by providing additional
input to interneurons.

Despite the finding that T cell spikes increase muscle
tension during the local bend response reported already in the
first publication on leech local bending (Kristan, 1982) their
contribution to the network was disregarded in most studies.
Electrical stimulation of a single P cell was sufficient to elicit
a local bend response, while a single T cell often failed to
trigger an obvious muscle movement. It was therefore concluded
that the local bend network relies on P cell rather than T cell
input (Kristan, 1982; Lewis and Kristan, 1998b). However, recent
results suggest that T cells encode tactile stimulus properties
by relative response features of a cell pair with overlapping
receptive fields (Pirschel and Kretzberg, 2016). Thus, electrical
stimulation of a single T cell triggers a response that would not
occur in natural situations. Each patch of skin is innervated
by a pair of T cells and a pair of P cells with overlapping
receptive fields. They all respond to tactile stimulation at this
location (see Figure 1A bottom for a sketch of overlapping
receptive field at ventral midline). Hence, even if spikes of
a single stimulated cell fail to elicit the local bend response
it cannot be concluded that this cell is not important for
the response. Carlton and McVean (1995) pointed out that
T cells provide behaviourally important input to the leech
nervous system, in particular when acting as velocity detectors
in exploration behavior. In a study comparing T and P cell
encoding (Pirschel and Kretzberg, 2016), T cell responses were
shown to allow higher percentages of tactile stimulus location
estimation than P cell responses. Moreover, mixed populations
of P and T cells considerably improved the combined estimation
of stimulus location and intensity compared to each cell
type separately. Here, we showed with three complementary
methods that T cells provide synaptic input to several previously
identified local bend interneurons (Figures 5–7). Hence, T cells
should be considered as additional members of the local bend
network.
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As in most neuronal systems, the analysis of leech
mechanoreceptor responses was restricted to spike counts
of single cells for many decades. However, more recent studies
showed that combining responses of two cells with overlapping
receptive fields drastically improves stimulus estimation and
that temporal response features contain more information about
stimulus location than spike counts (Thomson and Kristan,
2006; Pirschel and Kretzberg, 2016). This study confirmed that
spike counts and response latencies depended both on stimulus
intensity and location for Tv and Pv cells and showed similar
dependencies also for N cell responses (Figures 3, 4). Moreover,
combined variation of stimulus location and intensities revealed
that the dependency of both response features on stimulus
location stayed the same for different stimulus intensities,
leading to parallel shifted tuning curves in Figures 4C,D. Since
Tv cells produced transient responses at stimulus on- and
offset, encoding properties of off-responses occurring after
stimulus offset were additionally analyzed. Interestingly, the
off-response spike count showed a much stronger dependency
on stimulus force intensity than on location—at least for light
and moderate tactile stimulation. In contrast, off-response
latency depended almost exclusively on stimulus location. This
finding suggests that T cell off-spikes could play an additional
role in tactile information encoding that should be considered
in future studies. For primate afferents, on-off-response patterns
were proposed to play a role in the encoding of object contact
and release during active touching (Johnson, 2001; Johansson
and Flanagan, 2009). Hence, the importance of T cells during
exploration (Carlton and McVean, 1995)—actively touching the
environment—might indicate a general mechanism of tactile
stimulus encoding shared by man and worm.

Taken together, these results suggest that encoding of tactile
stimulation on the mechanoreceptor level can be explained
neither by a labeled line of different cell types encoding
distinct ranges of mechanical force, nor by symmetrical spike
count tuning curves representing stimulus location. Instead,
we propose a mixed-type population of mechanoreceptors
performing simultaneous encoding of stimulus location and
intensity by multiplexing temporal response features and spike
counts. Sincemixed-type combination ofmultiple afferent classes
and multiplexed encoding of several stimulus properties were
also proposed as underlying mechanisms of touch perception in
primates (Saal and Bensmaia, 2014), these encoding principles
might be fundamental mechanisms of tactile information
processing. For the leech, future studies are needed to investigate
how additional stimulus properties like probe shape and velocity
are represented in this mixed-type, multiplexed coding scheme.

Interneurons Involved in Tactile
Information Processing
Any sensory system relies on receptors conveying all available
information about the stimulus to the next network level. In
many systems, including the mechanoreceptors of primates (Saal
and Bensmaia, 2014) and leeches (Nicholls and Baylor, 1968;
Carlton and McVean, 1995), this input layer of the sensory
processing network contains different receptor types (Smith
and Lewin, 2009), which specifically react to certain types
of stimulation. However, for exploiting the information about

the stimulus encoded by receptors, this information must be
transferred to and processed by the next network layers. While
it is difficult to study directly connected pre- and postsynaptic
cells in complex sensory systems in vertebrates like the primate,
the individually characterized cells in the simple nervous system
of the leech are optimally suited for this question.

As discussed in section Encoding of Tactile Information by
Mechanoreceptors, our hypothesis is that the individual sensory
cells send multiplexed signals, containing a combination of
temporal response features and spike rate, which simultaneously
represent multiple stimulus properties. The ensemble of
interneurons has the task to integrate and process these
ambiguous signals coming from the 10 mechanoreceptors (6 T,
4 P, 2 N), which are present in each ganglion. Our preliminary
results suggest that the individual interneurons have spatial
receptive fields as was also found by Lockery and Kristan (1990b),
but additionally differ in their integration properties. At least one
type of interneuron (cell 157, Figure 5A) seemed to act as slow
integrator, presumably reacting mainly to the spike count of all
presynaptic cells. Themembrane potentials of other interneurons
(cells 159 and 162, Figures 5B,C) showed more complex
temporal response structures, suggesting temporal information
processing, e.g., as coincidence detectors. Furthermore, these
results indicate that responses of individual interneurons
could be influenced to different extents by responses of the
three mechanosensory cell types. While the responses of slow
integrators probably followmainly the sustained P cell spikes, the
more complex interneuron response patterns could stem from
the transient T cell responses to stimulus changes and the sparse
N cell spikes.

Interneuron responses found in this study matched and
complemented previous findings. The three interneurons
considered here in more detail, cells 157, 159, 162, were
identified as local bend interneurons, receiving P cell input
and influencing motor neuron activity (Lockery and Kristan,
1990b). Judging by locations of cells’ somata, all of these
three interneurons also significantly changed their membrane
potentials when a P cell was stimulated in our voltage sensitive
dye recordings (Figures 7G,H). Furthermore, our physiological
and anatomical results (Figures 5, 6) showed that these three
cells also receive input from T cells.

In addition to these three interneurons, which we chose
to study in detail, our results showed several other cells
receiving mechanoreceptor inputs, confirming results from
previous studies. Judging by location of their cell bodies, our
VSD experiments yielded at least two more previously identified
local bend interneurons, cells 161 and 212 (Lockery and Kristan,
1990b), reacting to T-cell stimulation (Figure 7I). Cell 212 might
also be one of the cells visible in the Neurobiotin staining of
a T cell, indicating electrical coupling (Figure 6D). Another
interneuron, cell 61, for which we found a putative electrical
coupling to the Neurobiotin-filled T cell and an activation
in the VSD experiments, also was reported before to receive
mechanoreceptor input (Nusbaum and Kristan, 1986). Activity
of this serotonin-containing cell was associated withmodification
of the local bend behavior and initiation of swimming (Nusbaum
and Kristan, 1986; Kristan et al., 1988; Lockery and Kristan,
1991). Moreover, the activation of Retzius and AP cell pairs in
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our VSD experiments (Figures 7G–I) was also consistent with
previous findings that both cell types react to mechanoreceptor
responses and pressure applied to the skin (Zhang et al., 1990;
Lockery and Kristan, 1991; Zhang et al., 1995; Jin and Zhang,
2002; Fathiazar et al., 2016).

Despite this updated list of candidate cells revealed in this
study, we assume that not all interneurons involved in processing
of tactile information showed up as stimulus activated cells in
the VSD experiments (Figures 7G–I), because of three technical
reasons: (1) the restricted visibility of cells in preparations, (2) the
statistical selection criterion, and (3) the type of stimulation used
in this study.

Firstly, visibility of cells in VSD recordings varies from
preparation to preparation. VSD experiments require removal
of the glia sheath from the ganglion to ensure that the dye
reaches all neuronal membranes. However, this procedure led to
displacement of the cell bodies. Some cell bodies moved out of
focus of the microscope. Proximate cells, which are usually well
visible in the ganglion before de-sheathing, might overlap or even
completely occlude each other after that dissection procedure.
These effects led to a lower number of ROIs (55 in Figure 7B)
visible in the VSD images than cells located at the ventral side
of the ganglion (approximately 200). Moreover, even though the
positions of cell bodies in the ganglion are relatively fixed, they
sometimes switch positions, requiring additional physiological or
anatomical evidence for definite cell type classification. Hence, it
is of general concern that not all stimulus-activated interneurons
can be found in all VSD preparations.

The second reason for the low number of interneurons
classified as stimulus-activated (in particular for separate T-cell
stimulation, Figures 7F,I) is the strict criterion we applied. A
cell’s activity needed to deviate significantly (α = 0.05) from
baseline activity in at least in six out of seven stimulated trials
in exactly the same frame. Hence, in this time frame the cell
had to be consistently more depolarized or more hyperpolarized
than 97.5% of the values obtained under control conditions.
Relaxing this criterion led to a higher number of cells classified as
stimulus-activated. Example, for a level of α = 0.1 and the same
threshold (six out of seven active trials), 40 cells were marked
as stimulus-activated in the PT-activated condition, 30 cells in
the P-activated and 28 in the T-activated conditions (results
not shown). Judged by location, these populations included
the three interneurons 157, 159, 162 that we studied in more
detail and also several other interneurons previously identified
as members of the local bend network (Lockery and Kristan,
1990b). However, since many additional cells were also classified
as activated, we decided to present strictly restricted populations
of clearly stimulus-activated cells in this study. In future studies,
effects of statistical selection criteria should be compared across
preparations to optimize the detection of stimulus-activated cells,
which would lead to a more consistent picture of the network for
tactile information processing.

The third reason for the incomplete activation maps could
be the stimulation used in the experiments presented here.
Even though the electrical stimulation of the P and/or T cell
elicited spike trains mimicking typical responses to tactile skin
stimulation (Pirschel and Kretzberg, 2016), the network received
inputs from only one or two mechanoreceptors. In contrast,

tactile stimulation always elicits responses of at least four
mechanoreceptors, because each patch of the skin is covered
by the overlapping receptive fields of two P cells and two T
cells. For higher stimulus intensities, at least one N cell will
react additionally. Since our VSD setup was limited to two
intracellular electrodes, a complete simulation of the natural
input to the tactile network by intracellular stimulation of
four (or five) mechanoreceptors was not possible. Hence, if
some interneurons are specifically tuned to relative temporal
features of mechanoreceptor spike trains, e.g., coincidence
detection they would not (or at least not optimally) respond to
electrical stimulation of one P and one T cell, even though the
timing of their spikes matches realistic skin stimulation. Hence,
additional VSD experiments are needed with the skin attached
to the ganglion to reveal a more complete network structure.
Comparison of activity maps obtained for tactile stimulation
to electrical stimulation of mechanoreceptor pairs or single
mechanoreceptors can test our hypothesis of temporal processing
on the level of interneurons.

Once these issues will be settled, combined
electrophysiological, anatomical, and VSD studies applied to this
small nervous system consisting of individually characterized
cells can yield conclusive answers to fundamental questions of
neural coding including the roles of spike counts versus spike
timing, population coding and multiplexing. In particular, the
analysis of combined encoding of multiple stimulus properties
should be extended to a larger space of stimulus dimensions
(e.g., velocity, shape, application angle, indentation depth,
vibration, duration additionally to location and intensity).
Moreover, the local bend response was reported to be modulated
by feedback-loops in the network (Baljon and Wagenaar, 2015),
by neuromodulators (Lockery and Kristan, 1991; Gaudry and
Kristan, 2009), as well as by feeding status and environmental
factors like water depth (Palmer et al., 2014). Hence, despite the
low number of neurons involved in this seemingly so hard-wired
network, the leech tactile system is also well suited for studies on
general mechanisms underlying the flexibility of neural activity
and behavior.
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